
Osvaldo Gervasi · Beniamino Murgante
Sanjay Misra · Marina L. Gavrilova
Ana Maria Alves Coutinho Rocha
Carmelo Torre · David Taniar
Bernady O. Apduhan (Eds.)

 123

LN
CS

 9
15

8

15th International Conference
Banff, AB, Canada, June 22–25, 2015
Proceedings, Part IV

Computational Science 
and Its Applications – 
ICCSA 2015



Lecture Notes in Computer Science 9158

Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, Lancaster, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Friedemann Mattern
ETH Zurich, Zürich, Switzerland

John C. Mitchell
Stanford University, Stanford, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Dortmund, Germany

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max Planck Institute for Informatics, Saarbrücken, Germany



More information about this series at http://www.springer.com/series/7407

http://www.springer.com/series/7407


Osvaldo Gervasi • Beniamino Murgante
Sanjay Misra • Marina L. Gavrilova
Ana Maria Alves Coutinho Rocha • Carmelo Torre
David Taniar • Bernady O. Apduhan (Eds.)

Computational Science
and Its Applications –
ICCSA 2015
15th International Conference
Banff, AB, Canada, June 22–25, 2015
Proceedings, Part IV

123



Editors
Osvaldo Gervasi
University of Perugia
Perugia
Italy

Beniamino Murgante
University of Basilicata
Potenza
Italy

Sanjay Misra
Covenant University
Canaanland
Nigeria

Marina L. Gavrilova
University of Calgary
Calgary, AB
Canada

Ana Maria Alves Coutinho Rocha
University of Minho
Braga
Portugal

Carmelo Torre
Polytechnic University
Bari
Italy

David Taniar
Monash University
Clayton, VIC
Australia

Bernady O. Apduhan
Kyushu Sangyo University
Fukuoka
Japan

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science
ISBN 978-3-319-21409-2 ISBN 978-3-319-21410-8 (eBook)
DOI 10.1007/978-3-319-21410-8

Library of Congress Control Number: 2015943360

LNCS Sublibrary: SL1 – Theoretical Computer Science and General Issues

Springer Cham Heidelberg New York Dordrecht London
© Springer International Publishing Switzerland 2015
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made.

Printed on acid-free paper

Springer International Publishing AG Switzerland is part of Springer Science+Business Media
(www.springer.com)



Preface

The year 2015 is a memorable year for the International Conference on Computational
Science and Its Applications. In 2003, the First International Conference on Compu-
tational Science and Its Applications (chaired by C.J.K. Tan and M. Gavrilova) took
place in Montreal, Canada (2003), and the following year it was hosted by A. Laganà
and O. Gervasi in Assisi, Italy (2004). It then moved to Singapore (2005), Glasgow,
UK (2006), Kuala-Lumpur, Malaysia (2007), Perugia, Italy (2008), Seoul, Korea
(2009), Fukuoka, Japan (2010), Santander, Spain (2011), Salvador de Bahia, Brazil
(2012), Ho Chi Minh City, Vietnam (2013), and Guimarães, Portugal (2014). The
current installment of ICCSA 2015 took place in majestic Banff National Park, Banff,
Alberta, Canada, during June 22–25, 2015.

The event received approximately 780 submissions from over 45 countries, eval-
uated by over 600 reviewers worldwide.

Its main track acceptance rate was approximately 29.7 % for full papers. In addition
to full papers, published by Springer, the event accepted short papers, poster papers,
and PhD student showcase works that are published in the IEEE CPS proceedings.

It also runs a number of parallel workshops, some for over 10 years, with new ones
appearing for the first time this year. The success of ICCSA is largely contributed to the
continuous support of the computational sciences community as well as researchers
working in the applied relevant fields, such as graphics, image processing, biometrics,
optimization, computer modeling, information systems, geographical sciences, physics,
biology, astronomy, biometrics, virtual reality, and robotics, to name a few.

Over the past decade, the vibrant and promising area focusing on performance-driven
computing and big data has became one of the key points of research enhancing the
performance of information systems and supported processes. In addition to high-
quality research at the frontier of these fields, consistently presented at ICCSA, a number
of special journal issues are being planned following ICCSA 2015, including TCS
Springer (Transactions on Computational Sciences, LNCS).

The contribution of the International Steering Committee and the International
Program Committee are invaluable in the conference success. The dedication of
members of these committees, the majority of whom have fulfilled this difficult role for
the last 10 years, is astounding. Our warm appreciation also goes to the invited
speakers, all event sponsors, supporting organizations, and volunteers. Finally, we
thank all the authors for their submissions making the ICCSA conference series a well
recognized and a highly successful event year after year.

June 2015 Marina L. Gavrilova
Osvaldo Gervasi

Bernady O. Apduhan
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Abstract. This paper aims to show a measure of the spatial expansion of the 
buildings in inland areas of Campania and, through this, an analysis of the most 
complex phenomenon of urban sprawl. This work is a pilot study aiming to test 
a research methodology. Thus, at this stage, the area of investigation was re-
stricted to two medium-sized cities: Benevento and Avellino. So, the Author 
proposes to investigate whether there is a sprawl in this particular context, in 
line with the European trend, and proposes a physical and anthropic correlation 
index between the changes of the built areas, seen as a measure of the taken 
land, and the demographic changes, to analyze the phenomenon of urban sprawl 
in relation to housing demand. Therefore, for examined urban areas, the Author 
analyzes the correlation between the change in population density between the 
years 2001 and 2011, extracted from the Census of the population at the frac-
tional scale, and the change in the building coverage ratio extracted from the 
RTC (Regional Technical Cartography) in 1998 and in 2005. 

Keywords: Urbanization · Urban sprawl · Demographic changes · Coverage  
ratio · Medium-sized cities · Shrinking cities · Inland areas 

1 Introduction 

The issue of urban sprawl, which refers, as it is known, to a model of expansion of the 
cities characterized by low-density housing and high urban fragmentation and disper-
sion, is regaining its centrality within the broader debate on land consumption. In fact, 
one of the main drivers of that are certainly the intense processes of urbanization that 
have redesigned Western cities over the last two centuries [6]. 
Although Europe has historically been characterized by dense and compact forms of 
urbanization, the American model of sprawl was imposed in most cities of the Old 
continent, both in Northern and in Mediterranean Europe. 

Furthermore, many «European regions are already facing population decline and a 
quasi surplus of urban land» [28]. In fact, as stated in the EUKN 2010 conference 
[15], the implications of an aging population and migration to the suburbs are felt  
in many cities of the continent, both in large attracting cities and in shrinking cities 
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(cities in decline), generating many problems concerning the cost of public services, 
the increase of traffic and pollution. 

So, if in some regions there is a growth that occurs within the limited borders of 
the city, leading to an urban densification, in others, there is a suburbanisation with a 
consequent urban sprawl, which it is necessary to measure. 

In Italy, recent studies [11], [26] have shown that, for each new inhabitant, the 
phenomenon of land take in villages and small villages is significantly higher than in 
cities or middle towns, and real estate overvaluation has now generated a decoupled 
land take, that is not proportional to the real housing or productive demand. 

Therefore, this paper aims to show the demographic dynamics and a measure of the 
spatial expansion of the built-up area in two middle-sized towns of the inland areas of 
Campania and, through this, to conduct an analysis of the most complex phenomenon 
of urban sprawl. We propose to investigate whether there is a sprawl in this particular 
context, in line with the European trend, and to understand if this territory represents 
an attractor of the polycentric pressures of the metropolitan area of Naples. 

So, in this paper, a physical and anthropic correlation index between the changes of 
the built-up areas, seen as a measure of the taken land, and the demographic changes 
is proposed to analyze the phenomenon of urban sprawl in relation to housing de-
mand. For this purpose, the correlation between the change in population density and 
the change in the building coverage ratio is analyzed [10]. 

2 A Measurement of Urban Sprawl 

The question of the measurement of urban sprawl can be traced to two key issues. The 
first is related to the complexity of measuring land consumption, ie the research for a 
unique method of quantifying the transformation of natural and agricultural surfaces 
into artificial surfaces, through the construction of buildings, infrastructures and other 
facilities. The second is related to the lack of an unambiguous and universally accept-
ed definition of sprawl. 

In reference to the complexity of the measurement, there are several projects at the 
European and national level aimed at defining solid methodologies and comparable 
data for the measurement of land use; among the others, the European Corine Land 
Cover (CLC) project, the monitoring conducted by ISPRA in collaboration with the 
National System for the protection of the environment and the LEAC (Land and Eco-
system Accounts) methodology, set up by the European Agency for the Environment, 
are worth mentioning. However, completely satisfactory results do not match a very 
wide range of monitoring methods. In fact, they are often dissimilar and produce in-
homogeneous, hard-to-compare measurements of the consumed land [9], [22]. 

As mentioned above, the second problem is related to the very definition of sprawl, 
and then to the search for variables that can measure the land take, that is not propor-
tional to the real housing or productive demand. Despite the difficulty in finding a 
unanimous definition of the sprawl term, there is consensus about identifying the 
reducing population density as one of its main features. Therefore, population density 
is the first indicator for which we can have a measurement, and it is certainly the most 
used [17], [23], [25]. Other factors are related to the continuity of the built-up area, 
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the concentration or the fragmentation of the urban centers, the complexity of urban 
form, and the centrality or diffusion of urban functions [19], [23]. 

In the search for a correlation between the built-up areas and the socio-economic 
variables in order to quantify in an analytical and scientific way the diachronic evolu-
tion of urbanized space, several authors [1], [20] have made use of Technical Region-
al Cartography. Even some regional administrations, such as the Piemonte Region, have 
started monitoring land take through the use of regional technical maps [27]. This has 
resulted in the definition of a set of indices, able to provide information both on the 
characteristics of urban patterns (quantification and measurement of dispersion, frag-
mentation of the urbanized area, etc.) and on the socio-economic characteristics of the 
population (residents, families, employees, enterprises) to correlate with the former. 

Therefore, for the examined urban areas, the correlation between the change in popu-
lation density between the years 2001 and 2011 (1), extracted from the Census of the 
population at the fractional scale, and the change in the building Coverage ratio, extracted 
from the RTC (Regional Technical Cartography) in 1998 and in 2005 (2), is analyzed: 
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According to this approach, the change in population density presents complexities 
of calculation, due to differences between the territorial basis of 2001 and of 2011on 
which the people were surveyed1. To standardize the size of the analysis units for the 
two periods, the territory was divided into comparable clusters of a similar size (with 
pixels of 5m x 5m resolution), through the rasterization of shape files. 

By contrast, the Coverage ratio is given by the relation between the built-up sur-
faces in the RTC and the surfaces of the corresponding Census geographic units of the 
2011. The spatial correlation between these two indices may be a way to measure the 
urban sprawl at the scale of the Census unit. 

Moreover, the time gap between Census data and data derived from technical maps 
is only an apparent problem for analysis. In fact, the updates of the territorial bases of 
the Census of 2001 and 2011 were developed through the projects Census 20002 and 

                                                           
1  In fact, the Census geographic units of the 2011 are not necessarily the same as those of 

2001; indeed their variation is almost always associated with the identification by ISTAT 
(National Statistics Institute) of new inhabited localities. 

2  The Census 2000 project, which became operational in 2000 and was concluded in early 
2001, was achieved through an agreement between ISTAT, AIMA (Company for interven-
tions in the agricultural market) and the Ministry of Agriculture and Forestry Policies. Mul-
tiple information sources were used, including digital aerial orthophotos taken by AIMA  
between 1996 and 1998, the Regional and Municipal Technical Cartography and graphs with 
drawings of roads, railways and hydrography [12]. The territorial bases thus produced were 
returned to the Municipalities in 2005. 
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Census 20103 respectively which were realized through photointerpretation made on 
orthophotographic bases of 1996/'98 and of 2006/'08. In effect, the acquisitions that 
gave rise to the RTC and those which gave birth to the Census territorial basis are 
almost contemporary or differ by a few years (Figure 1). 

 

Fig. 1. Time scale of the sources 

Therefore, it is possible to assert that the changes in population density and the 
changes in the building Coverage ratio can be put in mutual correlation with a mini-
mum margin of error. Thus, the two-dimensional analysis of the two variables draws 
the geographical space. The urban area is classified in homogeneous zones, similar to 
other studies [16], [21], in relation to the processes of urbanization taking in place. 
So, seven main classes are identified, to which a sub-class, functional to a more de-
tailed analysis, is added (Table 1). 

Then, where the variables (change in population density Δδ and variation of cover-
age ratio ΔCr) are both positive4, we have new urban development areas, called “areas 
of residential expansion”; when the only Δδ grows, we have “areas of residential den-
sification”; instead, if Δδ is negative, the areas can be defined as “abandoned” or “re-
development” ones; finally, when we detect a flurry of building and a simultaneous 
decline or stasis of population density, the areas can be defined “of sprawl” or “of 
depopulation and sprawl”. 

                                                           
3  For the Census 2010 project, started in March 2009 and ended two months later, they used the 

colored orthophotos, owned AGEA and produced between 2006 and 2008, as a basis for inter-
pretation. [18]. An update of the territorial bases has been proposed to Municipalities, together 
with the documents, the data, the cartography and the software to perform any necessary re-
view or validation of the same ones. It is important to note that the project specified that  
the Municipalities would have to try to keep the design and the coding of the localities and the 
Census geographic units as untouched/unaltered as possible. Changes could make only in the 
presence of obvious changes in the settlements compared to 2001, eg. the expansion of 
inhabited localities or the formation of new inhabited localities (ISTAT’s Protocol no. 2679 of 
21 April 2009). The territorial bases thus produced were published in December 2013. 

4  The variation of the population density is considered greater than zero when it is greater than 
2 inh./ha, and negative when it is less than 2 inh./ha. The variation of the Coverage ratio is 
considered different from zero when it is greater than ± 0.4%. These thresholds are the result 
of the empirical analysis and may be different according to the context. 
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Table 1. Table of the physical and anthropic correlations in urban evolution (Source: Our 
elaboration) 
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and sprawl 

Δ δ=0; Δ Cr>0 
Areas of sprawl Δ δ>0; Δ Cr>0 
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Areas of industrial or tertiary expansion 

 
These are the areas of greatest interest for the decoupled land take, not proportional 

to the real demand, which could be residential or of other nature, such as that associ-
ated with an “industrial or tertiary expansion”. Therefore, a subclass of the previous 
two is identified when, for a Δδ ≤0 and a ΔCr>0, is also associated a population densi-
ty close to zero, δ inh.≈05. In this way, we create a real zoning of urban area, connect-
ed both to the nature of the functional construction and the demographic evolution of 
the resident population [10]. 

Finally, the study was extended to the dynamics of the core and the crown of exam-
ined urban systems, trying to contextualize the growth of the construction to the phases 
of the urban life cycle, as described in the Curb model set out by van den Berg [29]. 

In this test phase of the methodology, other potentially useful parameters were not 
taken into account (such as number of households, the number of employees or com-
panies rather than functions of the dispersion and fragmentation of the urban area). In 
fact, the purpose of this study is  related to the verification of the usability of the 
information derived from RTC for setting objectives and for the verification of the 
compatibility of the same with the Census data. 

3 Case Studies 

As anticipated, the proposed methodology was applied to two cities of the Campania 
Region: Benevento and Avellino. They are two medium-sized cities, provincial capi-
tals and city of services. These cities are of particular interest both because they are at 
the center of development strategies of the European Union, as medium-sized cities6, 
and because are included in the particular context of the inland areas of the Region.  

                                                           
5  The population density is considered to be close to zero if it is not greater than 1 inh./ha. In 

this case, in sparsely populated areas, the growth of built areas could be clearly associated 
with industrial, commercial or of public utility facilities. 

6  These cities are the target of specific funding of the 2014-2020 Community program. 
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In the last two decades, they have lived intense processes of urban expansion, of 
suburbanisation, in a substantial demographic stasis. Furthermore, in these areas the 
effects of the recent economic downturn have been very obvious. 

Therefore, it’s interesting to measure urban sprawl in a context where there are no 
special requirements related to housing need or particular conditions of economic 
development. 

3.1 The City of Benevento and Its Urban System 

The first city taken for analysis is Benevento. Despite having had a project of urban 
planning (the Piccinato Plan) since 1933, over the last century it has been transformed in 
a spontaneous way. The Piccinato plan never became operational and the built-up areas 
have expanded, especially in the 50s and 60s, to the outside of each organic planned 
development. Thanks to the availability of funds bestowed as war damage, in those 
years the city had a period of strong expansion outside the walls of the old town and the 
great neighborhoods were born: Libertà, Ferrovia e Mellusi [2].  

Although the current analysis of the development of the city is confined to a rather 
limited period, ie the time between the two regional technical cartography (1998-
2005), in the schematically summarized results in the following table (Tab. 2) some 
changes of the urban structure can be distinctly read.  

Table 2. Zoning of the municipality of Benevento according to the present model  

Areas 
Built 2005 

(ha) 
New Built Pop 

2011 
ΔPop 

(‘11-‘01)
Urban area 

(ha)  (ha) % 

Invariants a. 144 11 +7 11.387 -521  10.603  

Redevelopment a. 9 -1 -10 2.158 -207  62  

Abandoned a. 78 0 0 21.233 -6.217  328  

a. of depopulation and sprawl 19 2 +11 3.736 -1.218  102  

a. of sprawl 75 17 +22 3.130 +134  1.474  

a. of industrial or tertiary 

expansion 7 
39 11 +28  14 -288  289  

a. of residential densification 38 -1 -2 14.401 +5.157  344  

a. of residential expansion 27 6 +23 5.444 +2.570  172  

Tot. 390 34 +10 61.489 -302  13.083  

 
According to the used model, the municipality of Benevento is characterized by a 

prevalence of “invariants areas” where there isn’t significant growth both of built area 
and of the population. Nevertheless, there are clear signs of a significant growth of the 
urban perimeter and of a displacement of the resident community. 

In fact, although slightly decreasing population, the city continues to expand its ur-
ban area to occupy lands once used for agriculture. In the period examined, a total of  
 

                                                           
7  The area of industrial or tertiary expansion is a subclass of the previous two. 
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Fig. 2. Areas of expansion, densification or sprawl, in the municipality of Benevento8 

36 hectares of newly built area is detected; of these, 6 intended for residential expan-
sion and 19 to decoupled expansion in “areas of sprawl”, ie a significant growth of 
built-up areas with no corresponding proportional population growth (Fig. 2). 

 
In addition, although 11 of the 19 surveyed hectares are attributable to an expan-

sion in the industrial or service sector, a significant economic development for the 
city has not been demonstrated during the period of this study9. In fact, the new build-
ings in the industrial areas (A.S.I.) of Ponte Valentino or in new i. areas of  
C.da Olivola (Ex Aeroporto) are often abandoned or not fully used. Morover, the 
closure of many commercial activities in the historic center of the city corresponds to 
the opening of two shopping malls, and the closure of many cinemas in the city  
 

                                                           
8  The redevelopment and abandoned areas are not highlighted in the map. 
9  Similar to 20 other cities, situated for the most part in the South (Avellino, Bari, Benevento, 

Cagliari, Caserta, Catanzaro, etc.),  Benevento is among the “swallows”, ie the cities that at-
tempt an alignment with the Italian average, present a dynamic economy, but showed a lack 
of a fundamental strength, according to the classification made by Rur-Censis at the “Second 
Convention of the Italian cities”. 
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Fig. 3. Population changes in the urban system of Benevento 

center corresponds to the opening of two multiplex cinemas. All this feeds an  
expansion of the urban area and a more intensive use of the automobile as a means of 
transportation. 

By an analysis at the scale of the urban system, we can note a process of replace-
ment of housing from the areas where there is an ongoing abandonment or depopula-
tion10 to areas where there is residential densification or expansion taking place11. In 
particular we can see a “shrinkage sprawl” in the crowning of the oldest town or along 
the main arteries of what has been called “sistema urbano a direttrici e costellazione” 
(an urban constellation along main axes) [3,4,5].  

In fact, these migrations are not only contained within the municipal borders of 
Benevento, but affect the entire ring of the urban system (Fig. 3), which is still in a 
phase of demographic growth, unlike what occurs in the core (Table 3). 

In particular, from the 80s, the depopulation of the city has accompanied growth 
of peripheral municipalities, mainly San Giorgio del Sannio, but also Sant'Angelo a 
Cupolo, Apollosa, Ceppaloni, Foglianise Paduli and, in the last decade, also  
San Nicola Manfredi, Calvi and Apice (Fig.3).  
 

                                                           
10  It concerns generally many neighborhoods of the city, such as the historical center and the 

quarters Libertà, Mellusi, Ferrovia e Pacevecchia. 
11  It concerns Lungosabato road, Meomartini road, Santa Colomba road and the contrade 

Montecalvo, Madonna della Salute, Gran Potenza, San Liberatore, Piano Cappelle. 
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Fig. 4. Number of inhabitants in the core, in the ring and the entire urban system of Benevento, 
in accordance with the van den Berg model 

 

Fig. 5. Population growth and decline of core, ring and in urban system of Benevento, in ac-
cordance with the van den Berg model 
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Table 3. Population growth in the core, in the ring and in the urban system of Benevento 

 1971 1981 1991 2001 2011 

Urban system 113.000 117.223 121.431 121.228 121.780 

Core 59.009 62.636 62.561 61.791 61.489 

Ring 53.991 54.587 58.870 59.437 60.291 

 
According to the model of van den Berg [29], the urban system of Benevento had a 

phase of urbanization until the mid-80s, when a process of suburbanization developed 
that has lasted at least until the second half of the 90s. Since the 2000s, a slight 
disurbanization process has developed, which lasted a few years and it wasn’t exactly 
corresponding to the theoretical model. In fact, we have not recorded a decline of the 
ring and a subsequent recovery of the core, but a slight decline in the growth of the 
ring followed by a new phase of suburbanization (Fig. 4 and Fig. 5). 

Finally, during the period in which it was measured, the building growth coincides 
with a phase of desurbanization, albeit slight, of Benevento. Therefore, the 10% in-
crease of the built area in seven years does not have corresponding drivers in the 
housing needs. So, the 34 new hectares of built-up area are certainly not justified by 
the decrease of the population in the city and, at the urban level, the value of 1600 
square meters for each new resident is absolutely disproportionate. 

3.2 The City of Avellino and Its Urban System 

The development of the city in the last century was heavily influenced by natural and 
anthropogenic factors. In fact, the geomorphology of the area, surrounded by the two 
Walloons (dei Lupi e Finestrelle) upstream and downstream of the city, along with 
destructive natural events (such as earthquakes of 1930 and 1980) have been defining 
the boundaries of expansion for many years. This has meant that urban development 
is concentrated in this area, and facilities and infrastructure were often rebuilt on the 
existing urban plan. In addition, administrative difficulties in the approval of the 
Plans12 and a lack of adequate planning instruments were added. They have fueled 
expansion processes limited to individual interventions, often linked to the spontanei-
ty and management of the needs of the moment [13]. 

Like in Benevento, during the short period between the two regional technical 
maps, the analysis clearly shows the changes of the urban structure and the axes of the 
development of the city (Tab. 4). Conversely, Avellino is a city that has experienced a 
turnaround in the demographic dynamics having grown by about 1,500 inh. in the last 
10 years, after two decades of population decline.  

According to the model used, half of the territory is subject to change. In the mu-
nicipal borders of Avellino, totalling only 3'036 hectares, 30 hectares of newly built 

                                                           
12  Planning tools of Avellino date back to the second half of the nineteenth century; the first 

building regulation (the Denti Plan) is dated 1877; then the Rossi Plan (1883), Cucciniello 
and Ferrara Plans (1913), the Valle Plan (1933) have succeeded to arrive, since the 60s, the 
most modern Petrignani Plans (that of ‘71 and that of ‘91) until the policy directions of the 
“garden city” in the ‘90s. 
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area were measured (during the period of analysis), of which 8 are associated with a 
residential expansion (in some cases also affected by the PIU Europe projects) and 19 
of sprawl, e an expansion decoupled from the increase in population.  

Table 4. Zoning of the municipality of Avellino according to the present model  

Areas Built 2005 
(ha) 

New Built Pop 
2011 

ΔPop 
(‘11-‘01)

Urban area 
(ha)  (ha) % 

Invariants a. 38 3 +9 5.489 -334  1.660  

Redevelopment a. - - - - - 0  

Abandoned a. 31 0 0 11.535 -1.865 145 

a. of depopulation and sprawl 33 3 +8 11.404 -1.487  153  

a. of sprawl 75 16 +21 5.909 +357  696  

a. of industrial or tertiary 

expansion  
22 8 +39 69 -155 146 

a. of residential densification 19 0 +1 7.432 +1.419  80 

a. of residential expansion 47 8 +16 12.453 +3.429  302 

Tot. 243 30 +12 54.222 +1.519 3.036 

 

 

Fig. 6. Areas of expansion, densification or sprawl, in the municipality of Avellino 
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So, the expansion in the suburbs, from Pennini to Serroni and from Bellizzi until 
Cretazzo (Fig. 5), is strong and not always commensurate with the increase in population. 

Also, we found 8 hectares of industrial or tertiary expansion localized mainly in the 
ASI area of Piano D'Ardine, in the commercial district of Scrofeta and in that of 
sports and leisure, Contrada Santa Caterina, as well as in the new hospital area of the 
A.O. Moscati, in the cemetery and in the prison of Bellizzi Irpino. 

 

Fig. 7. Population changes in the urban system of Avellino 

According to the model of van den Berg [29], since the 70s, in the urban system of 
Avellino a process of suburbanization has taken place, which has never stopped. The 
city of Avellino has begun to expand into a wider area, which affected at first the 
small-size town of Atripalda, then those of Mercogliano and Monteforte Irpino, and 
finally the small-size town of Aiello del Sabato (Fig.  6).  Here too, the urban expan-
sion takes the form of “shrinkage sprawl”. 

Between the 80s and 90s, these municipalities have absorbed a large portion of the 
population of the city (Tab. 5).  

Table 5. Population growth in the core, in the ring and in the urban system of Avellino 

 1971 1981 1991 2001 2011 

Urban system 81.441 92.239 99.376 100.564 106.202 

Core 52.382 56.892 55.662 52.703 54.222 

Ring 29.059 35.347 43.714 47.861 51.980 
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Fig. 8. Number of inhabitants in the core, in the ring and the entire urban system of Avellino, in 
accordance with the van den Berg model 

 

Fig. 9. Population growth and decline of core, ring and in urban system of Avellino, in accord-
ance with the van den Berg model 
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Never entering into a real disurbanization phase, the urban system of Avellino, start-
ing in the 2000s, is going through a phase of anomalous contemporary re-urbanization 
and suburbanization (Fig. 7 and Fig. 8). In fact, the population of the entire urban sys-
tem has never decreased, but only had a horizontal inflection in growth. 

The conclusions drawn for Benevento are also applicable to Avellino. The period in 
which a building growth was measured in the city coincides with a phase of demograph-
ic stagnation. Therefore, the 12% increase of the built area in seven years can not be 
justified by the light population growth that the core of the urban system has achieved in 
the last decade, after two decades of population decline and housing market crisis [14]. 

In both case, the urban sprawl appears strongly linked to a demand for more ser-
vices or the desire of a growing part of the urban population to live in the surrounding 
rural places where it is guaranteed a greater sense of well-being [6]. 

4 Open Issues 

Trying to quantify the phenomenon of sprawl in the considered areas, it’s possible to 
say that the method of analysis has presented satisfying results, when compared to the 
complexity of the phenomenon that was represented. Therefore, the attempt to arrive 
at a numerical quantification allowed some preliminary evaluations on these areas and 
opens up various issues to collective reflection, both technical, procedural and theo-
retical-analytical. 

The main problems are given by the time gap between the Census data and the car-
tographic surveys at the regional scale (as discussed in previous chapters), the usabil-
ity of the data derived from the RTC, some errors in the geo-coding of the ISTAT 
data at the fractional scale and, finally, by the choice of ideal partition level of the 
space in which to analyze the considered indices. The quality of the encoding of RTC 
data appeared sometimes insufficient. In fact, coherence and consistency in the alloca-
tion of drawn surfaces to the various analytical categories (generic, industrial or agri-
cultural building, shed, warehouse, shack) has not always been observed.  

For the Census data at the fractional scale, errors may exist on survey, as hap-
pened. Pressed on the issue, ISTAT declares that «geo-coding at the fractional scale 
of the addresses of surveyed households was carried out by the municipalities which, 
in some cases, have not worked according to the required standard and have proceed-
ed to award a Census geographic units adjacent to correct ones», and that «the Census 
data at the fractional level are considered provisional». ISTAT ensures the validity of 
the final data to higher territorial aggregations. 

Despite this, the choice of the level of disaggregation of the indexes appears good. 
In fact, the main directions of the urban expansion and of  the urban sprawl can thus 
be highlighted. Probably, a greater reflection on the threshold of membership in each 
class should be made.  

Likewise, the choice of the urban system as scale of analysis has appeared useful. 
In fact, to contextualize the measurement of urban evolution to a specific phase of the 
urban life cycle of van den Berg model, appeared very effective to show the discon-
nection between the growth of the built and the real housing needs. 
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Finally, this study confirms that the decoupled land take in the inland areas and in 
the peripheral urban systems is stronger than the one measured in the big cities by 
other authors [6], [11], [26], and points out the urgency of a new law on ground rent. 
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Abstract. This paper aims to provide a methodological dynamic management 
framework for ecological processes affecting the coastal strip, purveying tools 
and guidelines for the redaction of Municipal Coastal Plans in Apulia Region, 
and more specifically of Barletta-Andria-Trani Province. In detail, the objective 
is to develop added value products and services for the analysis of soil con-
sumption and all the environmental and landscape parameters tailored on the 
coastal landscapes. This will be done on the basis of structure, management, 
control and monitoring of the coastal area to guarantee the right to access and 
enjoy the use of the public patrimony within and without the state-owned area. 
The model here proposed would include the implementation of a semi-
automatic multi-scale, multi-time and multi-source tool, built on a set of indica-
tors, which will be useful for a new generation coastal planning based on the 
key principles of sustainability, territorial vocation and local specificities. 

Keywords: Soil consumption · Coast · Planning · Monitoring · Satellite ·  
Indicators 

1 Introduction 

The tendency to intensive coast occupation and building over the last decades is now-
adays an important issue that needs damming, given the absence of planning which 
caused huge damage in terms of loss of identity, landscape homologation, weakening 
of the ecosystem functions of the land-sea interface areas and, at times, absence of 
primary urban development infrastructures.  

The coasts and seaside areas of Apulia are traditionally regarded as a primary 
source of tourist traffic; in contrast to the wasteful uses of the past, the growing 
awareness is fostering the outbreak of a more sustainable conception of tourism econ-
omy, attentive to the coastal landscape enhancement, envisaging and actualizing  
actions towards an integrated management of the littoral zones, able to propose strat-
egies and projects designed to protect and improve the environment quality and to 
recover the existing patrimony. A valorization able to sustainably integrate tourism 
with the other coastal practises, such as fishing, commerce, shipbuilding and, in line 
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with ICZM1 Strategy [1], also takes into account the environmental, economic, and 
social aspects, the coastal dynamics, the intervention policies, the policy-makers and 
the institutions.  

This paper aims to propose a methodology for the development of added value 
products and services for the analysis and monitoring of soil consumption and all 
 the environmental and landscape parameters affecting the coastal landscapes, through 
the implementation of a semi-automatic tool, built on a set of indicators, which could 
be useful for a new generation coastal planning based on some key principles [2] such 
as: (a) systemic approach; (b) understanding of context specificities; (c) identification 
of the accord with natural processes; (d) interventions characterized by a precaution-
ary approach; (e) multi-participant planning; (f) multi-level governance; (g) wide 
range of intervention tools. 

The application field is, in detail, the coast of Apulia region and the new proce-
dures of Coastal Municipal Plan redaction within the more complex Coastal Planning 
in Apulia2. The experimentation of innovative process optimization approaches will 
be tested and applied by the Civil Engineering and Architecture Department DICAR 
from Bari Institute of Technology in two important reference contexts: the collabora-
tion Protocol with Apulia Region, Barletta-Andria-Trani Province and the Municipali-
ties of Barletta, Bisceglie, Margherita di Savoia and Trani, aimed to the territorial 
requalification and regeneration in the coastal area of the province3; the financed pro-
ject “Apulia Space”4, in which the Institute of Technology participates as a partner. 

The methodological approach, exposed in the following paragraphs, is the first re-
sult of the theoretical and operational research. It corresponds to the studies addressed 
in the first phase of the research project Apulia Space, started formally on July 1, 
2013, whose end is scheduled for 31 December 2016. The first priority of the project 
will be the identification of the coastal strip soil consumption and to provide useful 
tools to carry out an integrated investigation of “objectives” and “means to achieve 
them” that will take into account physical, environmental and landscape parameters of 
the whole coastal habitat. This will be possible thanks to the analysis of very high 
                                                           
1  Verso una Strategia Europea per la Gestione Integrata delle Zone Costiere (GIZC) – Principi 

Generali e Opzioni Politiche (1999) European Commission. Demonstrative Program of the 
Integrated Coastal Zone Management, EU 1997-1999. 

2  Apulia Region approved the Regional Coastal Plan and the guideline document “Linee guida 
per la individuazione di interventi tesi a mitigare le situazioni di maggiore criticità delle coste 
basse pugliesi” (“Guidelines for the identification of interventions aimed to mitigate the most 
critical situations in the low coasts of Apulia”), respectively with the Regional Council Deci-
sions DGR n. 2273/2011 and DGR n. 410/2011. 

3  Elaboration, presentation and negotiation of the Territorial Strategic Project “Il sistema 
costiero” (“The Coastal System”) PST 3 in Province Coordination Territorial Plan PTCP 
BAT. 

4  “Apulia Space” is included in the National Operational Programme “Ricerca e Competitività 
2007-2013” (“Research and Competitiveness 2007-2013”) Convergence Regions, ASSE I 
“Support to Structural Changes”, Operational Objective: “Networks for the reinforcement of 
the scientific-technological potential of the Convergence Regions”, and it undoubtedly repre-
sents an opportunity for the project thanks to very high resolution multi-spectral satellite data 
that can be used as a support in the area planning and monitoring. 
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resolution ortho-photos and of other spatial data, both already available and still to be 
obtained, contextually evaluating the restrictions and information deriving from the 
higher-level planning  In a second step this project will facilitate the systematization 
of those information and investigations in order to provide ad hoc guidelines that 
would help standardizing the coastal planning process, according to a dynamic, con-
tinuous and iterative integrated management. The process will cover the whole cycle 
of: (a) data gathering, (b) programming, (c) decision-making, (d) management, (e) 
actuation supervision. 

These phases will be managed thanks to data organization and elaboration, imple-
mentation of indicators and elaboration of indexes for each planning level beyond  
the Coastal Municipal Plan boundaries, which otherwise would only include the  
state-owned coastal strips.  

2 Background 

2.1 The Coast of Apulia. Strengths and Criticalities 

A crucial ecological dominance of Apulia is undoubtedly represented by the coastal 
strip, with dominance being intended as a system that is dominant for its extension 
and connective function in a given regional environment. The coastal strip of Apulia, 
including both the Adriatic and the Ionic coasts, covers almost one tenth of the na-
tional coast perimeter with its 950 kilometers and includes landscapes that are re-
markably diversified in terms of geomorphologic features. The morphological types 
observed in the area are: flat graded rocky coasts (the most widespread); convex 
graded rocky coasts; rocky cliffed coasts (contexts of great landscape relevance); 
sandy beaches (in correspondence to alluvial riverbeds and river outlets); limited dune 
formations, relic of what used to be a well more extended regional system. The mor-
phological richness of the coast in terms of physical and geochemical components 
goes along with a significant biological richness. In fact, the coastal strips of Apulia 
have a considerable importance due to their thriving habitats and benthic biocenoses.  

In the Italian distribution of morphological coast types [3], central Apulia falls 
within the domain of Terraces, a middle segment of the regional coast characterized 
by an intense fragmentation of the Murge cretaceous plateau, slightly sloping, gener-
ally low and rocky (1.5 – 2.5 m above sea level) marked by small incisions due to the 
numerous valley outlets, locally defined as Lame (knives). The Bari Basin is situated 
amid this structure, and its setting changes following a latitudinal gradient; south of 
Bari the plateau becomes more distanced and forms a step, while the coast – formed 
by Pliocene sediments – becomes lower and has a rich subterranean hydrographical 
network pouring out at the coastal level. The only exceptions to this morphological 
uniformity are the cliffs of Trani and Bisceglie. 

Moreover, in the considered area there are segments of remarkable ecological in-
terest, for instance the Ofanto river outlet and some basins partly linked to the sea 
(Ariscianne, Canale Camaggio, Boccadoro, Pantano Ripalta) that are ecotones of 
crucial environmental permeability in various interactions: land-sea, river-land-sea, 
pond-land-sea. 
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These ecotone habitats are places of interaction between adjacent environments 
where the index of naturalness is particularly high, as well as very high is the danger 
level intrinsic to the abrupt changes produced by human settlement [4]. Thus they 
have become a “scarce resource” and, as a consequence, a starting point for an  
innovative coastal planning in Apulia. 

In addition, the global issue of the coastal squeeze – already described in the 
Atlante delle Spiagge Italiane (Atlas of Italian Beaches) by the National Research 
Centre CNR [5] in 1985 and then analyzed in detail for Apulia by the Regional 
Coastal Plan (PRC) – requires a series of strategic decisions that would need to look 
simultaneously at the complex set of concurrent causes of the phenomenon: the rare-
faction of the Ofanto river sediment supply – progressively diminished because of the 
damming, and the erosion of anthropogenic origin. The latter aspect of the erosion 
caused by human settlement has been pointed out by the vast area descriptions (Re-
searches and Plans) displaying all along the central Apulia coastal strips an unbeara-
ble soil consumption that goes at the same pace with the “thickening” of the coastal 
settlement.  

The problems generated by such processes were not solved by an adequate local 
coastal planning system; on the one hand there was just municipal planning – never 
particularly well-known for its attention to the coastal ecosystem balance – that in-
cluded urban development right on the coastline and too close to the sea, on the other 
hand there have been significant delays in the regional landscape planning, which was 
completed after a great part of the damage had already been done. From a simple 
overlay mapping between Corine Land Cover, municipal technical cartographies 
(combined with historical maps from the Military Geographic Institute IGM) and on-
field observations, it is clear how there is a tendency to seamless urban development 
that creates a coastline urban continuum north of Bari (the towns of Giovinazzo, 
Molfetta, Bisceglie, Trani and Barletta); moreover, most part of the scattered coastal 
and sub-coastal settlement in the area consists of vacation houses, summer residences 
that in some areas (e.g. Santo Spirito, Palese) privatizes whole coastline segments 
with enclosures isolating residences and tourist resorts from the rest of the territory. 
This scattered landscape reveals a complete loss of public areas, open and shared 
structures, centrality [6]. These “urban materials” are in fierce competition with the 
traditional uses of the coastline open spaces, such as irrigation system-based vegeta-
ble gardens or sub-coastal cultivations, which at the present day are to be looked at as 
relics of the past. The schematic and reductive approach of the old planning in Apulia 
showed little or no awareness of the need for conservation of the coastal space and its 
delicate ecotone function. In fact, the uniqueness of the coastal area has attracted an 
aggressive kind of urban development that has been typical of the Twentieth century 
and has expanded at an unprecedented and unparalleled speed rate. The consequence 
is an intermittence landscape [4] alternating full development and voids – the latter 
being the ruins of the old broad coastal agriculture spaces (e.g. irrigation system 
based vegetable gardens, grazing lands, coastal meadows) – split between the  
environmentally protective restrictions and the growing pressure exerted by housing 
market and tourism industry. 
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2.2 Coastal Planning in Apulia 

The new era of Coastal Planning in Apulia is linked to a new conception of the 
coastal landscape5 introduced in 2005 and to the regional government decision to 
adopt policies more attentive to regional landscape conservation and protection, and 
led to the approval of a new Regional Territorial Landscape Plan (PPTR) in February 
2015. This plan was preceded by the Regional Coastal Plan (PRC, redacted according 
to the Regional Law LR 17/2006, Regulation of Coastal Use and Protection). Never-
theless, as an analysis of the first ICZM attempts will show, the 2006 Plan was  
negatively affected by the limited range of means provided for the municipalities 
according to section 3 of the Regional Coastal Plan PRC. 

Some of the issues raised by the IMCA research in 2010 have proved to be  
well-grounded: 

“Amid a general confusion between intentions and outcomes, [our] Atlas of 
Coastal Landscape helps problematizing the most considerable paradoxes of the mo-
dernity project, with the flourishing contradictions of a urban project that shows to be 
“inattentive” to the values of the contexts; its outcomes are not completely evident 
yet, but it is already possible to read the counterintuitive effects of the most protected 
and planned territories and, at the same time, the most violated, less controlled and 
most urbanized at a speed rate and with an intensity that are unparalleled and un-
precedented.” [7] 

With the intent of correctly setting the reflection, it is necessary to understand the 
exact scope of these plans, therefore finding a correct definition a coastal area: an 
accurate review of the literature on the subject [8] will outline a wide range of possi-
ble physical borders, but also reveal how all the definitions converge on the idea of 
coastal area as the crucial point where sea and land interact, in a relationship that have 
to be preserved, and possibly fostered, according with the principles of sustainability. 
On an international level, the Coastal Zone Management (CZM) [9] was born in the 
seventies and, with the purpose of planning and managing correctly the coastal areas, 
claimed a contextual integration of: (a) ecosystem entirety, economic efficiency, so-
cial justice; (b) economic uses and/or sectors; (c) spatial and/or environmental  
settings: surface area, marine environment, biosphere; (d) time settings: long-term, 
mid-term and short-term programs; (e) juridical and decision-making settings; (f) 
responsibilities to be assigned to the numerous local institutions and/or communities 
and the different governance levels; (g) research fields: natural sciences, engineering, 
economics, law.  

                                                           
5  The research outcomes are being tested on the field with technology transfer experiences and 

support to the local institutions carrying out Municipal Coastal Plans (PCC), which is part of 
their tasks for what concerns the use and management of both state-owned coastal strips and 
local coastal areas for tourism and leisure purposes. This authority was delegated to the Re-
gions by the State according to section 105 clause 2, letter 1 of the Legislative Decree DLgs 
112/98, and were then delegated by the Regions to the Municipalities, since the 1st of Janu-
ary 2001, according to the sections 40, 41 and 42 of the DLgs 30/03/99 n. 96. 
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The Municipal Coastal Plan experience launched by the authors, working in the 
DICAR Department of Bari Institute of Technology in collaboration with four local 
coastal municipalities, led to face the hardships linked to the realization of the Re-
gional Law LR 17/2006 and to an actual debate among those subjects involved in the 
coastal territory planning and managing procedures (such as the already mentioned 
PPTR and PRC), proving that the co-planning was still rarely realized in practice 
among bodies and sectors.. 

This issue appears even more evident considering that the Municipal Coastal Plans 
only concern the state-owned coastal strips, a rather limited part of the whole territo-
ry. As a matter of fact, an efficient coastal planning approach cannot be limited in its 
analyses and actions to the exiguous state-owned portion of the coast, as it needs to 
take into consideration a broader and more complex system centered on a variable 
depth territorial segment, able to represent the whole coastal landscape setting to 
which the state-owned portion belongs. In fact, the new Regional Territorial Land-
scape Plan (PPTR) has often broadened its scope beyond the 300m coastal strip pro-
vided for in the Ministerial Order DM 431/1985. 

The coastal landscape already contains all the features, strengths and potential that 
can make it autonomous. In fact, the coast has to be looked at not only as a seaside 
tourism destination, but as a much wider assortment of territory uses, as well as other 
aspects of the touristic offer (cultural, natural, agritourist, sport-related etc.) need to 
be taken into account, according to one of the five territorial projects for the regional 
landscape included in the PPTR regarding the integrated enhancement of the coastal 
landscapes [10]. 

2.3 Tools, Plans, Projects and Techniques for the Coastal Landscape 
Monitoring 

Modern trends in planning call for continuous territory monitoring processes, inte-
grating all the institutional and administrative levels involved. The project is thus 
focused on the attempt to systematically integrate monitoring analysis of soil con-
sumption and other parameters of environmental protection and enhancement of the 
coast in the Municipal Coastal Planning tool. First of all, an in-depth investigation 
will be focused on the coastal anthropization, recognized as one of the main human-
generated actions that affect coastal erosion [11]. The European project “Eurosion” 
contains a description of the European coastal situation, and one of the main causes of 
the coastal erosion is said to be the human intervention, both widespread and local, 
carried out on the coast and on the hydrographical basins [12]. Eurosion and Coperni-
cus maps show respectively high exposure to erosion in Apulia and significant coastal 
soil sealing value north of Bari. 

The concept of soil consumption is then a fundamental parameter to be analyzed in 
this research. The literature on the subject generally defines it an alteration from a 
non-artificial soil covering (non-consumed soil) to an artificial soil covering (con-
sumed soil) [13] that leads to the loss of a fundamental environment resource, due to 
the occupation of an originally agricultural, natural or semi-natural surface.  
A rich source of information and data about soil consumption is available thanks to a 



Coastal Monitoring: A Methodological Proposal for New Generation Coastal Planning 25 

monitoring network created by the Institute for Environmental Protection and Re-
search (ISPRA) with the collaboration of the Regions and Autonomous Provinces 
through their Agencies for Environment Protection. Nowadays, the indicator evalua-
tion is based on analyses deriving from a network availing itself of national, regional 
and municipal data integrated with other cartographies coming from the European 
initiative Copernicus [14]. As a result, the latest cartographies are extremely more 
detailed compared to the Corine Land Cover, and this guarantees their validation and 
assures a more coherent data spatialization. Although such data represent an im-
portant reference for a specific analysis of the coastal soil consumption, they are not 
sufficient for this purpose. 

A significant attempt of integrated coastal strip management was carried out by the 
MOGEFAICO project [15], presented in 2001 within the Regional Operating Pro-
gram 2000-2006 and tested on the south western coastal strip of Sicily. This project 
was focused on searching for tools able to evaluate the pressure exerted on the coastal 
ecosystems through some of the most relevant studies on the subject: the 1983 Couper 
model [16] with eight indicators, the 1990 Sorensen and McCreary model [17] with 
eleven indicators, the coastal use plan created in 1992 by Vallega with sixteen indica-
tors, the 1992 Pido and Chua model [18] with ten indicators. The mentioned models 
showed, in many cases, a particular emphasis on the land perspective or the sea per-
spective, depending on the authors [19]. 

The Pilot Project for Action 4.4, carried out by the Working Group ARPA Puglia 
was called “SHAPE” (Shaping an Holistic Approach to Protect the Adriatic Environ-
ment between coast and sea) and represents another good example of integrated man-
agement of the coastal strip [20]. In detail, the objective of this pilot project was to 
evaluate the environmental features and criticalities in the marine coastal segment 
between Torre Guaceto and the urban and industrial area of Brindisi, with the purpose 
of realizing an example of good practices supporting a sustainable management of the 
coastal area between land and sea. The project was divided in two main phases: the 
first consisted in the gathering and elaboration of all the available information final-
ized to the definition of the environmental framework; the second aimed at the appli-
cation of a model based on DPSIR indicators (Determinants, Pressures, State, Impact, 
Responses) to the analyzed area. 

A first set up of semi-computerized tools for land use analysis was activated by the 
DICAR Department and other partners within the MaTRis project (Very High Reso-
lution Thematic Mapping from Aerospace) financed by Apulia Region POR funds 
[21]. The project defined and standardized techniques for the satellite data interpreta-
tion and rendering; in particular, a first phase served to provide a soil sealing layer 
(automatic identification of sealed areas); subsequently, the extraction of a semi-
computerized soil consumption classification defined a layer of land use with 43 class 
legend keys, in line with the CORINE Land Cover Standard (up to the fourth level for 
classes concerning the urban fabric). Thanks to the photo-interpretation and the inte-
gration with the “historical” numerical cartography it was possible to render further 
information layers concerning the buildings and the transport network of the analyzed 
area in a geodatabase that allows immediate integration with other data typologies and 
is available for all the phases of a planning process. 



26 M. Lucafò et al. 

The GIS (Geographic Information System) tools like ESRI ArcGIS and its exten-
sions Spatial Analyst and 3D Analyst represent a valid technological support to carry 
out the spatial analyses identified in the above mentioned projects and for the analysis 
proposed in this research. In fact, the GIS environment allows the gathering, storage, 
analysis and visualization of the information concerning a geographical area, such as 
the coastal area, in a dynamic and iterative way. This facilitates a systematic approach 
to the gathering and management of environmental information, and fosters the com-
parison and compatibility of data groups, improving the accessibility and spread of 
the information, as well as guaranteeing an easier spatial analysis of environmental 
impacts.  

3 Research Design 

The research here presented is the result of the experience of DICAR Department and 
of the authors in two apparently detached fields: coastal planning and the use of satel-
lite images for land use mapping. As stated before, two different projects triggered 
further advancements in both fields: on one hand, the Apulia Space research aimed to 
integrate remote-sensing and land use data into planning processes; on the other hand, 
the protocol for the regeneration of coastal areas in the Barletta-Andria-Trani Prov-
ince demanded the construction of a data framework that could guide integrated and 
multi-scale planning/monitoring in a highly complex and critical environment. More-
over, the constantly worsening issue caused by the human consumption of the coastal 
areas and the necessity to develop innovative and dynamic systems to deepen the 
knowledge of, and possibly appease, this phenomenon represented the starting point 
for the integration of these two experiences into the development of new ICZM tools 
and methods.  

In order to pursue these goals, the research takes into account specific issues of 
coast management, such as (a) high dynamism of coastal processes, both natural and 
human-driven; (b) lack of coherent, updated, precise data; (c) subjectivity and ineffec-
tiveness of current planning policies. Previous ICZM approaches in similar areas 
[15][20] show that indicators can be useful evaluation tools, but they seem to lack the 
capability to be easily updated and to produce as a result possible courses of action, 
therefore failing to some extent to address these issues. The authors’ research focuses 
on remote sensing as the key to an efficient coastal monitoring, thanks to high data 
availability and standardization.  

The main objective of the project as a whole is to set up semi-automatic analysis 
techniques, decision support systems (DSS) and monitoring procedures to be used 
during the coastal landscape planning, able to innovatively systematize and integrate 
the myriad of data coming from different sources and sensor typologies (multi-
source), with different degrees of precision (multi-scale) and distributed along time 
(multi-time), in particular by using high resolution satellite images. While the Barlet-
ta-Andria-Trani coast will be the “test field” in the operational and validation phase of 
the research, this paper presents the theoretical definition of the processes involved:  
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Moreover, a specific indicator for the erosion of sandy beaches has already been  
developed, and it is able to evaluate entity and seriousness of the erosion phenomenon 
also in relation to the beach width, as it also takes into consideration historical data 
and can integrate more remote sensing sessions.  

It is evident that the possibility to acquire this and other information through satel-
lite images can be more efficiently capitalized within a system that would include and 
take into account all the available and relevant data concerning the analyzed territory. 
In particular, for what appertains to the coastal planning in Apulia (even if the meth-
odology here explained can be replicable to other regions with few variations) the 
background has to be the Regional Coastal Plan, which provides crucial regional data 
such as: (a) coastline, (b) state-owned area borders, (c) morphological coast type clas-
sification, (d) erosion criticality and environmental sensitivity, (e) technical map of 
the state-owned area and high resolution ortho-photos (2010). 

A further data set comes from the higher-level protection tools, that is to say the 
landscape plan (for Apulia, the recently approved PPTR, which identifies the land-
scape heritage and other contexts needing protection according to the Cultural and 
Landscape Heritage Code) and the Hydro geomorphological Structure Plan redacted 
by the Basin Authority (for what concerns the definition of flood and landslide hazard 
areas). These will be integrated inside a geodatabase where each protection category 
will be given a different “weight” according to the current regulation and to the 
coastal planning related regulations. 

In the overall framework definition, these input types (even if updatable and avail-
able for integration if necessary) will have a “static” role, being outlined both as (a) 
“historical” reference data and as support for the subsequent elaboration phase (con-
sidering for example the coastline data or the Regional Technical Map CTR) and (b) 
landscape “unchangeable” information (for example the environmentally important or 
hydrogeomorphologically endangered areas). In contrast, the main benefit of using 
very high resolution satellite images consists in a dynamic and multi-time approach to 
the analysis of the physical, environmental and landscape coastal features, being these 
highly variable. Thus the project aims to structure the remote sensing data acquisition 
in various sessions, which will already be integrated in the planning and, later on, in 
the monitoring processes (for example, with a summer/winter biannual frequency in 
the first phase that would become annual during the second phase), with the purpose 
of defining a priori a set of dynamic indicators to be constantly updated with each 
subsequent elaboration, and will also render an up-to-date image of the area physical 
features. 

4.2 Indicator Definition 

Once both the available and remote sensing produced data will have been systema-
tized, the following framework module will be the implementation of indicators that 
take the gathered information as reference. These indicators are designed to be  
standardized and reproducible in different places and times, able to effectively repre-
sent the territory features and to guide the decision-makers to pay specific attention to 
the soil consumption issue (that in this context can also be seen as public coast  
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consumption) and to environmental rescue actions. The analysis of the available  
data, along with existing indicators, suggests a possible and yet not complete list of 
indicators. 

• “Valuable” coast consistency. Identifies the percentage, both in linear and area 
terms (in case of beaches with identifiable backshore line), of those areas that can 
be used for touristic or other purposes as provided for in the Regional Law LR 
17/2006; this is achieved by cross-referencing among data concerning coastal  
typology (natural/artificial, high/low), depth and possible presence of protected  
areas; 

• Coastal soil consumption index. Quantifies the areas affected by soil sealing and 
human interventions, with reference to the beach areas (where beaches are pre-
sent), to the state-owned areas (supporting the removal of permanent structures as 
provided for in the current regulation) or to broader contexts that would offer a 
more organic vision of the coastal landscape dynamics. The constant updating of 
this index, together with the data on soil consumption, can show in practice the re-
sults of the adopted policies and of the naturalization/denaturalization processes in 
the coastal habitat; 

• Backshore soil consumption index. Quantifies the anthropized areas in the back-
shore of beaches and state-owned coastal areas, to signal possible critical situations 
in terms of accessibility and usability of the public areas; 

• Coastal strip occupation index. Quantifies through photo interpretation those areas 
that are involved in various kinds of licensed uses (e.g. beach resorts) within the 
“valuable” coast area, according to a summer/winter seasonal criterion. This way it 
would be possible to evaluate both in qualitative and quantitative terms (a) the re-
spect of the current regulation concerning the free access beaches (b) possible vio-
lations of the current license regulation; 

• Erosion criticality and environmental sensitivity classification. It is an update of 
the criticality and sensitivity indicators provided by the Regional Coastal Plan (that 
represent the starting point): for what concerns the sandy/pebble beach erosion 
phenomena, the constant update of the coastline related data can draw attention to 
current coastal squeezing/expanding phenomena that can confirm or modify the 
existing classification. The environmental sensitivity value can be integrated with a 
landscape features database, but also with a land use screening able to dynamically 
stress the presence of environmental value elements (e.g. woodland covering, dune 
bars etc.); 

• Criticality identification. Accurate screening and quantification of human-
originated elements that interfere with protected zones or other possible areas of 
environmental enhancement; for the flood hazard zones, the main concern will be 
to identify the areas affected by soil sealing, while for other areas a broader range 
of possible interventions will be highlighted according to the situation (e.g. densely 
populated areas in environmentally protection restricted areas, single interventions 
for landslide hazard areas etc.) with the final aim to define a criticality map corre-
sponding to the physical and juridical territory features. 
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Here reported, some examples of elements that can be identified through longitu-
dinal scan: 

• “Minimal” cell width; 
• Width of a relevant coastal segment or “section” (e.g. five meters, so that it may 

include relevant physical features such as fixed or transportable structures, mobili-
ty etc.); 

• Width of seaside available or “usable” coastal segments, excluding areas such as 
anthropized segments, cliffs etc.; 

• Width of the coastal segments that belong to the same morphological coastal type 
(sandy, rocky etc.); 

• Width of the coastal segments characterized by the same physiographic unit or 
sub-unit (as identified by the Regional Coastal Plan); 

Similarly, from a cross point of view, it is possible to identify various levels of 
“depth” of the coastal area: 

• Depth “zero”, corresponding to the coastline itself (useful to quantify phenomena 
linked to the coastline data, such as erosion or occupied beachfront); 

• Minimal cell depth, which matches the longitudinal one; 
• Beach depth, where beaches are present, using the backshore as reference; 
• State-owned area depth (useful to quantify significant phenomena from the juridi-

cal and administrative point of view in the considered area); 
• The depth of the coastal territory strip (300 metres from the coastline, as defined 

by the PPTR for the considered context); 
• Other strips that can be considered with constant depth (e.g. 300 or 500 metres) 

starting from the coastline, to evaluate territorial elements from a cross perspective 
(e.g. settlement or environmental system etc.); 

• (Variable) depth of the “coastal landscape” in a broader sense, based on the territo-
rial features. 

Once this spatial coordinate system has been defined, also in terms of its relation-
ship with the GIS data, it will be possible to calculate the indicators for each spatial 
unit, identified by a “x/y” couple of values, guaranteeing an output that allows analyz-
ing the territory on both a micro and macro scale, according to those scans that will 
turn out to be more relevant to physical/juridical features. 

However, it is evident that such a great amount of data would result overabundant 
and dispersive in respect to the necessity of providing an interpretation tool designed 
to be immediately understandable and usable during the planning phase; thus, it is 
fundamental in this project module to associate to each indicator the most suitable 
spatial reference units/sub-units (for example to analyze the variation “hot spots” of 
the considered phenomena compared to an average value), as well as the related time 
units. Choices will have to be made taking into account the intrinsic needs of the Mu-
nicipal Coastal Plans, so that the indicators and their spatial/time contrast may  
provide actual interpreting and/or operating frameworks; if necessary, through a  
validation process of the obtained results it is possible to modify and perfect the  
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5 Conclusion and Further Developments 

A methodology combining the use of (a) very high resolution satellite images that are 
also updatable in time, (b) semi-automatic and standardized analysis, interpretation 
and rendering systems and (c) spatial and time investigation matrixes tailored on the 
specificities of a territory, might suggest a new approach to strategic integrated plan-
ning, launching new forms of dynamic update within the territory governance tools.  
A system such as the one here proposed gives the possibility to integrate a priori the 
monitoring activity of a series of relevant data or indicators into every phase of terri-
torial planning; this regular update allows envisaging the end of crystallized plans, 
and the birth of plans that are automatically able to modify actions and impacts on the 
territory, on the basis of specific phenomena or of the responses received by the tool. 
This would be done according to established and validated rules and trying to exclude 
arbitrariness to the biggest extent possible.  

The methodological proposal, here presented as a first result of the research, will 
be ready for application during the Barletta-Andria-Trani Province Coastal Planning 
experiences, with the purpose of validating the procedure with actual data and results, 
and bringing the scientific-technological investigation forward within the Apulia 
Space Project. Moreover, the research focus and scope could be easily shifted, for 
example from the “land” perspective of the coast to the marine perspective, and sub-
sequently to the interaction between the two. The marine area, here overlooked given 
its little relevance to the soil consumption issue, could be integrated in a second phase 
as well as other ICZM aspects such as economic or social dynamics, in order to  
improve the expected results  
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Abstract. The awareness of Ecosystem services concept has gained prominence 
in the decision making process. The inclusion of this issue strictly depends on 
the way in which may be incorporated in the development strategies of a region 
by the policy makers. The paper want to test one of the most used model to 
quantify the Ecosystem services, with a spatial distribution output, in order to 
recognize the critical issues and the opportunities to use it as a tool to support 
decision making process. The InVEST model was experimented for the Habitat 
Quality and Carbon Sequestration functions. The survey area is the Municipali-
ty of Lodi in the south part of Lombardy Region (north of Italy) due to the high 
accessibility to the database information and also to attempt the adaptability of 
the software to product reliable output at micro-scale. 
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1 Introduction 

In recent years defining, classifying, detecting, mapping, and evaluating Ecosystem 
Services (ES) has been the goal of several enlightening publications.  

Ecosystem services studies and related application were investigated by major 
international initiatives, as the Millennium Ecosystem Assessment (MA)1, The 
Economics of Ecosystems and Biodiversity (TEEB)2 and the Intergovernmental 
Platform on Biodiversity and Ecosystem Services (IPBES)3. Despite increasing 
political attention on ES recently boosted because the socio-economic relevance on 
such issue is directly connected with the general objective of “sustainable 
development” which seems to be, at all, one of the pillar that steer contemporary 
decision making processes. 

The awareness of the importance of ES generated different approaches to 
classification and evaluation of the Ecosystem functions with a doubled challenge 

                                                           
1  www.millenniumassessment.org/ 
2  www.teebweb.org/ 
3  http://www.ipbes.net/ 
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regarding both conceptual and technical aspects. ES are commonly defined as the 
benefits that humans obtain from ecosystem functions [1], [2], or as direct and 
indirect contributions from Ecosystems to human well-being [3] [4]. With the rise of 
the ES concept and the increase of proposals for a more sustainable management of 
natural resources integrated with a sustainable development goal [2], it remains a 
double challenge that seems to capture the attention of research on such field: once 
ES has been defined by few pioneering studies, the literature is divided by who try to 
classify ES [5], and who try to evaluate ES [6]. In fact, the ES concept gained 
prominence in the ecological and economic literature for the attempt to classify and 
assess the services in compliance with several disciplines research methodologies, 
their methods of inquiry and their technical procedures. 

At least, the aim of the ecological and economical disciplines focused on ES intend 
to standardize ES as a requirement to measure and to assess them in order to support 
the policy makers in the decision making process. 

Recently, an important discussion concerning the definition of a common 
international classification of ES (CICES) has emerged [7]. ES classification is 
known as the list of benefits in terms of environmental goods or services; it helps the 
potential assessment of specific land use transformation during the time. 

International agencies mainly focus on a common classification of ES as the 
standard baseline to share a common knowledge of disciplines around the issue. 
Nowadays the great deal of research for many studies is how to recognize, assess and 
map ES. In particular, the most important key of discussion for both ecological and 
economical disciplines, is the values of ES: what kind of value is correct to attribute? 

Many existing tools and approaches for measuring, mapping and evaluating ES are 
still subject to deep scientific testing, nevertheless too often such analytical 
framework remains at the theoretical stage because it is composed by suppositions 
and proposals without an active perspective that could support the theory. This 
research paper try to put bridges between actual gap that separate theoretical stages 
and practical experiences on case of study. 

Despite the most common application of ES mapping is done at macro-scale using 
national inventories of Land Use rather than European ones (Corine Land Cover), the 
tentative of the research is to apply it at micro-scale. According to the subsidiarity 
principle, which ask for a better detailed information to support the local policies, ES 
mapping in this paper provides an output highly precise. 

By the way a tentative of integration of sustainable planning procedures will be 
presented using ES maps as proxy for the overall value of soils. Hereafter it will be 
showed how InVEST could be used as software for support the construction of an 
analytical framework for local town planning management. 

2 Ecosystem Services, Land Use and Decision Making Process 

The changes in land use affect ES values which increase or decrease on the base of 
the land use variation between different years. On the basis of knowledge on urban 
land use changes, the subsequent step is to evaluate their impact on natural 
ecosystems [8]. 



 Ecosystem Services Assessment Using InVEST as a Tool 37 

ES is the conditions, process, and components of the natural environment that 
provide both tangible and intangible benefits for sustaining and fulfilling human life 
[4]. Its measurement is codified: “The value of the world’s ecosystem services and 
natural capital” [3] present an economic evaluation of the goods and services that 
human population derive, directly or indirectly, from Ecosystem functions. 

The ES approach can explore the influence of land use and practices on natural 
capital stocks, on the processes that build and degrade these stocks, and on the flow of 
ES from the use of these stocks [9]. 

Connected to the land use changes and the observation of the land take by new 
urbanization, the evaluation of the ES help to enforce the decision making 
mechanism. In fact, land use change leading from urbanization often have a 
significant negative impact on the affected ecosystems and the goods and services that 
they provide [10]. Different land uses also influence the shaping of land cover and the 
amount of impervious surfaces; soil sealing is closely related to land take or land 
degradation. The management of soil sealing includes ecological, economic and 
social dimensions which need to be considered in line with sustainable urban 
management, This is why planning and policy have do identify a balance between 
these three dimensions [11]. In this sense, the integration of the ES approach into 
planning is crucial, and therefore should not be considered as an option, but an 
essential element; the lack of this element has to be tackled and compensated by 
planning discipline, even if it get involved the entire current planning approach. 

Taking into consideration that soil performs many environmental, economic, social 
and cultural functions, the policy makers that act for steer land use planning process 
have to include contributions from different disciplines and theoretical background 
for more huge knowledge about ES and a better use of it . 

Required integration should include, among others, the ecological systems that 
provide the services, the economic systems that benefit from them, and the 
institutions needed to develop effective codes for a sustainable use [12].  

The design of environmental management policies frequently involves weighing 
up the consequences of proposed actions. It is necessary to consider impacts upon 
ecosystems as well as the social and economic systems to which they are linked. 

Regarding to this issue, Costanza classified the global land use into sixteen primary 
categories and grouped ES into seventeen goods and services (gas regulation, climate 
regulation, disturbance regulation, water regulation, water supply, erosion control and 
sediment retention, soil formation, nutrient cycling, waste treatment, pollination, 
biological control, refugia, food production, raw materials, genetic resources, 
recreation and cultural), using this approach a lot of recent international bibliography 
has been dedicated to extract an equivalent weight factor per hectare in different areas 
[13]. The total ES for each land use category can be obtained through multiplying the 
area of each land category by the value coefficient: 

 ESV = ∑ (Ai • VCi) (1) 

Where ESV is the estimated ecosystem service value, Ai is the area (ha) and VCi is 
the value coefficient for land use category “i” (Helian et al. 2011). ESV is associated 
to a land use transition matrix, notable changes on ESV can be observed and the 
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economic loss of specific transitions (in particular the diminishing of cropland or 
other natural covers in favor of new urbanized land) can be noted and explained. 

New indicators (as the percent decrease of the total ESV) can enforce the evidence 
of economical long term effect of land use change and urbanization. Even simplified 
and theoretical, such method helps to improve the knowledge of qualitative effect of 
land use change, thus increasing the attention of cause-effect mechanism due by 
planning options. 

Mostly ES analysis is useful to analyze the percent rate of increment or decrement 
of values rather than the total amount of ESV which can be substantially influenced 
by the methodology adopted (using Costanza’s method the accuracy on estimating the 
coefficient values of the major land cover is crucial). 

Up to now, few analyses are focused on environmental effect of land take to ES 
provided by natural soils [10], especially the ones which ask for integrative analysis 
across different disciplines [14]. It is quite recent, the research dedicated to estimate 
the environmental effects of land take process, especially using ES as a proxy [11] 
[15] [16].  

From systematic studies on surface and covers, a huge amount of research on 
assessment of urban transformation in hydrologic system is focused on “what 
happened on topsoil and under it, when a process of urbanization occurs” [17]. 

In general, despite ES approach emerge as the main paradigm to estimate 
quantitative and qualitative land transformation [4] [3], there is a lack of technical 
assessment to introduce indicators that hold different multidimensional features of 
soil transformation (i.e. the alteration of productive capacity – land capability, 
waterproofing, biodiversity decrease, landscape and cultural values). Composite 
indicators on land take are far away from being rooted in scientific literature (even if 
they are well defined) [18], despite a broad rhetoric claiming for an interdisciplinary 
approach on land management, no systematic results seem to be achieved. The 
demand for profound soil knowledge is high [19] [20] and a major interaction of 
scientists from other disciplines is requested in order to achieve a broad holistic role 
in society, and the context of “fusion” between different background needs to be 
enforced [21] [8] [22] [23]. 

3 The InVEST Model  

Starting from the assumption that the concept of ES can change the way ecosystems 
are considered in policy and planning by the promotion of regulative options that will 
reduce environmental degradation and biodiversity loss while enhancing human well-
being. There are several obstacles that prevent the transition from theory to action.  

One major obstacle is the lack of a more systemic and holistic agreement on a 
common considerations that land uses is co-determined by natural and socio-
economic factors and their interaction. Such interaction request a high integration of 
knowledge between ecological, social, and economic theories and studies. 

ES can contribute to enforce the above mentioned holistic approach, because its 
systematic assessment over the analytical framework for town planning can be 



 Ecosystem Services Assessment Using InVEST as a Tool 39 

pursued using 5 important steps: 1) framing of key policy issue related to ES 
preservation or restoration; 2) identify ES and users (e.g. the definition); 3) mapping 
and assessing status; 4) valuation; 5) assess policy options including distributional 
impacts.  

As mentioned, between (1/2) framing/identifying and (4/5) evaluating/assessing 
policy, there is an in between phase (3), which is crucial for introduce a progressive 
shift from description to prescription and local regulation of ES: mapping and 
assessing the status of ES on a context based situation. 

The importance of the mapping and assessment of ES with an integrated 
framework was reflected on the proliferation of different mechanisms, methods and 
procedures to ensure that the value of ES is visible in decision-making. 

One of the possible way of mapping and assessing ES is the use of InVEST system 
(Integrated Valuation of Ecosystem Services and Tradeoffs) which is a free software 
developed during the Natural Capital Project, with the aim to align economic forces 
with conservation, by developing tools that make incorporation of natural capital into 
decisions, demonstrating also the power of these tools and by engaging leaders 
globally. 

InVEST is a tool for geographic, economic and ecological accounting on ES, 
according with specific types of land uses/covers. It is especially designed for 
territorial and town planning evaluation. In particular the ones focused on 
environmental protection at local scale, and all the decisions aimed to restore or 
defend the natural capacity of soil to provide non market goods as biodiversity, 
carbon poll, etc. 

The InVEST model may be useful for informing resource management strategies 
and quantitative ranking of scenarios that can aid decision making, also because is a 
powerful tool to explore possible results of scenario between different land use 
alternatives (it is especially useful to compare degrade or ecological upgrade of 
specific soil functions, even in economic terms) [24]. 

The ideation of InVEST depends strictly to the concept that ES must be explicitly 
and systematically integrated into decision making by individuals, corporations, and 
governments [25]. The aim of this tool is to inform managers and policy makers about 
the impacts of alternative resource management choices on the economy, human well-
being, and the environment, in an integrated way. 

InVEST has 17 models that valuate ES, both biophysical processes and processes 
with monetary/economic value. The results of this model is a map of the geographic 
area of focus, the model requires spatially explicit and works on a GIS platform, as 
well as data describing the biophysical properties of land use/land cover (LULC) 
types [26].  

The software works with a standalone modality and provides specific output, 
asking for different data input. As well as the evaluation request a high account of 
precision, the software request a significant number and high quality of raw data. The 
software can also evaluate, for specific ES, the trend of upgrade or degrade for 
different LULC map (baseline, current, future). 

Each model requires inputs relevant to the ES of interest and LULC data. Most 
model outputs are a series of maps that represent relative values for the aggregate data 
over the area of interest. The research presented in the paper use the last release 
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available (in 2015) of the InVEST model (version 3.1.0). The InVEST functions 
selected for this preliminary research were Habitat Quality and Carbon Sequestration. 

4 An InVEST Possible Application 

The challenge in the application of the InVEST model is to make the ES framework 
credible, replicable, scalable and suitable. 

The area chosen to experiment this software is the Municipality of Lodi, an Italian 
town of 44,000 inhabitants with a territorial extension of 41kmq located in the south 
part of the Lombardy region.  

The modeling approach is time intensive and requires knowledge of local ecology 
as well as technical skill with geospatial software. The choice of Lodi as a tester area 
is due by the presence of different database useful to create the requested dataset for 
“running” the model. In fact, the creation of the input dataset is the most important 
aspect for the quality of the outputs. The data inputs required for each model vary 
depending on the service, with data formats in GIS raster grids, GIS shape files or 
database tables. 

Moreover, it is important to specify that the application of InVEST strictly depends 
on the context and on the degree of detail of single data. In this sense, for example, in 
a low dense residential area the detection of the simple land use/cover change is 
highly affected by territorial morphology, by settlement typology, and by 
infrastructural distribution. By the way, territorial conditions weigh heavily the 
productions of maps of the model and the organization of input dataset (e.g the 
weights assigned to each single data) is crucial too. 

In this case, it was used the Topographic Database (DBtop) elaborated for the 
Province of Lodi. The DBtop is the more detailed LULC framework used as a 
cartographic base for town planning instruments. The survey dates back to 2008 with 
a map scale up to 1:500 until 1:1.000. More than that, The Province of Lodi, and for 
instance the municipality of Lodi, is also a territorial context with high degree of 
additional geospatial information (Land Capability, constrains, protected areas, 
slopes, water protection layers and other GIS) freely downloadable from Geo web site 
of Italian Government4. 

A high degree of precision was required since the testing phase because, as 
mentioned, efficiency of the program is highly dependent from the reliability of maps. 
Raster output, for each services tested, was setted in high resolution (raster cell size 
5*5 meters). The micro-scale range is a novelty aspect in the use of InVEST. This is 
extremely helpful if considering the planning phase central for sustainable policy 
making, and require a high degree of information on possible land use allocation. 

4.1 Habitat Quality Index 

This experimental application start with the “Habitat Quality model” that is the ability 
of the ecosystem to provide conditions appropriate for individual and population 

                                                           
4  http://www.dati.gov.it/ 
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persistence. Habitat with high quality is relatively intact and it’s depends on a habitat 
proximity to human land uses and the intensity of these land uses. 

Effects of land-use change range from habitat destruction and pollution to exten-
sive modifications of global biogeochemical cycles. In a global perspective, land use 
change affect the matter cycles and the global climate and hydrology. As a result, this 
decline produce impacts in biodiversity and accordingly habitat loss, modification and 
simplification with reflection on the local system [28].  

The model identify the habitat of a specific species or in a more generically way in 
order to estimate how common threats affect wide range of viable habitat in the se-
lected area. In summary the InVEST indicator is related to the biodiversity module in 
order to assess terrestrial habitat quality combining information on land use-land cov-
er (LULC) and threats to biodiversity (anthropogenic pressures).  

Below are listed the input data required for InVEST model [27]: 

• Current LULC map  
• Threat data 
• Accessibility to sources of degradation, that is the legal/institutional/social/physical 

barriers provide against threats. 

Firstly was clipped the DBtop with the boundaries of the municipality of Lodi and 
after there was a class dissolve for each LULC element. LULC classes are: 

• Class 1 (means urbanized areas: urban fabric plots, without streets and green 
private/public spaces); 

• Class 1.2.2 (means street, parks, railways and technological spaces dedicated); 
• Class 1.4 (means green urban areas, similar to class 1.4 of CLC, even with high 

degree of detail, for example, in this classes green private gardens on open urban 
fabric are recognized); 

• Class 2 (means agricultural areas, as for CLC legend); 
• Class 3 (means natural or seminatural areas, as for CLC legend); 
• Class 4 and Class 5 (means water, as for classes 4 and 5 of CLC). 

The input file were elaborated in a GIS platform using ArcGis 10.1 release. All single 
shape files were unified with union function, than a rasterization process for LULC 
map creation can be conducted. Rasterization was applied with a 5*5 meters cell size, 
with LULC code as pixel unit, using the maximum area of pixel as proxy to attribute 
the value. 

After creating the LULC maps, it is necessary to define the “threat data”. For the 
case study, the threats identified are the settlements (SET), streets (STR), urban green 
(UGR) and, finally, agriculture land (AGR). 

Threats are articulated in: 

• maximum distance over which each threat affects habitat quality (in kilometers); 
• weight that is the impact of each threat on habitat quality relative to other threats, 

expressed with 1 at the highest to 0 at the lowest; 
• decay distinguished in linear or potential depending on the function expressed; 
• maps of threats. 
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Table 1. Scores assigned for each category 

THREAT MAX_DIST WEIGHT DECAY 
SET 0,3 0,7 Linear 
STR 0,5 1,0 Linear 
UGR 0,1 0,2 Linear 
AGR 0,2 0,4 Linear 

 
The Accessibility of habitat to threat (social, political, geographical restrictions) 

was evaluated from 0 to 1 point in which 1 is fully accessible without any restrictions 
to the threats while 0 correspond to the area less likely to be access by threats. The 
input requires is a .csv file with the level of access and a shape file with the spatial 
distribution of the restriction.  

Table 2. Accessibility to sources of degradation and Habitat type and sensitivity 

LULC NAME HABITAT L_set L_str L_ugr L_agr 
1 residential 0 0 0.4 0 0 

122 street 0 0 0 0 0 
14 urban green 0.5 0.5 0.4 0 0.1 
2 agricultural 0.6 0.8 1 0 0 
3 natural 1 1 1 0.2 0.5 

45 water 1 1 1 0.3 0.5 

 
The single inputs were included in the InVEST model. The outputs are two maps: 

 

 

Fig. 1. Habitat quality map (left) and Habitat degradation (right) 

This function can be used to evaluate how different scenarios of changes in land 
cover or habitat threats might affect the availability of quality habitat, and conse-
quently biodiversity. A sort of parallel investigation related to the first one that  
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illustrate the habitat degradation in a grey scale of color. The darken one are the land-
scape with high degradation while the light one the landscape that has managed to 
preserve a certain quality. Obviously, the two maps are complementary since the two 
elements closely dependent. 

4.2 Carbon Sequestration Function 

The second ecosystem function investigated is the Carbon Storage and Sequestration. 
estimated by investigating the carbon stock in present land use. Specifically, the 
carbon stock is valued on the size of 4 primary carbon “pools” defined by the IPCC 
[29]: 

1. Above-ground biomass. All living biomass above the soil including stem, stump, 
branches, bark, seeds and foliage.  

2. Below-ground biomass. All living biomass of live roots. Fine roots of less than 
(suggested) 2mm diameter are sometimes excluded because these often cannot be 
distinguished empirically from soil organic matter or litter. 

3. Soil organic matter. It includes organic matter in mineral and organic soils 
(including peat) to a specified depth chosen by the country and applied consistently 
through the time series. 

4. Dead organic matter. This category combines in one section Dead organic matter 
includes litter as well as 

For each of these pools, was estimated the total carbon storage. Considering that is 
not available a specific database at local level we aggregated different sources. 

As required by the InVEST model, a LULC map composed by the single catego-
ries of land use cover defined in the DBtop has been created. A selection of LULC 
categories in the area of the case study was completed also with the table of asso-
ciated values. In this case study, the impermeable area (buildings, infrastructures, 
industrial platform), the water system (rivers, lakes, streams) and the desolate and 
unfertile areas are not considered. Below are listed the input data for InVEST pro-
gram. 

• Current land use/land cover (LULC) map that is the same dataset charged for 
Habitat Quality function previously presented. A table of LULC classes, containing 
data on carbon stored in each of the four fundamental pools for each LULC class. 

As for the Habitat Quality index, the input file were elaborated in a GIS platform 
using ArcGis 10.1 release with a high detailed resolution of the raster file (5*5 meters 
cell size) with LULC code as pixel unit, using the maximum area of pixel as proxy to 
attribute the value. For the four carbon pool requested by the model the data were 
collected using different sources. Particularly, some data were provided by Silvia 
Solaro and Stefano Brenna - ERSAF5 and the Italian National Inventory of Forests 
and Forest Carbon Sinks6 in the second annual report of 2005.  

                                                           
5  http://www.aip-suoli.it/editoria/bollettino/n1-3a05/n1-3a05_07.htm 
6  http://www.sian.it/inventarioforestale/jsp/dati_introa.jsp?menu=3 
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This approach can also serve to evaluate the potential recovery of ES after land 
transformation. The model can support decision making for more sustainable devel-
opment and is useful for making decisions for selecting lower impact sites [30]. This 
can significantly contributes to bridge the gap between theories and practices of sus-
tainable town planning using ES indicators as proxies of Soil Quality.  

In this preliminary analysis, only two functions were considered in order to test the 
InVEST model and the database available so it is quite difficult to understand at all 
how changing parameters of each single variables of input dataset can have signifi-
cant effect on model’s output. Probably a continuous work within the dataset input 
could enforce such objective. Further, more the program is tested at local scale, more 
the detail of information augment.  

Anyway, it is possible to state that the technical support of the software is crucial 
to fill the gap between analysis and project of land transformation, its use in the 
screening phase of local planning, or even in advanced practices of spatial transforma-
tion, could produce significant political awareness of soil related function. 

This simple consideration could enforce the aim of having significant technical 
tool that directly influence practices, process and project of land transformation even 
at the local stage. 

5 Conclusion 

The InVEST model propose a geo-informatization of different Ecosystem functions in 
order to determine the baseline services and, subsequently, the potential changes 
caused primary by land use changes. Each service is modeled separately, so that 
stacking of services takes place with the combination of model results. 

The applications of InVEST can be useful to a wide variety of users, including 
conservation organizations, government agencies and research centers. Unfortunately, 
the Author’s Guide of the program is delivered and oriented not for who intend to use 
it as a tool for local strategies of land use planning. Of course, the program can sup-
port such use, but all the sources needs to be re-defined, re-selected, and scaled to an 
expected output with a high degree of precision. 

As mentioned, the output strictly depends on the detail of the LULC data and in-
formation, a more disaggregation of the different land uses influence the spatialization 
of the output in the final maps. More than that, the data required are very specific and 
detailed so their assumptions are often simplified with a margin of uncertainty. This is 
the principal limit to the InVEST model and, generally, for all the models that work 
with a large amount of data.  

The organization of the input is one of most complex aspect of the model and 
would be very time consuming and challenging to obtain. This was experimented 
especially in the Carbon Sequestration function. 

Moreover, usually the data needs are very specific and may often require to create 
new data with different investigations to complete a specified analysis.   

By the way, some limitations are also connected with bibliography, especially on 
practical application, which is quite general or absent even if the time spend to collect 
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the information and data, as well as the expertise beyond what may be gathered from 
the documentation and bibliography [36]. 

Even more the environmental databases of sources (climatic, hydrologic, pedolog-
ic…) are often collected and restituted at macroscale rather than at microscale. But, as 
it is broadly confirmed by literature, is the recognition and definition at local scale of 
ES that can really support policies against land take, preserving natural functions. 
Especially in context with high administrative fragmentation the local plan can give 
significant contribute to ES preservation when it take care soil quality on microzones 
of land. Also some research point out that it is on micro transformation the place 
where impact of land take on ES is higher. This is why InVEST is just a tool to start-
ing an analysis which need to be refined, articulate, handled with adjustment, even 
simplified, with adding information, or with a synthesis of results made with multi-
layered analysis.  
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Abstract. The paper explores the consequences of resilience loss in some so-
cial-ecological components of Venice port-city in Italy and suggests integrated 
sustainable strategies on increasing their stress response capability. The urban 
model of Venice depends on two influential factors: the natural balance be-
tween land and water, and the social-economic dependence between mainland 
and islands. The authors adopt a broad framework of urban spaces and water 
environment, considering Venice as a complex regional unit, highly dynamic 
and sensitive. The adaptive balance historically reached by population and na-
ture in Venice has been altered, because of a non-sustainable economic expan-
sion, and tourism policy. The paper adopts a multi-dimensional approach,  
integrating the cognitive and evaluative dimensions with the technical and eco-
nomic ones, in order to define possible strategies of action through Multi-
Criteria Analysis and ANP method, able to play a strategic role in enhancing  
resilience at various scale. 

Keywords: Resilience · Integrated evaluation · Sustainable scenario · ANP 
method 

1 Introduction 

Nowadays cities are completely involved in the fight against Climate Change. Even if 
the European Union is trying to promote both adaptive and mitigation strategies, it is 
difficult to define uniform actions because of the pronounced diversity that Climate 
Change effects arise across regions. Indeed, many areas are in danger: from Arctic to 
South Europe; from Alps to the Mediterranean Basin; and more, densely populated 
floodplains and urbanized coastal areas [1]. Climate Change leads a sensible increas-
ing of global mean surface air temperatures over land and oceans. This phenomenon 
has strong impact on the rise in mean sea level, coastal erosion, and intensification of 
natural disaster due to meteorological drivers. Predicting Climate Change scenarios is 
extremely hard, however it seems to be clear how all these impacts involve environ-
mental and anthropogenic systems. For example, abundance or lack of water can  
influence different economic sectors, i.e. agriculture, industrial production, tourism 
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and energy. For these reasons, the global resilience improvement set by European 
Community to protect environment is also an opportunity for a new green-based 
economy. 

Urban areas hosting large and growing population become more vulnerable to cli-
mate change, for different causes as social inequality conditions and dependency on 
infrastructures [2]. In Italy, major consequences are related to the sea level rise. It has 
been calculated that, considering a rise rate between 18 and 30 cm by the end of the 
century, about 4500 square kilometres of the nation would be subject to flooding risk, 
especially coastal areas situated near the Ionian Sea (more than 60%) and the  
Northern Adriatic Sea (about 25%) [3]. In this framework, transformations due to the 
socio-economic development influence in a massive way the environmental system, 
including coastal systems. While the Low Elevation Coastal Zone constitutes the 2% 
of the world’s land area, it contains 600 million people, the 10% of world’s popula-
tion, and 13 trillion US$ worth of assets [4, 5]. Therefore, the anthropogenic pressure, 
rather than climate-related drivers, becomes the largest driver of change in coastal 
systems such as beaches, sand dunes, coral reefs, estuaries and lagoons. 

In response to this set of issues, Venice is an interesting example of lagoon/urban 
system seriously at risk. Eustatism, subsidence, touristic pressure, oversize ships are 
the main impacts that affect the Venetian environment at three different levels: city 
region, Lagoon ecosystem and city core. Therefore, the current research observes 
Venice as a complex system made up of islands, lagoon environment and mainland, 
within which it is possible to balance the effects of tourists moving toward the histori-
cal center. The port of Marittima plays a decisive role as system’s center of gravity 
becoming a potential hub for improving the management of touristic and trade flows. 
This action is a first step towards reduction of touristic pressure and reconnection of 
the port area to the city. 

Considering the above issues, it is possible to make explicit some relevant critical 
aspects, analyse emerging conflicts and evaluate impacts on the territory of Venice, 
through the elaboration of a Decision Support System (DSS) that considers: process-
ing of a sustainable strategy and related actions; identification of a stakeholders map; 
selection of suitable indicators set. Through the implementation of a synergistic rela-
tion between social, environmental, economic and political components, it is possible 
to verify how a new sustainable strategy could modify the existing context. 

In section 2, the paper introduces a cross-scale strategy for Venice city-region  
together with the description of the case study. In section 3, we examine the methodo-
logical proposal of a Decision Support System (DSS) in relation to its application to 
the case study. Finally, in section 4 we discuss the results, drawing some methodo-
logical conclusions and possible future developments of the research. 

2 The Context: Venice and Its Touristic Port Area 

2.1 Cross-Scale Strategy for Venice City-Region 

The impacts on the ecosystem services need a decision-making strategy able to sup-
port economic and social development while preserving sustainability [6]. However, 
the interdependence across territories goes beyond the constraint of metropolitan  
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governments, and unfolds within the city region This level combines adaptable deci-
sion-making processes that can rearrange and enhance local units by involving com-
munities in new sustainable regional and metropolitan scenarios [7, 8]. Moreover, the 
integrated valorisation of environmental components can inspire new strategies, able 
to give a resilient response to the Climate Change effects [9]. 

The metropolitan city of Venice highlights these implications. It was established by 
tracing out the Venetian territorial boundaries, keeping out the strategic location of 
Venice at the confluence of complex long-range networks [8, 10] (Figure 1). 

 

Fig. 1. The study area 

Venice intersects the trans-European Corridor V (Lisbon-Kiev) that passes through 
Padua and Treviso. Moreover, the city is characterized by a strategic localization for 
the different transport systems (air, sea and land). Therefore, OECD recommendations 
and regional plans proposed to strengthen and coordinate the urban environment 
along the Corridor V. OECD’s main purpose is setting a metropolitan governance 
within a wider polycentric strategy, in order to manage urban, social-economic, envi-
ronmental and climate features. The requirement of a competitive entity is evident in 
the Venice city-region configuration, which puts together the provinces of Venice, 
Padua and Treviso [10]. In this context, the identity of Venice – based on historical 
heritage, lagoon, maritime facilities, architecture and constructive techniques – be-
comes reliable indicators of city-region performance and quality, encouraging sus-
tainable regional and local policies. Within the city-region, Venice can be a driving 
force of economic and cultural growth, as international tourist site. Meanwhile, so-
cial-ecological alteration and instability pushed by natural processes and human ac-
tions can tamper with the metropolitan system balance. However, any action should 
consider the greater area of influence, which can affect by means of direct/indirect, 
long/short-term impacts [10]. 

Based on these considerations, the paper introduces a multidimensional methodol-
ogy for an integrated assessment to enhance the metropolitan role of Venice while 
reversing the general urban decline, ecosystem damage and resources depletion, in 
order to improve the good governance process of phenomena and impacts. 

The identification of three levels of investigation (level A - Venice city region; 
level B - Venice lagoon ecosystem; level C - Venice city core), which fit three territo-
rial “clusters” involving different stakeholders, defines the geographical framework 
for the indicators selection and facilitates to examining trade-offs between the area of 
interest and its surrounding within a drop-down frame. The conceptual framework 
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points out that sustainable projects, covered by level C, can increase the whole sys-
tem’s resilience if taken by sustainable policies at level A and B. It allows testing 
consistency of their actions across different scales. Considering three levels of inves-
tigation, some OECD indicators have been selected useful for understanding the  
different following components in order to identify a possible strategy of resilience 
(Figure 2): 

1. Level A: Venice city region (Padua-Venice-Treviso): regional and metropolitan 
level of suburbanization, low population growth and dispersed form of production. 
It reaches a population of 2.6 million. Many projects will improve the city-region 
infrastructural system, especially the railway lines. This level requires a metropoli-
tan resilience strategy, able to strengthen urban nodes, reduce land consumption 
and prevent risks/costs of extreme events. 

2. Level B: Venice lagoon ecosystem (lagoon and mainland): hydrological system 
level, made up of inland and lagoon water, vulnerable to flooding. The level B is 
more subject to the water instability, determined by soil morphology and effects of 
climate change. The human pressures sharpen these criticalities, altering the envi-
ronmental balance of the wetland. This level requires an ecosystem resilience strat-
egy to face the global change of climate, sea and soil levels and to adapt at changes 
according to a sustainable vision. 

3. Level C: Venice city core (historical centre and port): local level where lives 
around 2% of the city-region’s population. It is subject to tourist pressure, which 
frequently causes the carrying capacity exceeded. The level C requires an urban re-
silience strategy based on regeneration and recycle. 

 

Fig. 2. Levels of investigation 



54 M. Cerreta et al. 

2.2 The Case Study: Venice Port-City 

The study area is the port of Marittima, localized in the North-West side of Venice 
island. It is the touristic hub of the city port system, constituted also by the commer-
cial terminal on the mainland, in Marghera. The Marittima contains the main flows 
deriving from mainland and sea. The area was built in the second half of the XIX 
century, during the industrial development of the city. 

Venice evolved around a set of cores on indefinite islands emerging from the la-
goon, developing through a thickening process of built tissues. This approach outlines 
how Venetians made possible prospering for centuries in a hostile environment. Dur-
ing the industrial age this approach changed because of environmental transforma-
tions imposed by new technical navigation requirements and new port activities [11]. 
For this reason, areas close to the historical centre, as Marittima and Tronchetto, ap-
pear to be out of any proportion and context. 

3 Toward a Decision Support System (DSS) 

3.1 Cross-Scale Indicators for Transformability Scenarios Evaluation 

Due to analyse a complex reality as Venice, and specifically the area of interest, a 
Decision Support System (DSS), based on the identification and selection of hetero-
geneous data, has been structured [12, 13, 14]. Data are organized into a set of indica-
tors that describe the social, economic and environmental features of the study area 
and its surrounding context. The methodological framework of the DSS classifies 
indicators according the DPSIR model [15] and indicates: reference year or trend, 
source, unit of measure, value and territorial coverage. According to a cross-scale 
approach, the territorial coverage refers not only to the local environment but also to 
an extended landscape that includes the Lagoon and the mainland.  

The criteria of the DSS subdivide themselves into three levels, according to a tree-
structure. The first level represents three macro-category including social, economic 
and environmental dimensions. The second level concerns the thematic areas derived 
from first level criteria and it contains issues related to: residents, local involvement 
and cultural consciousness included in Society meta-criterion; cruise tourism, tourism 
and occupation, included in Economy meta-criterion; infrastructure, urban amenities, 
biodiversity, climate, water, waste, air and soil, included in Environment meta-
criterion. Finally, the third level concerns the indicators that are parameters used to 
understand and analyse those phenomena, which characterize the territory. The three 
level indicators show the state of the spatial system and its trend. Nevertheless, the 
DSS adopted a selection procedure for some categories of indicators pertinent to the 
study area, marked in grey in Table 1. 

The cross-scale strategy becomes essential regarding to the planning and decision-
making process of port areas since a localized action can influence and have effect on 
a larger scale. The displacement of cruise route or touristic flows toward proper direc-
tions and sites, for example, can enhance the efficiency of the ecological and social 
systems involved. 
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Table 1. Core-set of indicators 

1st 

Criteria 
2nd

Criteria  
Indicators DPSIR Year Source U.M. Value Level 

 
Society 

 
Residents 

 
Inhabitants 

 
P 

 
2013 

 
Municipality 

 
num. 

 
57.999 

 
C 

Demographic trend D 2001-2010 ISTAT num. 59.621 
 

C 

Foreigner residents P 2007 Municipality num. 12.700 C 
Growth population 
scenario 

D 2020 Municipality num. 54.799 C 

Metropolitan inh. P 2011 OECD num. 2.600.000 A 
Local 
involvement 

Planning and Envi-
ronmental Partecipa-
tion Index 

R 2011 Legambiente index  
0-100 

75 C 

Eco-management 
Index 

R 2011 Legambiente Index  
0-100 

54 C 

Cultural 
conscious-
ness 

UNESCO area R 2014 UNESCO ha 70.230,46 C 
Cultural events R 2007 OECD num. 1.800 C 

Economy  Cruise 
tourism 

Passenger traffic P 2013 VTP num. 2.073.953 C 
Harbours with over 
25 m berths 

S 2013 Authors 
comp. 

num. 32 B 

Ship arrivals P 2012 Municipality num/yr 1.280 C 
Cruise tourists P 2013 VTP num. 1.815.823 C 
Berths over 40.000 
GT 

S 2014 Port Authority num. 4 C 

Cruise arrivals S 2012 Municipality num/yr 661 C 
Negative externalities 
cost 

I 2013 "Ca Foscari" 
University 

€€ *reside
nt/yr 
 

6.000 C 

Mega-yacht arrivals P 2013 Port Authority megay-
acht/yr 

200 C 

Tourism Touristic arrivals P 2012 Municipality people/ 
yr 

2.485.136 C 

Touristic turn-out  P 2012 Municipality people/ 
yr 

6.221.821 C 

Touristic carrying 
capacity 

P 1990 "Bicocca" 
University 

people/ 
yr 

22.000 C 

Metropolitan touristic 
arrivals 

P 2007 OECD people/ 
yr 

39.500.000 A 

Hotels R 2012 Municipality num. 418 C 
Beds in hotels R 2012 Municipality num. 28.442 C 

Occupation Employment rate (15-
64 age) 

P 2013 ISTAT % 59,7 A 

Unemployment rate 
(15-74 age) 

P 2013 ISTAT % 8,6 A 

Structural depend-
ency index 

P 2013 Tuttitalia.it num. 56,1 A 

Recharge of working 
age residents index 

P 2013 Tuttitalia.it num. 151,4 A 

Structure of working 
age residents index 

P 2013 Tuttitalia.it num. 142,1 A 

Operative enterprises R 2011 ISTAT num. 22.947 C 
Employees in 
operative enterprises 

R 2012 ISTAT num. 101.858 C 

Environment Infrastruc-
ture  

Railway passengers in 
S. Lucia 

P 2012 Gianni 
Pellicani 
foundation 

num. 34.990 C 

Railway passengers in 
Mestre 

P 2012 Gianni 
Pellicani 
foundation 

num. 27.189 C 

People mover 
maximun load 

R 2014 AVM passen-
ger/h 

3.000 C 

Bus fleet R 2014 ACTV num. 600 B 
Boat fleet R 2014 ACTV num. 152 B 
Parking spaces in 
Venice 

R 2014 Authors 
comp. 

num. 7.109 C 

Parking in Mestre and 
Marghera 

R 2014 Authors 
comp. 

num. 850 C 

Park and ride R 2014 AVM num. 12 C 
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Table 1. (Continued) 

Environment  Car rate P 2013 Legambiente vehicles/ 
100 inh. 

42 C 

Motorcycle rate P 2013 Legambiente motor-
cycle/ 
100 inh. 

7 C 

Num. of vehicles P 2012 ACI num. 143.444 C 
Infrastruc-
ture 

Public car park transit R 2011 Municipality vehi-
cles/yr 

235.503 C 

Pass for Limited 
Traffic Area 

R 2011 Municipality num./yr 80.767 C 

Public Transport offer R 2013 Legambiente km-
vehicles/ 
inh.per 
yr 

64 C 

Public Transport 
Passengers 

P 2013 Legambiente passen-
ger/inh 
per yr 

592 C 

Sustainable Mobility 
index 

R 2011 Legambiente index 0-
100 

73,3 C 

Bike path R 2013 Legambiente meters/ 
100 inh. 

12,47 C 

Urban  
amenities 

Usable urban green 
area 

R 2013 Legambiente mq/ inh. 37,4 C 

Green areas S 2013 Legambiente % 65 C 
Biodiversity Barene erosion 1930-

2000 
I 2012 Magistrato 

alle Acque 
kmq 35 B 

New artificial barene R 2000 Consorzio 
Venezia 
Nuova 

ha 500 B 

ZPS, SIC, IBA R 2014 Natura 2000 ha 115.326,34 B 
Climate Average of precipita-

tion 
S 2013 Authors 

comp. on 
Eurometeo 

mm/yr 66,6 C 

Relative humidity rate S 2013 Authors 
comp. on 
Eurometeo 

% 75,8 C 

Max temperature S 2013 Authors 
comp. on 
Eurometeo 

°C 17 C 

Min temperature S 2013 Authors 
comp. on 
Eurometeo 

°C 8,5 C 

Waste Blackwater P 2011 Authors 
comp.  

l per day 145.658 C 

Greywater P 2011 Authors 
comp.  

l per day 1.844.996 C 

Bilge water P 2011 Authors 
comp.  

l per day 48.553 C 

Solid waste P 2011 Authors 
comp.  

kg per 
day 

24.276 C 

Air Average of NO2  S 2013 Legambiente mg/mc 36,5 C 
Average of PM10 S 2013 Legambiente mg/mc 32,8 C 
Average of O3 up to 
120 mg/mc 

S 2013 Legambiente mg/mc 34,5 C 

Soil  Urban waste produc-
tion 

P 2013 Legambiente kg/ inh. 
per yr 

618,7 C 

Soil consumption per 
inh. 

P 2007 SINAnet mq per 
inh. 

199,54 C 

Land use D 2012 EEA class 26 B 

 
Level A indicators show that the local loss of population in Venice is actually a re-

distribution phenomenon involving the city-region. The main reason is the high con-
centration of historical and cultural values in the city core that attracts almost 2.5 
millions of tourists every year. Therefore, recent studies point out a possible cause-
effect relationship between population decrease and tourism growth. The cruise tour-
ism has mostly influence on tourist incoming, since Venice Terminal Passenger 
(VTP) computed more than 1.8 million cruise passengers in 2013. The cruise traffic 
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makes a significant contribution to the tourist carrying capacity exceeding. The 
threshold of 22.000 tourists a day in the city center, indeed, has been overcome, 
reaching peaks of 100.000 arrivals [16]. Likewise, the lack of accommodation facili-
ties in the mainland and lagoon archipelago encourages the tourist presence in the city 
core, where numerous buildings were turned into hotels. The tourist pressure induces 
a series of dangerous impacts as: environmental damage, pollution, sea bottom ero-
sion, high-frequency currents, deterioration of buildings and identity weakening. The 
negative externalities linked to pollution of air, sea and climate change amount to 278 
million euro per year, compared to 290 of cruise tourism revenue, for an average of 
6.000 euro per inhabitant a year estimated for the historic city of Venice [17]. 

In 1987, Venice and the Lagoon entered in UNESCO’s World Heritage List. It 
demanded to protect the historical architectures, techniques and traditions as well as 
the wet habitat over time. The UNESCO criteria underlined the urban and  
environmental values of Venice, and recognized the primary role of barene (clay soil 
formations that are periodically submerged by water) for the hydrologic balance 
maintenance. 

Decision-making processes must deal with this sensitive matter, recommending 
new visions and strategies to reverse pressure conditions while allowing touristic 
purposes. The shift toward more sustainable forms of tourism can launch conciliation 
procedures on crucial issues, raising the Eco-management Index [18, 19]. 

3.2 Resilient Urban Design as Response to Pressures 

Considering potentials and critical aspects underlined by the main indicators, a pro-
posal of a new sustainable strategy has been elaborated. The project aims at shifting 
the Marittima from terminal-cruise to maxi-yacht marina, outsourcing logistics func-
tions and cruise lines in Marghera, in order to reduce the environmental impacts, 
including the risks of people and artifacts generated by transit and berthing of over-
size ships (Figure 3). 

According to a systemic vision based on multi-scale approach, Marittima has been 
considered a strategic infrastructural hub and a gateway to the historic city by the 
mainland and the sea. 

The objectives try to make a significant contribution in terms of increasing social, 
economic and environmental resilience of Venice. These objectives are: 

─ Sustainable management of daily touristic flow;  
─ Integration of the Marittima with its surrounding context; 
─ Improvement of the environmental performances;  
─ Enhancement of the identity-related values of port. 

The Master Plan defines three different functional fields: touristic port, behind-port 
area and port-city connection area, and integrates itself with a set of logistic interven-
tions, i.e. Ro-Ro terminal in Fusina, offshore platform and high-speed railway sys-
tem. It aims at optimizing mobility networks by reducing road transport and creating  
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intermodal parking. Moreover, the design of a new green park within the port area 
enhances urban and environmental amenities, by locating various facilities that can 
host mixed and temporary uses. 

 

Fig. 3. The Master Plan 

According to this vision, the conceptual framework is based on several elements: 
the preservation of the existing urban grid that combines old and new elements; the 
use of containers following low-impact approaches; the reuse and restyle of cruise 
terminals. Specifically, touristic port have a variety of functions due to ensure its con-
tinued vitality: residences, micro-exhibition centers, shopping galleries, recreational 
and cultural facilities and a Yacht Club. The area of connection port-city becomes an 
arts, science and technology center, with new housing for students, artist’s studios and 
exhibition spaces. The green park hosts some prototypes of eco-sustainable houses 
while the cruise terminal becomes the new center of the lagoon biology research. 
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3.3 Scenario Evaluation Through Analytic Network Process (ANP) 

The evaluation process, elaborated with the ANP application software provided by 
Creative Decision Foundation [20], aims at showing the preference of one alternative 
scenario compared with the others. According to the analysis of the social, economic 
and environmental contest (see 3.1), it is possible to define three scenarios for the 
study area:  

(a) the current scenario, called Scenario 0;  
(b) the cruise tourism scenario, called Scenario 1;  
(c) the Master Plan scenario, called Scenario 2.  

The Scenario 0 represents the current state of Marittima port area composed by 
five cruise terminals, parking areas for tourists and warehouses; in this scenario the 
port area is physically and morphologically separated by the city. The Scenario 1 
improves the cruise tourism through the restyle of the terminals and the edification of 
a new building composed of a multi-storey car park and roof garden; this scenario 
partially tries to connect the port with the city. The Scenario 2 is the Master Plan that 
suggests to shift the cruise tourism to Marghera, making the Marittima a maxi-yacht 
port; it considers the port as a strategic part and it achieves the connection with the 
city through green filtering and functional variety (Figure 4). 

 

Fig. 4. Scenarios. From left to right: current scenario (Source: Google maps), cruise tourism 
scenario (Source: www.port.venice.it) and Master Plan (Source: authors’ elaboration) 

The ANP multi-criteria method is an implementation of the Analytic Hierarchy 
Process (AHP), powered by Saaty [21,22,23], which includes the interrelationship 
between elements within the hierarchy system of criteria. The ANP is structured in 
four main phases. First, it is necessary to define a goal for the analysis; subsequently, 
the method allows sorting the decision problem into two fundamental elements: the 
nodes, compounded by main categories, and the clusters that constitute sub-categories 
of the nodes. This framework is similar to the human thought processing and allows 
examining the complexity of a problem through the pairwise comparison technique. 
The third and fourth phases consist, respectively, of the super-matrix, that combines 
the interrelationships between clusters and nodes, and finally the weights and the 
priority vectors related to each main category [24, 25].  
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The ANP method, combined with the Benefit-Opportunity-Costs-Risks (BOCR) 
analysis, provides problem simplification by structuring and classifying the selected 
issues according to these categories, through the built of an ANP-BOCR model [21]. 
Four main clusters of BOCR model compose the decision framework and each cluster 
contains some nodes, in sub-network level, that are the indicators previously divided 
and categorized according to DPSIR model. The goal of the evaluation process is to 
identify the best scenario for the study area.  

After the model structuring, it is possible to make pairwise comparisons among the 
nodes related to each cluster. In the ANP method, there are two levels of pairwise 
comparisons: the one relating to clusters, which is general, and the other relating to 
nodes, which is more specific as it involves the indicators level [22]. The rating as-
signed in the pairwise follows the Saaty’s fundamental scale of 1-9, where the 1’s 
represents the same value in the judgment, while the 9’s defines extremely importance 
[23]. Moreover, the sensitivity analysis evaluates the stability of the final output 
changing the weight of assigned judgments. According to ANP-BOCR model, the 
decision problem has been divided in categories, and the judgments – assigned to 
clusters and nodes during the evaluation process – provide four final graphs describ-
ing scenarios in terms of benefits, opportunities, costs and risks (Figure 5). 

 

Fig. 5. ANP-BOCR framework 
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Fig. 6. ANP-BOCR model: benefits, opportunities, costs and risks for each scenario 

Regarding to Benefits and Opportunities networks, the bends of the three scenarios 
grow with the increase of assigned weights (Figure 6). Therefore, they have positive 
features in terms of Benefits and Opportunities. However, the Master Plan scenario is 
the alternative with the highest score compared with other two, while there is an ir-
relevant difference between scenario 0 and scenario 1. 

Concerning Costs and Risks networks, the bends of scenarios decrease with the in-
crease of the assigned weights. In reference to both criteria, Master Plan scenario is 
preferable because it represents the alternative that throws down costs and risks  
more than others. Finally, there is a significant difference between scenario 0 and 
scenario 1, as the first wins in Costs graph while it loses in Risks graph compared to 
scenario 1.  

 

Fig. 7. Scenario ranking 
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The Master Plan scenario becomes the least preferable solution since it proposes an 
urban regeneration action that tries to lower environmental risks and costs while en-
hancing benefits and opportunities. The distributive method of the AHP has been used 
in order to obtain the ratings. Normalized results show that the preferable scenario for 
all networks is the Master Plan with a score of 0.54 compared to 0.36 of scenario 1 
and 0.10 of scenario 0 (Figure 7). 

4 Conclusion 

The assessment of tangible and intangible values makes it possible to understand social, 
economic and environmental dimensions through a multi-dimensional approach [26, 27]. 
Moreover, the interpretation of critical and potential elements generates strategic actions 
that can have consistent or conflicting impacts on different scales. In the climate and 
demographic change-related framework, multi-dimensional and cross-scale approaches 
can play an essential role to conceive new forms of economies able to activate circular 
processes, enhancing resilience of anthropic and natural systems.  

Indeed, the SSD is useful to understand the impacts related to climate and demo-
graphic changes, analyse the possible forward scenarios and check the coherence of a 
multidimensional-approach. At the same time, the selection of specific knowledge-
based indicators and the implementation of an ANP model allows identifying the most 
relevant issues, and helps organizing the alternatives and choosing the preferable one. 

The proposed SSD becomes particularly useful to understand the complex reality 
of Venice, in which all conflicting dimensions show themselves in multiple shapes 
and different scales. 
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Abstract. The paper provides a methodological framework in order to investi-
gate, map and evaluate the landscape, understood as multi-dimensional complex 
system. A possible landscape knowledge-related approach seeks to recognize 
the landscape services spatial distribution on the territory. The management of 
multi-dimensional geospatial data, indeed, allows to face contemporary envi-
ronmental matters regarding continuous biodiversity loss, ecological fragmenta-
tion and acceleration of climate change. The GIS provides helpful tools for  
systematization, management and analysis of spatial indicators, which describe 
and quantify the type of ecosystem and anthropic services. The paper proposes 
the development of a Spatial Decision-Making Support System (SDSS), in sync 
with GIS data-set and multi-criteria method AHP. The SDSS is useful to devel-
op a landscape services thickness map and to define possible territorial trans-
formation scenarios. The recognition of the landscape services can support the 
decision-making process referred to a sustainable management and planning, 
which are still an open investigation field. 

Keywords: Landscape services · GIS · SDSS · AHP · Scenario evaluation 

1 Introduction 

The management of multi-dimensional geospatial data allows to face structured envi-
ronmental issues that mainly concern: the continuous biodiversity loss at a global 
scale; the discontinuity of ecological connections/network due to fragmentation [1]; the 
acceleration of climate change generated by anthropic impact on the environment [2]; 
the different autopoiesis periods of ecosystems compared to human transformation 
actions; the alteration of regeneration time of soils which are therefore considered non-
renewable resources [3]. 

In response to these issues, a possible interpretation of landscape concept, under-
stood as multi-dimensional complex system, implies a selection of spatial indicators 
that represent the type of ecosystem and human services as well as their resilience to 
environmental pressures. The recognition of the landscape services spatial distribu-
tion on the territory supports the decision-making process referred to a sustainable 
management and planning, which are still an open investigation fields [4]. 
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In literature, the ecosystem services concept has many and vague definitions be-
cause of its availability in adapting to investigation field of the different thematic 
areas [5]. The researchers in environmental fields provide some definitions of ecosys-
tem services that involve their areas of interest. Indeed, it is possible to define three 
general meaning of services similar to the issues proposed in this paper. Specifically, 
these meanings are included in the definition founded by de Groot, considering «the 
capacity of natural processes and components to provide goods and services that satis-
fy human needs, directly or indirectly» [6,7]; the definition of MA, regarding «the 
benefits people obtain from ecosystems» [8]; the economic-environmental definition 
provided by TEEB (The Economics of Ecosystems and Biodiversity) considers the 
ecosystem services as «the direct and indirect contributions of ecosystems to human 
wellbeing» [9].  

Lastly, according to Termorshuizen and Opdam, it is possible to include the eco-
system services into wider classification criteria regarding more categories and values 
such as socio-economic, environmental, cultural and morphological ones. The pur-
pose of this theoretical approach is the brainchild of a common knowledge-based 
platform to multiple disciplines. In this way of thinking, the ecosystem services be-
come a category of the landscape services [10].  

According to this methodological framework, it is possible understand how the 
landscape functions are linked to the feature of the ecosystem processes and to their 
capacity for producing services. These services are the benefits that the ecosystems 
give to human well-being. Nowadays, decisions makers are increasingly giving more 
attention to landscape services evaluation in planning policy, although it is compli-
cated to recognize an economic value for these services, due their lack of two basic 
parameters for the estimation of private goods such as market and production. These 
services are fundamental because they constitute essential benefits to human survival 
that can be perceived in terms of use values and independent use values [11]. 

In regard to these issues, the interdisciplinary methodological framework allows to 
relate different values involved in the process of landscapes knowledge, which can be 
defined as a multi-functional entities due to their complex nature [12]. 

The first part of the paper (section 2) defines the methodological approach of the 
SDSS; the second one (section 3) shows study case; the third (section 4) analyzes  
the results of the research while the fourth (section 5) explains the conclusions about 
the usefulness in city policy and planning. 

2 Methodological Framework 

The methodological approach, combining the landscape services concept with Multi-
Criteria Analysis, builds a Spatial Decision-Making Support System (SDSS) that is 
able to understand, examine, map and evaluate the landscape as a dynamic complex 
system [13,14,15]. Next, we present a short literature review about the systemic land-
scape concept and the Multi-Criteria Decision-Making Analysis (MCDA) and GIS 
tools, while in the final section we introduce KME-SDSS. 
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2.1 Landscape as System and Landscape Ecology 

The systemic concept considers the environmental, social, cultural, morphological 
components not only as the results of continuous anthropic and natural transformation 
processes of the landscape, but also as the result of different time actions which are 
strictly interrelated each other [16]. Indeed, the systemic way of thinking give special 
attention to the link among components or features apparently different, considering 
that «the whole is more than the sum of its parts» [17]. 

Therefore, it becomes essential to use a multi-disciplinary approach that is able to 
analyze and understand, considering different points of view, the phenomena that 
generate the dynamism of landscape continuous changes, in order to have more varied 
and complete vision of the object investigated.  

The Landscape Ecology, in its more general formulation, provides necessary tools 
to understand the landscape transformation flows not only in strictly ecological terms 
but also including pressure, impact and response factors generated or absorbed by 
human-being. 

The approach of Termorshuizen and Opdam, as previously seen, considers the eco-
system services as a sub-category of landscape services, and it takes into account that 
they have a specific value as a function of the relationships established with other 
components of the landscape system. The analysis of the landscape multi-scale pat-
tern can be very useful to define how the human choices and actions influence the 
processes, the functionality and the structure of the services [18,19].  

On the other hand, the European Convention of Landscape highlights the relevant 
role of people as part of the landscape and it opens the way to a new vision for which 
the landscape perception cannot be separated by the knowledge of continuous changes 
that people produce on the land for its benefit [20,21]. 

The method applied consists of a multi-scale approach to the landscape. The patch-
es mosaic, in which the landscape can be conceptually assimilated [22], is structured 
in a hierarchical multi-level framework, according to the environmental structures, 
characterized by sets of systems and subsystems and incorporated, each other, in larg-
er systems [23]. These hierarchies and their interdependence are preliminary com-
pared with the multi-scale approach and they allow to understand the nature of the 
network among human and environmental components within the landscape complex 
system, in order to act by weighting choices without interfere with natural and social 
ecosystems. Finally the multi-criteria methods aim to analyze the patches in detail, for 
the purpose of quantifying the information derived from the relevant environmental 
indicators and assigning a weight to each indicator considered in the evaluation phase. 

2.2 Multi-Criteria Decision-Making Analysis (MCDA) and GIS 

As part of the integrated approaches and strategic evaluations, the Multi-Criteria De-
cision Making Analysis (MCDA), integrated with GIS, has now become vital to  
address problems related to planning, land management and evaluation of different 
alternatives [24,25,26]. In these fields, characterized by complexity and uncertainty,  
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multi-criteria analysis becomes a tool to explain the contributions of different criteria 
according to the alternatives which are compared with the final goals of decision 
makers [27]. 

At the same time, the fundamental role of GIS concerns its capability to explain the 
spatial component of the data, which is why it can be considered as one of the most 
advanced tools to manage the decision-making process of sustainable planning [28,29]. 
Although these two instruments can be used in an independent way to deal with simple 
problems, their interaction is essential in multi-disciplinary and multi-dimensional 
problems, where the purpose is to achieve a balance between economic development, 
environmental protection and social balance in order to reach the optimal solution [30]. 
The decision support systems GIS-MCDA are becoming capable tools for solving 
spatial issues related to problems where conflicting criteria are involved [31] and for 
merging the spatial information according to multiple criteria in a single evaluation 
index [32, 33]. The structured SDSS (GIS-MCDA) provides a methodological frame-
work to contemplate the different points of view and the components of a problem and 
let to organize them in hierarchical structures that take individual parts into account as 
much as the mutual interrelationships. They define new approaches to provide tech-
niques and tools that combine multidimensional information about geographic data, 
identify priorities and explain the preferences of actors involved in a decision making 
processes [26]. 

2.3 The KME-SDSS Method 

Within the framework of Spatial Decision Support System, we propose the KME-
SDSS model which is divided into three main phases [27]: (i) Knowledge, which 
consists in the identification of landscape services related to investigation area; (ii) 
Mapping, which serves the purpose of mapping the spatial selected indicators; (iii) 
Evaluation, which assigns different weights to the spatial indicators through a suitable 
evaluation method. 

The KME-SDSS consists of various steps carried out in GIS environment, which 
are preparatory to the definition of the final output in the evaluation process. In this 
way it becomes possible to standardize the operational process, according to Post-
normal science approach that considers the procedure as a methodological framework 
useful for different study fields [34]. For this purpose, the operations performed in a 
GIS environment are synthetically shown as follows: 

• study area selection; 
• coordinate system and data georeferencing; 
• shapefile editing; 
• mapping of main shapefiles related to landscape services; 
• classifying and weighting indicator; 
• final output concerning transformability evaluation maps. 

The development of this model will be described in detail in the next section (sec-
tion 3). 
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3 Case Study 

3.1 Case Study and Research Purpose 

The proposed methodology has been applied to identify landscape services rest in the 
metropolitan area of Naples, which covers 560 sqkm, including the city itself, the 
fourteen municipalities directly neighboring and other municipalities that are connect-
ed to the city in terms of economic, social and environmental flows. This area is char-
acterized by the presence of high biodiversity zones alternated by extensive fields of 
intensive agriculture, significant portions of natural and semi-natural areas, numerous 
urban zones of variable density population, which are full in potential landscape and 
environmental quality.  

The city of Naples has been chosen as a case study for application of the methodol-
ogy due to its barycentric position in the local context, and the reasons for proposing a 
KME-SDSS on this area has let the opportunities: to assess the multidimensionality of 
landscapes service, which is a complex problem that must be deal with specific tools, 
to investigate limits and potentials of this innovative approach and to comprehend in 
which way the analyzed municipalities are influencing the city of Naples and vice 
versa. 

3.2 Processing and Selection of Spatial Indicators 

The KME-SDSS, as stated previously, is divided into three main phases strictly linked 
theirself. These phases are [35]: (i) Knowledge, (ii) Mapping, (iii) Evaluation and 
they have been shown in a workflow diagram (Figure1). 

The first phase (i) consists of cognitive framework construction through the selec-
tion of spatial indicators and their organization into multiple levels categories. At a 
first level of knowledge, the identified indicators have been classified into two main 
categories that represent the ecosystem and anthropic services. Subsequently, at a 
second level, for both previous macro-categories different services typologies have 
been identified. Specifically, for ecosystem services, two sub-categories have been 
identified, which are provision and regulation services, while for anthropic services, 
four sub-categories have been selected, which are infrastructure, soil, habitation and 
recreation services. 

Provisions. include all environmental resources supply within the ecological sys-
tem in support of anthropic system, while regulations. are related to the ability of 
landscape to regulate ecological processes in order to promote natural cycles. Infra-
structures are linked to the capacity of landscape to provide a suitable substrate for 
transportation; habitations are connected to the capacity of landscape to provide suit-
able places for human living; soils are related to the capacity of landscape to provide a 
suitable substrate to different services and soil use and recreations contain all services 
referring to cultural sites and leisure activities [4], [6, 7], [12], [36]. 

Each landscape service has been explicated, mapped and classified into a spatial 
indicators set. The hierarchical structure of indicators set shows multiple levels of 
analysis and describes: three classification criteria, source, reference year, unit of 
measure and value (Table 1). 
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Table 1. The spatial indicators set 
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Waterways 2012 Open Source (VdsTech) 300 33.027 m 

Mineral extraction 
sites 

2009 Urban Atlas, EEA 100 1.968.530 m² 

Agricolture and 
wetlands areas 

2009 Urban Atlas, EEA 1000 222.905.504 m² 
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Sic-Zps areas 2012 Natura 2000 2500 89.135.728 m² 

Water bodies 2009 Urban Atlas, EEA 300 5.566.472 m² 

Forests 2009 Urban Atlas, EEA 2500 22.584.628 m² 

Land without 
current use 

2009 Urban Atlas, EEA 100 6.007.729 m² 

Green urban areas 2009 Urban Atlas, EEA 2000 6.484.058 m² 
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Railways 2012 Open Source (VdsTech) 100 82.831 m 

Roads 2012 Open Source (VdsTech) 100 4.369.847 m 

Airport 2009 Urban Atlas, EEA 1000 2.369.115 m² 

Port areas 2009 Urban Atlas, EEA 1000 2.405.899 m² 

R
ec

re
at

io
n 

se
rv

ic
es

 

Cultural sites 2014 Elaborazioni Gis 2000 5.278.486 m² 

Sport and leisure 2009 Urban Atlas, EEA 500 6.277.319 m² 

Park areas 2009 Urban Atlas, EEA 1000 6.484.058 m² 
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Habitation density 2009 Urban Atlas, EEA 100 157.187.020 m² 
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Isolated structures 2009 Urban Atlas, EEA 100 1.412.309 m² 

Construction sites 2009 Urban Atlas, EEA 100 2.390.998 m² 

Waste disposal 2012 Open Source (VdsTech) 100 1.356.218 m² 

Industrial, commercial, 
and other use 

2009 Urban Atlas, EEA 100 84.527.681 m² 

 
The second phase (ii) consists of the processing, through GIS editing tools, of the 

spatial indicators related to the different categories of considered services. The select-
ed shapefiles have been georeferenced according to a coordinate system in order to 
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proceed to overlay multiple levels of information that will be evaluated in the last 
stage of the model. 

In this phase we chose WGS84 as common geographic coordinates system, operat-
ing spatial adjustment for the data having a different projective coordinates.  

The Mapping phase is essential since it allows to represent the different indicators 
homogeneously through the attribution of common parameters that can facilitate a 
better understanding.  

At this level, in order to include spatial areal indicators homogeneous to punctual 
ones, we consider the Istat census areas on which points insist as a reference surfaces, 
thus by choosing the surfaces as a unambiguous unit of measurement that makes pos-
sible a subsequent evaluation phase. 

In the last stage (iii), the landscape services have been compared with each other 
by the AHP evaluation method in order to set priorities and get the two final maps 
that represent the output of the KME-SDSS.  

The indicators represented by GIS maps have been compared in pairs according to 
their level of classification and to environmental issues they describe. Weights have been 
assigned to each indicator by the fundamental scale of Saaty [37,38,39], considering their 
level of importance in performing anthropic and ecosystem functions. The final output of 
the evaluation process consists of two maps that indicate for each macro-category the 
different scale of services density (low, low-medium, medium, medium-high or high 
density). These maps can be considered a decision-making tool to guide territorial chang-
ing choices toward planning management [40,41] (Figure 2). 

3.3 Weighting Phase and Software MASCOT 

More specifically, in the final stage of the process (iii), after the decisional-tree has been 
established and the maps of spatial indicators for each sub-category has been constituted, 
we proceed to overlay maps to make pairwise comparisons between elements, respecting 
the hierarchy of the decision-making structure, in order to establish the thickness of con-
sidered landscape services. Among the multi-criteria analysis for decision-making pur-
poses (MCDA) we chose the Analytical Hierarchy Process method (AHP), because it 
allows relating quantitative and qualitative analysis, which are difficult to compare, and 
combining heterogeneous measures in a single scale value [37]. This method, which is 
particularly useful in problems with a large number of indicators, consists of three phases 
related to construction of a suitable hierarchy, establishment of priorities between ele-
ments in the hierarchy through pairwise comparisons and check of the logical consisten-
cy of pairwise comparisons [37], [39]. 

For the evaluation phase, we use Multi-criteria Analytical Scoring Tool 
(MASCOT) in integration with GIS as a tool based on spatial analysis [42]. In the 
weighting process we compare each sub-criteria either by direct method (direct input) 
or the AHP method. MASCOT software allows defining a distance analysis on which 
the assessment has been based. The distance analysis is a fundamental parameter to 
evaluate the spatial impact that each criterion has on the context, indeed if the scoring 
shape file is a vector, features of the base layer that overlap scored features are asso-
ciated the maximum value weight, which decreases linearly up to the limit of distance 
analysis, where it will be equal to zero. The distance analysis aims to contain the indi-
cator effects in neighboring zones, making a simplification and defining  
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core-areas that produce distance-decay in which the indicator loses gradually its in-
tensity. The core area, indeed, «represent the area characterized by the absence of 
edge effects extending from surrounding areas» [43]. 

  

Fig. 1. KME-SDSS workflow 

 

Fig. 2. Ecosystem and anthropic services dendrogram 
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4 Results 

After having processed maps for each indicator and weights and priorities have been 
determined, all the information must be combined in order to obtain final maps of 
territorial transformation, related to ecosystem and anthropic categories, which con-
sider the overall impact of the landscape services on the study area to guide the deci-
sion-makers choices towards a vision of integrated sustainability (Figures 3, 4).  

The gradual scale of colors, from red to green, allows to identify areas with a dif-
ferent intensity of services, considering the red as low-density and green as high one, 
while the others mean intermediate judgments. Analysis of the final maps shows that 
low concentration of ecosystem services in the city of Naples is balanced by a high 
presence of anthropic ones. These services also include fragmented green urban spac-
es that, although not providing the same level of regulation services of green areas 
surrounding the larger city walls, can also play an important role in the emissions 
drain due to city congestion and pollution. Ecosystem services map also shows that 
Naples might be considered as a watershed between two relevant systems for provi-
sioning and regulation services. However, the enhancement of green urban areas pro-
vides an opportunity for linking these systems through the creation of new green in-
frastructures for their connection or through the consolidation of existing ones. The 
ecological fragmentation and land consumption are two of the major problems in 
urban issues, which are accentuated by sprawl and new construction in already over-
populated context. Another interesting result which can be deduced from the observa-
tion of the ecosystem s. map, and partially from the anthropic one, is connected to the 
conformation of intermediate areas that delimit the urban belt. These filter zones play 
a key role in the planning processes because they are the most important transforma-
ble areas giving benefits to other ones. Thus, if sustainable types of transformations 
will be done, these areas will be able to influence indirectly the enhancement of eco-
system and anthropic services in the city. 

 

Fig. 3. Ecosystem services map 
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Fig. 4. Anthropic services map 

5 Conclusions 

In summary, the present study aims at the development of a KME-SDSS to assess the 
landscape through its services, considering it as a multidimensional and dynamic 
system made up of multiple components whereby an integrated approach between 
GIS and AHP was essential to spatially explicit the selected indicators on the one 
hand and prioritize them on the other hand. 

Thus, it was possible to improve awareness of the complexity and to provide a 
framework and to express the potential of this approach in spatial planning field. 

The proposed SDSS shows that, through the spatial representation of indicators, it 
is possible determine distribution, quantification and interrelationships of phenomena. 
The GIS-AHP synergy let to make a multi-level analysis in order to better display and 
map the complex values of the landscape. Thus, the data can be organized in a specif-
ic set of spatial indicators able to describe the territory through its anthropic and eco-
system services and simplify the evaluation process. Finally, the dynamic change of 
the landscape elements requires flexible tools in order to update the information con-
tinuously and the decision-makers can have a clear knowledge of their territory in 
order to identify and implement responsible actions. 

The results allow to consider the used methodology as an initial basis to implement 
opportunities offered by analysis and evaluation of landscape services within a wider 
decision-making process that is capable of integrating different skills in order to im-
prove the data entirety and the overall evaluation process coherence. 
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Abstract. Location information services or location management systems in 
VCN (Vehicular Communication Networks) are used to provide location infor-
mation about vehicles such as current location, speed, direction and report this 
information to other vehicles or network entities that require this information. 
This paper designs firstly an EDQS (Extended Dynamic Quorum System) 
which is a logical structure for location management of VCNs. Secondly, we 
propose a QAHLS (Quorum-based Adaptive Hybrid Location Service) on the 
basis of the EDQS which uses direct location scheme mixed with indirect loca-
tion scheme according to the location preference and the location mobility for a 
vehicle. The performance of QAHLS is evaluated by an analytical model and 
compared with that of existing GQS (Grid Quorum System) based and DQS 
(Diamond Quorum System) based location services. 

Keywords: Direct location scheme · Indirect location scheme · Location  
services · Quorum systems · VCN 

1 Introduction 

Vehicular Communication Networks (VCNs) are used to supply a communication 
platform for Intelligent Transportation Systems (ITSs) services also for value added 
services in different road systems. To build up a VCN, various entities are used 
among others: vehicles, roads infrastructure such as intelligent traffic lights, traffic 
signs, RSUs (Road Side Units) and wired or wireless backhaul networks that are  
applied to provide communication between these entities and to enable interconnec-
tion with the Internet. VCNs are responsible for the communication between moving 
vehicles in a certain environment. A vehicle can communicate with another vehicle 
directly which is called Vehicle to Vehicle (V2V) communication, or a vehicle can 
communicate to an infrastructure such as a RSU, known as Vehicle-to-Infrastructure 
(V2I) [1, 2]. 

During the past few years, ITS have become a significant topic in research and  
development as their ambit is to enhance safety and efficiently in transportation sys-
tems via the use of advanced technologies [3]. ITSs are expected to offer fundamental 
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services, which can be distinguished into ITS services and value added services. 
Some examples of ITS services are pre/post-crash warning and intelligent traffic con-
trol. Internet service provisioning, intelligent fleet management or detailed real-time 
traffic flow information and advanced navigation services are some examples for 
value added services [4]. 

In traditional positioning systems, location information has typically been taken by 
a device and with the help of a satellite system, that is a global positioning system 
(GPS) receiver, so each vehicle has only its own knowledge. With the help of location 
information systems (LISs) this information can be distributed and shared among 
other vehicles. Vehicle’s location is an important matter in this data service world: it 
allows us to understand completely new service concept (e.g., tracking applications). 
Moreover, it has the capability to make many messaging and vehicle Internet services 
more relevant to clients as information adjusted to context (e.g., weather information 
adjusted to the region one in it). In addition location information can considerably 
improve service usability [1]. 

Vehicle is a node moving at a high speed and to design a reliable transmission should 
be an urgent and hard goal. A robust routing protocol can achieve this goal. In VCNs, 
routing protocols usually depend on accurate location information of mobile node. 
Hence, location information provision is a basic and important service. Accordingly, we 
design firstly an EDQS which is a logical structure for location management of VCNs. 
Secondly, we propose a QAHLS on the basis of the EDQS which uses direct location 
scheme mixed with indirect location scheme according to the location preference and 
the location mobility for a vehicle. The performance of QAHLS is evaluated by an ana-
lytical model, and compared with that of existing Grid Quorum System (GQS) based 
and Diamond Quorum System (DQS) based location services. 

The rest of this paper is organized as follows. Section 2 gives a brief description of 
related works for location services in VCNs. Section 3 describes an EDQS-based 
QAHLS for VCNs urban environments. Section 4 presents the performance of 
QAHLS that is evaluated through an analytical model. Finally, Section 5 concludes 
this paper and describes our future works. 

2 Related Works 

As we mentioned before LIS should provide location information about vehicles. For 
this purpose, LIS need to gather, store, analyze and distribute these location informa-
tion to vehicles or network entities that require this information. Some positioning 
systems such as GPS are used for gathering position information of vehicles, when a 
vehicle enters to cover range of some RSUs, sends its position to one of the RSUs and 
consequently that RSU sends this information to location servers to maintain and 
store location information of vehicles. Now we have a large database with position 
information of vehicles and also a timestamp for each of this information that has 
been generated. So we have opportunity to analyze them and predict next location of 
vehicle for some applications such as vehicle tracking, improve handoff latency and 
mobility aware forwarding in advance [1]. 

The location-based services can be classified according to Fig. 1 into two classes: 
flooding-based and rendezvous based [5]. The first class is composed of reactive and 
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and fault tolerance. When data are replicated, consistency and high data availability is 
required whereas at the same time the network communication cost is reduced. 

Diamond protocol [7, 8] had proposed for managing replicated data. In this proto-
col, the nodes in the network are logically organized into a two-dimensional diamond 
structure. The protocol can be viewed as a specialized version of the grid protocol 
because the logical structure can be seen as a grid with holes. There are two main 
properties of the diamond protocol that make it a good choice for replicated data 
management: 

• Compared with the majority quorum, tree quorum and grid quorum protocols, 
the diamond protocol results in the greatest number of disjoint read quorums 
which shall lead to a better throughput and response time. 

• The protocol achieves the smallest optimum read quorum size and the second 
smallest write quorum size among the above protocols. 

The location information of hot vehicles which location information is requested fre-
quently by other vehicles should be managed in many nodes, while the location informa-
tion of cold vehicles should be managed in small nodes. Thus, the write quorums of vari-
ous sizes are needed to location information management for VCNs. Accordingly, we 
propose an EDQS that improves the second property of diamond protocol. 

The proposed QAHLS is based on the EDQS which is logical structure of RUSs. To 
design EDQS, we firstly divide the VCN into grids and organize the grids into two 
hierarchical levels in the same manner as region-based Hierarchical Location Service 
with Road-adapted Grids (HLSRG) [9]. Fig. 2 shows the hierarchical framework of 
regions in VCN, where four level 1 regions form a region of level 2, and any level 1 
region can belong to only one region of level 2. In each region of level 1, an intersec-
tion which is nearest to the center of the region is selected to be the center of region of 
level 1. Region centers have to collect location update packets in their regions and 
transmit the packets to their corresponding upper level. RSUs are established to main-
tain the location information for region of level 2. RSUs in each region of level 2 are 
wired connect to other RUSs where are in other regions of level 2. 

 

Fig. 2. Hierarchical framework of regions 
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The EDQS are constructed by using the RSUs, centers of regions of level 2. In 
EDQS, all nodes are logically organized into two-dimensional diamond structure. The 
EDQS provides 4 update quorums: Geographic Quorum (GQ), Intersection Quorum 
(IQ), ROw-based Quorum (ROQ) and Column-based Quorum (CQ) such as Fig. 3. 

• GQ: The GQ is composed of all location nodes in sub-dimensional diamond 
which covers a local location node. 

• IQ: The IQ is composed of the location nodes which intersect among sub-
dimensional diamonds. 

• ROQ: The ROQ construction starts the line horizontally along the row first. 
When there are no more location nodes to join on the right, the line is turned 90 
degree to the bottom. 

• CQ: The CQ construction starts the line vertically along the column first. When 
there are no more location nodes to join on the bottom, the line is turned 90 de-
gree to the right. 

Also, we can choose an arbitrary location node of each row to form a Request Quo-
rum (REQ). 

If the number of location nodes on a side of EDQS is m, the total number of loca-
tion nodes or RSUs is L=m2, and the number of GQs on a side is √ . The size 
of each quorum is as follows: 

• The size of GQ, . 

• The size of IQ, . 
• The size of ROQ,  
• The size of CQ, . 
• The size of REQ, . 

 

Fig. 3. Structure of EDQS 
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3.2 QAHLS 

We design QAHLS that is an adaptive hybrid location service on the base of EDQS. 
The QAHLS takes advantages of the mobility and the preference of vehicles. Accor-
dingly, we assume that each vehicle knows its location preference and its location 
mobility rates through the number times its location is requested and the number 
times its location is updated per hour. According to the mobility and the preference 
for a vehicle, QAHLS uses not only other location update schemes: direct and indirect 
but also other write group quorums. 

QAHLS places location information for a vehicle V in a set of regions of level 2. 
We call these regions as the responsible regions (RR) of V. To update its location  
centers according to the direct location scheme, a vehicle computes its responsible 
regions. Position updates scheme is called direct because a location center of RR  
directly knows the position of the vehicle. The network load can be reduced  
with indirect location scheme where the only local location center on the region of 
level 2 where a vehicle is located knows the position of the vehicle, while the rest 
location centers in its responsible regions only know the region of level 2 where a 
vehicle is located. More precise location information is not necessary on the region  
of level 2. The pointers which represent the location information do no longer  
point to the last known position. They point to the responsible region on the region of 
level 2. 

Three update group quorums: UGQhh, UGQhc and UGQm from the quorums of 
EDQS are formed. Location update of QALHS uses three UGQs and the ROQ from 
EDQS. While location request of QALHS uses only the REQ from EDQS. The con-
struction of three WGQs is as follows: 

•  
•  
•  

All nodes for location information management in VCN perform the location up-
date and the location request procedures of QALHS such as Fig. 4 and 5, where λx 
and μx represent the location preference and the location mobility rates of vehicle x, 
  and   represent the threshold values of high preference and low preference rates 

for vehicles, and   and   represent the threshold values of high mobility and low 

mobility rates for vehicles, respectively. Additionally, UGQ(x), ROQ(x) and REQ(x) 
represent the quorums for the region of level 2 which cover vehicle x. 

 
 
 
 
 
 
 
 
 



 A Quorum-Based Adaptive Hybrid Location Service for VCNs Urban Environments 85 

LocUpdate(L, x) 
/* Update a location information L from vehicle x */ 
 

Event: change the location of vehicle x. 
If (     ) then 

If ( ) then /* direct location scheme */ 
Send LocUpdate(L, x) packet to all location centers of UGQ

hc
(x) 

for the region center of level 2; 
Else if ( ) then 

Send LocUpdate(L, x) packet to all location centers of UGQ
hh
(x) 

for the region center of level 2; 
Else 

Send LocUpdate(L, x) packet to all location centers of UGQ
m
(x) 

for the region center of level 2; 
End if 

Else 
If (the location region of level 2 for the vehicle is changed) then 

If (  ) then /* indirect location scheme */ 
Send LocUpdate(the region center of level 2 for L, x) packet 

to all location centers of ROQ(x) for the region center of 
level 2; 

Else /* indirect location scheme */ 
Send LocUpdate(the region center of level 2 for L, x) packet 

to all location centers of UGQ
m
(x) for the region center of 

level 2; 
End if 

End if 
End if 
 

Event: receive a LocUpdate(L, x) packet or a LocUpdate(the region cen-
ter of level 2 for L, x) packet. 

Store the (L, x) or the (the region center of level 2 for L, x) in the 
received node; 

Fig. 4. Location update procedure of QAHLS 

LocRequest(x, y) 
/* Request location information of vehicle y from vehicle x */ 
 

Event: request the location of vehicle y 
If (the location information of y, Loc(y) is found in the local region 

center of level 2 of x) then 
Return the Loc(y) to vehicle x; 

Else if (the local center of the region center of level 2 has the poin-
ter for Loc(y)) 

Send LocRequest(x, y) packet to the pointer for Loc(y); 
Else 

Send LocRequest(x, y) packet to all location centers in REQ(x) for 
the region center of level 2; 

End if 
 

Event: receive a LocRequest(x, y) packet 
If (the Loc(y) is found in the received center) then 

Return the Loc(y) to vehicle x; 
Else if (the pointer for Loc(y) is found in the received center) then 

Send LocRequest(x, y) packet to the pointer for Loc(y); 
End if 

Fig. 5. Location request procedure of QAHLS 
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4 Performance Evaluation 

The performance of QAHLS is evaluated by an analytical model, where the perfor-
mance of QAHLS is evaluated by average location management cost that adds the 
location update and location request costs. Average location management cost, 

 is computed as follows: 

_ _ _ _ _ _ _ _ _ _                 
 _ _ _ _ _ _ _ _ _ _          1  

Where  represent call-to-mobility ratio, and Ps_hh, Ps_hl and Ps_hm represent the 

probabilities that location preference of the source vehicle which is updating its loca-
tion is high and its location mobility is high or low or medium, and _ __ _ . Accordingly, Ps_h, Ps_l and Ps_m represent the probabilities that the loca-
tion preference for a source vehicle is high or low or medium, _ _ _ 1. 
Pt_hh, Pt_hl and Pt_hm represent the probabilities that location preference of the target 
vehicle which is requested its location is high and its location mobility is high or low 
or medium, and _ _ _ _ . Accordingly, Pt_h, Pt_l and Pt_m represent 
the probabilities that the location preference for a target vehicle is high or low or me-
dium, _ _ _ 1. Also, Cu_hh, Cu_hl and Cu_hm represent the location update 
costs that the location preference of the source vehicle is high and its location mobili-
ty is high or low or medium, Cu_l and Cu_m represent the location update cost that the 
location preference for a source vehicle is low or medium. And Cr_hh Cr_hl and Cr_hm 

represent the location request costs that the location preference of the target vehicle is 
high and its location mobility is high or low or medium, Cr_l and Cr_m represent the 
location request cost that the location preference for a target vehicle is low or me-
dium. 

These costs can be computed as follows: 

_ _ _ 1 _ _  _ _ _ 1 _ _  _ _ _ 1 _ _  _ _ _ _ _ 1 _ _  _ _ _ _ _ 1 _ _  

_ _ _ 1 _ _  

_ _ _ 1 _ _  

_ _ _ 1 _ _  

_ _ _ _ _ 1 2 _ _  

_ _ _ _ _ 1 2 _ _  
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In above cost equations, , ,  represent the sizes of update group 
quorums: UGQhh, UGQhc and UGQhm. 

The parameters and values for the performance evaluation of QAHLS are shown in 
Table 1, where _  and _  represent the probability of location update 
to the region of level 1 and the probability of location update to the region of level 2, 
respectively.  

Table 1. Parameters and values for performance evaluation 

Parameter Value 

m, k 7, 2 
L 49 

The number of regions in a region of 
level 2, g 

4 

The total number of regions of level 
1, N 

196 

_ , _  0.5, 0.5 
 16 , , , �

7 q , � 23 
� 13 _ _ , _ _  1 _ _ , _ _  2 

 
In Table 1, we use stochastic vehicular mobility [10] that is the urban section mod-

el as a vehicular mobility model. The stochastic vehicular mobility constrains vehicles 
movement on a grid-shaped road topology, in which all edges are considered to be 
bidirectional, single-lane road. Vehicles randomly select one of the intersections of 
the grid as their destination and move towards it at constant speed, with one horizon-
tal and one vertical movement. In case stochastic vehicular mobility, the value of g is 
4, _  and _  are 0.5, respectively. If 500m×500m grids are region level 
1, the QAHLS can manage vehicle location information in an urban of 49Km2 size 
because total number of regions of level 1 is 196. 

Fig. 6 shows average location management cost over call-to-mobility ratio (CMR). 
As shown in the Fig. 6, the average location management cost of QAHLS is less than 
that of the existing quorum-based location services regardless of call-to-mobility ra-
tio. In the legend QAHLS(x1, x2, y1, y2) of Fig. 6, parameters x1, x2, y1 and y2 represent 
Ps_h, Ps_c. Pt_h and Pt_c respectively, where the Ps_h and the Pt_h of QAHLS(0.3, 0.5, 0.8, 
0.05) have the following detailed probabilities: Ps_hh = 0.15, Ps_hl = 0.1, Pt_hh=0.6 and 
Pt_hl=0.05, the Ps_h and the Pt_h of QAHLS(0.25, 0.6, 0.7, 0.1) have the following de-
tailed probabilities: Ps_hh = 0.05, Ps_hl = 0.15, Pt_hh=0.5 and Pt_hl=0.05. Also, the per-
formance of QAHLS(0.25, 0.6, 0.7, 0.1) is little better than that of QAHLS(0.3, 0.5, 
0.8, 0.05). From the results, we confirm that as the QAHLS has less Ps_h and Pt_h and 
more Ps_c and Pt_c, the better performance of QALHS is derived. 
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Fig. 6. Average location management cost for vehicular location services 

5 Conclusion 

We designed the extended dynamic quorum system EDQS for efficiently supporting 
vehicular location services, also proposed the quorum-based adaptive hybrid location 
service QAHLS. The proposed location service used direct location scheme mixed 
with indirect location scheme according to the location preference and the location 
mobility for a vehicle. The performance of our location service was evaluated by an 
analytical model. As the results of performance evaluation, the average location man-
agement cost of proposed QAHLS was less than that of the existing quorum-based 
location services regardless of call-to-mobility ratio. And as QAHLS has less Ps_h and 
Pt_h and more Ps_c and Pt_c, the better performance of QALHS was  derived. Our future 
work includes design on a hierarchical adaptive location service considering vehicle 
characteristics. 
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Abstract. Bring Your Own Device (BYOD) concept has become popular 
amongst organization. However, due to its portability and information available 
through social network, BYOD has become susceptible to information stealing 
attacks such as Advanced Persistent Threat (APT) attack. APT attack uses 
tricky methods in getting access into the target’s machine and mostly motives 
and stand as a threat to politics, corporate, academic and even military. Various 
mitigation techniques have been proposed in tackling this attack but, most of 
them are relying on available information of the attacks and does not provide 
data protection. Hence, it is challenging in providing protection against APT at-
tack. In this paper, we will investigate on the available mitigation techniques 
and its problems in tackling APT attack by looking on the root cause of the at-
tack inside BYOD environment. Lastly, based on the information obtained we 
will propose a new framework in reducing APT attack. 

Keywords: Bring Your Own Device (BYOD) model · Advanced Persistent 
Threat (APT) · MLS · Access control · Framework 

1 Introduction 

Mobile computing is a new network computing paradigm which allows users to access 
information and collaborates with others on the move, through combination of wireless 
communication infrastructure and portable computing devices [1]. Traditionally it 
focuses on portability of the computing devices, and now it is possible for the conver-
gence of ubiquitous and pervasive computing to bring out the full potential of mobile 
computing. In this paper, smartphones and mobile will be emphasized as the perfect 
example of mobile computing. 

Back in the early days, the sole purpose of the mobile is to connect people through 
phone calls, and later through messaging services like Short Messaging Service 
(SMS) or Multimedia Messaging Service (MMS). In other words, phones in the past 
were big, bulky, and were a luxury to have, but had only one function: calling. Nowa-
days, mobiles which are more commonly deemed as smartphones are equipped with 
interactive services such as file transfer, internet browsing and mailing services, inter-
active web-based applications and other ubiquitous functions like camera, has marked 
a huge leap in the course of mobile phone history. Through these remarkable and 
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additional features, it has garnered newfound glory and popularity among users from 
all walks of life.  

The security issue of the mobile computing has become important because people 
are concerned about the data stored in their mobile phone. Smartphone has become a 
need in the society and the user stored a lot of personal data in it. The security to pro-
tect the data of the mobile devices has highlighted the importance of the security mea-
surement for mobile computing. Beside the confidentiality of the data is at risk, the 
availability is also one of the worries for the users. Some devices cannot operate 
without constant connection from wireless network and the stability of the network is 
questionable. 

According to CBS News, out of the 5 billion phones now, 1 billion of them are 
smartphones [2]. As a consequence, this plethora of appealing features has led to a 
widespread of diffusion of smartphones, which makes them the ideal targets for at-
tackers and privacy intruder [3]. It is further inferred that the security attacks of 
smartphones will evolve as in the same trend of that as computers. As a proof that 
attackers are starting to target mobile platforms, there has been a sharp ascend in the 
number of reported new mobile Operating System (OS) vulnerabilities: from 115 in 
2009 up to 163 in 2010, which makes up 42% more vulnerabilities [4]. There is also a 
significant increase in attention to security issues from security researchers. 

Although the amount of vulnerabilities reported is alarming, companies are still al-
lowing their employees to use their own device which is known Bring Your Own 
Device (BYOD) policies due to several reasons. As a result, the company is vulnera-
ble to information theft attacks either through the malware or network. One of such 
attacks is known as Advance Persistent Threat (APT) attack. The main aim of this 
paper is to propose Advanced Persistent Threat (APT) mitigation using multi level 
security (MLS) and access control framework. The objectives are; 1) to investigate 
current security mobile architecture in BYOD and its problem in countering APT 
attack; 2) briefly discuss about APT attacks and how it can occur in BYOD environ-
ment and 3) to propose a new framework to tackle APT attack in BYOD using multi 
level security and access control. 

Differ from traditional attack, APT has wider attack methods, usually comes with 
the motive of espionage, manipulating user’s trust to access into the target computer 
and hard to detect. Therefore, it is important for us to look into various security archi-
tectures in BYOD so that we can propose an effective method to mitigate APT attack. 
Thus, the paper is organized as follows: - Section 2 describes the literature review in 
relation to BYOD model and the Mobile Security Reference Architecture (MRSA). In 
Section 3 we will present the taxonomy of Advanced Persistent Threat and we will 
present our proposed solution in Section 4. Lastly, Section 5 is set as the conclusion 
of the paper. 

2 Background and Study 

Adopting BYOD can be profitable to an organization as it reduces the cost in provid-
ing devices to employees. However, it creates challenges in protecting the data. In this 
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section we will present a review of BYOD model and the security mechanisms that 
have been outlined by Mobile Security Reference Architecture (MSRA).  

2.1 Bring Your Own Device (BYOD) Model 

Starting from the year of 2011, the trend of bringing own devices to work has begun 
to gain recognition among organizations, especially in countries with high-growth 
economies such as Brazil, Russia and India [18]. Apart from reducing the operating 
cost, this phenomenon happened because of gain more flexible working hour and 
working environment besides increasing employee’s productivity [19]. However, this 
trend has its own downside in term of preserving the integrity and confidentiality of 
sensitive data due to the portability of the devices and pervasive network which al-
lows the data to be accessed anywhere. Therefore, Mobile Security Reference Archi-
tecture (MSRA) [5] has provided a review on how to protect our device from these 
kinds of problems. Next, we will present the things that have been outlined by MSRA 
to protect our device. 

2.2 Overview of Mobile Security Reference Architecture (MRSA) 

The MSRA presents the architectural components which are necessary to provide the 
data confidentiality, integrity, and availability that are critical to Government mission 
success. Among the architecture of security components for mobile are Virtual Pri-
vate Networks (VPN), Mobile Device Management (MDM), Mobile Application 
Management (MAM), Mobile Application Store, Mobile Application Gateway 
(MAG), Data Loss Prevention (DLP), Intrusion detection system, Gateway and Secu-
rity Stack (GSS) [5]. The explanation for each component is as the following:- 

• Virtual Private Networks (VPN) - VPN technologies aim to create trusted secure 
connection between mobile devices and any intended recipient server. VPN con-
nection could also be established and allow ad-hoc connection for external users. 

• Mobile Device Management (MDM) - manages and optimizes the functionality of 
applications, data and configuration setting on mobile devices centrally. In terms of 
security, MDM enforced D/A policies and procedures. 

• Mobile Application Management (MAM) - provides in depth distribution,   confi-
guration, data control, and life-cycle management for specific applications installed 
on a mobile device. MAM also provides authentication   mechanism, command 
and control tool and diagnostic features, such as remote log-ins, reporting, and 
troubleshooting. 

• Mobile Application Store - is a repository of mobile applications. Public applica-
tion stores (i.e.: External Application Stores) offer mobile applications for sale (or 
for free) to the public. 

• Mobile Application Gateway (MAG) - is a piece of software that provides application-
specific network security for mobile application infrastructures. The purpose of a MAG 
is to act as a network proxy, accepting connections on behalf of the application’s  
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network infrastructure, filtering the traffic, and relaying the traffic to mobile  
application servers. 

• Data Loss Prevention (DLP) - Mobile infrastructure data loss prevention focuses 
on preventing restricted information from being transmitted to mobile devices, or 
from mobile devices to unauthorized locations outside the organization. 

• Intrusion Detection System (IDS) - uses a set of heuristics to match known attack 
signatures against incoming network traffic and raises alerts when suspicious traf-
fic is seen. 

• Gateway and Security Stack (GSS) - Access to the enterprise must be restricted 
through one or more known network routes (i.e., Gateways) and inspected by stan-
dard network defenses such as stateful packet inspection, intrusion detection, and 
application and protocol. This prevents damage to the enterprise from a  
compromised mobile device. 

Therefore, any security measures in mobile device should comply with the things 
that have been outlined by MSRA [5]. However, we believed that apart from the secu-
rity measure that has been outlined, additional mitigation techniques such as combin-
ing control access with multi level security should be taken due to the sophistication 
of APT attack.  Hence, in the next section (Section 3), we will look at the taxonomy 
APT attack to support our argument. 

3 Advanced Persistent Threat (APT) in BYOD Environment 

In this section, we will provide a detailed review regarding APT attack and analyze 
the motives and the causes that trigger the attack to support our proposed solution. 
Our main research question is “How does multi-level security and sentient computing 
can be used to tackle the APT security attacks on BYOD smartphones?” Under  this  
assumption,  we  argue  that  to  have  a  secure  and  privacy  preserving  information  
containers  for  mission critical applications, a new prototype should be proposed by 
adopting and enhancing of trusted model theory. 

3.1 Definitions of Advanced Persistent Threat (APT) 

The attack gets its named as Advanced Persistent Threat because of its ability to 
change its method of attacking the victims based on the sophistication of the targeted 
system (Advanced) and their stand in attacking a strong or powerful target with pa-
tience (Persistent) [8].  According to Tankard [7], it is a new kind of intelligent and 
sophisticated attack which is hard to combat since it is able to hide itself from being 
detected by always changing itself and using encryption so that it is unrecognizable. 
Meanwhile, Mustafa [9], define it as a “Purposeful Evasion Technique” or in other 
word, Evasion Attack which results in Malicious Data Leak (MDL) or unauthorized 
access to confidential data through non-human actors (i.e. malware) by manipulating 
human’s trust. Its ability of gaining access to the victim’s network and stay for a long 
time until it manages to perform an attack to the system with the motive of espionage, 
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sabotage or to “drop” its target by revealing sensitive information [8] has remained a 
concern to organizations especially government sectors. Thus, we will further discuss 
about various motives, tools and methods that are used by the attacker to get into the 
victim’s computer in the next section (Section 3.2). 

3.2 How Does Advanced Persistent Threat (APT) Occurs Within BYOD 
Environment? 

The case of APT attack is not a new case in computer science area. It has been re-
ported starting from the year of 1998 with attack known as Moonlight Maze. Howev-
er, during the year of 2006, it began to gain recognition as it has been coined as an  
Advance Persistent Threat by US Air Force circa due to its objective of stealing  
national’s confidential data or causing damages to other nation-states without being 
detected [20]. After that, several cases have been reported in broad target areas such 
as government, military, educational and private sectors usually with the intend  
of espionage, sabotage important organization’s operation and to leak or steal data 
consistently as shown in Table 1 below [10]: 

Table 1. Analysis of past APT attacks [10] 

APT attack Motive Action that triggers the 
attack 

Effect of the attack 

Stuxnet Sabotaging the Iranian 
Nuclear Program (Natanz 
uranium enrichment 
plant) 

Unknown but, by theory, 
it is caused by USB de-
vice 

Slowing down the 
program by four years 

Duqu  Espionage on SCADA 
system [12] 

MS word files thatcon-
tained zero day True 
Type font passing vulne-
rability or spear phishing 

Information stealing 
malware is down-
loaded into the ma-
chine [12] 

Flame Stealing information by 
targeting on Middle East 
users who used Window 
system 

Unknown but, by theory, 
it is caused by USB de-
vice 

Gain information (i.e. 
screenshots, email 
content and sound) 

Red October 
or Rocra 

Information gathering 
that is targeted on diplo-
matic, governmental and 
scientific agencies 

Spear phishing with MS 
Word and Excel docu-
ment attached 

Gain information (i.e. 
personal information , 
system configuration) 
either on mobiles or 
workstation [13] 

Miniduke Espionage on govern-
ment, military and etc. 
[14] 

Spear phishing Gain information on 
the target machine by  
creating backdoor [14] 
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The main method on how APT threat occurs is due to social engineering and mal-
ware [7]. By using social engineering, the attacker will trick the targeted user to open 
his email with a file attached. Usually, the file attached is in the form of which we are 
familiar and seems trustable such as .doc, .pdf and .img with malicious code in it [6]. 
Once the target opens the file, the malicious code will try to download Remote Ad-
ministration Toolkit. This will allow the attacker to take control on the target machine 
remotely [8].  

According to Sood et. al. [8], there are various ways in gaining the victim’s attention 
or manipulating the victim so that the threat can infiltrate into the victim’s machine and 
get the information that they want. To facilitate our understanding, we have summarized 
the methods of gaining access into the victim’s system in Table 2 [8]. 

Table 2. Methods used by the attacker to get into the victim's computer [8] 

Methods Attacks Motives Technique 
Drive-by-

download and 
spear  

phishing 

Drive-by-
downloads 

Making the victim to 
download the malware 
directly into the sys-
tem by redirecting to a  
malicious domain. 

• Compromised the 
domain with mali-
cious Iframe 

• Spear phishing 

Spear phishing 
or whaling 

Making the victim to 
download the attach-
ment provided without 
realizing that it is a 
malware 

• Attaching files 
embedded with 
small but virulent 
malicious code 

Exploiting 
web infra-
structure 

SQLI injection To come out with 
more attack by extract-
ing database details 
using SQLI vulnera-
bilities. 

• Visiting vulnerable 
website 

Hybrid of 
SQLI and XSS 

(SQLXSS) 

Making the victim 
directing to a mali-
cious domain by in-
serting malicious 
iframe into the data-
base of vulnerable 
website. 

Exploiting 
communica-
tion medium 

Compromise 
SMTP server 

Broad range spear 
phishing 

• Malware 
• DNS cache poison-

ing 

 

Insecure FTP 
& HTTP serv-

er 

Turn into the place to 
host the malware 

Exploitation 
on DNS 
Protocol 

Directing user into the 
malicious site 
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Table 2. (Continued) 

Online social 
network 

exploitation 

Spear phishing Making victim click 
on the link provided. 

• Social engineering 

Exploiting 
co-location 

 services 

Virtual hosting Providing the mal-
ware(s) a place to 
“stay” and take control 
on the hosting server. 

• C-99 
• Malicious iframe 

injection 
Cloud provider 

Rogue wi-fi 
and open or 

weak wireless 
network 

Information gathering 
or hosting of malware 
for drive-by download. 

• Soft AP/virtual Wi-
fi function in win-
dow 7 

• Hidden behind a 
single IP address as 
as several networks 
are allowed to do 
so. 

Bluetooth  Information gathering 
or act as a place to 
host malware. 

 

Instant mes-
saging and 

online chatting 

Gain victim trust in 
clicking the malware 

• Spear phishing 

Physical at-
tack 

Portable de-
vices 

Allows malware to 
copy itself into another 
system when the USB 
stick plug on the ma-
chine 

• Worm 

Teensy device Capture keystroke and 
execute payload 

• Pineapple Wi-Fi 
• Pwn Plug 

Hardware with 
Backdoor 

Direct malware instal-
lation as it has gained 
trust by all Internet 
security because it is 
considered as some-
thing that is needed by 
the hardware 

 

 
As shown in Table 2, there are lots of methods used by the attacker to get access 

into the victim’s system. These methods are done with the help of malware and proto-
col exploitation as shown in Table 3 below. Table 3 will summarize about the method 
utilized by the attacker to launch the attack on the targeted victim [8]. 
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Table 3. Methods utilized to launch BYOD attacks [8] 

Methods Attack Motive Technique 

Malware 
 infection 

 framework 

Internet Relay 
Chat protocol 

Allows communication 
to C&C server to hap-
pen thus, they can take 
control on the machine 

• Botnet (i.e. 
SpyEye and Zeus) P2P Protocol 

Hypertext 
Transfer Proto-

col (HTTP) 
Browser  

Exploit Pack 
and Glype 

proxies 

Browser Ex-
ploit Pack 

Medium to provide 
information regarding 
the target machine 

• Install on com-
monly visit site 

• Malicious iframe 
• Spear phishing 
• Malware (i.e. 

Blackhole/ Phoe-
nix) 

Glype proxies Medium to search de-
tails about the target on 
the World Wide Web 
anonymously 

 

Remote  
Access 
Control 

(RAT) and 
rootkit 

Remote Access 
Control (RAT) 

Allows remote man-
agement 

• PoisonIvy 
• GhostRAT 

Rootkit Hide the infection and 
taking control of the 
system and download-
ing malware into the 
system 

• Zero Access 
• TDL 

Morphing 
and 

obfuscation 
toolkits 

 Prevent the malware 
from being detected 

• Toolkits (i.e. 
Packers, Crypters, 
Code protectors, 
packagers) 

Underground 
market 

 Pay for service • Mule 

 
As what we have discussed in this section, there are various methods, tools and mo-

tives that can be done by the attacker to get into the victim’s computer. The  
most popular method to perform APT attack is through spear phishing. In the next 
section (Section 3.3), we will discuss on why BYOD devices are vulnerable to APT 
attacks. 
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3.3 Methods Used to Gain Access into Victim’s Device 

As seen in the previous section, past APT attacks start with the mistake of the user in 
trusting certain information (i.e. spear phishing) or using shared device.  Actions such 
as either purposely or accidently downloading malware into the organization’s net-
work, visiting untrusted website, using unsecure network and untrusted portable de-
vice can create the entrance point for APT into the system. Unfortunately, the chance 
of getting APT attack in mobile device will be greater due to:-  

• The power of social networks  
Social networks are the first source of information to the attacker. Some of the so-
cial network used the function of GPS to track the user’s location. User ignorance 
in turning off the GPS functionality or willingly allows the website to track his or 
her location can cause a lot of troubles. This allows the attacker to monitor their ac-
tions. Besides that, by following the status of the targeted user and career informa-
tion available through social networking sites such as LinkIn, the attacker will have 
a hint in providing a successful spear phishing or data gathering. 

• Automatic download 
Some phones applies automatic download to certain file type such as .doc and .pdf. 
The name of the file usually comes out in hash like values instead of real name. 
This will lead the user to execute the file just to see its content. For example, in the 
case of spear phishing, if the attacker is using the social network and become our 
“close friend” and send a link that ask us to click to get a picture of our vacation, 
then our tendency to click it is higher compare to general phishing. Once clicked, 
the user has less control on the items downloaded since some phone applies the au-
to-download property files such as .doc and .pdf . Furthermore, the files are usually 
small thus, presenting challenge in stopping the download. This will become easy 
access into the phone. 

• All applications mix up together 
Due to its portability, user tends to install software that can give them entertain-
ment, connecting with others and works. All of them are mixed up together thus, 
increasing the chance of being attacked. For example, some users may install 
games without realizing that it is a malware and store it in the same drive that he 
used to store his work. Once the user downloaded his work file into his phone and 
stores it in the drive, the malware will be able to capture his work. Things will get 
worse if the malware gets root access into the phone which allows it to hide itself 
and have greater control on the user’s phone [15]. 

• Using insecure network 
As we know, WEP is less secure compared to WPA or WPA2 due to its low key 
value in encrypting the data. However, it is still being used [16].  Accessing inter-
net using the public network may increase the risk of having data being gathered 
through packet sniffing and rogue wi-fi, man-in-the middle attack such as TCP hi-
jacking and unprotected data deliver. In this case, the attacker usually sniffs the us-
er activity using available software. Then, after further evaluation, he makes 
changes in the TCP/IP packet by modifying the IP value which leads the user to be 
directed to the malicious domain instead of the correct domain so that the users 
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download the malware containing APT. The chance of having IP spoofing is big-
ger if the user is using unencrypted endpoint network or does not protected using 
SSL protocol. 

• Lack of awareness from authorized users 
According to Morrow [15], although organization knows that their data is at risk to 
information leak, but most of them are lack of action in combating them. Mean-
while, according to the research made by ISACA [17], although most of respon-
dents know that mobile devices can be a breeding ground for APT attack but, more 
than 70% of them do not use mobile control.  It is also stated that, although lately 
there are increasing amount of awareness among organization in APT threat, but 
lack of information in combating them will become an obstacle. 

 
Thus, it is hard to detect it as a threat since the file type used is usually something 

that we are familiar with (i.e. pdf and MS Word), some of them are enjoyable (i.e. 
games and applications) and usually come out as something or someone that we trust 
since it involves with social engineering.  Furthermore, Morrow [15] also stated that 
information leak usually happened because of carelessness of the users and not by 
malicious users. Thus, action needs to be taken to prevent any unauthorized access to 
data thus, preserving its confidentiality and integrity.  

Thus, the best way to prevent this from happening or reducing the possibility of be-
ing attack is through access control and multi level security to give protection on the 
data by limiting the access to data. Such framework has been proposed by Mustafa 
[10] and known as 3-D Correlation. The framework used the concept of access control 
and MLS to protect the data by focusing on the security clearance of the stakeholders 
and classification with confidentiality level of the data. However, we would like to 
argue that the user behavior should be included in BYOD environment because the 
users are able to access the network or data in different environment. Therefore, we 
will discuss our proposed solution extensively in the next section (Section 4). 

4 Advanced Persistent Threat (APT) Mitigation Using Multi 
Level Security (MLS) – Access Control (AC) Framework 

Based on our evaluation in previous sections, we can conclude that user’s access to 
data needs to be restricted. The user’s behaviors that can cause APT attack are: - 1) 
downloading file or software and store it in the same drive as their work device, 2) 
accessing social network or malicious application while at work, 3) accessing compa-
ny’s information using public network and 4) no restriction in creating or deleting 
high risk files such as .pdf and .doc. 

The best way to prevent this from happening or reducing the possibility of being 
attack is to create a security policy that gives protection to data by limiting the access 
to data based on certain criteria. Our proposed solution is to create a trusted security 
system using multi layer security based on context aware Multi-Level Security (MLS)  
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needs to pass each layer before gaining access into the target machine. In general, our 
proposed framework (Fig. 1) can be divided into three categories. Layer 1 (outside 
layer) and Layer 2 are the mobile component category. Meanwhile, Layer 3 to Layer 
5 will act as authentication, authorization and accounting. Lastly, Layer 6 will act as 
security policies. The description of each layer of the framework will be presented 
from the outside layer (Layer 1) to an inside layer (Layer 6) as shown below:-  

• Layer 1 – MSRA architecture 
As discussed previously in Section 2.2, to ensure mobile security, a mobile system 
needs to have these properties. This layer will allow the admin to monitor, manage 
and audit the activities that can be done by the employees such as managing autho-
rized application. Thus, we would be able to reduce the threats occur in the device. 
MDM, MAM and DLP are great candidates as they can give a greater control on 
the device, application and data in case of a breach in security occur. 

• Layer 2 – Players 
Each stakeholder has its own functions and will be trying to gather information 
with good or bad intent. The information gathered will be limited as authorized ac-
tivities have been filtered by layer 1. Any unauthorized activity will be audited and 
block immediately by admin. Thus, only trustable application and activities can be 
done. Since, we are not able to ensure the player are handling the data “wisely”, 
each player will not have the same right on the data as it will be filtered based on 
their roles, context and clearance level in Layer 3 to 6 and it will be audited. 

• Layer 3 – Access Control 
Each stakeholder needs to pass this layer to protect the privacy of the data. Thus, on-
ly authorized one will be allowed. Users can consider to use either MAC, DAC, 
RBAC and ABAC according to the importance of their working environment such as 
roles, security and files.  For example, MAC works well with MLS and provides se-
curity while RBAC is the most popular choice to work around a context aware envi-
ronment or in an organization will multiple roles [22].  Meanwhile, ABAC can be 
used to define fine-grained access [21]. On the other hand, DAC is not suitable to be 
used as it is weak in security, although the user will have greater flexibility [23]. 

• Layer 4 – Multi Level Security 
Once the user has passed layer 3, the system will determine the things that can be 
done on the data (i.e. read or write) using MLS. Here, the MLS can be divided into 
two: - traditional MLS and MLS with context capability. User needs to choose one 
of them according to the suitability of the organization for example, requires the 
user to be monitored. According to Jafarian et. al. [22], traditional or single MLS is 
not capable to give both integrity and confidentiality of the data, not flexible and 
does not support context aware ability. Meanwhile, MLS with context aware capa-
bility will further evaluate the accessibility of data based on the data obtained 
through sensor(s). Thus, it is suitable for organization which has many sensitive 
data such as government sector. Based on our early evaluation, there are three im-
portant contexts to prevent APT attack: - time (i.e. working hour), location (i.e. 
public network or company’s network) and day (i.e. weekend or weekdays).  
 



102 Z. Zulkefli et al. 

• Layer 5 – Security Models 
In this layer, users will have the capability in selecting the MLS that he wants to 
use. The MLS can be divided into two: - single and hybrid. Examples of single 
MLS are Bell-LaPadula, Biba, Clark Wilson and Chinese Wall model. Bell-
Lapadula provides data confidentiality, while Biba and Clark Wilson model pro-
vides data integrity. Meanwhile, Chinese Wall model provides protection based on 
conflict of interest [24]. On the other hand, hybrid MLS are CAMAC [22] and 
context-aware Integrity Framework [25] .CAMAC combines BLP and Biba with 
context aware to give protection in term of confidentiality and availability of the 
data which is suitable for military environment. Meanwhile, Anderson et al [25], 
are using the hybrid between Biba and Clark-Wilson model to come out with con-
text-aware Integrity Framework which focus on military environment. 

• Layer 6 – Policies 
Thus, through a combination of Layer 1 to Layer 5 a security policy that governs 
the integrity, confidentiality and availability is created. 

 

In this section, we have discussed briefly about our proposed framework. Next, we 
will evaluate our proposed framework based on the multi layer security requirement 
to prevent information leakage that has been outlined by an expert from SafeLogic 
[18] and its advantages. 

4.1 Evaluation on Proposed Framework and Its Advantages 

Previously, in Section 4, we have stated that an expert from SafeLogic [18] has outlined 
that multi layer security that is used to prevent information leak should include the fol-
lowing properties: - device management, containerization, security policies, access con-
trol and encryption. Thus, to determine the usefulness of our proposed framework, we 
have made evaluation as shown in the table below (Table 4):-  

Table 4. Evaluation of our proposed framework 

Properties Achieved Description 
Device Management   Achieved through Layer 1 and Layer 2 
Encryption   
Security Policies   

Achieved through Layer 3 to Layer 6. 
Access Control   
Containerization   Achieved through Layer 1 to Layer 6. 

 
As shown Table 4, we are able to achieve the device management and encryption 

properties through Layer 1 and Layer 2. MSRA architecture has the functionality of 
Mobile Application Management (MAM) and Mobile Device Management (MDM) 
which allows the organization to take control on the application that can be accessed 
by employees and monitor their device. Thus, this will allow the organization to  
create application whitelisting. Meanwhile, encryption can be achieved by using  
the Data Loss Prevention (DLP). To solve the problem of managing the MDM, the 
organization can create standardization in term of operating system that is allowed to 
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be used. Since MAM cannot provide protection on the data [18], Layer 3 to Layer 6 
will take part in solving this problem.  

Layer 3 to 6 will provide protection on the data by allowing only authorized user to 
access it using access control. MLS will further tighten the security control on the 
data by allowing access to the data based on security clearance to classified data. 
Thus, the combination on of both MLS and access control will provide security poli-
cies on the data that govern confidentiality, integrity and availability. 

Lastly, through the combination of Layer 1 to Layer 6, we will able to create con-
tainerization based on the organization’s requirement (i.e. user’s role) thus, further 
tighten the security policy. For example, organization specifies that during working 
hour (i.e. 7 a.m. to 5p.m.) a user cannot access any personal application and the activi-
ties on the device should be comply with the user’s role and security clearance. Thus, 
this will allow separation between the working and personal environment.  

The advantages of this framework are organization has greater control of the em-
ployee’s device. For example, if any malicious behaviour occur, the admin can take 
control on the device immediately using the function of MDM. The actions include 
data wipe and device switch off. Besides that, it can reduce the effect of data gather-
ing when the user is trying to access the information outside the organization’s net-
work as the amount of information that the user can receive is limited. After that, the 
risk of having spear phishing also can be reduced as the system will prevent access to 
unauthorized social network site based on the company’s policy. Lastly, the risk of 
having APT is also can be reduced as read and write access to file into the device will 
be restricted. Next, we will discuss about the difference between our proposed 
framework with the 3-D Correlation proposed by Mustafa [10]. 

4.2 Comparative Evaluation of Multi Level Security (MLS) – Access Control 
(AC) with   3-D Correlation 

In general, the table (Table 5) below shows the differentiation of Mustafa’s [10] 
works with our proposed framework. 

Table 5. Differences between each framework in preventing APT attacks 

Framework Applicable 
with MRSA 

Environ-
ment 

Context 
Awareness 

MLS 
Concept 

Attack 
type 

3-D Corre-
lation [10] 

No Not 
specified 

Nil BLP Non- 
human 

MLS - AC Yes Mobile 
device 

Yes Multi 
computer 
security 
models 

Human 
based 
centric 

 
Based on the table above (Table 5), we can see that the main difference of our 

work is our proposed framework focused on human based centric, since the results of 
our research points to the user’s behaviour as the main cause of APT attack. There-
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fore, due to this reason, we are looking on mobile security in BYOD environment. 
Lastly, we will discuss about the conclusion that can be made based on our research. 

5 Conclusion 

In this paper, we have shown that the user’s behavior can contribute to APT attack. 
An APT attack starts with a passive attack through data gathering with the reason of 
getting information regarding the victim. Next, with the data obtained, they come out 
with an active attack so that they can enter into the victim’s computer by manipulat-
ing the victim’s trust. Besides that, we have shown that APT attack at on BYOD can 
occur in various positions. Thus, the best ways to prevent it are to educate and create 
awareness among users about actions that can present a threat to the company. Apart 
from that, it is also important to design a good security policy that complies with con-
fidentiality, integrity and availability to protect the sensitive information.  

Lastly, our future work will be the implementation and design of the proposed 
framework by focusing on context aware access control and MLS in BYOD device. 
The hurdles will be integrating the policy with MDM and finding the best MLS that 
suited with the access control choose. 
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Abstract. Currently, disaster data is collected by using site-based, limited 
regional collection. In this study, a system that collects location information of 
users that have a mobile device is proposed. The proposed system collects real-
time disaster data by using crowd sensing, a user-involved sensing technology. 
In order to quickly and accurately determine a large amount of unstructured 
data, among big data frameworks, the Hadoop framework is applied as it 
efficiently sorts a large amount of data. Also, to enable fast local evacuation 
alert for users, a beacon-based ad-hoc routing interface was designed As an 
integrated interface of the proposed systems, a hybrid app based on HTML5, 
which uses JSON syntax. 

Keywords: Crowd sensing · Big data · Beacon · Disaster · Calamity · Warning 
system 

1 Introduction 

In general, disaster refers to a naturally-caused accident, while calamity means artifi-
cially-caused one. The former includes typhoon, flood, storm, tsunami, heavy snow, 
and yellow dust and the latter fire, breakdown, explosion, traffic accident, malfunc-
tion of national infrastructure, and infectious disease [1]. 

Many accidents from disaster and calamity are taking place all around the world. In 
general, disaster and calamity result in a wide range of damage and loss and spreads 
quickly. Therefore, it is crucial to secure the “golden time” to reduce danger. 

However, the current system is focused on reporting rather than problem-solving, 
and, therefore, unable to effectively secure the golden time [2]. 

In Japan, which has the best system related to meteorology and earthquake technolo-
gy, March 11, 2011, earthquake of 9.0 magnitude hit the Pacific Ocean near Tohoku, 
Japan, resulting in over-10m tsunami and some of the worst damages in history, includ-
ing deaths, property damage, and radiation leakage The first early warning for earth-
quake and tsunami was sent three minutes after strong earthquake [3]. 
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South Korea has total 11,542km of coastline, which is relatively long for the land, 
in comparison to other countries. The coastline length of South Korea compared to 
the area, in percentage, is 117%, which is much higher than Japan 87%, UK 57%, and 
New Zealand 56%. For that reason, South Korea suffers more serious damage from 
disaster and calamity than other countries. However, the country currently has many 
problems regarding disaster and calamity detection and subsequent evacuation of 
residents [2] [4]. 

Information related to all accidents is referred to as safety information or safety 
service information. Research has been conducted to take measure against increasing 
safety-related accidents. Most notably, in IoT (Internet of Things), importance, value, 
and utility of big data are increasing. Recent research is focused on how to integrate 
and converge big data into a system.  

Most cases of integrating big data into safety service are concentrated in crime 
analysis, such as crime analysis and domain awareness system of New York and 
crime prediction service of San Francisco and Los Angeles.  

New York has built an anti-terrorism detection system named DAS (Domain 
Awareness System). Over 4,000 surveillance cameras installed in Manhattan are used 
to analyze information on suspicious people, objects, or cars, which is immediately 
provided to local police, fire station, or other relevant institutions [5]. 

San Francisco analyzes past crime data to predict areas with highest risks of new 
crimes. Among 10 districts that were warned of possible crimes, seven actually saw 
criminal cases [5]. 

In South Korea, geographical profiling service of National Police Agency is one of 
the safety services that integrated big data, which also include SOS Resident Safety 
Service of Ministry of Security and Public Administration, and iNavi Safe [6]. 

Safety-related information and service in most of the current services based on big 
data are only focused on crimes, and irrelevant to natural disaster and calamity.  

For that reason, in this study, the following system was designed for the purpose of 
collecting and analyzing disaster and calamity data and the system is divided into 
three steps: collection, analysis, and provision. 

The main component of this three-step system is crowd sensing, a user-involved 
sensing technology, for collecting real-time disaster and calamity information. 

 

Fig. 1. Comparison of data collection between conventional data import and crowd sensing [7] 
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Crowd sensing is a compound word of crowd and sensing and collects data as users 
who have sensors and computing devices participate, creating new knowledge by 
extracting sensor data from a wide area. [Figure 1] shows the core of crowd sensing. 
It is 'the multitudes in different regions' and not 'a small number of experts' who can 
find out about rapidly-changing information of an area in the most accurate and fast-
est way. Their collaboration brings about accurate and fast data. 

In Chapter 2, previous research on crowd sensing, big data, and beacon, which are 
core technologies in the three steps, will be reviewed. And then, in Chapter 3, the 
front-end, back-end system will be designed to provide the target service. Finally, the 
authors will discuss advantages and problems of the design. 

2 Related Studies 

2.1 Analysis of Conventional Disaster and Calamity System  

2.1.1 Forest Fire Prediction Service Based on Big Data 
The research in Korea on forest fire prediction service based on big data analyzed 
forest vulnerability according to climate change, and aimed to improve the national 
forest fire warning system that was used since 2003 [8]. This study has the following 
characteristics: First, location information of people who are hiking or climbing the 
mountain is collected from weather information provided by Korea Meteorological 
Administration (KMA), forest soil digital mapping, mountain slope, and direction, 
and data without personal information provided by telecommunication providers. 
Second, forest disaster is predicted and the information is sent to users based on the 
collected data. In the forest soil mapping, mountain slope, and direction, trails can 
change according to the weather and population in motion. These data must be re-
established based on different periods and require a lot of time and workforce. In this 
study, crowd sensing and smartphone sensors will be used to receive transformed 
data. 

2.1.2 Heavy Rain Prediction System of Rio de Janeiro 
Brazil's Rio de Janeiro heavy rain forecast system is a large-scale study initiated due 
to a natural disaster forecast system suffered casualties due to landslides caused by  
 

 

Fig. 2. Structure of heavy rain prediction system of Rio de Janeiro [9] 
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heavy rainfall concentrated in 2011. [Figure 2] shows the system structure. Data and 
processes of more than 30 institutions in Rio de Janeiro were integrated into an intel-
ligent system, in order to manage and supervise natural disaster, traffic, and power 
supply. The intelligent operation system enables prediction of heavy rain 48 hours in 
advance based on urban management and high-resolution weather forecast system and 
state-of-art modeling system. Unlike the initial design, the system expanded in its 
scope to all areas, crimes, and accidents that can take place in the city [10]. 

2.2 Crowd Sensing 

2.2.1 Semantic Map Research  
In semantic map research using crowd sensing, data including operation types, cus-
tomer visit patterns, and sale characteristics of stores near universities was collected 
by using crowd sensing and implemented in a map for visualization  

Stores near Yonsei and Ehwa Womans' Universities show clear characteristics as 
shown in [Figure 3]. Near Ehwa Woman's University, most of the businesses are 
stores for shopping. By contrast, near Yonsei University, businesses are focused on 
night life and entertainment. Behind the universities are crowded by accommodations, 
and workplaces are distributed close to the universities. Verifying and researching this 
type of data by an individual or small group requires a substantial amount of time and 
effort, and this study demonstrated that crowd sensing helps collect valuable and ac-
curate data quickly and even visualize it [11]. 

 

Fig. 3. Semantic map visualization using crowd sensing [11] 

2.2.2 Service for Finding Missing Children 
The research designed to find missing children based on crowd sensing is focused on 
situations in which children who have a smartphone or smart tag are gone missing. 
When a child is missing from a theme park, department store, or in other large spaces, 
adjacent users are asked for help and sent the basic information about the child's appear-
ance and message. Information about the route of the child is provided by using sensing 
data of the users. The server, then, compares data collected from the child's smartphone 
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and data provided by users, and provides matching data so that the child can find the 
parents. This study helps find missing children by using crowd sensing [11]. 

2.3 Big Data 

2.3.1 Security Log Analysis System Using Hadoop 
In the research on security log analysis system using Hadoop, the security log of secu-
rity equipment is supplemented based on SIEM (security information & event man-
agement) by using the Hadoop framework rather than the conventional ESM (Enter-
prise Security Management). So far, logs from security equipment were analyzed by 
individual equipment or analyzed as a whole based on ESM. However, it was not 
possible to analyze a large amount of data that was accumulated over a long period, 
due to limited data capacity and data processing of ESM, or search data quickly. 
These limitations were supplemented by using Hadoop framework, which enables fast 
collection, storage, analysis, and visualization of data. [Figure 4] shows composition 
of Big Data Platform Software [12]. 

 

Fig. 4. Big Data Platform S/W [12] 

2.3.2 Reduction of Network Use by Hadoop Cluster  
The research on block relocation algorithm was designed to reduce network consump-
tion by reducing data locality, which is weakness of Hadoop cluster. 

The job scheduler of map/reduce uses FIFO (First In First Out) to sequentially as-
sign tasks. This method has low processing efficiency when the internal/external data 
of the cluster is called when there is a large amount of tasks. Because the scheduler 
operates in a delayed state, that is, when the initially located blocks are not relocated, 
there is difference in load received by different nodes. The relocation algorithm is 
used to improve efficiency by redistributing node blocks according the cluster work 
pattern [13]. 
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2.4 Beacon Structure and Service Trend  

Beacon is a type of wireless sensor that applies real-time location awareness system.  
It is based on the Bluetooth communication protocol and uses BLE (Bluetooth Low 

Energy). Location is measured by exchanging data with smartphones via RSSI (Re-
ceived Signal Strength Indicator). Although smartphone LBS (location-based service) 
using NFS and GPS and real-time data communication technology has been intro-
duced, it has the advantages of location accuracy and scope in comparison to indoor 
location determination technology. NFC can be used with 1:1 contact within 10cm, 
Beacon has a long available distance of maximum 50 to 70m. While GPS signals 
cannot locate a smartphone user, Beacon is capable of accurate location, by 5cm, and 
can be used both indoors and outdoors. Positioning service can be divided into three 
methods: checkpoint, zone, and track [14] [15]. 

 Beacon service has been adopted at the main store and Icheon store of Lotte Pre-
mium Outlet. The smartphone app is automatically recognized by the sensor, and 
provides welcome message, store map, and shopping information to the visitors [15]. 

3 Design and Implementation 

3.1 System Model  

[Figure 5] is a block diagram of the system for the proposed service. 
Section A collects data from users and receives data provided by the control center. 
Section B is a control center that manages I/O of the entire data. All data must pass 

the control center and, as it is distributed and arranged, the level of load balancing is 
important. 

Section C is a backbone where data is stored, analyzed, and processed. To quickly 
and accurately process a large amount of data, distributed processing based on Apach 
Hadoop Framework is performed. Also, Hadoop has high fault-tolerance and, thereby, 
system stability.  

The proposed system is executed as follows:  
In the first step, collection, crowd sensing is used for real-time collection of disas-

ter and calamity data. One of the prerequisites for this is that the user has a mobile 
device. For a wider range of users, an HTML5-based hybrid app is provided to ex-
pand applicable mobile devices. Second, the latest BLE is used to limit system re-
sources used for user participation. Third, BLE-based direct communication network 
is proposed to create a user network within a site, even if there is a problem with con-
nection with the control center. 

In the second step, analysis, big data framework is used to quickly and accurately 
detect and determine a large amount of unstructured data collected from users. The 
Hadoop framework is applied to the framework applied in this study as it is effective 
for large data arrangement. Hadoop arranges data in couple based on the key value, 
showing high speed in crowd sensing and Beacons data arrangement and processing. 
Particularly, this advantage is useful for larger amounts of data, when there are more 
users and, thereby, collected data. 

In the last step, Beacon is used for sending prompt evacuation warning to local  
users based on the analyzed data. 
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BLE-based Beacon uses less battery than the conventional Bluetooth version. The 
relevant service is provided as it automatically locates the users without users' action.  
Also, location is determined by using RSSI. In this study, information is provided so 
that users can prepare for and evacuate from unspecified situations, by using the user 
network (hereafter, BLE Ad-hoc routing). JSON is used for communication between 
these user systems. Unlike XML, JSON does not use tags but text-based exchange 
with key values. It has the advantage of not relying on language. 

 

 

Fig. 5. Service Model 

3.2 Data Collection 

[Figure 6] shows the process that collects and stores data by crowd sensing. All sens-
ing data collected from users' mobile devices are converted into JSON by the DFC 
module. The converted data combines users' unique IDs, and, thereby, verifies data 
destination. Finally, the finished data is sent to the control center through either BLE 
or network. Also, users can exchange data and user information within the same site 
by using BLE Ad-Hoc on Beacon. 

 

Fig. 6. Data collection process 
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3.4 Service Scenario 

The disaster and calamity warning scenario of the proposed system assumes that the 
backbone, Section C, determines disaster or calamity, and can be divided into three 
types as shown in [Figure 8]. 

In the first scenario, the decision server that exists in Section C of [Figure 5] de-
tects disaster or calamity, and sends the data via the control center in Section B to 
Beacon and, finally, to users' mobile devices. Beacon devices have their unique IDs 
and the Beacon of the relevant site sends them via BLE Ad-Hoc to Beacon and users' 
mobile devices. 

 In the second scenario, the decision server detects disaster and calamity and direct-
ly warns the users through the control center. Users' mobile devices have unique IDs 
and the warning is sent based on the user mobile device ID and collected location 
data. This method implies that data can be sent even if the local Beacon does not 
function normally. Users' mobile devices recognize the special situation in which data 
was directly sent without Beacon, and continue to the following, third scenario.  

The final scenario is activated by the second scenario. Without the decision/control 
server, users warn disaster and calamity on their own, when the infrastructure does 
not function normally during disaster and calamity. In this situation, the data is sent 
directly to the local Beacon and users from the time disaster or calamity was notifica-
tion was received. 

 

Fig. 8. Provision of service 

4 Conclusion 

This study proposed a system that subdivides disaster and calamity by town units, and 
collects data quickly and accurately. The entire process was defined by dividing it 
into three steps of collection, analysis, and provision. Golden time is especially im-
portant in disaster and calamity. For this, crowd sensing was used to improve reliabili-
ty by integrating user-based location data and local data using OpenAPI. All data uses 
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the control center, the central server, which links users and large-scale backbone clus-
ters. Therefore, all data passes through the control center for distributed storage by 
Hadoop. In Hadoop framework, the polling scheduler, which is a master that monitors 
new data of the control server, is placed above, and, below it, slave nodes process big 
data. 

JSON structure is used for data exchange between systems, and allows users to use 
their mobile devices. Especially, as the service is provided through a hybrid app. It 
can be provided to various devices and OS. The system was designed to deliver data 
from the control center to Beacons that consist of local infrastructure, and Beacons 
send the data to users via broadcasting. This is part of load balancing of the control 
center, and a backup plan was made so that, when there is an error, users can form a 
network and exchange data. As a result, this can radically address problems with con-
ventional disaster and calamity system, and also detects disaster and calamity by 
small area basis. 

However, to improve the service, the data processing algorithm of Hadoop must be 
researched so as to accommodate it to particular situations of disaster and calamity. 
Also, the three step scenarios proposed in this study have the disadvantage that they 
cannot determine users with ill intention. A policy to resolve this problem will be 
needed.  

Acknowledgment. This research was supported by Basic Science Research Program 
through the National Research Foundation of Korea(NRF) funded by the Ministry of  
Science, ICT & Future Planning(No. 2014R1A1A2055522). 

References 

1. Framework Act on the Management of Disasters and Safety 
2. Hyeon-Cheol, S.: Improvement of Disaster Management System in Korea: The Institute 

for the Future of State (May 2014) 
3. Korea Meteorological Administration: Mid-to-Long-Term Policy Development for  

Improved Meteorological Service (October 2011) 
4. National Emergency Management: Plan for Mid-to-Long-Term Research and Develop-

ment Against Earthquakes and Tsunamis (April 2013) 
5. Jang, K.: Choi: Big Data-based Convergence Service Industry Creation: Science & Tech-

nology Policy Institute. Policy Research 2013–20, 210–214 (2013) 
6. Jang, Kim: Main policy and suggestions for Big Data-based Convergence Service Industry 

Creation; Science & Technology Policy 192, 4–13 (2013) 
7. Wearherplanet. http://www.weatherplanet.co.kr/about/ 
8. Sang-Woo, B.: Implementation of integrated systems for forest disaster management. The 

Korea Contents Association: The Journal of the Korea Contents Association 12(2), 73–77 
(2014) 

9.  MD2. http://www.md2net.com.br/ibm_InfoSphere_CDC.asp 
10. BIGDATA Strategy Forum: Data analysis for a better future, National Information Society 

Agency (2013) 
11. Ho-Jung, C.: Mobile CrowdSensing: Korea Internet Conference, TRACK J1-2 (2014) 



116 E.-S. Mo et al. 

12. Han, K.-H., Jeong, H.-J., Lee, D.-S., Chae, M.-H., Yoon, C.-H., Noh, K.-S.: A Study on 
implementation model for security log analysis system using Big Data platform: Korean 
Society of Computer Information. Journal of Digital Convergence 12(8), 351–359 (2014) 

13. Kim, J.-S., Kim, C.-H., Lee, W.-J., Jeon, C.-H.: A Block Relocation Algorithm for Reduc-
ing Network Consumption in Hadoop Cluster: The Society of Digital Policy and Manage-
ment. Journal of the Korea Society of Computer and Information 19(11), 9–15 (2014) 

14.  ITworld. http://www.itworld.co.kr/slideshow/85994 
15. KB Financial Group Management Institute, KB Vitamin knowledge, vol. 94 (2014) 



© Springer International Publishing Switzerland 2015 
O. Gervasi et al. (Eds.): ICCSA 2015, Part IV, LNCS 9158, pp. 117–127, 2015. 
DOI: 10.1007/978-3-319-21410-8_9 

Network Traffic Prediction Model  
Based on Training Data 

Jinwoo Park1, Syed M. Raza1, Pankaj Thorat1, Dongsoo S. Kim2,  
and Hyunseung Choo1() 

1 College of Information and Communication Engineering,  
Sungkyunkwan University, Seoul, Republic of Korea 

{streejp,s.moh.raza,pankaj,choo}@skku.edu 
2 School of Engineering and Technology,  

Indiana University-Purdue University Indianapolis, Indianapolis, USA 
dskim@iupui.edu 

Abstract. Real-time audio and video services have gained much popularity in 
last decade, and now occupying a large portion of the total network traffic in the 
Internet. As the real-time services are becoming mainstream the demand for 
Quality of Service (QoS) is greater than ever before. To satisfy the increasing 
demand for QoS, it is necessary to use the network resources to the fullest. In 
this regards, the available bandwidth based routing is a promising solution. Un-
fortunately the instantaneous available bandwidth of a network is not enough as 
it may change the next moment in highly dynamic networks. To solve this is-
sue, we present a prediction model for network traffic, on the basis of which 
network available bandwidth can be estimated. This paper utilizes the efforts 
done in regard to road traffic prediction to formulate a prediction model for 
network traffic. 

Keywords: Network traffic prediction · Modeling · K-Nearest neighbors 

1 Introduction 

Availability of high transmission speed on wired and wireless links have spawned the 
concepts like Cloud and Always Connected, which in turn generate high volumes of 
data on the networks. With the IoT and M2M gaining momentum in future this data 
volume will grow substantially as many are predicting it to grow to 10 fold by 2020 
[1][2]. In last couple of years, network research in academia and industry has gotten 
much attention, as a result of the increasingly obvious fact that the current network 
systems, architecture and protocols will not be able to cope with the high demands of 
network traffic in the near future [3]. 

It has been reported that an overwhelming portion of today’s network traffic con-
sist of video content [4]. With the emergence of more and more real-time services, the 
growth in the real-time audio/video network traffic will be greater than ever before. 
To provide the user a reasonable real-time experience, a certain level of QoS is re-
quired, which today’s best effort networks will not be able to provide. In the past 
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there have been multiple efforts to introduce QoS into the networks [5-8], but none of 
them made it to the mainstream because they require network elements to perform 
additional tasks, which make the commodity network elements expensive.  

To provide end to end QoS to the user, the main problem lies in the networks 
where routing algorithms like OSPF [9] and RIP [10] are based on the shortest path. 
Clearly, routing based on the shortest path does not guarantee the QoS as the shortest 
path can also be the most congested path. To ensure QoS, the routing algorithms are 
required to be based on the state of the network at any given time. In this regard, the 
routing based on the available bandwidth of the links can continually ensure that the 
best path in terms of quality of services has been selected. 

In todays distributed networks, the available bandwidth based routing has two main 
hurdles: 

1. All the network elements must know the available bandwidth of all links at any 
given time. 

2. Due to dynamic nature of the networks it is almost impossible to calculate the 
available bandwidth of the link, as it can be changed instantaneously. 

In the distributed networks, keeping all the networks elements aware of the latest 
available bandwidth of all the links will cause huge control traffic overhead. Software 
defined networking (SDN) is a concept in which the control plane of all the network 
elements is centralized at a controller [11]. Therefore, in SDN networks only the con-
troller is required to know the available bandwidth of each link, resolving the issue of 
the huge control traffic overhead for available bandwidth based routing in distributed 
networks. To solve the second hurdle, where the instantaneously calculated value of 
the link’s available bandwidth can be extremely short lived and unusable, this paper 
proposes a network traffic prediction model. If the network traffic on a link for a par-
ticular period can be predicted then the estimated available bandwidth of a link for 
that period can also be calculated.  

Prediction modeling is a well-researched in the field of road networks, economics 
and meteorological studies. Proposals for use of prediction models in the field of net-
works are scarce, hence in order to predict the traffic in the network, this paper utiliz-
es the K- Nearest Neighbors (K-NN) algorithm [12] based prediction model proposed 
for road traffic prediction. The data used for evaluation in this paper is based on net-
work traffic statistics (collected for 35 days), and the results show that the proposed 
prediction model can reasonably predict the network traffic for next certain period.      

The rest of this paper is managed in the following way. In Section 2, we will 
discuss the background and motivation for the proposed network traffic prediction 
model along with the related works. A detailed discussion of the proposed predic-
tion model is presented in Section 3. A performance evaluation and its analysis 
are presented in Section 4, and in Section 5 we discuss our conclusion and future 
works. 
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2 Background and Related Work 

2.1 Motivation 

Networks are based on the distributed architecture, which has benefits like scalability; 
the biggest downfall is that the routing algorithms have to be distributed in nature. 
Even for a centralized algorithm first information is gathered over the whole network. 
Any change in the network will cause the information to be distributed among all the 
network elements and this dissemination of the information has significant amount of 
latency. Therefore current routing algorithms are based on the network information 
which doesn’t change very often e.g. hop count to the destination. Unfortunately hop 
count is not significant factor for QoS. The available bandwidth of the links is a sig-
nificant factor for QoS and it is desirable that the routing is performed on  
the available bandwidth of the links as this make sure that best QoS is provided to the 
user and network resources are maximally used. In highly dynamic networks, the 
information regarding available bandwidth of the links expires quickly, and requires 
recalculation. To mitigate this problem an estimated available bandwidth can be cal-
culated based on the network traffic prediction model. 

2.2 Prediction Models 

In the field of economics, as well as other fields, Autoregressive-Moving Average 
(ARMA) models are used for predicting the future values. The model consists of two 
parts, an autoregressive (AR) part and a moving average (MA) part. The model is 
usually then referred to as the ARMA ,  model where  is the order of the autore-
gressive part and  is the order of the moving average part. In the field of machine 
learning, Support Vector Machines (SVM) are used for supervised learning with as-
sociated learning algorithms that analyze data and recognize patterns, it is also used 
for classification and regression analysis. In a set of training data, where each datum 
is marked as belonging to one of two categories, an SVM training algorithm builds a 
model that assigns new examples into one category or the other, making it a non-
probabilistic binary linear classifier. An SVM model is a representation of the exam-
ples as points in space, mapped so that the examples of the separate categories are 
divided by a clear gap that is as wide as possible. New examples are then mapped into 
that same space and predicted to belong to a category based on which side of the gap 
they fall on. K-Nearest Neighbors (K-NN) is another algorithm used for classification 
and regression. K-NN is one of the simplest algorithms in machine learning. In K-
NN, the input consists of the closest training examples in the feature space and the 
output depends on whether K-NN is used for classification or regression. In case of 
both classification and regression it is useful to assign the weight values to the neigh-
bors as it defines their contribution. This way the nearer neighbors contribute more to 
the average than the more distant ones. A common weighting scheme consists of giv-
ing each neighbor a weight of 1/ , where  is the distance to the neighbor. The 
neighbors are taken from a set of objects for which the class or the object property 
value is known. This can considered as the training set for the K-NN algorithm, how-
ever no explicit training step is required in K-NN algorithm. 
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2.3 Related Work 

Self-loading periodic streams (SLoPS) is scheme presented by M. Jain et al to calcu-
late the end-to-end available bandwidth [13]. The basic principle of SLoPS is that an 
increasing trend in the one-way delay of the periodic stream can be observed when 
the stream rate is higher than the available bandwidth. SLoPS operate on the end sys-
tems and therefore cannot be used in the network elements to estimate the available 
bandwidth of the links in real-time for the available bandwidth based routing.  

In the field of road traffic, S. Ishak et al investigated the factors that have a signifi-
cant impact on the forecasting accuracy of travel times using a nonlinear time series 
traffic prediction model [14]. Parameters with a statistically significant effect on the 
model’s performance were determined through statistical analysis. S. Ishak et al then 
optimized their short-term traffic prediction model using multiple artificial neural 
network topologies under different network and traffic condition settings [15]. In 
order to enable the networks to learn from historical information, a long-term memory 
component is utilized for the input patterns to allow the networks to build an internal 
representation of the recurrent conditions, in addition to the short-term memory that is 
encoded in the most recent information. Their statistical analysis with a naive and 
heuristic approach, shows that the optimized neural network approach resulted in a 
better prediction performance. DynaMIT [16], presented by M.B Akiva et al., is 
another system which provides prediction-based guidance with respect to departure 
time, pre-trip path and mode choice decisions and en-route path choice decisions. 
DynaMIT is organized around two main functions: state estimation, and prediction-
based guidance generation. It utilizes both off-line and real-time information. The 
most important off-line information, in addition to the detailed description of the net-
work, is a database containing historical network conditions. This is the system's 
memory. The real-time information is provided by the surveillance system and the 
control system. The quality of the prediction depends on the quality of the current 
state description, and on the horizon. Therefore, the state of the network is regularly 
estimated so that all available information is incorporated in a timely fashion, and a 
new prediction is computed. 

S. Clark presents an intuitive method for road traffic prediction, using a pattern 
matching technique [17]. The adopted technique is a multivariate extension of the 
nonparametric regression that exploits the three-dimensional nature of the traffic state. 
Their model is based on pattern matching, where recent observations are matched 
with those contained in a database of historical observations. From all the matches, 
either the  nearest matches or all the matches below a given distance threshold are 
located. The successive observations from these ‘‘best’’ matches are then averaged to 
obtain the forecasts. The only parameters in their model are the number of observa-
tions to match it with, the number of best matches to retain, and the distance thre-
shold. Once a sequence of recent observations has been matched and forecasts have 
been made, they move the recent observations to the historical matching database for 
use in subsequent matching operations. 
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3 Proposed Network Traffic Prediction Model 

To fully utilize the network resources and to provide the required bandwidth to the 
user, the available bandwidth based routing scheme is a viable solution. The available 
bandwidth of a link, at any given time, depends on the capacity of the link and 
amount of the network traffic on the link at that time. The capacity of the link is a 
constant value, however, the network traffic on the link changes with time. Due to the 
increase in the usage of mobile devices, the nature of network traffic is getting more 
dynamic, hence the fact that it causes the available bandwidth of the link to change 
instantaneously. Prediction techniques can be employed to forecast the network traf-
fic, which provides the opportunity to estimate the available bandwidth of the link for 
a certain period of time. 

Prediction modeling is well-researched in other domains (e.g., economics, road 
networks and meteorology). When prediction models are evaluated, the correctness, 
operational speed, scalability, robustness, and the interoperability of the models are 
considered. Our proposed model uses the K-NN because it nicely provides a balance 
between operational cost and correctness, with consideration to the wired data net-
work environment and evaluation standards. Also, authors in [17] uses the nonpara-
metric regression method as a K-NN regression for predicting the road traffic. Road 
networks are very similar to data networks, as the vehicles and roads in the road net-
works can be considered to be like data packets and links in the data networks. Even 
though prediction modeling is frequently used in many related research fields, its 
applications in data networking are not well explored. This paper proposes a network 
traffic prediction model for measuring the estimated available bandwidth by using a 
K-NN regression algorithm. 

The amount of traffic on a link at any given time is the number of bytes on a link, 
and can be defined as a utilization of this link. The available bandwidth of a link at 
any given time depends on the capacity and utilization of the link at that time. When 
provided with the information about the capacity and utilization of the link in a time 
interval, the available bandwidth  can be calculated by using the equation (1) [13]. 

 1 ,  (1) 

Eq. (1) represent the available bandwidth in the time interval ( , ).  is the 
capacity of link , and ,  is the utilization of link  during the time interval. 
A prediction model is required to calculate the utilization of the link in a particular 
time interval. Predictions for the network traffic can be made based on a variable 
number of factors. When a uni-variant approach is used for prediction, there can be 
many matched points in the matching data which causes confusing predictions. If 
more parameters such as number of packets, flows, etc. are considered in the predic-
tion model as a multivariate approach, we can find the nearest observation in the 
matching data set and the predicted value is closer to the recent observation. 

Our proposed prediction model, as presented in this paper, uses a multivariate  
approach for the K-NN algorithm and considers the number of packets, bytes and 
flows to be the parameters. The training data set, consisting of raw data packets,  
is processed using the lag period and converted to the matching data set. Lag is de-
fined as the period in which the values for the number of packets, bytes and flows are 
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calculated from the training data set and added to matching data set. In terms of the 
training data set (consisting of 24 hours): if a lag value of 10 minutes is used, then the 
data points for the number of packets, bytes and flows in the matching data set will be 
144. Fig. 1 shows, as the example, the matching data set for the number of packets, 
obtained from the training data set of 24hrs, with a lag of 10min. The training data is 
distributed based on the day of the week because the daily traffic patterns within a 
week would be similar, and the corresponding matching data set is calculated accor-
dingly [18]. A recent observation value for the number of packets, bytes and flows are 
also measured during a lag. For precise prediction results, more than one recent ob-
servation is considered, and the pattern of the recent observation is matched in the 
matching data set. For example, we considered the values 9528, 10349 and 10421, 
calculated over the three lag periods, as a recent observation for the parameter number 
of packets. This pattern of values (recent observation) is matched in the matching data 
set for the number of packets, which is shown in the Fig. 1.  When performing the 
match between the patterns, using the proposed prediction model, the goal was find 
the matching point that has the minimum difference between recent observations and 
data in matching data set. 

 tss  ∑  ∑  ∑  (2) 

  1 1                
Eq. (2), shown above, is used in the nearest matched point with the recent observa-

tion data, using a K-NN algorithm. In Eq. (2), tss is the total sum of squares, as the 
statistic data in the proposed model. , , and  are the recent observation values 
for the number of packets, bytes and flows respectively, at lag , where , , and 

 are data values for the number of packets, bytes, and flows respectively in the 
matching data set, at lag . L is the number of recent observations and data points in 
the matching data set used for the matching.  represents the total number of lags 
(data points) in the matching data set. , , and  are specific weights, and each 
weight can have different magnitudes (such as mean, spread, etc.) in the training data 
set. It is also used as a specific percentage, but the sum of the percentage of the 
weights could be 1. By using Eq. (2), for the recent observation values and matching 
data set values in the Fig. 1, we can find out the candidate matched points which are 
shown as the thick lines in the Fig. 1. These thick lines have tss  values of 0.454802, 
0.55233 and 0.667907 respectively, and represent the number of packet data values in 
the matching data set, which most closely match the recent observation values for the 
number of packets. These tss  values are measured using the term ∑ from Eq. (2), which refers to the weighted average squared error 

(ASE) between the recent observations and the matching observations. 

 Nearest Matched Point Min  (3) 

The minimum value of  is the nearest matched point between recent observa-
tions and the data point in the matching data set; from the above mentioned tss  
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network, and will consider real-time data from the network to be the recent observa-
tion. Comparison between the proposed model and other prediction models in the data 
networks, will also be covered in the future. 
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Abstract. One of the most important issues in Wireless Sensor Networks 
(WSNs) is the efficient use of limited energy resources. A popular approach for 
efficient energy consumption is clustering. In this paper, we propose an energy 
efficient clustering algorithm, called Bird Flocking Behavior Clustering 
(BFBC). By adopting the bird flocking behavior, our clustering algorithm forms 
clusters with simple local interactions. With an improvement on the existing 
bio-inspired clustering algorithm, that forms a cluster using several messages, 
BFBC forms a cluster with only one message. Simulation results show that 
BFBC significantly decreases the number of messages for cluster head election, 
and also reduces the energy consumption for communication between cluster 
members and their dedicated cluster head. 

Keywords: Wireless Sensor Networks · Clustering · Collective behavior · Bird 
flocking behavior · Bio-inspired · Swarm Intelligence · RSSI 

1 Introduction 

Sensor nodes are typically low energy devices with small memory and low processing 
power; therefore, the efficient use of limited energy resources is the one of the key chal-
lenges of WSNs [1-2]. Clustering the sensor nodes is the well-known method in making 
energy efficient protocols for WSNs [3-5]: clustering can enhance the energy efficiency 
and increase the network lifetime. Swarm Intelligence (SI) is inspired by the observa-
tions of the collective behavior involved in biological activities, such as foraging of the 
ant, the division of labor of the bee, and migration of the bird, and so forth [6]. SI has 
the desirable properties of being adaptive, scalable, distributed and robust; these proper-
ties can be key in designing energy efficient clustering protocols for WSNs. Couzin’s 
model describes a self-group formation model in three-dimensional space, and investi-
gates the spatial dynamics of grouped animals, such as fish schools and bird flocks [7]. 
Several clustering techniques for WSNs have been developed by adopting SI [8-11]. 
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The bio-inspired Low-Complexity Clustering (B-LCC) algorithm is based on the 
flocking behavior of birds [9]. The authors employed a minimal transmission power, 
based coarse grained localization approach, and the sensor nodes determined their 
distance from its cluster head by increasing the transmission power in a stepwise 
manner. This algorithm achieves well-distributed cluster heads, has the lowest 
processing time complexity O 1  per cluster, and generates low overhead for cluster 
head election. However, all cluster heads should broadcast their advertisement mes-
sages three times, and not all nodes use their ability to adjust their transmission power 
efficiently; these drawbacks would increase energy consumption. 

This paper proposes an energy efficient clustering algorithm for WSNs; our algo-
rithm employs the concept of the collective behavior of bird flocks. BFBC follows the 
definition of self-organization as the emergence of a system-wide adaptive structure 
and functionality, from simple local interactions between individual entities [6]. Our 
proposed algorithm utilizes the received signal strength to determine the distance of a 
node from its cluster head. Subsequently, the ordinary nodes determine their role, and 
the cluster member adjusts its transmission power when communicating with its clus-
ter head. Simulation results show that BFBC reduces the total energy consumption for 
messages by about 52% for cluster head election, and the total required energy for 
intra-cluster communication by about 51%. 

The remainder of this paper is organized as follows. The preliminaries for the pro-
posed scheme are first introduced in Section 2. After that, the proposed scheme BFBC 
will be described in Section 3. Section 4 shows the results of the simulations. The 
conclusions are presented in Section 5. 

2 Preliminaries 

2.1 Network Model 

We are making the following assumptions for our network model [9]. All nodes have 
equal abilities in terms of battery capacity without recharging, processing and com-
munication capability. The sensor nodes have no mobility, and no external positioning 
system; moreover, they are left unattended after deployment. Links are symmetrical 
between sensor nodes. Each node has an adjustable transmission power. Additionally, 
the complete topology of neighbors is not known to each node. 

2.2 Related Work 

Flocking Behavior of Birds: Our approach refers to Couzin’s model, which describes a 
self-group formation model, and investigates the spatial dynamics of grouped animals 
such as fish schools and bird flocks [7]. In the model, there are three behavioral rules for 
an individual: Rule 1. Individuals always try to maintain a minimum distance between 
themselves and others. Rule 2. Individuals tend to be attracted towards other individuals 
to avoid being isolated. Rule 3. Individuals tend to align themselves with their neighbors. 
Based on three behavioral rules of an individual, the three-dimensional space can be 
corresponded to the three behavioral zones, as shown in Fig. 1 (a): the zone of repulsion, 
the zone of attraction and the zone of orientation. 
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3 The Proposed Scheme 

Energy efficiency is one of the key challenges of WSNs for which clustering has been 
recognized as an effective solution. The clustering should be fast, have low complexity, 
good energy efficiency, and should use variable transmission power. We propose the 
BFBC algorithm, inspired by the collective behavior of bird flocks, for WSNs. The 
BFBC algorithm utilizes the RSSI to determine the distance of a node from its cluster 
head. In addition, for energy efficiency in intra-cluster communication, all cluster mem-
bers would adjust their transmission power according to the RSSI. 

We use the concept of the three zones around a cluster head from the B-LCC. In-
stead of the stepwise increase of transmission power, the RSSI can help the sensor 
nodes around a cluster head to know their distance from the cluster head. As the sen-
sor nodes are stationary, the zone of orientation is not adopted. A brief description of 
each of the zones (as depicted in Fig. 2) is listed below: 

 

● Member Attraction (MA) Zone: The sensor nodes within this zone will become the 
cluster members of the cluster head. 

● Head Repulsion (HR) Zone: The sensor nodes within this zone will become the 
cluster members of the other cluster head. 

● Head Attraction (HA) Zone: The sensor nodes within this zone will become tentative 
cluster heads. Some of sensor nodes have the possibility to be a new cluster head. 

 

Fig. 2. The three different zones around a cluster head in BFBC 
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3.1 Cluster Head Election Phase 

The sink node elects itself as a new cluster head by default; the new cluster head 
broadcasts the ad message within its transmission range. When the message is broad-
casted, the ID of the cluster head and the hop distance to the sink node are inserted 
into the message. Upon the RSSI of the received message, the sensor nodes can rec-
ognize which zone they are in. If the sensor nodes are within the MA zone, the sensor 
nodes join the cluster of the cluster head. If the sensor nodes are within the HR zone, 
they wait for the other ad messages. The sensor nodes within the HA zone become 
tentative cluster heads as soon as they receive the message, and set a random back-off 
timer. In setting the random back-off timer, the hop distance (which is included in the 
message) is employed to calculate the random back-off timer. If the random back-off 
timer expires first, the tentative cluster head becomes a new cluster head, and broad-
casts the ad message. Upon receiving the new message, the other tentative cluster 
heads will cancel their random back-off timers. As mentioned, if the new message is 
broadcasted again, the other sensor nodes determine their zone and their role. This 
cluster head election phase is finished after the expiration of an election phase timer. 

When a tentative cluster head receives the new message before the back-off timer 
expires, the tentative cluster head compares its hop distance with the new hop dis-
tance, which is included in the new message. If the new hop distance is lower than 
previous one, the tentative cluster head will keep running its random back-off timer. If 
the new hop distance is higher than previous one, the tentative cluster head will reset 
its random back-off timer; the reason for this is that the cluster head having smaller 
hop distance is closer to the sink node and can reach the sink node in an energy effi-
cient way. 

The left sensor nodes, which do not decide their role after finishing the cluster head 
election phase, will be cluster members or tentative cluster heads, according to the 
number of the received ad messages. If the number of the received messages is one, 
the sensor node will be a tentative cluster head because the sensor node has the possi-
bility that it is at the edge of the network topology. When some of the tentative cluster 
heads become new cluster heads, the new cluster heads can connect to the other left 
sensor nodes around them. If the number of received messages is more than two, the 
left sensor nodes will be cluster members of the closest cluster head. By adopting 
these additional steps, all sensor nodes can decide their roles and also can connect to 
their cluster head or the next hop cluster heads. 

3.2 Communication Phase 

Intra-cluster Communication Phase: The Intra-cluster Communication phase is 
used to send the sensed data from the cluster member to its cluster head. Each cluster 
member has the information of the cluster heads, which are around itself, such as ID, 
hop distance and RSSI. Each cluster member adjusts its transmission power, accord-
ing to the recorded RSSI value, which comes from the cluster member having lowest 
hop distance. 
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4.2 Simulation Results 

Compared to the B-LCC algorithm, our proposed scheme uses a smaller number of 
the ad messages.  In the B-LCC algorithm, the cluster head broadcasts the ad mes-
sage three times per cluster; however the cluster head in the BFBC algorithm broad-
casts the ad message just once per cluster. Hence, this algorithm decreases the number 
of transmitted ad messages by about 65% and the energy consumption by about 52%. 

 

Fig. 5. The comparison of the number of received ad messages 

The sensor nodes receive several ad messages until they determine their role. Fig-
ure 5 illustrates a comparison of the number of received ad messages between BFBC 
and B-LCC. Very few nodes are unable to determine their role after the basic cluster-
ing process; however, there are two exceptions. Some of the nodes are within the HR 
zones of some cluster heads. The reset of the nodes are located around the border of 
the sensing field. After the expiration of the election phase timer, the left sensor nodes 
can choose the nearest cluster head or can be tentative cluster heads if they have re-
ceived only one ad message. From these cases, the evaluation of the received ad mes-
sages can be explained. In BFBC, each node receives about 1.9 ad messages, on aver-
age. On the other hand, the average of the received ad messages for B-LCC is 2.5. A 
cluster head in BFBC broadcasts an ad message one time. Therefore, each sensor 
node can determine its distance from the cluster head by receiving only one ad mes-
sage. In B-LCC, a cluster head broadcasts the ad message three times by increasing its 
transmission power in a step-wise manner. Consequently, the sensor nodes around the 
CM_ZoA of the cluster head can determine only one ad message; however, the almost 
sensor nodes around the CH_ZoR of the cluster head determine their role after receiv-
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ing three ad messages. These results clearly demonstrate that our proposed algorithm 
significantly decreases the number of ad messages, with a little overhead. 

 

Fig. 6. The total required energy for intra-cluster communication 

Fig. 6 represents the total required energy for transmission from the cluster mem-
bers to their cluster heads. As explained in Section 3.2, all clusters adjust their trans-
mission power according to the RSSI value. Compared to B-LCC, our algorithm is 
more fine-grained and is not limited to three power levels. In the simulation, our pro-
posed algorithm, BFBC, reduces the total required energy for intra-clustering com-
munication by about 51% compared to the B-LCC. From this result, we can say that 
the network lifetime can be prolonged. 

5 Conclusion 

In this paper, we proposed a BFBC algorithm, inspired by the collective behavior of 
bird flocks, for WSNs. Our proposed algorithm adopts the RSS, to determine the dis-
tance from its cluster head to a node. Thereafter, the sensor nodes would learn their 
role using the determined distance, and the cluster member would adjust its transmis-
sion power when communicating with its cluster head. The simulation showed that 
this algorithm not only decreases the total energy consumption for ad messages by 
about 52%, but also reduces the total required energy for the intra-clustering commu-
nication by about 51%. 
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Abstract. With the popularization of Public Cloud services, requirements for 
Personal Cloud services with more enhanced security and independent person-
alized storage are also increasing. In order to provide Personal Cloud services, a 
variety of Home Cloud devices available in the home have been introduced. 
Based on the analysis of these devices and previous researches, we extracted 
critical restrictions regarding the initial configuration such as the complex pro-
cedures, limitation of installation environment, and the problem that users wast-
ed a lot of time for its setup. Thus, we propose a novel wireless network-based 
Easy-Setup framework using smartphones and Android-based personal cloud 
devices-HomeSync in order to improve these restrictions. In addition, we con-
structed an experiment test-bed to validate the effectiveness of our proposed 
framework. Finally, we present the results of the comparative experiments 
compared with previous researches in terms of consumption time and initial 
setup procedures. 

Keywords: Personal cloud · Cloud computing · Contents sharing · Cloud privacy · 
Personal security · Easy-Setup · Initial configuration 

1 Introduction 

With the advent of various converged Cloud services, requirements for more inde-
pendent and secure enhanced personal storages are increasing [1][2]. According to 
these requirements, home cloud devices which can provide additional services and 
media gateway functions to network router such as Network Attached Storage in our 
home are introducing [3-6]. However, these devices generally require a large and 
complex process during the initial setup of the device, the registration of user account 
information, network settings, and the management server registration [7]. In this 
paper, we propose the framework architecture in which can reduce these complex 
procedures and user input interaction by using smart phones in order to improve these 
complex initial setup process and user conveniences [8]. To validate our proposed 
framework, we also introduce a personal cloud device which can be shared with 
group members and up/download contents both inside and outside. 

The rest of the paper is organized as follows: Section 2 talks about related works for 
conventional initial setup and configuration technologies for personal cloud devices. 
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First, we compared client application type which is used for initial network setup 
and registration of cloud devices. In case of NT3 N1T3 and DS-112 except for Nexus 
Q, PC client should be used. Pogoplug case, it supports mobile applications for con-
tents sharing, but it also should use Web browser on PC during initial setup for cloud 
device as shown in Figure 1 (B) and (C).  

Second is related with supporting of wired/wireless network interfaces in the initial 
setup process for these devices. Table shows that most of target devices except Nexus 
Q, Ethernet cable should be used for the devices setup. (Not supporting for WiFi 
based setup) [12].  Unlike most of home appliances recently are executed on the 
wireless network, it is able to know that is accompanied by limitations in terms of 
operation and space associated with WiFi not supporting[13]. 

Third, it is the result of a comparison of the required time and the number of user 
input during the initial setup. The number of inputs on the cloud device side includes 
connection procedure such as power, LAN cable, etc. In case of client input, we com-
pared the number of times that should be input through the mouse and screen touch 
from the mobile device or PC. Based on this, DS-112 and N1T3 are required two 
times for the number of device input. In case of Pogoplug, it is required three times 
including connection procedure for additional external HDD and LAN connection as 
shown in Figure 1(A). These connection procedures of cable on initial setup, it can be 
a part to reduce significantly the convenience of products and to waste user time. In 
case of Nexus Q, it is required one more step for NFC tagging procedure to download 
exclusive application from App market (as illustrate in Figure 2(A) and (B)).  

 

Fig. 2. Pogoplug initial device setup (cable connection) and related applications 

The number of input on client, Pogoplug was needed eight times input as most by 
Web Browser excluding serial number input procedure, N1T3 were required seven 
times user input through the PC.  DS-112 is a type which embedded OS is installed 
in the device via PC based dedicated applications. After installation, complex and 
multiple user input processes regarding DDNS and Port forwarding configuration of 
Home AP for connection from outside were required depends on your needs.  
Finally, in case of Nexus Q, we need to install a dedicated application for initial setup 
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on smartphone. It also required three times of inputs for device identification, input 
and submission of Home AP password, final location selection as shown in Figure 
2(C). However, reduction of the number of additional steps, which is caused by input 
procedures for AP password receiving and user's input errors, is should be improved 
in order to support the convenience of wireless network environment. 

Finally, we compared the total consumption time for initial procedures, including 
account creation and process of registration to service server to use the cloud services 
of each device. As experiments result, Pogoplug showed the fastest time about 40 
seconds, DS-112 was needed a long time of 18 minutes or more required in accord-
ance with the installation of the OS. In case Nexus Q, although it supports the setting 
function of the device based on the wireless network, but it was confirmed that a long 
time compared with wired network is consumed 1 minute and 30 seconds. Even if 
considering of wireless network environment, the consumption time of 1 minute or 
over causes the reduce problem in terms of convenience of the configuration process 
of the devices to the users.  

We analyzed and extracted major problems through the comparative analysis of the 
experiment: decrease of convenience and increase of setup time in response to com-
plex user input procedures from the client and cloud devices, and restrictions that 
must use PC and Ethernet connection in the process of initial setup. In this paper, we 
introduce an Easy-Setup framework utilizing the mobile device in a wireless network 
environment in order to overcome these constraints. 

3 Framework Architecture 

The purpose of this paper is to propose and validate a designed framework which can 
configure initial setup effectively and improve problem of previous researches and 
technologies as introduced in Section 2. In this section, we present the proposed Easy-
Setup framework architecture which can be used to setup cloud devices and describe 
overall initial setup and provisioning flow based on our framework. 

3.1 Framework Design 

The proposed Easy-Setup framework architecture is composed of HomeSync, 
HomeSync client, and management server as shown in Figure 3. The basic role of 
each of these components is:  

─ HomeSync: personal cloud service device 
─ HomeSync client: taking care of initial setup and media contents handling on the 

smartphones 
─ Management server: processing of the management of required information. 
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Fig. 3. Overall Easy-Setup Framework Architecture 

We now describe in detail the functions of each component in Figure 3. HomeSync 
is a personal cloud device that can be installed on your house as comparative analyzed 
devices in section 2. S/W architecture structure has been designed based on Android 
Framework which is used generally on the smartphones. In case of HomeSync, it is 
composed of Easy-Setup Server Framework for initial setting (ESSF), Cloud Service 
Framework (CSF) required content management, and Service Manager needed for 
application services (Media Play Manager and Media Gateway Manager) as illustrat-
ed in Figure 3(A). Ethernet Manager and WiFi Setup Manager of ESSF are responsi-
ble for connection to Home AP and receiving of network information from Client. 
Bluetooth Manager (BM) takes care of setting information exchange via a Bluetooth 
interface that is used primarily during the initial setup. Discovery Manager is in 
charge of processing and response for connection and discovery request from client 
on initial network setup. NTS Manager takes charge of management of connections to 
server for requests of mobile devices to access HomeSync from inside and outside of 
home. DB Manager handles information storing and command processing of required 
various client and network status information in the setup process. Task Service Man-
ager is responsible for ensuring the reliability and prioritization of responses through 
the creation and scheduling of the task threads to process request messages of clients. 
Http Request Handler is in charge of REST Query processing such as change requests 
for network status and account information from clients. Cloud Service Framework 
(CSF) is composed of a sub modules that are responsible for media contents manage-
ment mainly. Contents Manager, Sync Engine, and Auto Up/Download Manager take 
care of management for the download, upload and synchronization of contents from 
remote clients. It also performs the processing of the main API through standardized 
API and parser modules. In addition, Security Manager performs the processing of the 
confidentiality and integrity of the request and response and the encryption and  
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decryption of contents data. Finally, Media Play/Gateway Manager reproduces to 
monitor or TV regarding the internal stored media contents by using the output ports 
such as HDMI of HomeSync. These managers also provide contents handling services 
to manage the services and Download additional content. 

HomeSync Client as a delegator device of HomeSync is in charge of processing the 
server registration and connection configuration of device information. Figure 3(B) 
illustrates Android based framework architecture of HomeSync client. Easy-Setup 
Client Framework (ESCF) consists of Network Control Manager (NCM), Provisioning 
Manager (PM), and Asynchronous REST Client (ARC) in order to process of initial 
setup on client side. NCM is composed of sub modules such as Bluetooth Manger, 
WiFi Setup Manager, and Device Discovery Manager. This is responsible for pro-
cessing and configuration of the network connection and discovery of HomeSync on 
initial setup by using a mobile device. PM processes the tasks of management to regis-
ter HomeSync information to server by using Account and S-Connect Manager based 
on accounts logged in the client. It also handles request/response information with the 
device management server and HomeSync with REST client. Application Framework 
of Client has three sub modules, Contents Service Manager (CSM), UI Manager (UM), 
and Controller Manager (CM). CSM is taking care of the management of contents 
sharing and playing with HomeSync. UM is responsible for processing the user input 
and displaying to the screen the contents information via application UI. CM provides 
the controlling service by using smart phones as controllers.  

In order to manage required information between HomeSync and clients, there are 
three kinds of server: OSP, User Portal and NTS server. OSP server is taking care of 
processing and authentication of user account server that is operated on the basis of 
Samsung SSO (Single Sign On) policy. In case of User Portal server, it is responsible 
for not only the ID issuance required for NTS server, but also services coordination 
with HomeSync and client. NTS (Network Traversal Service) Server supports routing 
functions to access from outside through IP identification of HomeSync based on the 
account information and Device ID. 

3.2 Initial Network Setup Procedure 

In order to improve the constraints conditions in which should use always legacy PC 
and Ethernet, to reduce the long setup time caused by complex user inputs of the cli-
ent and cloud device as discussed in Section 2, we have proposed Easy-Setup Frame-
work. In the following, we introduce how to setup automatic wireless network by 
using a smart phone based proposed Framework.  

In order to access to HomeSync of in-home from outside, overall device configura-
tion and procedure of wireless network setup are as shown in Figure 4. To proceed 
with the configuration of HomeSync, the dedicated client application have to be  
installed to a smart phone.  

When we tag the mobile device to NFC (Passive) Tag, which is equipped with 
HomeSync, it can download and install the HomeSync Client S/W from the App 
Store automatically (1). NFC Tag includes two types of information: URL  
information (for market) and MAC address of HomeSync. 
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Fig. 4. Overall wireless AP setup flow 

4 Implementation and Experiment Result 

In this section, we present a result of our experiments and implementation based on 
Easy-Setup framework in order to validate and prove our proposed framework com-
pared with previous researches. To proof an efficient implement and validation for 
smart phone based Easy-Setup solution, we have built our experimental test-bed. Mul-
timedia content of HomeSync is able to play to TV and the Audio system via the 
HDMI and S/PDIF output in the home. Mobile device can play the contents stored in 
HomeSync from the outside, and it is also possible to backup new contents to 
HomeSync in real-time by the 'Auto Upload' function. Based on this infrastructure, 
experiment devices of our test-bed are composed of Samsung HomeSync (GT-B9150) 
as personal cloud device, smart phones (SGH-I337) as control devices and Smart TV 
(UN46C8000) in our framework. We have implemented a dedicated Client Applica-
tion that provides Cloud services and auto-configuration feature of personal cloud 
device as a research result of this paper. H/W basic specifications of HomeSync con-
sists 1.7GHz dual-core Gaia chipset, 1GB RAM, and 1TB HDD. In addition, it also 
supports multiple interface types such as WiFi, Bluetooth, USB 3.0, Optical Audio, 
and HDMI out. S/W Framework has been implemented based on Android JBP (Jelly 
Bean Plus). Figure 5 shows HomeSync and a smartphone Galaxy S4 used in 
HomeSync Client, and it is a screen that the smartphone tag to HomeSync by using 
NFC in order to process the configuration of initial Wireless Network Setup and Pro-
visioning. We have developed our system so that all procedures can be completed at 
one time by NFC Tagging without user inputs as shown in Figure 5. We also have to 
consider the problem of backwards compatibility since the upgrade cycle of H/W and 
S/W Specifications becomes shorter than before. For these reasons, we have applied 
flexible user interfaces design in order to support smart phones which are not support 
JBP Platform and NFC environment required by proposed our framework. 
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Fig. 5. HomeSync Easy-Setup with a smart phone 

In case of using the smart phone supporting NFC and JBP platform more higher ver-
sion, it is possible to be complete the all configurations by the first NFC tagging as 
shown in Figure 6 (A). However, if NFC is not supported (or if Disable status), user can 
perform 'Pairing' procedure with HomeSync directly regarding the manual Bluetooth 
discovery process as shown in phase 3 and 4 of Figure 6 (B). Input procedure of Blue-
tooth password in step 4 is needed to protect against session hijacking attacks from ma-
licious users. It is possible to move to the next step by entering the random four digit 
values that is output via the HDMI output, or by pushing the setting button of 
HomeSync directly. In order to support Android versions that does not support WiFi 
password auto-configuration feature proposed in this paper, we also have implemented 
another processing logic which is able to handle by the user's input as illustrated Figure 
6 (B). We can overcome the problem of backward compatibility through this approach. 

From experimental results, we can see that the whole time of HomeSync configu-
ration is required average 30 seconds (average 16 seconds for Ethernet base). It means 
that we have reduced the initial setup time to 60% as compared with Pogoplug, and 
30% compared to Nexus Q. Regarding the number of input, we have shortened with 
one time processing (NFC Tagging) for the device and account registration proce-
dures which seven or eight times are required. Based on our implemented result, it is 
possible to overcome the restrictions of previous researches, and it will be able to 
apply as the more easy and convenient 'One-Step' Setup Solution.  

 
Fig. 6. Easy-Setup User interfaces on a smart phone 
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5 Conclusion and Future Works 

In this paper, we extracted the hurdles to reduce user inconvenience and long setup 
time through comparative analysis of the initial setup procedures regarding repre-
sentative personal cloud devices. In order to improve these restrictions, we proposed a 
novel Easy-Setup framework utilizing smartphone based on wireless network. More-
over, we built a test-bed, which was composed of TV, HomeSync, and smart phones, 
to proof the efficiency of our proposed framework. Through the test-bed, this paper 
presents the implementation and experimental result that was shortened the whole 
initial setup time without complicated user inputs. Specifically, it also verified the 
effectiveness of NFC based 'One-Step' setup.  

Future work will focus on applying the extension of HomeSync services integrated 
with home control services. Through this approach, HomeSync can be applied as the 
central device of Smart Home Service which will be able to control ZigBee and WiFi 
based home appliances[16][17]. Therefore, this will be able to take advantage of the 
Smart Home Point Solution which can configure and control easily for the all devices 
in the home [18] [19]. 
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Abstract. Users often store sensitive information on their laptops, but
it can be easily exposed to others if a laptop is lost or stolen. File encryp-
tion is a common solution to prevent the leakage of data from lost or
stolen devices. For the management of strategies like this, key manage-
ment is very important to protect the decryption key from attacks. Huang
et al. proposed a portable key management scheme, whereby a laptop
shares secret values with a mobile phone. Their scheme is convenient as
well as practical because it is not reliant on a special device or password
input. However, we found that it is still vulnerable to an attack if a laptop
is stolen. In this paper, we analyse the security of Huang et al.’s scheme
and propose a solution to the outstanding vulnerability. Our proposed
scheme exploits two types of keys including a one-time symmetric key to
protect the file decryption key. Additionally, the security improvement
does not compromise the convenience of the portable key management
scheme.

Keywords: Lost/stolen portable devices · Data protection · Key man-
agement · Secret sharing · Symmetric/asymmetric ciphers · Session keys

1 Introduction

Recently, the use of portable devices such as laptops has increased significantly
because of their convenience to users, who can use them in any location. A
user often stores sensitive data on their laptop, from private financial, health,
and security information to the business secrets of their company [1][2]; all of
which can be easily exposed to others if the laptop is lost or stolen [1][3][4][5].
To prevent the leakage of data from lost or stolen devices, several technologi-
cal solutions have been proposed and the encryption of sensitive files that can
only be decrypted by a legitimated user is a commonly used security measure
[1][6][2][7]. With data encryption, key management is very important to pro-
tect decryption keys from potential attackers [8][1][9]. Several key management
c© Springer International Publishing Switzerland 2015
O. Gervasi et al. (Eds.): ICCSA 2015, Part IV, LNCS 9158, pp. 148–159, 2015.
DOI: 10.1007/978-3-319-21410-8 12
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schemes have been proposed thus far [1][6][2][7]: Corner and Noble proposed
that key encryption key(KEK), which is stored in a small token worn by the
user instead of being stored on the laptop, is used to encrypt the file decryption
key [1]; MacKenzie and Reiter proposed that a laptop should interact with a
remote server to retrieve a cryptographic key [6]; and Studer and Perrig pro-
posed that a cryptographic key should automatically be recovered, but only
when a user is located in specific locations like their home or office [2]; Chang
et al. proposed a key management scheme whereby a laptop shares secret values
with a universal serial bus(USB) device using Shamir’s secret sharing method
[10][11]. However, usability was inadequately considered during the design of
such schemes, as users are typically required to manage a password or a special
device, such as a wearable token.

Huang et al. proposed a portable key management scheme, whereby a laptop
shares secret values with a mobile phone [7]. In their scheme, a mobile phone
sends several secret values to a laptop for the decryption key reconstruction
[7]. In addition, the key reconstruction process can be performed automatically
because it does not require a user’s password or biometric data, while the wire-
less functionality of both the laptop and mobile phone facilitate communication
between the two devices [7]. Practicality is another advantage, as the mobile
phone is the only additional device that is required for the scheme [7]. Huang
et al. insisted that their scheme is secure against attacks in the case of a stolen
laptop because an attacker cannot derive the decryption key without the cor-
responding mobile phone [7]. However, we found that their scheme is still vul-
nerable to attacks in the case of a stolen laptop. In this paper, we analyse the
security of Huang et al.’s scheme and propose a way to improve its security. Our
proposed scheme exploits two types of keys including a one-time symmetric key
and double encrypts messages using both of them. Moreover, the improvement of
the security of the scheme does not compromise its convenience and practicality
in any way.

The remainder of the paper is organized as follows: section 2 presents a review
of Huang et al.’s scheme; section 3 is an analysis of the security of their scheme;
section 4 proposes the improved scheme; section 5 analyzes the security of the
proposed scheme against possible attacks; section 6 briefly introduces related
works about key management for a portable device; and section 7 concludes this
paper.

2 Review of Huang et al.’s Scheme

In Huang et al.’s scheme [7], sensitive files are stored on a laptop after they are
encrypted with a secret key. The key is generated using two secret values that
are respectively stored on a laptop and a mobile phone. The laptop must receive
the other secret value from the mobile phone to reconstruct the key. Table 1
shows the notations used in the remainder of the paper. The sensitive files are
encrypted using the secret key k, where k = a ⊕ b. In the initialization phase,
a and b are stored on the laptop L and the mobile phone M , respectively. Also,
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Table 1. Notations

Symbol Description

L User’s laptop

M User’s mobile phone

TTP Trusted third party

IDl Identity of L

sk Symmetric key shared between L and M (or TTP )

k Secret key to encrypt or decrypt sensitive files (k = a ⊕ b)

kpr, kpb Private or public key used for asymmetric cryptography

EK(·), DK(·) Symmetric encryption or decryption using the key K
̂EK(·), ̂DK(·) Asymmetric encryption or decryption using the key K

h(·) One-way hash function

⊕ XOR operation

‖ Concatenation operation

≤, =? Verification operation

RNl, RNm Random nonce of L or M

tl, tm Current timestamp of L or M

Δt Expected time interval for transmission delay

K REQ key request

L and M share a symmetric key sk to encrypt or decrypt messages transmitted
between them.

Fig. 1 shows the overall process of Huang et al.’s scheme. L sends the key
request with IDl to M when the file access is required. When M receives the
message from L, it computes I = IDl ‖ tm and H I = h(I), where tm is the
current timestamp of the mobile phone system and returns the response message
{I, H I} to L. Then, L verifies the integrity of the response message by checking
h(I) =? H I. If the verification is not passed successful, then the process is
aborted; otherwise, the next step proceeds. L generates a random nonce RNl

and encrypts RNl ‖ IDl ‖ tm using the key sk. L sends the encryption result
X and the hash value of X to M . When M receives the message, it verifies the
message integrity after it decrypts X using the symmetric key sk ((1) to (5)).

RNl‖ID∗
l ‖t∗m = Dsk(X) (1)

ID∗
l =?IDl (2)

t∗m =?tm (3)

H X∗ = h(X) (4)

H X∗ =?H X (5)

If the verification is not successful, then the process is aborted; otherwise,
the next step proceeds. M computes Tmp = RNl ⊕ b ⊕ RNm and generates
a random nonce RNm. Then, it encrypts RNm ‖ Tmp ‖ tm using the key sk
and sends the encryption result d, as well as the hash value of d to L. When L
receives the message from M , it verifies its integrity and decrypts d using sk.
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L M

[ sk, a ] [ sk, b ]

I = IDl‖tm
H I = h(I)

H I∗ = h(I)
H I∗ =?H I

X = Esk(RNl‖IDl‖tm)
H X = h(X)

RNl‖ID∗
l ‖t∗m = Dsk(X)

ID∗
l =?IDl

t∗m =?tm
H X∗ = h(X)
H X∗ =?H X

Tmp = RNl ⊕ b ⊕ RNm

d = Esk(RNm‖Tmp‖tm)
H d = h(d)

Removes Tmp.

H d∗ = h(d)
H d∗ =?H d

RMm‖Tmp‖t∗m = Dsk(d)
t∗m =?tm
k = Tmp ⊕ RNm ⊕ RNl ⊕ a

Removes k after the file is used.

K REQ, IDl

I, H I

X, H X

d, H d

Fig. 1. Review of Huang et al’s scheme [7]

L derives the file decryption key k by computing k = Tmp ⊕ RNm ⊕ RNl ⊕ a =
a ⊕ b because Tmp = RNl ⊕ b ⊕ RNm. Both the laptop and mobile phone use
wireless technology like Bluetooth to communicate with each other. The laptop
periodically sends “ALIVE” messages to the mobile phone and also receives
responses to them. If the laptop does not receive a response message from the
mobile phone within a specific time interval, it considers the mobile phone to be
outside the wireless communication range and re-encrypts its decrypted files. L
deletes the key k after the file is used.
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3 Security Analysis of Huang et al.’s Scheme

Huang et al. insisted that their scheme prevents an attacker from knowing the
secret key k even if they have the laptop in their possession, as they are with-
out the mobile phone [7]. However, we found that a sophisticated attacker can
still obtain the key k using only the stolen laptop. Assuming that an owner
is using their laptop in a public place and the attacker is located nearby, the
attacker can eavesdrop on messages transmitted between the laptop and the
mobile phone. This assumption is reasonable enough since both devices com-
municate with each other via a wireless connection, while the communication
ranges of several wireless technologies including Bluetooth, Wi-Fi, and Zigbee
are between a few meters and several tens of meters [12]. If an attacker is located
within the wireless communication range of a laptop or mobile phone, he/she
can eavesdrop on and record any messages {K REQ, IDl}, {I, H I}, {X, H X}
or {d, H d} transmitted between two devices during the key reconstruction pro-
cess. Then, if he/she steals the laptop and extracts the message decryption key
sk from it, he/she can decrypt the messages X and d, using the key sk ((6) and
(7)).

RNl‖ID∗
l ‖t∗m = Dsk(X) (6)

RMm‖Tmp‖t∗m = Dsk(d) (7)

The attacker can simply compute k = Tmp ⊕ RNm ⊕ RNl ⊕ a = a ⊕ b by
using the decryption result Tmp, RNm, RNl, and the secret value a extracted
from the laptop. The attacker can therefore access the owner’s sensitive laptop
files using the file decryption key k.

Also, Huang et al.’s scheme does not consider the possibility of the attacker
stealing both the laptop and the mobile phone at the same time. Although this
situation does not occur frequently compared with the loss of only one of the
devices, it is still likely to occur because of the portability and ubiquity of both.
If an attacker steals both, he/she can extract two secret values a and b from L
and M , respectively, and will be able to compute the file decryption key k.

4 The Proposed Scheme

In this section, we present the assumptions, goals, and design outline of our
proposed scheme. Then, we describe the proposed scheme in detail.

4.1 Goals and Assumptions

The goal of the design in our proposed scheme is to achieve user convenience
and practicality, as in Huang et al.’s scheme [7]. Therefore, the proposed scheme
should not require a user’s password or biometric data for the file decryption
key reconstruction. Also, it should not require the use of any special device.
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Moreover, all parties have to communicate using wireless technology which is
usually already installed, such as Bluetooth [7].

The most important goal in designing the proposed scheme is to achieve
enhanced security with user convenience and practicality, as mentioned above,
compared with Huang et al.’s scheme. As described in section 2, their scheme
is a key management in preventing the sensitive files stored in user’s portable
device from being exposed to an attacker. The proposed scheme adopts the main
ideas of Huang et al.’s scheme [7] to be secure even when an attacker captures
the portable device; the file decryption key k is divided with two secret values
a and b, and they are stored them on the laptop and the mobile phone respec-
tively. However, as described in section 3, Huang et al.’s scheme is vulnerable to
sophisticated attacks which uses both stolen laptop and eavesdropping of mes-
sages during the key reconstruction process. Additionally, Huang et al. assumed
that an attacker cannot obtain both the laptop and the mobile phone at the
same time, but this is likely to occur because both devices are portable and
can be used anywhere. Therefore, we have to consider the possibility of a more
powerful attack, where an attacker obtains both devices at the same time. A
security improved key management scheme has to be designed to overcome the
vulnerability in Huang et al.’s scheme.

We assumes the following, in order to further clarify the security require-
ments for the proposed scheme. An attacker can eavesdrop on or forge messages
transmitted between communication parties; an attacker can obtain the laptop
or the mobile phone and use it for other attacks such as message forgery attacks;
the laptop or the mobile phone is not tamper-resistant, so an attacker can easily
extract secret values from it, such as cryptographic keys; an attacker can obtain
both the laptop and the mobile phone at the same time in our proposed schemes.
Malware defense is also an important issue, but it is beyond the scope of this
paper; so, we assume that there is no malware inside a communication party’s
system before it is captured by an attacker, as in [2] and [7].

4.2 The Main Ideas

Our proposed scheme needs to be resistant against possible attacks while also
achieving user convenience and practicality. In terms of security, it has to be
secure against message forgery attacks, parallel attacks, replay attacks, and
device capture attacks. Moreover, it must overcome the vulnerabilities presented
in Section 3. The main ideas to achieve these goals are as follows:

– One-time message encryption key: As presented in 3, Huang et al.’s
scheme is vulnerable to laptop capture attacks, which uses messages eaves-
dropped during the key reconstruction process, because all of the messages
are encrypted using the same key, sk, in all sessions. In our proposed scheme,
the message encryption key is replaced with a different one in the last step of
every key reconstruction process. This means that a key distribution process
between the communication parties has to be added to the scheme.



154 J. Kim et al.

– The mobile phone system’s notification: The file decryption key is auto-
matically reconstructed through the interaction between the laptop and the
mobile phone in Huang et al.’s scheme. Although it is an effective solution for
user convenience, it is insufficient for robust security. If an attacker has just
stolen a laptop, he/she may send the key request message {K REQ, IDl}
to the mobile phone without the user’s knowledge. To avoid this possibility,
the mobile phone system notifies the user with an option to confirm or reject
the processing of the key request. User convenience is not compromised here,
because the confirmation process is not effort-intensive like the entry of a
user password.

– TTP and double encryption: Other communication parties can usually
authenticate a user through their mobile phone, because he/she is often car-
rying the device which is equipped with mobile communication technology.
However, it can be lost or stolen since it is a portable device. In the proposed
scheme, the laptop shares the message encryption key with a trusted third
party(TTP) instead of with the mobile phone. Also, another secret value
b is stored in the TTP, so that when TTP sends the secret value b to the
laptop as the response to its key request, it double encrypts the message in
asymmetric and symmetric cryptography [13][14]. Therefore, an attacker is
unable to compute b and the file decryption key k without having both of
them.

– Additional security policy: If a mobile phone is lost or stolen, the user
can request TTP not to respond to any key requests, by using a secure
channel. The key request process is aborted and an attacker cannot receive
any information about the secret value b, even if he/she obtains both the
laptop and the mobile phone.

4.3 Details of the Proposed Scheme

There are three communication parties in the proposed scheme: the laptop, the
mobile phone, and the TTP. The user owns the laptop and the mobile phone,
both of which can communicate with each other because of wireless technologies.
After encryption, the sensitive files are stored in the laptop using the k secret
key, where k = a ⊕ b. In the initialization phase, a and b are respectively stored
in the laptop, L, and the TTP, TTP , as secret values. Moreover, L and TTP
share the symmetric cryptographic key sk. The mobile phone, M , and the TTP,
TTP , have a pair of asymmetric keys, whereby the private key kpr is stored in
M and the public key kpb is stored in TTP .

Fig. 2 illustrates our proposed scheme in detail. When file access is required,
L sends a key request with the identity of L IDl to M . When M receives the
key request message, the mobile phone system notifies the user who confirms
or rejects the key request process. If the notification is rejected, the process
is aborted; otherwise, M generates a random nonce, RNm, encrypts the key
request with RNm using the private key kpr, and then sends the resulting Cm

to TTP . When TTP receives the message Cm from M , it decrypts Cm using
the public key kpb. If Cm was generated using a different key from kpr, TTP



Security Improvement of Portable Key Management Using a Mobile Phone 155

obtains a noise value instead of the original plaintext, {K REQ ‖ IDl ‖ RNm},
as the decryption result. Because kpr is known to only M , TTP can verify that
the message Cm was generated by M if the decryption result is a normal and
meaningful value. Next, TTP encrypts b ‖ RNm using the key sk and re-encrypts
the result X using kpb ((8) and (9)). Then, TTP returns the final result Ct to
M . TTP computes sk′ = h ( sk ‖ RNm ) and replaces sk with sk′.

X = Esk(b‖RNm) (8)

Ct = ̂Ekpb
(X) (9)

When M receives the response Ct from TTP , it decrypts Ct using kpr and
sends the result X = ̂Dkpr

( Ct ). Then, L decrypts X using the key sk and
obtains b and RNm. L computes sk′ = h ( sk ‖ RNm ) and replaces sk with sk′.
L reconstructs the file decryption key k by computing k = a ⊕ b. The laptop
periodically sends “ALIVE” messages to the mobile phone and receives responses
to them as in [7]. If the laptop does not receive responses from the mobile phone
in an expected time interval, it re-encrypts the decrypted files [7]. L deletes the
computation result, such as k, sk, RNm and b, after the file is used.

5 Security Analysis of the Proposed Scheme

In the proposed scheme, the file decryption key k is secure against possible
attacks such as message forgery attacks, parallel attacks, and replay attacks. In
addition, it resists attacks that use stolen devices, and it is secure even if an
attacker steals both the laptop and the mobile phone. Also, it resists sophisti-
cated attacks that use stolen laptop and eavesdropping of messages during the
key reconstruction process, as described in 3. Consequently, the proposed scheme
can ensure the confidentiality of sensitive files stored in the laptop.

– Message forgery attacks: All messages transmitted between communica-
tion parties are encrypted by using secret keys. Therefore, an attacker cannot
forge these messages without knowing the keys. For example, an attacker
cannot successfully forge the message Cm or Ct, transmitted between M
and TTP , without knowing the asymmetric key kpr or kpb. Also, an attacker
cannot forge the message X, transmitted from M to L, without knowing the
symmetric key sk.

– Parallel attacks: Parallel attacks are done by computing meaningful values
using messages transmitted in more than one session. However, all of Cm,
Ct, and X are ciphertexts and an attacker cannot know of their decryption
keys. Therefore, an attacker is unable to compute or derive any meaningful
values from the parallel session messages.

– Replay attacks: The proposed scheme is secure against replay attacks. TTP
generates the message X, transmitted from M to L, using the symmetric key
sk. sk is replaced with different key sk′ in each session. Also, the message Cm

or Ct, transmitted between M and TTP , is changed in each session because
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L M TTP

[ sk, a ] [ kpr ] [ sk, b, kpb ]

User confirms the key request.
Cm = ̂Ekpr (K REQ‖IDl‖RNm)

K REQ‖IDl‖RNm = ̂Dkpb
(Cm)

X = Esk(b‖RNm)
Ct = ̂Ekpb

(X)

sk′ = h(sk‖RNm)
Replaces sk with sk′.

X = ̂Dkpr
(Ct)

b‖RNm = Dsk(X)
sk′ = h(sk‖RNm)
Replaces sk with sk′.
k = a ⊕ b

Removes k, sk, RNm and b
after the file is used.

K REQ, IDl

Cm

Ct

X

Fig. 2. The proposed scheme

its plaintext includes a random nonce, RNm. An attacker cannot successfully
perform replay attacks using X, Cm, or Ct because the messages generated in
the previous session are no longer meaningful in the next session. An attacker
cannot use even a key request message {K REQ, IDl} for replay attacks.
In our scheme, the mobile phone system notifies the user of an initiation of
a key request, and the user can reject it because it is unknown to the user.

– Device capture attacks (attacks using stolen devices): If an attacker
steals only the laptop and extracts the key sk, the proposed scheme is still
secure. As described above, the key request process requires the user’s con-
firmation. An attacker cannot receive the information about b and derive
the file decryption key k. Moreover, an attacker cannot decrypt the recorded
messages using sk because the symmetric key sk is replaced with a different
key, sk′, in each session. Also, the proposed scheme is secure if an attacker
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Table 2. Security comparison of the proposed scheme

Huang The
Security attacks et al.’s proposed

scheme [7] scheme

Message forgery attacks Yes Yes
Parallel session attacks Yes Yes
Replay attacks Yes Yes
Attacks using lost/stolen devices Partially Yes

- Lost of laptop Partially Yes
- Lost of mobile phone Yes Yes
- Lost of both No Yes

Yes: The scheme resists the attack; No: The scheme does not resist the attack.

steals only the mobile phone and extracts the key kpr from it 1. The laptop
shares the key sk and the secret value b with TTP instead of the portable
device M . TTP double encrypts the message in asymmetric and symmetric
cryptography (respectively using kpb and sk). Therefore, an attacker needs
both kpb and sk to compute b and the file decryption key k. In addition, even
when an attacker steals both the laptop and the mobile phone, the proposed
scheme is secure. An attacker cannot receive any information about the key
k from TTP if the user requests TTP to completely ignore all key requests,
by using a secure channel, when the mobile phone is lost or stolen.

The laptop transmits the key reconstruction request message {K REQ, IDl}
to the mobile phone in the form of plaintext. However, the message does not
include any information that can be used to derive the file decryption key k.
Therefore, an attacker cannot attempt other attacks by using the message.

Table 2 compares the proposed scheme with Huang et al.’s scheme, in terms of
resistance to the attacks as mentioned above. Huang et al.’s scheme is vulnerable
to laptop capture attacks if an attacker eavesdrops on the messages transmitted
between the laptop and the mobile phone in the previous session, as described
in section 3. In addition, it does not resist attacks that uses both the laptop and
the mobile phone. Table 2 shows that we remove the vulnerabilities by adopting
two cryptographic techniques and two security policies described in section 4.2.

6 Related Works

In 2003, MacKenzie and Reiter proposed a cryptographic key retrieval scheme
[6]. In their scheme, a portable device such as a laptop interacts with a remote
1 The final goal of the proposed scheme is to protect the encrypted files stored in

the laptop. Thus, in practice, it is meaningless to consider the case where only the
user’s mobile phone is stolen. However, the case was classified as a separate item for
detailed security analysis.
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server to retrieve a cryptographic key that is used for signatures or decryptions
[6]. Also, the key should be derived from and activated with a password [6]. Con-
sequently, their scheme is secure against dictionary attacks [15][16][17] as well
as device capture attacks [6]. Moreover, its security is not reduced even if the
remote server is untrusted [6]. However, a user needs to input a password when-
ever a key retrieval is required. In 2014, Chang et al. proposed a key management
scheme whereby a laptop shares secret values with a universal serial bus(USB)
device using Shamir’s secret sharing method [10][11]. In their scheme, a laptop
can retrieve a cryptographic key offline while unconnected to any network. How-
ever, the key retrieval requires user password. In addition, it is vulnerable to
password guessing attacks [15][16][17] by computing two hash functions and one
decryption repeatedly if an attacker steals the USB and extracts values for user
authentication from it.

Several schemes have sought to achieve convenience along with security,
as password-based approaches have been perceived as effort-intensive [1][2]. In
2002, to solve the data exposure problem caused by stolen laptops, Corner and
Noble proposed a user authentication scheme that they named “zero-interaction
authentication (ZIA)” [1]. In ZIA, the file decryption key is encrypted using the
KEK, which is stored in a small token worn by the user instead of on the laptop
[1]. The token is used to authenticate the laptop and negotiate the session key
before the KEK is sent [1]. The user needs to adopt a wearable device, which have
not been popular until now, in which the token is stored [2]. Studer and Perrig
proposed that a cryptographic key should automatically be recovered, but only
when a user accesses sensitive data in specific locations, like their home or office,
and named their scheme “mobile user location-specific encryption(MULE)” [2].
They assumed that users tend to only access their sensitive data in specific and
trusted locations [2]. In MULE, the file decryption key is transmitted from a
device set up within the trusted location to the laptop via a constrained channel
such as infrared [2]. The MULE scheme does not require any user effort including
password entry, biometric entry, or keeping possession of cryptographic tokens
[2]. However, the trusted locations are too limited though a portable device can
be used anytime and anywhere.

7 Conclusion

Following an analysis of the security of Huang et al.’s scheme, we propose a
security improvement for portable key management that uses a mobile phone.
Our proposed scheme exploits two types of keys including a one-time symmetric
key and double encrypts messages using both of them. The proposed scheme
is resistant to message forgery attacks, parallel attacks and replay attacks, and
is secure against possible attacks that uses stolen devices. Our scheme does not
require any special device or user effort such as password input, as in [7]. Instead,
the mobile phone system only requires confirmation from a user. In conclusion,
the security improvement does not compromise the convenience or practicality
of the portable key management scheme.



Security Improvement of Portable Key Management Using a Mobile Phone 159

Acknowledgments. This research was supported by the Basic Science Research Pro-
gramthrough theNational Research Foundation of Korea (NRF) funded by the Ministry
of Science, ICT, and Future Planning (2014R1A1A2002775).

References

1. Corner, M.D., Noble, B.D.: Zero-interaction authentication. In: Proceedings of
the 8th Annual International Conference on Mobile Computing and Networking,
pp. 1–11. ACM (2002)

2. Studer, A., Perrig, A.: Mobile user location-specific encryption (mule): using your
office as your password. In: Proceedings of the Third ACM Conference on Wireless
Network Security, pp. 151–162. ACM (2010)

3. Foster, A.L.: Increase in stolen laptops endangers data security. The Chronicle of
Higher Education (2008)

4. Wyld, D.C.: Help! someone stole my laptop!: how rfid technology can be used to
counter the growing threat of lost laptops. Journal of Applied Security Research
4(3), 363–373 (2009)

5. Wyld, D.C.: Preventing the worst scenario: combating the lost laptop epidemic
with rfid technology. In: Novel Algorithms and Techniques in Telecommunications
and Networking, pp. 29–33. Springer (2010)

6. MacKenzie, P., Reiter, M.K.: Networked cryptographic devices resilient to capture.
International Journal of Information Security 2(1), 1–20 (2003)

7. Huang, J., Miao, F., Lv, J., Xiong, Y.: Mobile phone based portable key manage-
ment. Chinese Journal of Electronics 22(1) (2013)

8. Choi, D.-H., Choi, S., Won, D.: Improvement of probabilistic public key cryptosys-
tems using discrete logarithm. In: Kim, K. (ed.) ICISC 2001. LNCS, vol. 2288,
pp. 72–80. Springer, Heidelberg (2002)

9. Nam, J., Choo, K.K.R., Park, M., Paik, J., Won, D.: On the security of a simple
three-party key exchange protocol without servers public keys. The Scientific World
Journal 2014 (2014)

10. Shamir, A.: How to share a secret. Communications of the ACM 22(11), 612–613
(1979)

11. Chang, C.C., Chou, Y.C., Sun, C.Y.: Novel and practical scheme based on secret
sharing for laptop data protection. IET Information Security (2014)

12. Lee, J.S., Su, Y.W., Shen, C.C.: A comparative study of wireless protocols: blue-
tooth, uwb, zigbee, and wi-fi. In: 33rd Annual Conference of the IEEE Industrial
Electronics Society, IECON 2007, pp. 46–51. IEEE (2007)

13. Park, S., Park, S., Kim, K., Won, D.: Two efficient rsa multisignature schemes.
Information and Communications Security, 217–222 (1997)

14. Lee, Y., Ahn, J., Kim, S., Won, D.: A PKI system for detecting the exposure of a
user’s secret key. In: Atzeni, A.S., Lioy, A. (eds.) EuroPKI 2006. LNCS, vol. 4043,
pp. 248–250. Springer, Heidelberg (2006)

15. Kwon, T., Song, J.: Security and efficiency in authentication protocols resistant
to password guessing attacks. In: Proceedings of the 22nd Annual Conference on
Local Computer Networks, pp. 245–252. IEEE (1997)

16. Pinkas, B., Sander, T.: Securing passwords against dictionary attacks. In: Pro-
ceedings of the 9th ACM Conference on Computer and Communications Security,
pp. 161–170. ACM (2002)

17. Narayanan, A., Shmatikov, V.: Fast dictionary attacks on passwords using time-
space tradeoff. In: Proceedings of the 12th ACM Conference on Computer and
Communications Security, pp. 364–372. ACM (2005)



Workshop on Quantum Mechanics:
Computational Strategies and
Applications (QMCSA 2015)



States of a Non-relativistic Quantum
Particle in a Spherical Hollow Box

Haiduke Sarafian(B)

The Pennsylvania State University, University College, York, PA 17403, USA
has2@psu.edu

Abstract. In this article we derive the wave functions of a non-
relativistic quantum particle confined in a spherical hollow box. Utilizing
these states and deploying a Computer Algebra System (CAS) such as
Mathematica [1] we display the three dimensional radial wave functions.
We compute the energy levels and the position expectation values.

1 Motivation and Goals

Traditionally, analysis of the states of a non-relativistic quantum particle influ-
enced by various potentials entails solving 1D static Schrödinger equations. For
a bound state particle one begins with a 1D hollow rigid wall box “the potential
well” and progresses the analysis considering various potentials [2],[3]. Naturally,
one anticipates a seamless transition to a 2D space addressing issues of the same
sort; a literature search proves otherwise e.g. [4],[5],[6], meaning, less attention
is paid to the 2D quantum problems than 1D. One departs from unanswered
issues of the 2D space and makes a quantum leap into the 3D. In 3D space,
instead of tackling the hollow box problem, “the 3D potential well”, the trend is
to analyze the Coulombian singular potential of a binary system, i.e. hydrogen
atom [2],[7],[8]. Analysis of the latter con-jolts physics with the famous mathe-
matical functions, so that the physics problem becomes a mathematical-physics
problem. We defer addressing the issues of the 2D quantum physics to our future
work. Here we focus on the 3D spherical hollow box. A literature search shows
that there is one such study [3]. However, its objectives are limited; it is incom-
plete and has errors. Our work is complete and is a mixed blend of analytic
and numeric calculations. Its analytic side encounters the famous mathematical
functions; its numeric side flourishes from utilizing a Computer Algebra System
(CAS). Its completeness entails evaluation of the normalization factors and the
position expectation values. As a corollary product it embodies the energy lev-
els. We include also plots of 3D radial wave functions as well as an image of
a 3D solid print of a prototype wave function of a specific state. This work is
composed of four sections. In addition to Motivation and Goals, in Section 2,
Physics of the Problem and its Solution is presented. In Section 3, we present
the numeric results accompanied with corresponding graphs. We conclude our
work with a few closing remarks.
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2 Physics of the Problem and Its Solution

We begin with a 3D static Schrödinger equation, Ĥψ (r) = Eψ (r), [2]. For a
potential free particle of mass m the Hamiltonian is H = p2

2m . Its quantization
yields,

(∇2 + k2
)

ψ (r) = 0 (1)

where the squared wave number is k2 = 2m
�2 E.

Since the objective is to seek for the states of the particle in a spherical hollow
box, we write (1) in the spherical coordinates. Applying the separation variable
method we write,

∇2 =
1
r2

(∇2
r + ∇2

ϑ,ϕ

)

(2)

ψ (r) = R(r)f(ϑ, ϕ) (3)

where, ∇2
r and ∇2

ϑ,ϕ are, respectively,

∂r

(

r2∂r

)

(4)

1/ sin(ϑ)∂ϑ [sin(ϑ)∂ϑ] + 1
/

sin(ϑ)2 ∂2
ϕ (5)

Substituting (3) in (1) applying (2),(4) and (5) yields,
[

d2

dr2
+

2
r

d

dr
+

(

k2 − n(n + 1)
r2

)]

R(r) = 0 (6)

[∇2
ϑ,ϕ + n(n + 1)

]

f(ϑ, ϕ) = 0 (7)

Solution of (7) is the standard spherical harmonics, i.e., f(ϑ, ϕ) ≡ Ynm(ϑ, ϕ),
with n = 0, 1, 2, ... and |m| = 0, 1, 2, ...n, [2]. Substituting ξ = kr in (6) gives,

[

d2

dξ2
+

2
ξ

d

dξ
+

(

1 − n(n + 1)
ξ2

)]

R(ξ) = 0 (8)

This is the Bessel equation [9],[10]. Its solution is,

Rn(ξ) = Ajn(ξ) + Bηn(ξ) (9)

Here A and B are constants and jn(ξ) and ηn(ξ) are the spherical Bessel
functions of the first and second kind, respectively. These functions are related
to the half integer regular functions, [9],[10],

jn(ξ) =
√

π

2ξ
Jn+ 1

2
(ξ) (10)

ηn(ξ) = (−1)n+1

√

π

2ξ
J−(n+ 1

2 )(ξ) (11)
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Putting these pieces together yields the wave function subject to (1) namely,

ψnm (r) = Rn(r)Ynm(ϑ, ϕ) (12)

Since the Bessel function of the second kind is singular at the origin we
set B = 0. On the other hand, because the spherical box of radius a is an
impenetrable shell, it implies, jn(ka) = 0. Utilizing (10) yields, ka = λ

n+ 1
2

� ;

here λ
n+ 1

2
� for a chosen n is the 
th root of the regular Bessel function of the

first kind. It is worthwhile mentioning that the regular and the spherical Bessel
functions of the first kind are oscillatory functions, and such, a chosen n embodies
multitudes of numerable 
 roots. With this remark in mind the radial term of
the wave function becomes, Rn(r) = jn (ξn�) yielding,

ψn�m (r) = An�

√

√

√

√

π

2
(

1
aλ

n+ 1
2

�

)

r
Jn+ 1

2

(

1
a
λ

n+ 1
2

� r

)

Ynm(ϑ, ϕ) (13)

where A is the normalization factor. Knowing the spherical harmonics are nor-
malized, i.e.

∫ ∣

∣Ynm(ϑ, ϕ)|2dΩ = 1, the coefficient A in (9) becomes a {n, 
}
dependent, this requires,

|An�|2 πa
(

2λ
n+ 1

2
�

)

∫ a

0

[

Jn+ 1
2

(

1
a
λ

n+ 1
2

� r

)]2

rdr = 1 (14)

Applying the known property of the Bessel function [11] namely,

∫ a

0

[

Jn

(

1
a
λ

n+ 1
2

� r

)]2

rdr =
a2

2

[

J ′
n

(

λ
n+ 1

2
�

)]

2 (15)

with J ′
n being the derivative with respect to the argument, (14) yields,

An� =

√

4λ
n+ 1

2
�

πa3

1

J ′
n+ 1

2

(

λ
n+ 1

2
�

) (16)

This is missing in [3]. It is worthwhile pointing out that certain kinematic
quantities such as energies may be calculated without utilizing (16). On the
other hand there are quantities such as position expectation values that keenly
require (16). We pursue the computation in the next paragraph.

3 Analysis and Results

Energies: A general observation. The corollary information deduced from applied
boundary conditions are conducive to the energies. Namely, since we have already
established the fact that, ka = λ

n+ 1
2

� and because k2 = 2m
�2 E, manipulating

these two equations we arrive at, E ≡ (En�)sphere = �
2

2ma2

[

λ
n+ 1

2
�

]

2. This can
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also be related to the quantized energies of a particle confined in a 1D rectan-
gular impenetrable hollow box, namely, (E�)rectangle =

(

π2
�
2

2ma2

)


2, 
 = 1, 2, 3...,
[2],[7],[8]. Manipulating the latter two energy expressions yields, (En�)sphere =

(E�)rectangle
[

1
π�λ

n+ 1
2

�

]

2, n = 0, 1, 2, ... Meaning, a particle in a 3D space because
of its additional moving degrees of freedom sustains a broader energy spectrum.
A similar observation applies to the wave functions as well. I.e. for a 1D rectan-

gular box of width a, the normalized wave functions are, ψ�(x) =
√

2
a sin( �π

a x),

 = 1, 2, 3, ... [2],[7],[8] while the radial term of (9) depends on two indices,{n, 
},
and therefore sustains a wider range of possibilities. Table 1 embodies the energies
of the 3D case.

Table 1. Quantized energies of a particle of mass m in a spherical hollow box of radius

a = 1. For the sake of simplicity the energies are scaled to �
2

2ma2
.

0 9.86 39.47 88.82 157.91 246.74
1 20.19 59.67 118.90 197.85 296.55
2 33.21 82.71 151.85 240.70 349.28
3 48.83 108.51 187.63 286.40 404.88
4 66.95 137.00 226.19 334.93 463.344

The first row of Table 1 lists the values of (E0�)sphere for 
 = 1, 2, 3, 4, 5. As
we noted in the text, since Bessel functions are oscillatory functions for a chosen
n, in this case n = 0, contains multitude of roots. These roots are multiples of
π, i.e. λ

1
2
� = 
π . We utilize these values to evaluate the corresponding energies

of the first row. One notes the energy levels of a spherical box for n = 0 matches
identically the energy levels of a 1D case, namely (E0�)sphere = (E�)rectangle.
Moreover, a particle in a sphere is allowed to obtain a multitude of additional
energies with no counter-piece in 1D. These are shown in the rows beneath the
first. Figure 1 displays the content of the Table 1.

In Figure 1 the energy axis is scaled to �
2

2ma2 and the coordinates are {n, 
}.
For instance the first left most dot has the energy of 9.86 and its coordinates
are {0, 1}. Similarly the top dot of the first vertical line corresponds to energy
of 246.7 and its coordinates are {0, 5}. The dots on the first vertical line are
also the energies of a 1D case. Figure 1 shows the energies associated with the
larger n are higher than the smaller n. It is noted that [3] contains an inaccurate
energy graph; its corresponding Table has also a wrong heading as well.

4 Normalization Factors

To further the computations for n > 0 and attempting to put the derived wave
functions to practice, one encounters challenges. For instance the wave func-
tions (12) are composed of two terms. On the other hand, their angular terms,
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Fig. 1. Energy levels of a particle in a 3D spherical box. Coordinates of each dot is
{n, �}. The coordinates of the left most bottom dot and the right most top dot are
{0, 1} and {4, 5}, respectively.

Ynm(ϑ, ϕ) are analytic functions with well known and easy to use properties [12].
On the other hand their radial terms are not so trivial; they are composed of
half integer Bessel functions with arguments associated to their zeros. The nor-
malization factors (16) suffer the same symptoms. Computer Algebra System
(CAS) specially Mathematica makes the computation of the desired quantities
possible.

For the sake of simplicity we set the radius of the spherical box to unity, e.g.
a = 1. First we calculate the values of the normalization factors (16) for a wide
range of possibilities. Table 2 contains a variety of cases.

Table 2. Values of the normalization factors An� for n = 0, 1, 2, 3, 4 and � = 1, 2, 3, 4, 5

0 4.44288 8.88577 13.3286 17.7715 22.2144
1 6.5101 11.0163 15.4855 19.9428 24.3949
2 8.54265 13.1018 17.6019 22.079 26.5445
3 10.5685 15.1625 19.6917 24.1896 28.6705
4 12.5983 17.2092 21.7633 26.2813 30.778

The first row of Table 2 lists the values of A0� for 
 = 1, 2, 3, 4, 5. As we
explained in the text, since Bessel functions are oscillatory functions, a chosen
n, in this case n = 0 contains multitude roots. We utilize the values of these indi-
vidual roots to evaluate the corresponding values in the first row. The meaning
of the rest of the numbers in the subsequent rows are the same as the aforemen-
tioned explanation. The CPU time for computing the entire Table 2 is a fraction
of a second! One may easily augment to the table include cases of interest.

Next, utilizing the procedure conducive to the numeric values of Table 2 we
check the accuracy of the normalization of the wave functions. In other words we
check the normalization of the wave functions given in (16). Theoretically the
wave functions (13) are normalized, i.e.

∫ ∣

∣ψn�m (r) |2r2drdΩ = 1. Here utilizing
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our numeric approach we validate the claim. Table 3 contains triple integrations
of density functions, namely,

∫ ∣

∣ψn� m (r) |2r2drdΩ .

Table 3. Values of
∫ ∣

∣ψn� m (r) |2r2drdΩ for n = 0, 1, 2...6 and � = 1, 2, 3, ...8

0 1. 1. 1. 1. 1. 1. 1. 1.
1 1. 1. 1. 1. 1. 1. 1. 1.
2 1. 1. 1. 1. 1. 1. 1. 1.
3 1. 1. 1. 1. 1. 1. 1. 1.
4 1. 1. 1. 1. 1. 1. 1. 1.
5 1. 1. 1. 1. 1. 1. 1. 1.
6 1. 1. 1. 1. 1. 1. 1. 1.

The first row of Table 3 lists the values of
∫ ∣

∣ψo� m (r) |2r2drdΩ for 
 =
1, 2, 3, ... . These quantities as expected evaluate to unity. The rows following
the first have the same interpretations. It is assuring that irrespective of the
chosen indices (states) the corresponding wave functions are justifiably normal-
ized. The CPU time to compute the entire Table 3 is about a couple of seconds;
note that these are numeric triple integrations.

Plots of Radial Wave Functions:

Fig. 2. Display of a typical 3D wave function confined in a 3D spherical box

The lip of the 3D wave function shown in Figure 2 touches the equator as
required by the boundary condition.

Next, utilizing the radial term of the wave function, i.e. Rn(r) = jn (ξn�) for
two different values of n = 0 and 1 in Figure 3 and 4 we display a few 2D and
their corresponding 3D graphs, respectively.

The author made an extensive atlas similar to the ones shown in Figures 3
and 4 for n = 2, 3, 4...6. However, because of the space limitation they are not
included.
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Fig. 3. Display of 2D (the 4th column) and their corresponding (the 5th column) 3D
radial wave functions of j0 (ξ0�) for � = 1, 2, 3, 4, 5. Roots of J0.5 determining the values
of ξ0� are the numbers underneath the “roots of J0.5” heading.

Table 4. Values of < r >n� for n = 0, 1, 2, ...6 and the associated values of �

0 0.5 0.5 0.5 0.5 0.5
1 0.591 0.539 0.522 0.514 0.510
2 0.647 0.573 0.545 0.531 0.523
3 0.686 0.602 0.567 0.548 0.536
4 0.715 0.627 0.586 0.564 0.549
5 0.737 0.647 0.604 0.578 0.561
6 0.756 0.665 0.620 0.592 0.573

Expectation Values of the Position:

In addition to analyzing the aforementioned topics we may now evaluate addi-
tional quantities of interest. For instance in a coordinate space, we compute the
expectation values of the position, namely < r >n�. Table 4 contains these values
for a wide range of cases.



170 H. Sarafian

Fig. 4. Display of 2D (the 4th column) and their corresponding (the 5th column) 3D
radial wave functions of j1 (ξ1�) for � = 1, 2, 3, 4, 5. Roots of J0.5 determining the values
of ξ1� are the numbers underneath the “roots of J1.5” heading.

The first row corresponds to n = 0. Irrespective to the chosen values of 
 the
expectation values are equal to 0.5. This stems from the fact that for this special
case the probability densities in a 1D equals the one in a 3D. To make the point
clear, in Figure 5 we display the associated probability densities, namely, P(x)

and P(r), respectively. The former is sin2(
πx) while the latter is
[

j0
(

λ
1
2
� r

)

r
]

2.

As shown, these two functions perfectly overlap, hence their position expectation
values are the same, i.e. the values in the first row of Table 4. In other words,
the values in the first row correspond to the expectation values of a 1D case

namely, < x >�=
∫ a

0

√

2
aSin[ �π

a x] x
√

2
aSin[ �π

a x] dx= a
2 . Setting a = 1 yields 0.5.

The rest of the values in Table 4 have self explanatory meanings.
Figure 5 shows the probability densities are the same and hence their cor-

responding expectation values are equal. Solid lines are the P(r) and the thick
gray curves are the corresponding P(x). The plot shows the P(r) are stretched
out toward the rim of the shell evaluating larger expectation values than 0.5.
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Fig. 5. Plots of probability densities, P(x) = sin2[�π x] vs. P (r) =

[

j0

(

λ
1
2
� r

)

r

]

2,

respectively for � = 1, 2, 3, ...6. The gray thick curves and the solid black thin curves
correspond to P(x) and P(r), respectively. For the sake of clarity the P(r) are scaled
up by a factor of 10�2.

Fig. 6. Plots of probability densities, P(x) = sin2[�π x] vs. P (r) =

[

j1

(

λ
1
2
� r

)

r

]

2,

respectively for � = 1, 2, 3, ...6. The gray thick curves and the solid black thin curves
correspond to P(x) and P(r), respectively. For the sake of clarity the P(r) are scaled
up by a factor of 10�2.

Figure 6 shows the contrast between the P(x) and P(r) for n > 0. These miss
alignments are the visual differences between the expectation values in Table 4.
The interested reader may compute higher position dependent moments such as
< xk >n�.

Figure 7 is a display of the first three rows of Table 4. Polar plot of the
expectation values of < r >n� for n = 0, 1, 2) and 
 = 1, 2, 3...8 are shown. For
instance the eight values of the first row are shown with the black dots about
the center of the plot at a constant distance of 0.5. Note that because of space
limitation only the first four values are included in each row. By the same token
the eight values of the second row are displayed in gray and etc. Quick scanning
the dots in a counter clockwise direction shows their distances from the center
are elongated, meaning the particle is less localized.
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Fig. 7. A polar display of the expectation values of < r >n� for n = 0, 1, 2 and their
corresponding � = 1, 2, 3...8

5 Conclusions

One of the objectives of crafting this article was to analyze the states of a
3D non-relativistic quantum particle in a hollow spherical box. The motivation
of tackling this project was to fill in the gap transiting from a 1D to a 3D
space. The formulation of the problem is completed analytically utilizing the
famous mathematical functions. In addition to accomplishing our set goal we also
deployed a Computer Algebra System (CAS) such as Mathematica computing
1) the normalization factors of the wave functions 2) position expectation values
3) energy levels and 4) displaying 2D and 3D radial wave functions. Whenever
appropriate we correlated the calculation of a 3D to the corresponding 1D case.

Acknowledgments. The author acknowledges kind efforts of professor Ikusaburo
Kurimoto-san from Kisaazu National College of Technology, Japan for printing the
3D replica of the 3D wave function displayed in Figure 2.
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Abstract. Within the ESA CCI “Fire Disturbance” project a dynamic self-
learning water masking approach originally developed for AATSR data was 
modified for MERIS-FR(S) and MERIS-RR data and now for SPOT 
VEGETATION (VGT) data. The primary goal of the development was to apply 
for all sensors the same generic principles by combining static water masks on a 
global scale with a self-learning algorithm. Our approach results in the genera-
tion of a dynamic water mask which helps to distinguish dark burned area  
objects from other different types of dark areas (e.g. cloud or topographic  
shadows, coniferous forests). The use of static land-water masks includes the 
disadvantage that land-water masks represent only a temporal snapshot of the 
water bodies. Regional results demonstrate the quality of the dynamic water 
mask. In addition the advantages to conventional water masking algorithms are 
shown. Furthermore, the dynamic water masks of AATSR, MERIS and VGT 
for the same region are presented and discussed together with the use of more 
detailed static water masks. 

Keywords: Self-learning algorithm · Land-water mask · Interpretation · Remote 
sensing · VGT data · Cloud cover 

1 Introduction 

It is undisputed that satellite earth observation is a major data source for analysing 
different aspects of global environment. The full-coverage of Earth’s surface can be 
achieved within some days by sensors with swath-widths of more than 1000km (e.g. 
MODIS or MERIS). In case of SPOT VEGETATION a nearly complete global  
coverage is available for each day. But it is connected with the general drawback of 
optical sensors that clouds obstruct an undisturbed observation. That means at least 
when using MODIS data as basis for a global land-water mask (MOD44) with 250m 
resolution that the resulting mask can be fragmentary in the required scale as shown 
e.g. in [11], [14]. Further progress can be expected when time series of remote sens-
ing data (e.g. daily near infrared (NIR) reflectance from Terra (MODGQ09) and 
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AQUA (MYD09GQ) with a spatial resolution of 250m and the daily 500m snow 
cover product from Terra (MOD10A1) and AQUA (MYD10A1)) are used to derive a 
yearly water mask for 2013 showing the number of days of water coverage [10]. 

During the development of our self-learning algorithm for water classification the 
best available static land-water mask was the SRTM Water Body Detection (SWBD) 
with a spatial accuracy better than 30m for water bodies in the geographical region 
between 54° South and 60° North. Caused by the limited temporal duration of the 
SRTM mission (only 11 days in February 2000), the full global coverage includes 
data gaps. According to personal information Carroll et al. [2] describes that the 
SWBD team has tried to fill “these gaps with help of Landsat Geocover data”. How-
ever, if the Geocover data were too cloudy, then the gaps could not be filled. 

The most actual global land-water mask with 30m spatial resolution is based on 
Landsat 7 Geocover data covering the time interval from 2000 to 2012 developed 
together with High-Resolution Global Maps of Forest Cover Change GFC_2013 [9]. 
This mask (called Hansen_GFC) corrects some missed water bodies of the SWBD 
mask, which were not detected during the short SRTM mission due to unfavourable 
weather conditions, empty dam lakes or e.g. the Okavango basin which was relative 
dry in February 2000 due to local summer drought. Fig. 1 shows a comparison be-
tween SWBD and Hansen_GFC masks for a small region in North-East of Germany 
around Neustrelitz. The main differences are obvious. The white marked water bodies 
are only available in the Hansen_GFC mask. The dark blue marked water pixels are 
only classified in the SWBD mask as water. Ground observations showed that they 
are mostly swimming reed islands.  
 

Fig. 1. Comparison of SWBD and Hansen_GFC mask for a region in North-East of Germany 
with the marked region around Neustrelitz (a), differences of the two water masks (b) 

 a) 

                                           b)  
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As already mentioned in [5], [6], the precise global detection of water bodies is a 
complex task because of changing atmospheric conditions as haze, aerosol and cloud 
but also due to the surface roughness of water bodies. Additionally, different compo-
nents as chlorophyll, yellow substance or suspended sediments influence the spectral 
characteristics of water bodies. Furthermore the use of static land-water masks of 
different quality in scale and region (compare e.g. with [12]) has the disadvantage that 
the masks reflect only the actual distribution of water bodies during production period 
([1], [2]). This is not only a problem of the best available land-water mask based on 
SRTM data [14] used for these studies. This problem is also connected with actual 
and future masks. 

Therefore, a self-learning process was developed for AATSR data [5], for global 
automatic detection of water bodies combining an optimized use of static masks and 
results of spectral pre-classification. This procedure was adapted within the same 
ESA-CCI project to the MERIS full resolution and reduced resolution (FR(S), RR) 
data and at least to VGT data. First results of the method applied to VGT data are 
shown and discussed including the different intermediate masks. 

2 Material and Methods 

2.1 Remote Sensing Data 

The self-learning algorithm was developed first for multispectral L1b data of the 
AATSR sensor on board of the ENVISAT satellite. This paper shows the adaption of 
the self-learning algorithm to classify dynamically water bodies using daily, global L3 
maps of SPOT VEGETATION data (VGT) for the period from 1999 to 2006. The 
ground resolution of VGT data at nadir is 1km. The VGT sensor measures the reflected 
radiation in 4 spectral bands (Table 1). For our investigations the global mapped level 3 
reflectances ρ of all bands were used including latitude and longitude for each pixel. For 
the development of the algorithm datasets with different size were selected for different 
test regions. The resulting land-water masks were tested for 10 test sites defined by the 
ESA-CCI project “Fire Disturbance” [3], and additional for regions in the Alps with 
terrain shadow, Scandinavia with inaccuracies of geometry in static mask and the region 
around Caspian Sea with partly strong changes (desiccation) of water area. Especially 
the Scandinavian region was used to study the strength of the self-learning procedure 
when using water masks of lower accuracy for regions north of 60oN.  

Table 1. Specification of the 4 VGT bands according [13]  

VGT Channel 
Identifier 

Centre Wave- 
length (nm) 

Bandwidth 
(nm) 

Spectral domain 

B0 450 40 BLUE 

B2 645 70 RED 

B3 835 110 NIR 

B4 1665 170 SWIR 
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2.2 Available Static Land-Water Masks 

As in [5], [6] the actual best available land-water mask, the SRTM Water Body Data 
(SWBD) acquired during the Shuttle Radar Topographic Mission was used for the 
geographical region between 60°S and 60°N. The spatial accuracy of SWBD is better 
than 30m [14]. The SWBD represents the instantaneous water extent in February 
2000 and is delivered in 1 * 1 degree cells. Cells including only water or land are not 
available in the SWBD data base. Therefore, for the 2051 missing land cells corre-
sponding dummies were constructed. 

For the region 60°N to 90°N the latest version of the Global Self-consistent Hierar-
chical High-resolution Shorelines (GSHHS, released in 2011) is used as additional 
static land-water mask. The spatial resolution is better than 100m. The data are  
available in segments of 10 * 10 degrees. The data were delivered by the National 
Geophysical Data Center and described by [15]. All static water masks were used to 
derive the fraction of water area for each VGT pixel in percentage. The generation of 
a consistent static land-water mask is described in [4] in more detail. 

The GSHHS land-water mask was substituted for some studies by the UMD Global 
250 meter Land Water Mask (MOD44) [2]. 

3 Dynamically Self-Learning Evaluation Method (DySLEM) – 
An Adoption to VGT Data 

The Dynamically Self-Learning Evaluation Method (DySLEM) and the corresponding 
DySLEM processor were developed at first for top-of-atmosphere (TOA)-AATSR  
reflectance data. But it was already shown [6] that the generic principle can be  
transferred to other sensor data as MERIS-FR(S) or -RR data respectively. The basic 
principle of DySLEM described in [5] consists first in the creation of a static and two  
dynamic land-water masks where water pixels classified by the dynamic masks are 
labelled as “candidates” for water. The dynamic water masks are applied for subsets of 
the scene or path in order to find “candidates” which are typical for small regions. Based 
on the regional “candidates” of a 512 * 512 pixel subsets a mean regional water spec-
trum is calculated which is used in the final decision (learning) process. This will result 
in the final land-water mask based on the static mask, the regional “candidates” and the 
mean, regional spectrum. If a frame is outside the image then it has to be postponed into 
the borders of the image. That means that the last frame of a line or column produces an 
overlap with its neighbour. A post-processor includes the result of the subset into the 
final output product. 

3.1 Structure of the Processor 

The structure of processor is generic, already presented in [5] and a modification to 
MERIS data is described in [6]. Apart from the changing frame size only the sensor 
specific classifications for BOA-VGT reflectance data have to be used. Beside of pre- 
and post-processing the processor consists of three basic steps. 
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3.2 Generation of Regional Static Land-Water Mask (WS1) 

The generation of a regional static land-water mask (lwmss: land-water mask, static, 
section) is generic. The first work step (WS1) is already described in detail in [5]. In 
contrast to AATSR the pre-processing of VGT data selects subsets of 512 * 512 pixels 
from the mapped data. Constructing only for test a first map of size x * y of same size. 
Based on this map a second high resolution map (9x * 9y) with land-water distribution 
is generated. On basis of this map and the 9 * 9 sub pixels the fraction of water of 
each VGT pixel will be determined. For example, Fig. 2 shows the land-water masks 
of the Valdecanas Dam Lake of river Tejo, Spain, for two spatial resolutions. 

Fig. 2. Different static land-water masks for Valdecanas Dam Lake of river Tejo based on 
SWBD with resolution of MERIS-FR(S) (compare [6]) and of VGT (second row) data. Fraction 
of water for a VGT pixel in percentage (d), static masks with ≥10% (e) and ≥60% fraction of 
water (f). 

The masks in the upper row of Fig. 2 show the results for a spatial resolution of 
300m x 300m (MERIS-FR(S) in sensor projection), already presented in [6]. The 
second line presents the same masks for 1000m * 1000m (VGT data in map coordi-
nates). Nevertheless, the results are nearly identical. In Fig. 2d the static mask based 
on SWBD data shows the fraction of water for each VGT pixel. Because of the higher 
resolution of MERIS-FR(S) data (300m) the contour of the lake is represented much 
sharper and includes more pixel with 100 percentage water of pixel area. In the centre 
of the lake all pixels have a fraction of water of 100%. At the shoreline the fraction of 
water is variable between 0% and below 100%. During the processing step WS1 two  
 

 

 a)                    b)          c) 

 d)                    e)          f)
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additional masks will be created based on the static mask by selecting pixels with 
≥10% (e) and ≥60% fraction of water (f). All water pixels of Fig. 2f and 2c are “static 
candidates” for “stable water”. When not accepted as “stable water” all water pixels 
of Fig. 2e and 2b will be examined for “accepted static water”. 

3.3 Classification Algorithms of VEGETATION Data Within DySLEM 

There are many reasons for the different spectral behaviour of water bodies including 
physical (concentration of suspended particles) and biological factors (chlorophyll 
concentration) as well as atmospheric phenomena (haze and clouds), surface roughness 
(glint) or regions with turbid and shallow water. Additionally, the pixel area can con-
sists of an unknown composition of land and water. 

Therefore, any global classification of water objects needs special regional atten-
tion otherwise it will be incomplete or will include errors. Thus, work step 2 (WS2) is 
used as regional pre-classification resulting in “dynamic candidates” for the decision 
process performed in following work step 3 (WS3). 

According to the studies with AATSR and MERIS data two different algorithms 
for dynamic land-water mask were applied to VGT data to identify all candidates of 
water within the section (lwmds). 
 
PWS2-1-Generation of lwmd1s: As for the other sensors before the first algorithm 
for the dynamic land-water mask uses the spectral decrease of the reflectances ρ to-
wards the SWIR band for water pixels. The L3-VGT data are atmospherically cor-
rected and all bands represent BOA reflectances. Improper aerosol correction might 
result in negative reflectances for the blue band (B0) which are corrected to zero. In 
the global L3-VGT maps large water bodies (e.g. oceans) are masked with zero in 
each band. Therefore, an additional condition is introduced with a threshold for the 
reflectance at 450nm (B0) (eq. 1). The result is the first dynamic land-water mask 
(lwmd1-VGT). 

0:1?)0()()()( 4501665835835645645450 ⋅⋅=∨>∧>∧> ρρρρρρρ  . (1) 

 
PWS2-2-Generation of lwmd2s: For VGT data [8] describes a multi-temporal algo-
rithm for small water bodies for Africa. This algorithm is based on SPOT VGT-S10 
(10day synthesis) products and uses “anomalies” to the mean value of a pre-defined 
region. However, an accurate classification of water is not necessary within PWS2, 
rather just the identification of candidates for water, namely dark regions. Therefore, 
we defined rules which are based on an RGBnew image with bands according to eq. 2:  
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The final rule for lwmd2s-VGT is:  
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3.4 A Self-learning Algorithm to Identify Temporal Dynamic of Water Bodies 

The third work step (WS3) includes the self-learning algorithm based on the results of 
lwmss, lwmd1s and lwmd2s masks of the previous work steps. WS3 consists of three 
sub-classification processors and a fusion processor.  

The first sub-processing step (PWS3-1) is a quality check of the static mask. If a 
pixel is found with ≥60% water fraction in lwmss and additionally identified as water 
in at least one of the two dynamic land-water masks (lwmd1s or lwmd2s) then such a 
pixel is defined as “stable water” pixel. This rule can be written by the following Boo-
lean equation: 

0:1?60)1211( ⋅≥∧=∨= lwmssslwmdslwmd  . (4) 

All “static water” pixels are encoded by 1, stored by the fusion processor in the fi-
nal matrix lwmd3s and excluded from further processing. These pixels will be named 
as “stable pixels”, because available in static mask and detectable in one of dynamic 
masks. In order to distinguish and visualize the different results of this land-water 
masking processing the different results will be encoded by different numbers and 
colours. In all figures shown below these “stable water” pixels are presented by a dark 
blue colour. “Stable water” bodies are shown in Fig. 3c, 4f, and 5e. The probability of 
the existence of water is very high in this case. On the other hand the probability is 
low that the “static water” pixel will change since creation time of static mask to 
vegetation (forest) and then by fire to another dark region (e.g. burned area). 

It may be possible that some “static water” pixels are covered by clouds, haze or 
ice. In case of haze and thin clouds an inclusion of these water pixels in the resulting 
mask is useful to prevent identification as burned area. Furthermore it is possible that 
water pixels of the static land-water mask have changed their fraction of water includ-
ing a complete desiccation since the generation of the static mask. The task of PWS3-
2 consists in decision which non-stable “static water” pixels have to be included in the 
resulting mask lwmd3s, working at least as second quality control of static mask. 

Principally, the fusion processor calculates a regional mean spectrum for the actual 
selected segment of image (all spectral bands i) in preparation of PWS3-2, based on 
all n “stable water” pixels with lwmd3s = 1 according eq. 5. 
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A next step is the labelling of all pixels of the “static mask” with ≥10% water fraction 
which are not included in lwmd3s in the step before. After that the fusion processor 
initiates the second sub-processing step (PWS3-2) in which the spectrum of each  
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selected “static water” pixel is compared with the mean water spectrum of eq. 5. Our 
analysis and tests have shown that the use of only one mean spectral band (reflectance) 
is sufficient instead of using the full spectral information. This finding also reduces the 
computing time. The mean reflectance of NIR band (ρ835) is used as reference according 
to the rule in eq. 6. For improving the results an offset of 0.08 is applied including an 
upper threshold for ρ835. 
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All pixels fulfilling the condition described above are encoded by 2 in mask 
lwmd3s and coloured green in the following figures. During the development it was 
obvious that a higher threshold for the ratio is helpful in consensus with the process-
ing of AATSR and MERIS data to identify additional water pixels but with a little bit 
lower confidence. 
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All pixels fulfilling the condition above are marked by 3 in the mask lwmd3s and 
coloured light blue in the following figures. Additional relations can be defined on 
basis of eq. 6 and 7 creating further sub-classes for additional studies with changed 
‘softer’ thresholds. 

After this processing step all pixels of the static water mask with a fraction of  
water ≥10% have been investigated in detail. Fig. 3 shows as example the result of 
such a quality test of the static mask for a region of Caspian Sea. This includes the 
identification of static water below dust and water with high salt concentration of 
Kara-Bogaz Gol (shallow water region with a depth of 7 to 10 meters and 34% salt 
concentration). All pixels with ≥10% fraction of water which not satisfy the criteria in 
any form are excluded by the fusion processor from further studies.  

 

Fig. 3. Static mask (a), RGB image (b) and dynamic land-water mask lwmd3 (c) for a VGT 
scene (18th July 2005) for a region of Caspian Sea. lwmd3 is shown after eq. 7. Blue: stable 
water pixels; green: water pixel fulfilling eq. 6; light-blue: water pixel fulfilling eq. 7. 

a)               b)            c)



 Adaption of a Self-Learning Algorithm for Dynamic Classification of Water Bodies 185 

In the third sub-processing step, termed PWS3-3, all “candidates" for water of the dy-
namic masks lwmd1s and lwmd2s are evaluated when the fraction of water is below 10% 
and when not already stored in the resulting mask lwmd3s. The fusion processor selects 
the following pixels according to eq. 8 as already described for MERIS data.  

0:1?)1211(10 ⋅⋅=∨=∧< slwmdslwmdlwmss  . (8) 

These pixels are marked generic as “dynamic candidates” and stored in an inter-
mediate layer lwmdis. This new layer is input for the sub-processor PWS3-3. The task 
here is the identification of “new” dynamic water pixels which are not marked as 
water in the static land-water mask. Examples for such pixels are already given in [6]. 
It is an additional task of this step to exclude shadow or burned area pixels from the 
final result. The decision tree for the identification of water in the intermediate layer 
“lwmdis” is given in the following equations:  
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All pixels fulfilling these relations are coded with 6 as “accepted dynamic water” 
pixel in the mask lwmd3s and coloured with red in the resulting images. According to 
[5] work step WS3 will be finished with the DySLEM-output lwmd3s. When all sub-
sets are processed the n subsets will be integrated (generic) into a complete final mask 
lwmd3 by equation 10.  
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The other masks (lwmss, lwmd1s, lwmd2s) can be combined for further quality tests 
in the same way. In the following figures all results of the new dynamic land-water 
masking algorithms are shown in order to visualize the accuracy of the approach.  

4 Results 

In the following some examples will demonstrate the efficiency and the stability of 
the proposed procedure for VGT data compared with the results from AATSR and 
MERIS. In Fig. 4 the land-water mask derived from VGT data is presented for water 
below haze and clouds (Alps). In Fig. 5 the identification of water bodies for regions 
above 60°N (Scandinavia) is shown where GSHHS is used as static water mask. 
GSHHS is not as accurate and detailed as the SWBD water mask.  

Fig. 4 shows the comparison of results for MERIS-FRS (upper row) and VGT data 
for a western region of the Alps (see Fig. 4g for the geographic position) e.g. with 
Lake Geneva (lower left) and Lake Lucerne in the upper right of Fig. 4d or Lake Con-
stance on the right border and river Rhine in the middle of Fig. 4a. The red marked 
rectangle in Fig. 4a corresponds to the region of the VGT data, approximately. The 
RGB-image (Fig. 4e) based on VGT data uses the bands B3, B2 and B0. To increase 
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the separability of the different dark objects new RGB bands are defined according 
eq. 2 (as already shown e.g. in Fig. 3b). The Alps were selected as test case to demon-
strate that water pixels can be differentiated from terrain shadow. Fig. 4a and 4d show 
the static water mask with a fraction of water ≥60%. The visual comparison of the 
RGB-images (Fig. 4b and e) and the final water masks (Fig. 4c and 4f) show a good 
agreement of identified water pixels. The cloud cover which is different for both sen-
sors determines how many water pixels can be identified. Most water pixels are iden-
tified as “stable water” (dark blue) based on the static and dynamic masks within 
PWS3-1. The VGT water mask shows in general more stable water pixels than the 
MERIS water mask due to more dust in the MERIS scene. But for the VGT scene 
clouds and haze obscure the identification of water pixels in the region of Lake Ge-
neva. The green and light blue signed water pixels were identified in step PWS3-2 as 
“accepted static water”, the result of MERIS data on basis of the same step in [6]. The 
cloud cover suppresses partially “accepted static water” pixels with the result that a 
gap between cloud and water masks developed independently of each other can be 
prevented in the transition region from water to haze or cloud. Red marked pixels 
(“accepted dynamic pixel”) cannot be found in the resulting masks. 
 

 

Fig. 4. Comparison of RGB images (b and e) and results for a subset of a MERIS-FRS scene (a-c) 
and for a subset of the daily VGT map (d-f) of the same date (18th July 2005) covering the western 
region of the Alps (g). The static masks lwms based on SWBD data with ≥60% fraction of water is 
shown in (a and d) and the dynamic land-water masks lwmd3 are shown in (c and f).  
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The identification of such “new” water bodies with respect to the static land-water 
mask is shown for a Scandinavian region (Fig. 5) as for AATSR and MERIS data 
before ([5], [6]) where no SRTM data are available (above 60°N). For these areas the 
GSHHS static land-water mask is used. Fig. 5a shows the RGBnew image (according 
eq. 2) of the region of interest. Fig. 5b and 5c show the static water masks for pixels 
with ≥10% (b) or ≥60% fraction of water (c). The water bodies of b) are a little bit 
larger than in c) because more pixels of the lake shore zones are included (compare 
with Fig. 2). The ratio of pixel number with 100 percentage water content to shoreline 
pixels with lower water content increases when the geometric resolution decreases. 
The comparison of static mask with the RGB image shows that a part of the small 
water bodies is not visible with 100 percentage security in the RGBnew data. The three 
large lakes in the centre of the image are Lake Storuman, Lake Vojmsjön and Lake 
Malgomaj (from above, [7]). Without additional knowledge the identification as water 
bodies is difficult in this region. 

 

Fig. 5. RGB images and water masks for a subset in Scandinavia (red rectangle) of VGT (h) 
and MERIS-FR(S) (i) data from 4th July 2005: - VGT-RGBnew-image (a), VGT-lwms based on 
GSHHS data with ≥10% (b) and ≥60% fraction of water (c), VGT-2nd dynamic mask based on 
the proposed algorithm according eq. 3 (d), VGT-lwmd3 using DySLEM (e), - MERIS-RGB 
image (bands 15, 6 and 2) (f), MERIS-FR(S)-lwmd3 using DySLEM (g) 
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The lwmd1 mask does not include any “candidates” for dynamic water and was not 
included in Fig. 5. On other hand, the second dynamic mask (Fig. 5d) shows a lot of 
possible “candidates” for water, supporting the static information according eq. 6. Most 
“candidates” are included as “stable water” in the final result (Fig. 5e). Some static pix-
els of the shoreline of these long and narrow lakes are included in the final mask as light 
blue and green marked pixels as “accepted static water”. Furthermore, this partial result 
is in a good agreement with the result for MERIS-FR(S) data of the comparable seg-
ment of the data path of the same date, already shown in [6] and presented in Fig. 5g. 
The resulting mask reflects the identification of water bodies/pixels not available in the 
static mask. A view to the RGBnew data demonstrates that a visual detection of water 
bodies is difficult in this region. The available information of MERIS-FR(S) data and 
the masks of better accuracy [6] support the correctness of water body identification. 
Additionally, the comparison of MERIS RGB data (f) and static masks (b and c) shows 
that a lot of water bodies are not available in the static water mask but available as “dy-
namic candidates” for water in the masks of pre-classification (Fig. 5d). All water pixels 
not included in the resulting mask before will be examined a second time with stronger 
relations and limits within PWS3-3. A small part of these candidates can be identified as 
“accepted dynamic water” pixels and can be seen as red marked pixels in the resulting 
mask (Fig. 5e). The results on basis of the higher resolved MERIS-FR data (g) show 
that more water objects can be identified.  
 

 

Fig. 6. Comparison of the final water masks for VGT (c) and MERIS-FRS (d) data shown in 
Fig. 5 when using MOD44 as static water mask (b) 
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Using the more detailed MOD44 water mask (Fig. 6b) instead of GSHHS as static 
land-water mask the final land-water mask is shown in Fig. 6c. The sub-classes of the 
static and final masks are shown in Tab. 2 where only cloud-, haze- and snow-free 
pixels are selected for comparison. For our fuzzy based cloud, haze and snow mask 
(Fig. 6a) the following thresholds were used: cloud >0.7, haze ≥0.5, snow >0.8. For 
example, the static GSHHS mask used in Fig. 5b includes 2445 VGT pixels with 
≥10% fraction of water. In this number 1814 VGT pixels with ≥60% fraction of water 
(Fig. 5c) are included. 1422 of the 1814 pixels were identified as “stable water”. 365 
pixels with ≥60% fraction of water were identified in PWS3-2 as “accepted static 
water”. That means only 27 VGT pixels with ≥60% fraction of water were not in-
cluded in the final mask. At least 965 VGT pixels with ≥10% fraction of water (it 
includes the already mentioned 365 pixels) are identified as “accepted static water”. 
Using the GSHHS mask 84 “new” water pixels in the VGT scene are identified. This 
is a relative small number compared to the 2848 water pixel in the MERIS data which 
is due to the reduced geometric resolution of VGT data. Furthermore the comparison 
of the RGB data shows that it is difficult to decide whether a dynamic candidate is 
accepted or not. Only 2 pixels as part of the shoreline of existing water bodies were 
identified when using the MOD44 mask (Fig. 5c). One pixel was already identified as 
“accepted dynamic water” when using the GSHHS mask. The second water pixel of 
this type can only identified in the mask on basis of MOD44. The same pixel is identi-
fied as “stable water” pixel because in the GSHHS mask this pixel is included as a 
pixel with ≥60% fraction of water. Also it can be seen that in case of VGT data the 
largest proportion of static pixels about 97 per cent is included in the final masks as 
well as on basis of GSHHS or MOD44 mask (Fig. 5e and 6c) in contrast to 41.3 or 
35.3 per cent in case of MERIS data (Fig. 5g and 6d).  

The dynamic land-water mask based on MOD44 mask as static mask shows (Fig. 6c) 
that in contrast to Fig. 5e most part of the static water bodies is classified as “accepted 
static water”. The dynamic mask lwmd2 of VGT data includes 5781 “dynamic candi-
dates” for water. If using the GSHHS mask 68.4 per cent and in case of MOD44 mask 
only 36.9 per cent are not accepted and therefore not included in the resulting mask. 

Table 2. Comparison of results of learning algorithm based on different static masks 

 MERIS_FRS VGT 
sub-classes of water GSHHS MOD44 GSHHS MOD44 

static water ≥10% 12713 27387  2445 6565 

static water ≥60% 11415 19384  1814 2837  

stable water 6993 15041 1422 2177 

accepted static water ≥10% 468 2670 965 4175 

accepted static water ≥60% 122 302 365 627 

accepted dynamic water 2848 43 84 2 

not accepted static water ≥10% 5252 9676 58 213 

not accepted static water ≥60% 4300 4041 27 33 

identified water (total) 10309 18342 2471 6354 
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An additional result is obvious in the final water mask of Fig. 3. It reflects accu-
rately the decrease of Lake Aral (on the right border) due to desiccation since 2000 
(generation of SWBD mask). 

As observed before using AATSR and MERIS data the static GSHHS mask is 
shifted with respect to VGT data. The shift of the lakeshore into south-west direction 
for Lake Pyhäjärvi in Finland was also obvious in the VGT data. But the shift is cor-
rected by the self-learning algorithm. Therefore, some water pixels of the static mask 
cannot be identified on the south-west lakefront and will not be included in the final 
mask. Some other pixels of the lake (north-eastern lakefront), outside the static land-
water information, will be identified as “accepted dynamic water” pixels. For the 
MOD44 water mask no shift is seen. 

Finally, it should be mentioned that for the different test sites cloud or terrain 
shadow was never identified as water.  

5 Conclusions 

The self-learning algorithm for dynamic classification of water bodies was modified 
and adapted for L3-VGT data. The final VGT land-water masks show that this new 
algorithms can be applied to L3-VGT data, to L2-AATSR data [5] and also to L2-
MERIS-FR(S) and -RR data [6]. For our development we used 10 test sites of the 
ESA CCI project (partially complete Western Europe), and additionally regions where 
other dark pixels (e.g. terrain shadowed or burned area pixels) made the identification 
of water pixels difficult [6]. As for AATSR data (1.2 km spatial resolution) our self-
learning algorithm detects also “new” water objects when working with SPOT-VGT 
data (1 km resolution) and a coarse static land-water mask as GSHHS where many 
water bodies are not included.  

Beside the good quality of the final water mask the algorithm for the first dynamic 
mask (eq. 1) should be modified when working with L3-VGT maps. The reason for 
this modification is given by the fact that L3-VGT reflectances are atmospherically 
corrected while AATSR and MERIS data are top of atmosphere reflectances. Atmos-
pheric correction can result in a strong decrease of B0 reflectance when aerosol cor-
rection is properly applied. 

Good agreement of the final VGT water mask with MERIS and AATSR results 
was observed for the test regions. For regions above 60°N the water mask can be 
improved using more detailed static land-water masks as e.g. the MOD44 or Han-
sen_GFC [9] mask.  
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Abstract. Some satellite-based indices are useful for fire susceptibility estima-
tion in some regions. However, the obtained results are region-dependent to 
some extent. The aim of this study is to assess the effectiveness of two NDVI-
derived indices: the relative greenness index (RGI) and the vegetation danger 
index (VDI) applied to the northern China. Thus, the Moderate Resolution Im-
aging Spectroradiometer sensor (MODIS) data MYD13Q1, which is the 16-
days composite product, were used. The results indicated that the RGI values 
were higher than 70% during the before-fire period from spring up to autumn, 
whereas it have decreased sharply when fire happened and after a period time 
and also it was below normal level during a period of after-fire. The VDI values 
were negative when fire happened and after a short period and that of the before 
fire and after fire were positive. Thus, it can be concluded that the two MODIS-
based NDVI-derived indices have a higher possibility for fire susceptibility es-
timation even though it needs to combine other fire-related parameters. 

Keywords: MODIS · NDVI-derived · Relative greenness · Vegetation danger 
index · Fire susceptibility 

1 Introduction 

Forest fire is one of the most critical natural hazards in the word and occurs more and 
more frequently in recent years[1]. It causes some damages such as the loss of  
biodiversity, land degradation and increase in greenhouse effect, etc.[2-5]. Thus, pre-
vention measures, together with the fire prediction can help to make a decision for 
allocating the fire fighting resources reasonably and reducing the loss caused by fires. 

Satellite remote sensing techniques have recently been considered as an effective  
approach to make a prediction of fire risk in wildland regions because a number of fac-
tors involved in fire susceptibility estimation (fuel moisture content, vegetation cover) 
can be derived from the abundant satellite data such as NOAA/AVHRR, EOS/MODIS 
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and Landsat/TM, etc[6-8]. Some previous researches have been developed for fire  
susceptibility estimation based on satellite images, but most of them were focus on 
NOAA/AVHRR data[9-11]. The Moderate Resolution Imaging Spectroradiometer 
(MODIS) onboard Aqua and Terra satellites is designed for fire detection mission and 
has higher spatial resolution at 250 m, 500 m and 1km than that of AVHRR[12]. It pro-
vides more abundant channel information for fire research activities. 

The Normalized Vegetation Index (NDVI) is the most widely used tool for assess-
ing the fire activities in before-fire, co-fire and after-fire phases [13-15]. It is calcu-
lated from the visible (RED) and the near infrared (NIR) channels by using the fol-
lowing formula NDVI=(RNIR-RRED)/(RNIR+RRED). However, it is too insuffi-
cient to estimate the fire susceptibility only based on the NDVI. Thus, some research-
ers have proposed to use the NDVI-derived indices[9,11,16], also together with the 
surface temperature[17] for fire susceptibility estimation. 

It can obtain different results when applied the same index to different biomes or 
geographic regions. In other words, the usefulness of the index for fire susceptibility 
estimation is region-dependent. Thus, it has created some confusion about the effective-
ness of the index. Meanwhile, the main problem is that the NDVI-derived indices are 
hardly adopted for fire susceptibility estimation in northern China. Therefore, the aim of 
this study is to assess the usefulness of two MODIS NDVI-derived indices (Relative 
greenness Index and Vegetation Danger Index) applied to the northern China. For this 
reason, the MODIS images of which the fire happened in Daxing’anling region were 
acquired to analyze the change of the indices from before-fire to after-fire. 

2 Study Area and Dataset 

This study was carried out in part of the Daxing’anling region in northern China. This 
region is located in the north of Heilongjiang Province and Inner Mongolia (50.5°-
52.25°N, 122°-125.5°E, Fig.1). This region is selected because forest fires happen 
very usually and also vast areas are usually affected. The total area of Daxing’anling 
region is about 250, 000 km2. The forest coverage of Daxing’anling region is about 
62%. There is about 81 300 km2 of forest located in Inner Mongolia. The prevailing 
land covers are: coniferous forest (Larix, Pinus Sylvestris, Spruce, Brich), broad-
leaved deciduous forest (Oak, black birch), meadow vegetation, mire vegetation, 
grassland, agricultural areas as well as urban areas (Fig.2). 

Daxing’anling region experiences cool continental monsoon climate, which is very 
cold in winter and warm in summer. During the spring and autumn, the weather is dry 
and the rainfall is low. Thus, fires frequently occur during this period as well as in 
summer. 
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Fig. 1. The study area 

 

Fig. 2. The landcover of study area 
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In this study the data of MODIS sensor (MYD13Q1, 250m spatial resolution) on-
board Aqua acquired from Land Processes Distributed Active Archive Center 
(LPDAAC) (http://e4ftl01.cr.usgs. gov/MOLA/) were used. MYD13Q1 is a 16 days 
composite vegetation index product, which is the maximum value of vegetation indic-
es during the 16 days. A time series from 2008 to 2011 was used to analyze in this 
study. The pre-processing steps were as follows. 

1) Projection Conversion. MYD13Q1 data are calibrated and georeferenced, thus, 
the original projection was converted to UTM (Universal Transverse Mercator) 
WGS84. 

2) Extraction study area. We extracted the study area from MYD13Q1 of every 
image. 

3) Data layer stacking. In this study, we used the data that NDVI gradually increase 
to the maximum of one year then decrease to some extent from spring (1st, May) to 
autumn (22nd, Sept). Thus, the data from spring to autumn in one year (2008-2011) 
were used to make layer stacking and calculate the vegetation danger index for  
making comparison among before-fire, co-fire and after-fire. 

3 Fire Susceptibility Estimation Method Based on NDVI-
Derived  

Relative Greenness Index (RGI) 

Relative greenness index (RGI) can be used as an indicator for monitoring the vegeta-
tion coverage. Several previous studies [18,19] have demonstrated that the relative 
greenness has the feasibility to estimate fire susceptibility by comparing with fuel 
moisture content. Burgan et al.(1997) used relative greenness index as an input para-
meter for estimating live fuel load. High relative greenness values indicate that the 
vegetation is healthy and vigorous whereas low greenness values indicate that the 
vegetation is under stress, dry (possibly from drought), is behind in annual develop-
ment, or dead. Relative greenness index is calculated with respect to a historical  
database for that particular pixel. In this study relative greenness index have been 
calculated by using a long time series NDVI maps from 2002 to 2014 based on the 
following formula: 

 

min

max min

100%curNDVI NDVI
RGI

NDVI NDVI

−
= ×

−
  (1) 

where RGI is the value of relative greenness, NDVIcur is the observed NDVI for a 
given pixel, NDVImin and NDVImax are the minimum and maximum NDVI values 
for a given pixel during the study period. 

The value trends of relative greenness index (historical series data for the same 
time of year) have been compared to confirm the below normal level during the fire 
occurrence. 
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Vegetation Danger Index (VDI) 

Illera et al. (1996)[11] have proposed that the NDVI temporal evolution has the pos-
sibility and potentiality of estimating forest fire susceptibility. It was performed by 
using the NDVI time series data which is the maximum value composite computed in 
every 10 days beginning from the spring and lasting up to the period in which fire 
occurred. In order to perform estimation in a higher temporal resolution, Lasaponara 
et al. (2005)[17] adopted AVHRR daily NDVI instead of the maximum value compo-
site images to estimate and compute the fire susceptibility from spring up to the date 
of fire occurrence by revising the method proposed by Illera et al. (1996)[11]. 

In our study, we used the method proposed by Illrea et al. (1996)[11] and Lasapo-
nara et al. (2005)[17] based on the MODIS NDVI 16-days composite images from 
beginning from spring up to the date of fire occurrence for computing the fire suscep-
tibility map, and also applied to the dates until autumn for analyzing the change of 
trends of VDI values in before-fire, co-fire and after-fire. 

The vegetation danger index is shown in the following formula: 

 
1

1 1

(d ) ( )n
i i

i i i

NDVI NDVI d
VDI

d d
−

= −

−
= 

−   (2) 

where VDI is the Vegetation danger index, i is the image number in the considered 
series (from May to Sept), NDVI is the 16-days maximum composite data, and di is 
the date of the given image. 

4 Results and Discussion 

The investigation was performed in the Daxing’anling region located in the northern 
China by using a set of MODIS images from spring up to the date of fire occurrence 
in 2010 (The fire happened on 28th June, 2010), and also the dates until autumn, 
which the NDVI values decrease during this period. In order to show the change of 
the NDVI-derived indices among the before-fire, fire occurrence and after-fire, the 
data during the same period in 2008, 2009 and 2011 were also used in this study. 

The relative greenness index of the date of fire occurrence in 2010 and that of the 
same dates in 2008, 2009 and 2010 in before-fire and after-fire were calculated by 
using the formula described in the previous part. The maximum and minimum NDVI 
were calculated by using the time series data from 2002 to2014. The results are shown 
in Fig.3. It can be seen from the zoom area in the lower right corner of the image that 
the RGI in this period of before fire is higher than 70% (Fig.3 (a), Fig.3 (b)). Whe-
reas, the RGI of most of the fire-affected pixels are lower than 30% during the fire  
occurrence (Fig.3 (c)). And the RGI of fire-affected pixels in after-fire are almost 
between 20-50%. Thus, the relative greenness index didn’t recover after one year. 
From this point of view, the RGI is related to the fire occurrence, but it seems that it is 
not RGI-dependent for fire susceptibility estimation during the after-fire due to the 
recovering of the vegetation. 
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Fig. 3. The Relative Greenness Index (RGI) calculated by using MODIS the time series data 
MYD13Q1 from 2002 to 2014; (a) the RGI in 4th July, 2008 (before-fire); (b) the RGI in 4th 
July, 2009 (before-fire); (c) the RGI in 4th July, 2010 (fire occurrence); (d) the RGI in 4th July, 
2011 (after-fire). Note: the red rectangle region in the lower right corner of very image is the 
zoom of the rectangle region in the central of image. 
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Fig. 4. The Vegetation Danger Index (VDI) calculated by using MODIS data MYD13Q1 from 
spring up to the date of fire occurrence; (a) the VDI in 4th July, 2008 (before-fire); (b) the VDI 
in 4th July, 2009 (before-fire); (c) the VDI in 4th July, 2010 (fire occurrence); (d) the VDI in 
4th July, 2011 (after-fire). Note: the red rectangle region in the lower right corner of very image 
is the zoom of the rectangle region in the central of image. 

The Vegetation Danger Index (VDI) which is calculated from spring up to the date 
of fire occurrence. The VDI of the same date in 2008 (before-fire), 2009 (before-fire), 
2010 (fire occurrence) and 2011 (after-fire) were shown in Fig.4. It was divided into 
five classes as shown in Fig.4 and Table. 1. It can be seen that the VDI of fire-affected 
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areas during before-fire were in moderate and low danger levels even though only a 
small part lied in high danger level (Fig.4 (a), Fig.4 (b)). However, the VDI of fire-
affected areas during the fire occurrence almost lied in very danger level (Fig.4 (c)). 
And the VDI of fire-affected area during the after-fire lied from high to low danger 
level. From this point of view, the VDI lied in very danger level has a high possibility 
for fire susceptibility. But the high level needs to be confirmed together with other 
parameters such as the relative greenness index. 

Table 1. Five classes of Vegetation Danger Index 

VDI 
values 

<0 [0,0.01) [0.01,0.0
2) 

[0.02,0.0
3) 

>0.03 

Level 
Very 
high 

high moderate low 
No 

danger 

 

 

 
Fig. 5. The trends of RGI and VDI from spring up to autumn in different years (before-fire, fire 
occurrence and after-fire). (a) The RGI trends of pixel 1 in different years; (b) the change of 
VDI of pixel 1 in different years; (c) the RGI trends of pixel 2 in different years; (d) the change 
of VDI of pixel 2 in different years. 

In order to show the change of RGI and VDI of fire-affected pixels during the be-
fore-fire, fire occurrence and after-fire phases, the values of two fire-affected pixels in 
different years from spring up to autumn were extracted. The results were shown in 
Fig.5. It can be seen that the RGI values of two pixels in 2008 and 2009 (before-fire)  
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are almost higher than 50% and reach to the maximum (close to 100%) during the 
summer. But it has a sharply decrease which is below 40% in 2010 during the fire 
occurrence. And also the RGI values of 2011 (after fire) didn’t recover to the level of 
2008 and 2009 (Fig.5 (a), Fig.5 (c)). Fig.5 (b) and Fig.5 (d) show that the VDI values 
are negative during the fire occurrence and after a period in 2010. And the VDI values 
during 2008, 2009, 2011 and a short period in 2010 before fire are positive even 
though there are two negative values in 2009 and 2011. It can be excluded the danger 
level together with RGI (50%) in 2009 during the before-fire. But the danger level 
needs to be confirmed during the after-fire period by using RGI and VDI together 
with other parameters such as surface temperature in the future.  

From previous analysis, these two indices can be used as input parameters for fire 
susceptibility estimation. 

5 Conclusion 

Two NDVI-derived indices: the relative greenness index (RGI) and vegetation danger 
index (VGI) were applied to the Daxing’anling region located in the northern China 
based on the MODIS time series data MYD13Q1. It can be seen that the forest area 
has high RGI values from spring up to autumn, and reaches to the maximum in sum-
mer during the before-fire period. However, the RGI values have decreased sharply 
when fire happened. And also the RGI values need a long time to recover to the nor-
mal level during the after-fire period. It is shown that the VDI values were negative 
when fires happened and after a period. Whereas, the VDI values of before fire and 
after fire are almost positive even though a small part of values are negative. But it 
can be confirmed if the pixel is fire susceptible by using the VDI together with RGI 
and other parameters in the future. Thus, we can conclude that there two NDVI-
derived have a high effectiveness for fire susceptibility estimation in Daxing’anling 
region. Results from our investigation confirm the reliability of satellite data for fire 
monitoring as already highlighted by [20,21,22] 
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Abstract. In this paper, we present and discuss the investigations we conducted 
in the context of the MITRA project focused on the use of low cost technolo-
gies (data and software) for pre-operational monitoring of land degradation in 
the Basilicata Region. The characterization of land surface conditions and land 
surface variations can be efficiently approached by using satellite remotely 
sensed data mainly because they provide a wide spatial coverage and internal 
consistency of data sets. In particular, Normalized Difference Vegetation Index 
(NDVI) is regarded as a reliable indicator for land cover conditions and varia-
tions and over the years it has been widely used for vegetation monitoring. For 
the aim of our project, in order to detect and map vegetation anomalies ongoing 
in study test areas (selected in the Basilicata Region) we used the Principal 
Component Analysis applied to Landsat Thematic Mapper (TM) time series 
spanning a period of 25 years (1985-2011). 

Keywords: Satellite based analysis · Land degradation · Principal component 
analysis · GIS · Spatial variation · Vegetation index · Basilicata 

1 Introduction 

In relation to the land cover changes that can occur over large areas, the use of remote 
sensing data is an essential tool for change monitoring and mapping [3], [13].  

Furthermore, remote sensing has been recognized worldwide as an effective, accu-
rate and economical method to monitor changes in land cover from global down to a 
local scale [9], [14].  

Many studies use remote sensing to monitor and evaluate the impact of urban 
growth on agricultural land [10], [15] as well as, to a lesser extent, the phenomena of 
agricultural neglect [1].  

The Basilicata Region is characterized by a significant hydrogeological risk  level 
and ongoing land degradation processes which have been particularly evident in the 
30 last years.  The so-called "erosion" processes affect large areas and are frequently 
strongly related to land degradation processes.  

This paper is focused on the results we obtained from investigation conducted us-
ing the Principal Component Analysis applied to Landsat Thematic Mapper (TM) 
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time series spanning over a 25 year period (1985-2011) to detect and map vegetation 
anomalies. The Normalized Difference Vegetation Index (NDVI) was used  as input 
to a selective Principal Component Analysis (PCA) procedure. The PCA was used as 
a first step of data transform to enhance regions of localized change in multi-temporal 
data sets [8], [5]. Results from PCA were further processed using Geospatial analysis 
to identify and map land degradation phenomenon. 

NDVI is very effective for the identification of vegetation health being based on  
the normalized difference (see formula 1) between the infrared red band reflectance: 

                                                        (1) 

NDVI provides information about the spatial and temporal distribution of vegeta-
tion cover in term of types,  amount (biomass) and conditions. It provides a reliable 
estimation of the amount and vigor of vegetation because it is strongly related to the 
photosynthetic activity (Fig. 1).  

The success of the NDVI is due to its reliability in detecting vegetation as well as in its 
simplicity in terms of computation and interpretation. That is the main reason of its wider 
use and larger popularity compared to other satellite-based spectral vegetation index. 

 

Fig. 1. Spectral response of vegetation in the red-nir spectrum regions 

                     (2) 

Where k1, k2 are two input time series dates, MVCij the annual maximum NDVI 
value in row i and column j , n the number of row, m the number of columns and µ is 
the mean of all pixel MVC values in the subscripted input dates. 

The percent of total dataset variance explained by each component is obtained by 
formula 3: 

                                               (3) 

where λi are eigenvalues of S. 
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Finally, a series of new image layers (called eigenchannels or components) are 
computed (using formula 4) by multiplying, for each pixel, the eigenvector of S for 
the original value of a given pixel in the input bands 

                                                                                              (4) 

where Pi indicates a spectral channel in component i, uki eigenvector element for 
component i in input band  k, Pk spectral value for channel k, number of input band. 

A loading, or correlation R, of each component i with each input band k can be 
calculated by using formula 5. 

   (5) 

where vark is the variance of input date k (obtained by reading the kth diagonal of the 
covariance matrix). 

PCA transformation produces new principal components (PC1, PC2, PC 3, …etc.), 
which are uncorrelated and ordered in terms of the amount of variance they represent 
with respect to the set of the original bands. These bands are often more interpretable 
than the source data. 

PCA is widely used in detecting changes in time series data and has become one of 
the most popular techniques because of its simplicity and capability of enhancing 
even subtle changes.  

In our investigations, PCA was used to emphasize the areas that present significant 
changes in multi-temporal data sets. This is a direct result of the (i) high correlation 
that exists among pixels related to regions that do not change significantly and the (ii) 
relatively low correlation associated with regions that change substantially.  

The major portion of the variance in a multi-temporal image data set is associated 
with constant cover types and is represented in PC1, while the regions with localized 
change will be enhanced in later components. In particular, each successive compo-
nent contains less of the total data set variance. In other words, the first component 
contains the major portion of the variance, whereas, later components contain a very 
low proportion of the total data set variance. 

PC1 explains most of the variation in the NDVI integrals and represents the aver-
age spatial integrated NDVI pattern. PC1 shows the typical NDVI over the entire 
series. 

PC2 explains the maximum remaining variation not explained by PC1 and subse-
quent components follow the same rationale.  

Therefore the components subsequent to PC1 (especially PC2) tend to reflect spe-
cific events such as fires, drought periods and, in general, land degradation phenome-
na related to the vegetation, rather than to depict the general development during the 
period.  

PCA is then used here as a tool for mapping areas that show a significant i.e meas-
urable degree of inter-annual variability, able to discriminate unidirectional changes. 
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2 Dataset and Study Area 

Data Set 
The investigations were performed by using NDVI data derived from the Landsat TM 
images (Tab. 1) selected on the base of the data quality and low percentage of cloud 
cover in the months between June and September (period 1985-2011). 

Table 1. Analytical categories 

Thematic Mapper (TM) 

Landsat 

bands 

 

Wavelength 

(micrometers) 

Resolution 

  (meters) 

Band 1 0.45-0.52 30 

Band 2 0.52-0.60 30 

Band 3 0.63-0.69 30 

Band 4 0.76-0.90 30 

Band 5 1.55-1.75 30 

Band 6 10.40-12.50 120 

Band 7 2.08-2.35 30 

 
The Landsat TM data were acquired free of charge from the United States Geolog-

ical Survey (USGS) web site (Tab. 2). 

Table 2. Landsat-TM Dataset 

Year Month Day 

1985 August 10 

1986 August 13 

1986 September 14 

1987 June 13 

1987 September 17 

1993 July 15 

2002 June 22 

2003 June 25 

2003 July 11 

2003 July 27 

2009 July 27 

2010 September 16 

2011 August 02 

2011 August 18 
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Study Area 
The analysis was performed in the Basilicata Region (see Fig. 2) that is characterized 
by typical Mediterranean climate with a pronounced bi-seasonality regime having 
hot/dry summers and cold/wet winters. Due to a combined effect of natural hazards 
(drought, wind and rain erosion, floods) and human activity (industry, fires, over till-
ing, land abandonment), this area recently increased its vulnerability [2]. 

The environmental equilibrium of the Basilicata is fragile and highly vulnerable to 
perturbations, as in other Mediterranean regions, and, therefore, it is expected that 
natural ecosystems, such as forest, shrubland and herbaceous cover, should be more 
sensitive to the changes that are presently affecting the whole Mediterranean basin. 

 
Fig. 2. Study area 

3 Methodology 

Figure 3 shows a flow chart of the methodology that we adopted. 

 

Fig. 3. Methodology flow chart 
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The Landsat-TM data series (summer images) were acquired on the basis of their 
free-of-charge availability, images quality and low percentage of cloud cover.  

On each image we applied a geometric, radiometric and atmospheric correction, 
then a cloud detection if need. 

Then we created three NDVI time series corresponding to June-July, July-August 
and August-September periods: this in order to avoid to apply PCA in the temporal 
windows too different on the phenological point of view.  

For each NDVI series the PCA was applied and, finally, the first, the second and 
the third components of each series was combined and analyzed separately. 

4 Results and Discussion 

As mentioned before the most significant results in the evaluation of vegetation 
anomalies can derive from the second component of the PCA. The results shown in 
figure 4 concern the analysis of the second component of the PCA in some significant 
test sites selected in  the Basilicata region. 

 

 

Fig. 4. Study areas. (purple=Matera; orange=Metaponto; yellow= Pollino; green=Irsina; 
red=North-East; Blue=Lucanian Badlands). 

In figure 5 there is a comparison of the second components obtained for each 
NDVI data series for the Matera site. The graphics show the loadings of the second 
component of each series. The loadings representing the correlation of each compo-
nent (in this case the second component) with each input date (NDVI).  In this case 
the loadings show in general a decreasing trend in all three series. 
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Fig. 5. Matera site. PC2 and loadings (3 series). 

This trends justify the presence of negative anomalies (Fig. 6). This results concern 
only the anomalies detected in natural or semi-natural areas excluding, then, the agri-
cultural areas in order to avoid to confuse the changes of agricultural land use with 
vegetation anomalies. 

We distinguished highly negative anomalies (in red) and moderately negative 
anomalies (in orange). We defined the areas with highly negative anomalies as "criti-
cal areas" and the areas with moderately negative anomalies as "fragile areas". 

The critical areas correspond to areas where negative anomalies are high in all 
three considered series, while the fragile areas correspond to areas where the negative 
anomalies are high only in two series. High negative values are the values below a set 
threshold. 

 

Fig. 6. Matera site. Negative anomalies (left: critical areas; right: fragile areas). 
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In the case of the Metaponto site, PC2 loadings trends (Fig. 7) are very different 
compared to the first case. Here, the loadings of series 1 show a decreasing trend until 
the 2003 and an increasing trend after; the loadings of series 2 tend to increase or 
(after 2003) they are stable; the loadings of series 3 show a decreasing trend more 
pronounced but in the last years they are stable. 

 

Fig. 7. Metaponto site. PC2 and loadings (3 series). 

The map of anomalies reflects these trends because we did not detect any highly 
negative anomaly but only fragile areas (Fig. 8). 

 

 

Fig. 8. Metaponto site. Negative anomalies (fragile areas). 

Figure 9 shows the results obtained in the Pollino site. In this case PC2 loadings 
show an increasing trend in series 1 and 2 but a decreasing trend in series 3. 
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Fig. 9. Pollino site. PC2 and loadings (3 series). 

These trends are confirmed in the map of anomalies where we observe some frag-
ile areas (Fig. 10). 

 

Fig. 10. Pollino site. Negative anomalies (fragile areas). 

The same observations are suitable for the Irsina site (Figs. 11 and 12). 
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Fig. 11. Irsina site. PC2  and loadings (3 series). 

 

Fig. 12. Irsina site. Negative anomalies (fragile areas). 

 

Fig. 13. North-East Basilicata site. PC2 and loadings (3 series). 
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In agreement with this analysis we found several highly and moderately negative 
anomalies (Fig. 14). 

 

 

Fig. 14. North-East Basilicata site. Negative anomalies (left: critical areas; right: fragile areas). 

The last site correspond to the Lucanian badlands area. In this case all loadings 
clearly show a decreasing trend (Fig. 15).  

 

Fig. 15. Lucanian Badlands site. PC2 and loadings (3 series). 

In fact we found many negative anomalies (critical and fragile areas) (Fig. 16). 
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Fig. 16. Lucanian Badlands site. Negative anomalies (left: critical areas; right: fragile areas). 

Finally, the results shown are consistent with the analysis performed with SPOT-
VGT NDVI time series for land degradation monitoring in the Basilicata Region [6]. 
Moreover we found significant spatial correlations with the map of areas susceptible 
to desertification in Basilicata [4]. Thus confirming the reliability of spatial data and 
robust statistical analysis for operational risk monitoring as, for example, in [7,11,12, 
16, 17,18]. 

5 Final Remarks 

The technique and the methodology we adopted show a promising ability to identify 
and monitor vegetation anomalies also considering the relatively small number of 
Landsat images. The use of  the PCA allowed us to monitor degradation phenomena 
in heterogeneous landscapes such those investigated for the Basilicata region at the 
medium-high scale provided by Landsat-TM data. The use of PCA can be an effective 
and low cost tool for extracting valuable information from NDVI temporal series 
regarding vegetation inter-annual variations. This study exemplifies the potential use 
of Landsat time series for environmental analyses performed on local scale and pro-
vides basic information applied in change detection analyses and in monitoring land 
degradation processes. The results accuracy could be increased by using other Land-
sat datasets series (ETM, Landsat 8), by improving data pre-processing and by inte-
grating the results with ground surveys. 

Acknowledgement. This research has be made in the context of Bilateral Italy-Argentina MAE 
project  PGR00189 titled “Remote sensing technologies applied to the management of natural 
and cultural heritage in sites located in Italy and Argentina. Risk monitoring and mitigation 
strategies”. 
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Abstract. Earth observation is indisputably one of the most important data 
sources for current synoptic geo-data in diverse environmental applications. 
Nevertheless, obtained thematic information by means of Earth observation is 
only as good as the quality of the pre-processed data. Important pre-processing 
steps are e.g. data usability assessment, geo-referencing and atmospheric 
correction. While data usability assessment or atmospheric correction expects 
radiometric corrected data for a thematic interpretation, the accuracy of geo-
location of interpreted data is ensured by geo-referencing. This applies 
especially to multi-temporal analyses of environmental processes. In this case, 
precise spatial allocation of data represents a prerequisite for a correct 
interpretation of process dynamics. The paper is dealed with a new geo-
referencing algorithm. Corresponding graph-networks in reference data as well 
as in remote sensing data which are based on virtual object points (e.g. 
centroids) will be used for geo-rectification. 

Keywords: Remote sensing · Geo-correction · Image series · LANDSAT 

1 Introduction 

In geo- and environmental sciences, in context of supporting of decision-making of 
authorities and politicians or in diverse other applications, remote sensing is well 
accepted as actual information source covering large regions. However, the quality of 
remote sensing based environmental information cannot be better than the quality of 
pre-processing before thematic processing.  

The development of sensors must be adapted to increasing requirements of 
respective applications. Therefore, geometric resolution of satellite sensors was 
recently improved in order to be able to detect urban changes such as small-scale 
changes. However, there is a discrepancy between data collection and data validation. 
This aspect is very complex and expensive, if it is manually or interactively. In this 
case, automated processors for evaluation of remote sensing data can rectify this. 
Beside cost reduction, automation of data evaluation has still further advantages such 
as faster processing, by which results can be delivered in near real time or elimination 
of subjective influences by e.g. interpreters. The automation of pre-processing is thus 
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urgent to be solved. Beside atmospheric correction, geo-referencing of remote sensing 
data is an essential precondition to prepare data for thematic processing and to derive 
quantitative parameters and/or indicators from these data. 

Geo-correction is an important pre-processing operation, aimed to eliminate  
geometric distortions in image data caused by e.g. rough terrain, various aberrations that 
can be occur by sensors, central perspective recording and/or incorrect orientation of 
imaging system. With reference to geo-correction, two extreme cases can be defined: 

 

• Case 1: The imaging process is completely well known and can be described 
exactly by a mathematical image model. 

• Case 2: The imaging process and/or imaging parameters is/are totally unknown. 
The local reference of image data must be derived from detection and correlation 
of similarities of image structures and reference structures. These reference data 
are a geo-corrected pre-requisite called reference image. 

 

Between both cases, combinations of available information are possible. A number 
of different algorithms is used in practice.  

However, one problem in determination of coordinates for each image pixel is 
resulting from a limited accuracy of available orbit parameters. Especially if non-
correct orbit parameters are used for processing the results are insufficient for multi-
temporal analysis. The overlaid shorelines of classified water bodies for a selected 
region in north east of Germany derived from five data sets demonstrate these 
problem (Fig 1). 

 

 

Fig. 1. Overlaid shorelines of water bodies derived from 5 LANDSAT 7 data sets (year 2000) 
on basis of available geographic coordinates. Compare with Fig. 10 for more details.  
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With respect to product quality, geo-correction is a critical pre-processing step 
since even relatively small position errors can produce large errors in thematic  
products. Thus there is a demand on automatic geo-correction to achieve a position 
accuracy as high as possible. In best case, the position accuracy should be in sub-pixel 
range. A survey of geo-correction principles used for remote sensing and/or other 
applications is given in literature (e.g. [1], [2], [3], [4], [5], [6]). 

This paper deals with development of a new geo-correction algorithm based on a 
graph-network between object centroids, at least virtual points, which is foreseen for 
an automated processing chain. 

2 Material and Methods 

2.1 Test Site DEMMIN in Mecklenburg-Western Pomerania 

The selected test region for applying the geo-referencing processor is located in the 
federal state Mecklenburg-Western Pomerania in North-East Germany (see Fig. 2). 
The test region includes the investigation facility DEMMIN (Durable Environmental 
Multidisciplinary Monitoring Information Network) for calibrating and validating  
e.g. remote sensing processing algorithms, and remote sensing data as well as  
corresponding value-added products [7].  

 

 
Fig. 2. Geographical location of the federal state Mecklenburg-Western Pomerania 

The landscape is part of German lowlands and relative flat. The climate is 
embossed humid. The test region was formed during the young Pleistocene1. The 
drainage network comprises numerous lakes. These landscape objects are relative 
stable. With respect to geo-rectification the high number of lakes, the coastline of the 
Baltic Sea, and some large islands are optimal. Additional, the flat landscape 
minimizes the requirement of an elevation model. 

                                                           
1The Pleistocene (geological epoch) began at 2,588,000 and continues to 11,700 years ago. 
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2.2 Reference Data Basis 

An important pre-requisite for geo-referencing are accurate control data. Thus, the 
accuracy of geo-referenced satellite data cannot be better than the position accuracy of 
the reference basis. In this case, some fundamental problems of geo-referencing are 
transferred into the preparation of the reference basis. These can be minimized by 
extensive manual manufacturing and/or by using a GPS-based reference. 

Besides the high position accuracy, the greatest possible similarity between pre-
processed and reference data is required. However, generally a perfect similarity cannot 
be expected. Therefore, at least relatively stable landscape objects with relatively well 
known reflectance characteristics in space and time should be available. In experiment 1 
the new algorithm was applied to classified LANDSAT quick-look data including 
significant water and land (islands) objects to demonstrate the principle functionality. 
The procedure starts with an automatically produced reference map based on the 1993 
CIA World map (Land-Water-Classification) data [8]. The map includes large lakes and 
islands. In experiment 2 a segment of a classified LANDSAT 7 scene in UTM 
projection (in ETM_FAST_L7A format [9]) was used as reference data. For 
demonstrating the algorithm was based on a smaller segment of a second classified 
cloud free scene available in same format and projection. In experiment 3 the CIA world 
map was used as reference basis to rectify 5 selected full resolution LANDSAT 7 scenes 
ETM_FAST_L7A format relative to each other.  

2.3 Test Data 

2.3.1    LANDSAT 7/ ETM+ Quick-Look Data 
The investigations presented here are based on quick-look2 and metadata3. The 
LANDSAT 7 quick-look data have a size of 1000 x 1000 pixels available by ESA [10].  

The LANDSAT-data are radiometric corrected by a predefined linear stretch. The 
geometric pre-processing includes, e.g. a data reduction 30 m to 180 m (6 x 6 pixel to 1 
pixel) of the bands 1-5 and 7. Additional to the geometric data reduction, the original 
data are stored in JPEG format compressed with a ratio of 10:1 [11]. Therefore, 
quality, information losses and artefacts are possible. A detailed procedure description 
can be found in [12], [13]. Although the level of compression depends on the image 
content, this represents a JPEG quality metric Q-factor of 35 [14]. The quality loss is of 
significance for thematic post-processing. 

2.3.2 LANDSAT 7 /ETM+ Data 
Beside the quick-look data 10 LANDSAT 7 full resolution data (ETM_FAST_L7A 
format [9]) for Mecklenburg-Vorpommern (tracks 193 and 194, floating type of frames 
22 and 23) of the year 2000 are used. For classifying the data we used an algorithm 
proposed by [15].  

                                                           
2 Quick-look data are preview images derived from original remote sensing data. 
3 Metadata describes remote sensing data (e.g. satellite mission, orbit, track, frame). 
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3 Automated Geo-referencing Processor Based on a Graph-
Network 

3.1 Aspects of Automation 

The users of geo-data come from various sectors of economy. Therefore, the 
requirements on geo-information are increasing steadily. In order to fulfil the 
requirements, of automated interpretation of remote sensing data beside available 
remote sensing data suitable processors for data processing are required. These 
processors have to deliver different status information during processing: i.) control of 
start and end, ii.) status at any time iii.) response to any process failures. While 
information of start and/or end of processing can be easily delivered, information 
about undefined processor failures is more complicated because not all types of errors 
can be anticipated. 

Especially these control algorithms are required for serving product quality.  

3.2 Processor Structure and Mathematical Principles  

Remote sensing sensors collect data of Earth's surface from a distance. However, in 
many cases, an increase of distance is related to a decrease in spatial resolution and 
image sharpness. A further difference from ground-based remote sensing consists in 
disturbing influences of atmospheric effects. This influence extends from the change 
in surface radiation going up from Earth surface to complete coverage of Earth by 
clouds. In general, these characteristics of remote sensing must be considered when 
geo-referencing.  

 

Fig. 3. Flow chart of the geo-referencing processor based on a graph-network for remote 
sensing data (adopted and modified [16])  

Humans can recognize the same object very well in various images under a variety of 
conditions (e.g. lighting, perspective). This is valid even still if the object shape is 
changed, since yes still the local relations with other objects are given in addition. This 
is true if the shape of objects has changed, when the local relationships to other objects 
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still exist. Therefore, for a visual analysis of remote sensing data no geo-correction is 
required.  

The procedure presented here is a sub-module of a more complex geo-correction 
processor for single-channel or multi-channel remote sensing data [16]. However, with 
the sub-processor remote sensing data can be referenced as well as ground control 
points (GPS) can be delivered to supply these to a highly precise geo-correction. In 
Fig. 3 the procedure is schematically represented according to processing steps. The 
appropriate geo-correction data can be made available for a high precise geo-correction 
method as described in [16]. 

In order to operate the processor, we want to presuppose several basic requirements: 
1. The higher the degree of similarity between reference and remote sensing data 

to be geo-referenced, the higher is the degree of matching precision. 
2. Reference and remote sensing data cover the same landscape objects, which can 

be detected, identified and linked in both data sets. 
3. The landscape objects and relations between these objects are distorted in 

satellite data but not additional by e.g. disturbances in the mapping process. 
4. The smaller a landscape object is, the sooner it reaches the size adequate to the 

ground resolution of the sensor the lesser is its uniqueness for recognition. That 
means, identified objects cannot be distinguished by characteristic features. 

5. Additional, identified landscape objects should be invariant to annual and 
seasonal variations in detectable properties. 

6. It is obvious, that the usability of objects for geo-rectification decreases with an 
increasing of cloud coverage within the satellite images. 

7. The larger a landscape object, the higher is the probability that an object is 
obscured by clouds. 

 
With respect to these preconditions, the following consequences can be expected: 
1. A precise reference basis is given by an ortho-rectificated data set based on 

relatively recent satellite image data. 
2. The thematic and geometric properties of landscape objects covered by remote 

sensing data are important for their identification and comparison with objects 
covered by reference data. The object characterization can be done by i) 
classification according to their land cover or land, and ii) structure analysis 
according to their geometry for feature matching. 

3. The size of identified landscape objects should fulfil the sampling theorem in 
minimum, in order to identify them as well in reference as in image data. 

4. It is advantageous, that if the size of a large object is relative stable than the 
centroid usually varies in a very small spatial range depending e.g. from 
seasonal situation. 

The processing aims to classify stable landscape objects in reference as well as in 
satellite data. Corresponding classes are e.g. water or forest. In addition, it is assumed 
that at a lower hierarchy class level, the classification error can be reduced. The 
classification includes a segmentation, thematic differentiation, and object initialization 
to identify and to label objects in remote sensing (in following defined as image or 
image data) and reference data (in following defined as reference). A prerequisite of 
our geo-rectification and use of following equations for shift and rotation consist in 
preparation of a map in suitable projection (Lambert projection with preliminary 
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centre coordinates of image as projection centre) and size to be determined iterative. 
The length r of an image line and the distance c from first to last line must be the 
same after projection into the map in pixel length as shown in Fig. 4. In the following 
the map can filled in e.g. with a land-water mask or with reference data4. This is not 
necessary if reference and image are available in same projection and size, e.g. as 
shown in a second experiment. In a next preparation step, all cloud obscured or to 
small objects are eliminated from the reference as well as the image data. All other 
objects are labelled by unique object-IDs. For these, different robust patch measures 
(e.g. area, perimeter, centroids) will be calculated, which make a linking of objects in 
both data sets possible. The object centroids are used as virtual object points (nodes) to 
calculate a graph network in both data sets.  

 

 

Fig. 4. Schematic projection (a) of image data (b) on basis of preliminary corner coordinates  

The computation of centroids for pixel based image objects is described by [17]. 
Since all N pixels Pi=(xi,yi) of an object m are marked by the same object ID, the Xm 
and Ym coordinates of the centroid can be computed by eq. 1:  
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The Euclidean Distance between two points is described by eq. 2:  
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If an object is accepted, then it is stored in an allocation matrix for further 
processing. In case of several candidates being identified, the candidate with highest 
correlation to reference object is selected, if the correlation is in a defined limit. 

The shift vector (dx,dy) between centroids, preferably computed from image 
coordinates (x0

I,y0
I) of the starting object5 in the image data and appropriate image 

coordinates (x0
R,y0

R) of reference, is given by eq. 3.  

    IR xxdx 00 −=    and   IR yydy 00 −=    (3) 

                                                           
4  Reference data have to re-projected if available in other map projection and/or resolution. 
5  Starting object: first acceptable object for searching additional objects usable for construction 

a graph network. 

a)   b)  
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The rotation angle α of image can be computed according eq. 4 using the vectors 
created by centroids of starting object 0 and of another identified object 1 in reference 

( a


) and image ( b


). 
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ba
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After determination of angle α the image coordinate (xi
I,yi

I) of object i can be 
transferred into coordinate (xi

R”,yi
R”) of reference using centroid coordinates (x0

I,y0
I) 

as new coordination centre (0,0) for rotation and the transformation of eq. 5 including 
the corresponding coefficient matrix (eq. 6).  









+









−
−+









=










dy

dx

yy

xx
D

y

x

y

x
II

i

II
i

I

I

R
i

R
i

0

0

0

0
"

"

 (5) 

     






 −
=

αα
αα

cossin

sincos
D     (6) 

In this way, a quality control for high correlated linked objects is possible by 
delivering registration parameters. More accurate and stable results will be achieved 
by computing a mean rotation angle. Additionally, the distance between starting 
object and other objects as well as object size can be used as weighting factors before 
using eq. 5 for other image pixels.  

For quality check of the method two different measures were computed. The first is 
the mean of distances between centroids (xi

R”,yi
R”) and (xi

R,yi
R) of accepted N objects. 

As a second error measure we determine the Root Mean Square Error (RMSExy) 
according eq. 7. 
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4 Results and Discussion  

The development and demonstration of sub-processor was based on LANDSAT 
7/ETM+-quick look data. These data were classified (Fig. 5b). Additional a reference 
map with a land-water mask (CIA World map database [8] included in IDL software 
was prepared (Fig. 5a) using available preliminary corner coordinates of image (marked 
by yellow lines in the map). It is assumed that each pixel of map has the same size as the 
image pixel. In order to geo-reference remote sensing data, a relation must be delivered 
between remote sensing and reference data. For this, structure information in both data 
sets must be identified and characterized to link remote sensing with reference data. 

In Fig. 5a and 5b different islands e.g. Ruegen (largest island, centre), Bornholm 
(Island of Denmark, upper right) are shown as potentially corresponding object in 
image (right) and reference data (left).  
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The processor i.) selects islands and water bodies, ii.) eliminates small objects or 
having contact to image border (e.g. Bornholm) or clouds, iii.) sorts remaining objects 
based on size, iv.) labels them with an identification number (ID), v.) determines 
shoreline of selected objects and vi.) computes centroids of objects. Additionally a 
graph network will be constructed using centroids as nodes of directly neighbouring 
objects and marked by blue lines in Fig. 5c and 5d. The complete data set of graphs is 
stored in a matrix. The relations of graph network (graph characterized by magnitude 
and direction) is a characteristic structure which permit the match of constructed graph 
network of image and reference data.  

Fig. 5. Geo-referencing of classified LANDSAT 7 quick-look (b) based on CIA land-water 
mask (a). The contours of usable objects, centroids and graph network (blue) are shown in c) 
and d). In c) is added the graph network of identified objects (red) and additionally objects of d) 
are included after shift with dx and dy. The determination of rotation angle α is shown. 

c)                    b)       d)

a)                    b)        b) 
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The geo-referencing begins with identification of a starting object in image and 
reference data for linking both data sets. The more exactly allocation succeeds, the 
higher is the accuracy of a constructed graph network and further processing based on 
the network. For identification of objects in image data and property matching of 
objects in reference data different object properties are used. The demonstration 
presented here based on only object class and size with a minimum size of 50 pixels 
and an allowed size deviation of 10%. In case of positive match of object properties in 
image and reference data, the corresponding object is identified as starting object. In 
our example island Ruegen was identified as starting object. If several objects are 
identified as candidates for starting object, then these can be considered in searching 
and decision making process. In case, that the relations (e.g. distances) of identified 
objects to other objects in their neighbourhood will be checked.  

Analogous to identification of a starting object the search procedure for additional 
objects is processed. Identified objects in image data are compared with related objects 
in reference data according to their thematic and geometric properties.  

If it is possible to link additional objects in image data with their corresponding 
objects in reference data, these objects are included and stored in an allocation matrix 
for further processing. In case of several identified candidates, the candidate of highest 
correlation to reference object is selected. Especially the comparison of centroid 
distance of candidate and starting object in reference and image data can be used as 
decision criterion. In other case, an object is excluded from processing. It should be 
mentioned here, that, if a second object is already identified the rotation angle α can be 
calculated according eq. 4 and used as second secure decision criterion. 

 

Fig. 6. Result of geo-referencing according Fig. 5 after shift and rotation 

In Fig. 5c the identified objects are connected by red marked graph network or 
better, this is the identified part of the virtual reference graph network The shift vector 
(dx,dy), preferably computed from image coordinates (x0

I,y0
I) of starting object in the 

scene and appropriate image coordinates of reference (x0
R,y0

R) according eq. 3. The 
application of shift vector to intermediate result can be seen in Fig. 5c as green 
marked objects and graphs. The rotation angle α can be well determined based on 
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largest possible distance between starting object 0 and a second object 1. In this 
example coordinate (x1

I,y1
I) of this centroid according to its shift into reference system 

(x1
I+dx,y1

I+dy) and corresponding centroid coordinate (x1
R,y1

R) are used in eq. 4. 
After considering the rotation, the coordinate (x1

I,y1
I) is transferred into coordinate 

(x1
R”,y1

R”) in this special case equal to (x1
R,y1

R). Fig. 6 demonstrates the correct 
rotation of used part of graph network in the image overlaying the corresponding red 
marked graph in reference image, now marked with green colour. The rotated image 
border is also included.  

When using satellite data as segment of a path or using for example classified data 
based on it as shown in Fig. 5b, than a shift from image line to image line has to be 
calculated. This preparation is caused by the rotation of earth during overflight by 
satellite. This assumes that the latitude of corner coordinates of the scene are known 
within a limit of some pixels. All preliminary pixel coordinates can if not available, 
calculated on basis of the available corner coordinates, the equations for distances, 
angles on surface of a sphere and transformations of the spherical coordinate system 
can be used [18]. 

The procedure was also successful when using the land-water mask of Germany as 
reference. 

In a second experiment a 1400 x 1400 pixel segment of a classified LANDSAT 7 
scene from the 14th August 2000 was used as reference (Fig. 7a) and a smaller 
1000 x 1000 segment of a classification of a scene from 17th May 2000 was used as 
image (Fig. 7b). The LANDSAT scenes are available in ETM_FAST_L7A format as 
result of ESA processing in 2002.  

 
 

Fig. 7. Water segments of automated classified LANDSAT 7 data are used as reference (a: 14th 
August 2000) and are used as test image for geo-referencing (b: 17th May 2000)  
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dy0 are elements of the shift vector from allocation of starting object. For 29 remaining 
objects the transformation parameters were iterative varied, until the sum of all 
deviations (distances) has reached a minimum. This is delivered as total(dxy_ref) of all 
remaining distances. At least, this is the result of matching of identified part of virtual 
graph network. For example, from the number of remaining objects a middle distance 
deviation 0.34 pixel units (RMSEXY = 0.39 pixel units) can be determined as possible 
quality measure for allocation. During iteration, the distance between centroids of linked 
object with ID=1 changes from 0.0 to 0.26629. In this way, the procedure permits a 
quality control for high correlated linked objects by delivering registration parameters. 
The visual control is given in Fig. 9 with an overlay of image after its transformation 
based on determined shift vector and rotation angle. 

Table 1. Example of possible completion parameters of approximate rectification delivers for 
post processes precision rectification 

 
 
The aim of the post-processor is to deliver a reference table including coordinates 

(row,column) of image data and geographical coordinates (lat,lon) of objects in reference.  
Especially Fig. 10 shows the registration quality of a stack of multi-temporal data. 

For this demonstration the classification results of five selected full resolution 
LANDSAT 7 scenes in ETM_FAST_L7A format were used. In Fig. 10b object 
contours (lake shore lines and islands) are drawn in the prepared map according first 
experiment based on provided coordinates (source: metadata). The included cloud 
masks (grey coloured) in Fig. 10a show, that a lot of usable objects can be 
masked/destroyed. In Fig. 10c the contours of the 5 scenes are also included, but now 
on basis of results of presented method of geo-rectification. In the lower part of figure 
the same detail is shown. While the superimposed contours in Fig. 10e give a blurred 
impression Fig. 10f shows a good correlation between the drawn object contours.  
This  result can be attributed to high quality of derived transformation parameters for 
each remote sensing data.  
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Fig. 9. Transformation of a scene in reference according graph-network matching in Fig. 8  

5 Summary 

The present work deals with an automatic geo-referencing algorithm based on 
matching a graph network using the centroids of landscape objects (virtual points) 
identified in image and reference data. A distortion-free representation of objects is 
presupposed. Preparation of image and reference are basic assumptions (when not 
available in the same format or projection) for transforming image coordinates. 
Preliminary coordinates were used to restrict the search area in the reference.  
The resulting table of corresponding objects lists the centroid coordinates of objects in 
image and corresponding geographic coordinates in reference data. This table can  
be delivered to an additional geo-referencing procedure matching the real points to 
eliminate possible distortions of image. It could be shown that results on basis  
of LANDSAT-7 data in FAST-format have a good quality relative to each other. For a 
good absolute accuracy of the method, reference data of higher accuracy than the used 
CIA World map is preconditioned. A stable procedure for object detection has to be 
included in the processing. 
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Fig. 10. Multi-temporal contours of detected object (5 LANDSAT scenes: acquisition period 
2000). b) comparison based on delivered corner coordinates, a) same as b) with included cloud 
masks, c) comparison based on transformation parameters derived by proposed geo-referencing 
method, d-f) same details of a-c)  

Identification and exact linkage of objects in image and reference data are based on 
the identified start object. Precondition for exact linkage is the determination of 
additional object properties because the probability of cloud obscuring of objects  
grows with the size of objects. The identified start object is the basis for using 
appropriate relations to other objects and if necessary, a decision process has to 
identify the correct start object. In our demonstration, the search for starting object 
was not supported by the preliminary geographic coordinate of image object that is 
being investigated as a candidate for starting object. If the accuracy of geographic 
coordinates is within a limit of a few pixels the search in the reference can be reduced 
to the immediate pixel environment. 

Presupposing a distortion-free representation of objects is given, the construction 
of graph network can be considered as presentation of similarity independent on scale 
and rotation. The identification and exact linking of objects in image data to those of 
appropriate reference data are based on identified start object. This linking supplies 
the first approximation of scale and distortion, and supplies beside object 
characteristics the basis for using appropriate relations to other objects.  

Acknowledgements. The authors wish to thank our colleagues V. Beruti, G. Pitella and  
R. Biasutti for providing the LANDSAT-quick-look data. Additional to this, the authors would 
also like to thank H. Asche for his suggestions and advices. 

a)                                          b)                                              c)     

d)                                          e)                                               f) 



232 B. Fichtelmann and E. Borg 

References 

1. Bannari, A., Morin, D., Bénié, G.B., Bonn, F.J.: A Theoretical review of different 
mathematical models of geometric corrections applied to remote sensing images. Remote 
Sensing Reviews 13, 27–47 (1995) 

2. Bartoli, G.: Image Registration Techniques: A Comprehensive Survey. Universita degli 
Studi di Siena, Visual Information Processing and Protection Group, S. 57 (2007) 

3. Brown, L.G.: A survey of image registration techniques. ACM Computing Surveys 24(4), 
325–376 (1992) 

4. Harrison, B.A.: Remote Sensing: Image Rectification and Registration, vol. 4. CSIRO 
Publishing (1995) 

5. Fonseca, L.M.G., Manjunath, B.S.: Registration techniques for multisensor remotely 
sensed imagery. Photogrammetric Engineering and Remote Sensing 62(9), 1049–1056 
(1996) 

6. Toutin, T.: Geometric processing of remote sensing images: Models, algorithms and 
methods. Int. J. Remote Sensing 25(10), 1893–1924 (2004) 

7. Borg, E., Lippert, K., Zabel, E., Löpmeier, F.J., Fichtelmann, B., Jahncke, D., Maass, H.: 
DEMMIN – Teststandort zur Kalibrierung und Validierung von Fernerkundungsmissionen.- 
In: Rebenstorf, R.W. (Hrsg.)15 Jahre Studiengang Vermessungswesen – Geodätisches 
Fachforum und Festakt, Neubrandenburg, January 16–17, 2009, Eigenverlag, pp. 401–419 
(2009) 

8. Pape, D.: CIA World DataBank II, http://www.evl.uic.edu/pape/data/WDB/ (last 
modification 2004) 

9. Earth Science Data and Information System (ESDIS) Level 1 Product Output Files Data 
Format Control Book, vol. 5, Book 2 Rev. 2 (1998) 

10. Borg, E., Fichtelmann, B., Asche, H.: Cloud Classification in JPEG-compressed Remote 
Sensing Data (LANDSAT 7/ETM+). In: Murgante, B., Gervasi, O., Misra, S., Nedjah, N., 
Rocha, A.M.A., Taniar, D., Apduhan, B.O. (eds.) ICCSA 2012, Part II. LNCS, vol. 7334, 
pp. 347–357. Springer, Heidelberg (2012) 

11. Spaventa, V. D.: Personal communication (2004) 
12. Lammi, J., Sarjakoski, T.: Image Compression by the JPEG algorithm. Photogrammetric 

Engineering and Remote Sensing 61, 1261–1266 (1995) 
13. Lane, T.: JPEG image compression FAQ, part 1 and part 2 (1999). http://www.faqs.org/ 

faqs/jpeg-faq/ (last access: February 20, 2012) 
14. Lau, W.-L., Li, Z.-L., Lam, K.W.-K.: Effects of JPEG compression on image 

classification. Int. J. Remote Sensing 24(7), 1535–1544 (2003) 
15. Borg, E., Fichtelmann, B.: Verfahren zur automatischen Detektion und Identifikation von 

Objekten in multispektralen Fernerkundungsdaten.- DE 199 39 732 C2 (2003) 
16. Guenther, A., Borg, E., Fichtelmann, B.: Process and Device for the Automatic 

Rectification of Single-Channel or Multi-Channel Image - UP 7, 356, 201 B2 (2008) 
17. Pavlidis, T.: Algorithmen zur Grafik und Bildverarbeitung. Heinz Heise Verlag,  

Hannover - 5. Aufl., 508 (1994) 
18. Bronstein, I.N., Semendjajew, K.A., Musiol, G., Muelig, H.: Taschenbuch der 

Mathematik, Verlag Harry Deutsch, Thun u. Frankfurt a.M. (2000, 2001) 



© Springer International Publishing Switzerland 2015 
O. Gervasi et al. (Eds.): ICCSA 2015, Part IV, LNCS 9158, pp. 233–245, 2015. 
DOI: 10.1007/978-3-319-21410-8_18 

Semi-supervised Local Aggregation Methodology 

Marzieh Azimifar1, Ali Heidarzadegan2(), Yasser Nemati2,  
Sajad Manteghi1, and Hamid Parvin1 

1 Department of Computer Engineering, Mamasani Branch,  
Islamic Azad University, Mamasani, Iran 

s.manteghi@mail.sbu.ac.ir, parvin@iust.ac.ir 
2 Department of Computer Engineering, Beyza Branch,  

Islamic Azad University, Beyza, Iran 
heidarzadegan@beyzaiau.ac.ir 

Abstract. In this paper we propose a novel approach for automatic mine  
detection in SONAR data. The proposed framework relies on possibilistic based 
fusion method to classify SONAR instances as mine or mine-like object. The 
proposed semi-supervised algorithm minimizes some objective function which 
combines context identification, multi-algorithm fusion criteria and a semi-
supervised learning term. The optimization aims to learn contexts as compact 
clusters in subspaces of the high-dimensional feature space via possibilistic 
semi-supervised learning and feature discrimination. The semi-supervised clus-
tering component assigns degree of typicality to each data sample in order to 
identify and reduce the influence of noise points and outliers. Then, the ap-
proach yields optimal fusion parameters for each context. The experiments on 
synthetic datasets and standard SONAR dataset show that our semi-supervised 
local fusion outperforms individual classifiers and unsupervised local fusion. 

Keywords: Supervised learning · Ensemble learning · Classifier fusion 

1 Introduction 

Several wars and armed conflicts over the last century have yielded around one hun-
dred million unexploded land mines in approximately 70 different countries [1]. 
Moreover, around five million new mines are yearly buried in the ground [3]. Most of 
these mines are anti-personal, and claim the lives of around 70 civilians on daily ba-
sis, in regions like Afghanistan, Angola, Bosnia, and Cambodia [1]. The tactical and 
psychological effectiveness of these land mines, along with their simple and low cost 
fabrication are the main reasons behind their proliferation. In other words, they 
emerged as an interesting alternative for country and armed organizations which can-
not acquire sophisticated defense systems [4]. Thus, despite mine-clearing efforts 
around the world, million landmines are still deployed. The United Nations claim that 
conventional mine neutralization methods would require over 1000 years to clear out 
the mine fields around the world [3]. Hand probes and metal detectors which repre-
sent the classical detection methods of buried land mines cannot be used for large 
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operations. Moreover, recent anti-personal mines are small sized and plastic made 
with small metal portion which makes their detection challenge even more acute [3]. 
Other techniques such as dogs trained to sniff out explosives, and ground-penetrating 
radar proved to be slow and dangerous because they should operate very close to 
mines to be able to detect them. During the last decade, infrared camera based detec-
tion of buried mines proved to be effective when the field conditions are appropriate. 
Also, novel mine neutralization technologies include energetic photon detection, 
thermal neutron activation, infrared emission, and ground-penetrating radar [3]. The 
latest researches attempt to aggregate these technologies with conventional metal 
detectors in order to enhance their detection performance [6]. 

For underwater naval mines, the U. S. navy has used marine mammals such as At-
lantic and Pacific bottlenose dolphins, white whales, and sea lions to recognize buried 
mines [5]. However, shallow water of the surf zone affects the performance of these 
mammals drastically. Recently, the SOund NAvigation and Ranging (SONAR) which 
is a sound propagation technology, has been exploited for underwater mine detection. 
It has yielded an impressive growth of researches related to the detection and classifi-
cation of SONAR signals [2]. Side-scan sonar imagery conveys high resolution shots 
of the sea floor scene. Despite the contribution of these images in promoting applica-
tions like Mine Counter Measure (MCM) where speed is a key factor, they have not 
facilitated that much the detection of objects of interest in these scenes. In fact, for 
underwater scenes, object detection and classification is even more challenging due to 
the acoustical medium and the wide variability and heterogeneity of this environment. 
Also, the objects located on the sea floor or buried under the sand, are difficult to 
detect because their appearance may vary considerably based on the neighboring sce-
ne. Despite these challenges, the ability of SONAR imaging to operate in poor visibil-
ity conditions without additional light sources requirements triggered tremendous 
efforts to develop under water mine detection systems based on this image modality. 
Additionally, the low fabrication cost along with the low power consumption repre-
sents other main advantages that motivated researchers to include SONAR module in 
Autonomous Underwater Vehicles (AUVs) for under water mine detection. Pro-
cessing this high-dimensional data on board has become an urgent need for this solu-
tion. Also, embedding unsupervised decision-making features and reducing the expert 
involvement in the recognition process emerged as new active research field. Novel 
clearing operations of underwater mines would rely on AUVs equipped with SONAR 
capabilities, and adopting Computer Aided detection (CAD) solutions. The recogni-
tion task consists in classifying signatures of region of interest as mine or not. The 
subsequent classification algorithms are intended to recognize the false alarms as 
possible while detecting real mines. Choosing an appropriate supervised classification 
model for sonar data pattern recognition is a critical issue for objects of interest detec-
tion under the sea [7]. 

In this paper, we propose a possibilistic based local approach that adapts multi-
classifier fusion to different regions of the feature space. The proposed approach starts 
by categorizing the training samples into different clusters based on the subset of 
features used by the single classifiers, and their confidences. This phase is a complex 
optimization problem which is prone to local minima. To alleviate this problem we 
include a semi-supervised learning term in the proposed objective function. This cate-
gorization process associates a possibilistic membership, representing the degree of 
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typicality, with each data sample in order to identify and reduce the influence of noise 
points and outliers [8]. Also, an expert is appointed for each obtained cluster. These 
experts represent the best classifiers for the corresponding cluster/context. Then, ag-
gregation weights are estimated by the fusion component for each classifier. These 
weights reflect the performance of the classifiers within all contexts. Finally, for a 
given test sample, the fusion of the individual confidence values is obtained using the 
aggregation weights associated with the closest context. 

2 Proposed Method 

Classifier fusion has yielded in promising finding, and has outperformed single classi-
fier systems both theoretically and experimentally. The classifiers complementarity is 
the main characteristic which allows an ensemble of classifiers to outperform individ-
ual learners by inheriting their strengths and limiting their weaknesses. Nonetheless, 
two critical conditions for fusion algorithms to outperform individual classifiers are 
diversity and accuracy. Classifier fusion relying on effective aggregation of classifiers 
outputs considers all learners equally trained and competitive over the feature space. 
For testing, single experts classifications are performed simultaneously, and the re-
sulting outputs are aggregated to yield a final fusion decision. Typical fusion ap-
proaches include Borda count, average, majority vote, Bayesian, probabilistic, and 
weighted average. 

Approaches for combining diverse learners can be categorized into two main clas-
ses: local approaches and global approaches. Unlike global approaches which assign 
an average relevance degree for each learner with respect to the whole training set, 
local approaches consider a relevance degree to the different training set subspaces. 
This relies on the assumption that higher classification accuracy can be reached using 
appropriate data-dependent weights. Clustering of the input data samples into homo-
geneous categories during the training phase is required for local fusion approach. 
This clustering may be achieved on the space of individual learner classification, 
based on which classifiers behave similarly, or using attributes of the input space. 
Next, in each space region, the most accurate classifier is appointed as expert. For 
classification, unknown instances get assigned to regions, and the corresponding ex-
pert learner of this region generates the final decision. A dynamic data partitioning 
and classification during the testing phase is proposed in. The authors estimate the 
classifier accuracies using sample vicinity in the local regions of the feature space, 
and the most accurate one is used to predict the class of the test sample. The local 
fusion approach called Context-Dependent Fusion (CDF) in starts by clustering the 
training instances into homogeneous categories of contexts. This clustering phase and 
the selection of a local expert learner are two sequentially independent stages of CDF. 
The researchers in described a generic framework for context-dependent fusion which 
simultaneously clusters the feature space, and aggregates the outputs of the expert 
learners. This fusion approach uses a simple linear aggregation to generate fusion 
weights for individual learners. However, these weights may be inefficient to capture 
the classifiers mutual interaction. 

The authors in outlined an approach that assesses the performance of each expert in 
local regions of the feature space. For each local region, the most accurate classifier is 
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exploited to predict the final decision. However, the performance evaluation for test 
instances is timely complex, and affects the practicality of the approach with large 
data. The clustering and selection phase determines the statically most accurate classi-
fier. First, the clustering of the training instances discovers the decision regions. Then, 
the most accurate learner on this local region is chosen. The main drawback of this 
solution is that it does not handle more than one classifier per region. The researchers 
extended the clustering and selection algorithm so it divides the training dataset into 
correctly and incorrectly categorized instances. The feature space is then grouped by 
clustering the training instances. For testing, the most effective classifier in the vicini-
ty of the test instance is selected in order to generate the final decision. In other 
words, each learner maintains its corresponding cluster. This approach reduces the 
computational effectiveness of the solution. Recently, in [11], the authors outlined a 
local fusion approach that categorizes the feature space into homogeneous clusters 
based on their features, and takes into consideration the obtained clusters when  
aggregation individual learners outputs. The fusion stage consists in assigning an 
aggregation weight to each individual learner with respect to each context based on its 
relative performance within it. Notice that the used fuzzy approach increases the sen-
sitivity of the fusion component to outliers which decrease the overall classification 
performance. Some authors proposed a possibilistic based local approach that adapts 
the fusion method to different regions of the feature space. It categorizes the training 
samples into different clusters based on the subset of features used by the single  
classifiers, and their confidences. This clustering phase generates possibilistic  
memberships representing the degree of typicality of each data sample in order to 
identify and discard noise points. Also, an expert classifier is associated with each 
obtained cluster. More specifically, aggregation weights are simultaneously learned 
for each classifier. Finally, for a given test sample, the fusion of the individual confi-
dence values is obtained by using the aggregation weights associated with the closest 
context/cluster. Although this approach yielded promising results, the adopted optimi-
zation approach is prone to local minima. 

3 Local Fusion Based on Possibilistic Context Extraction 

Let | 1, …  be the desired output of  training observations. These out-
puts were obtained using  classifiers. Each classifier  uses its own feature set | 1 …  and generates the confidence values | 1 … . The 

 feature sets are then concatenated to generate one global descriptor, , … , | 1, … , . The possibilistic-based context extraction 
for local fusion algorithm in [8] has been formulated as partitioning the data into C 
clusters minimizing one objective function. However, this clustering approach re-
quires the estimation of various parameters using complex optimization and is prone 
to several local minima. To overcome this potential drawback, we propose a semi-
supervised version of the algorithm in [8]. The supervision information relies on two 
sets of pairwise constraints. The first one is Should-link constraints which specify  
that two data instances are expected to belong to the same cluster.  The second set of 
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constraint is the ShouldNot-link which specifies that two data instances are expected 
to belong to different clusters. 

Let  be the set of Should-link pairs of instances. If the pair ,  belongs to 
, then  and  are expected to be assigned to the same cluster. Similarly, let  

be the set of ShouldNot-link pairs. If the pair ,  belongs to , then  and  
are expected to be assigned to different clusters. In this work, we reformulate the 
problem of identifying the  components/clusters as a constrained optimization prob-
lem. More specifically, we modify the objective function in [8] as follows 

 

1
,, ∈, ∈             1  

 
subject to ∑ 1∀ , ∈ [0,1]∀ , , ∑ 1∀ , ∈ [0,1]∀ , ,  ∑ 1∀ . 
In (1),  represents the possibilistic membership of  in cluster  [8]. The  

matrix,   [  ] is called a possibilistic partition if it satisfies: ∈ [0,1], ∀0 < < , ∀ ,                                                      2  

On the other hand the  matrix of feature subset weight, [ ] satisfies ∈ [0,1], ∀ ,1, ∀                                                                  3  

The first term in (1) corresponds to the objective function of the SCAD algorithm 
[8]. It aims to categorize the  points into  clusters centered in  such that each 
sample  is assigned to all clusters with fuzzy membership degrees. Also, it is in-
tended to simultaneously optimize the feature relevance weights with respect to each 
cluster. SCAD term is minimized when a partition of  compact clusters with mini-
mum sum of intra-cluster distances is discovered. The second term in (1) intends to 
learn cluster-dependent aggregation weights of the  algorithm outputs.  is the 
aggregation weight assigned to classifier  within cluster . This term is minimized 
when the aggregated partial output values match the desired output. The third term in 
(1) yields the generation of the possibilistic memberships  which represent the 
degree of typicality of each data point within every cluster, and reduce the effect of 
outliers on the learning process. In (1), ∈ [1, ∞  is called the fuzzier, and  are 
positive constants that controls the importance of the third term with respect to the 
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first/second one. This term is minimized when  are close to 1, thus, avoiding the 
trivial solution of the first term (where   0). Note that ∑  is not constrained 
to sum to 1. In fact, points that are not representative of any cluster will have ∑  
close to zero and will be considered as noise. This constraint relaxation overcomes the 
disadvantage of the constrained fuzzy membership approach which is the high sensi-
tivity to noise and outliers. The parameter  is related to the resolution parameter in 
the potential function and the deterministic annealing approaches. It is also related to 
the idea of "scale" in robust statistics. In any case, the value of 0.7 determines the 
distance at which the membership becomes 0.5. The value of  determines the "zone 
of influence" of a point. A point  will have little influence on the estimates of the 

model parameters of a cluster if ∑  is large when compared with . On 
the other hand, the "fuzzier" m determines the rate of decay of the membership value. 
When   1, the memberships are crisp. When → ∞, the membership function 
does not decay to zero at all. In this possibilistic approach, increasing values of  
represent increased possibility of all points in the data set completely belonging to a 
given cluster. The last term in (1) represents the cost of violating the pairwise Should-
link, and ShouldNot-link constraints. These penalty terms are weighted by the mem-
bership values of the instances that violate the constraints. In other words, typical 
instances of the cluster which have high memberships yield larger penalty term. The 
value of  controls the importance of the supervision information compared to the 
other terms. 

The performance of this algorithm relies on the value of . Over estimating it re-
sults in the domination of the multi-algorithm fusion criteria which yields non-
compact clusters. Also, sub-estimating  decreases the impact of the multi-algorithm 
fusion criteria and increases the effect on the distances in the feature space. When 
appropriate  is chosen, the algorithm yields compact and homogeneous clusters and 
optimal aggregation weights for each algorithm within each cluster. 

Minimizing  with respect to  is equivalent to minimizing the following individu-
al objective functions with respect to each column of : 

1
,, ∈, ∈                           4  

 

For 1, … , . By setting the gradient of   with respect to the possibilistic 
memberships  to zero, we obtain 



 Semi-supervised Local Aggregation Methodology 239 

   
, ∈ ,, ∈                                     5  

1 0                                                                           6  

This yields the following necessary condition to update : 

1                                              7  

where 

, ∈ ,, ∈  

 represents the total cost when considering point  in cluster . As it can be seen, 
this cost depends on the distance between point  and the cluster's centroid , the 
cost of violating the pairwise Should-link, and ShouldNot-link constraints (weighted 
by ), and the deviation of the combined algorithms' decision from the desired output 
(weighted by ). More specifically, points to be assigned to the same cluster:  are 
close to each other in the feature space, and  their confidence values could be 
combined linearly with the same coefficients to match the desired output. 
 

 

Minimizing  with respect to the feature weights /                                              8  

where ∑ . 
Minimization of  with respect to the prototype parameters, and the aggregation 

weights yields ∑∑                                                        9  

and ∑ ∑ ζ∑                          10  

where  is a Lagrange multiplier that assures that the constraint in (2) is satisfied, and 
is defined as 
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Algorithm 1. The proposed semi-supervised possibilistic clustering, feature 
weighting and classifier aggregation. 
 

Inputs: X: The data instances. 
Y : The confidences obtained using the different classifiers. 

NL: The set of ShouldNot-Link constraints. 
SL: The set of Should-Link constraints. 
T: The labels of the data instances. 
C: The number of clusters. 
m: The fuzzyfier. 
q: The exponent of the feature weights. 
T: The labels of the data instances. 

: The weight assigned to the second term of the objective 
function (1). 

: The weight assigned to the third term of the objective function 
(1). 

Outputs: U: The possibilistic membership matrix of the data instances. 
: The Clusters centers. 

V : The feature weights. 
W: The aggregation weights. 

Begin 
Initialize the centers; 
Initialize the possibilistic partition matrix U; 
Initialize the relevance weights; 
Repeat 
Compute , for 1  and 1  and 1 ; 
Update the relevance weights  using equation (8); 
Compute  
Update the partition matrix U using equation (7); 
Update the aggregation weights matrix W and the feature 
weights matrix V using equations (10) and (8), respectively; 
Update the centers using equation (9); 
Until ( centers stabilize) 
End ∑ ∑ ∑ ∑∑ ∑                  11  

The obtained iterative algorithm starts with an initial partition and alternates be-
tween the update equations of  ; ;  and  as shown in Algorithm 1. 

The time complexity of one iteration of this first component is . 
Where  is the number of data points,  is the number of clusters,  is the dimen-
sionality of the feature space, and  is the number of feature subsets. The computa-
tional complexity of one iteration of other typical clustering algorithms (e.g. FCM, 
PCM) is . Since we use small number of feature subsets 3 , one 
iteration of our algorithm has a comparable time complexity to other similar algo-
rithms. However, we should note that since we optimize for more parameters, it may 
require a larger number of iterations to converge. 
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After training the algorithm described above, the proposed local fusion approach 
adopts the steps below in order to generate the final decision for test samples: 

• Run the different classifiers on the test sample within the corresponding 
feature subset space, and obtain the decision values, |1, … . 

• The unlabeled test sample inherits the class label of the nearest training 
sample. 

• Assign the membership degrees  to the test sample  in each cluster  
using eq. (7). 

• Aggregate the output of the different classifiers within each cluster using ∑ . 
• The final decision confidence is estimated using ∑ . 

4 Experiments 

We illustrate the performance of the proposed semi-supervised local fusion algorithm 
using synthetic data sets. For these data sets, we compare our approach to individual 
classifiers, and the method in [8] in Table 1.  

In this experiment, we illustrate the need for semi-supervised possibilistic local  
fusion. We use our semi-supervised local fusion approach to classify the synthetic  
2-dimensional dataset. Let each sample be processed by two single algorithms  
( -Nearest Neighbors ( -NN) with 3). Each algorithm, , considers one feature 

; and assigns one output value . Samples from Class 0 are represented using blue 
dots and samples from Class 1 are displayed in red. Black samples represent noise 
samples. The dataset consists of four clusters. Each one of them is a set of instances 
from the two classes [9].  

Table 1. Learned weights for each classifier with respect to the different clusters obtained using 
the method in [8] and the proposed semi-supervised method 

 
 
In order to construct the set pairwise constraints, we randomly select samples that 

are at the boundary of each cluster. We consider 7% of the total number of instances 
as Should-link and ShouldNot-link sets. Pairs of instances belonging to the same clus-
ter (based the ground truth) form the Should-link set. Similarly, pairs that belong to 
different clusters form the ShouldNot-link set. 

We use the accuracy as performance measure to evaluate the performance of our 
semi-supervised method. The overall accuracy of the partition is computed as the 
average of the individual class rates weighted by the class cardinality. To take into 
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account the sensitivity of the algorithm to the initial parameters, we run the algorithm 
10 times using different random initializations. Then, we compute the average accura-
cy values for each supervision rate. Based on experimentation, the accuracy increased 
at a much lower rate with supervision rate larger than 7%. Thus, for the rest of the 
experiments we set the supervision rate used to guide our clustering algorithm to 7%. 

Table 2. Performance comparison of the individual learners, the method in [8], and the 
proposed method for SOANR data set [10] 

 
 
In this section, we use our approach to classify standard dataset frequently used by 

researchers from the machine learning community. Namely, we consider the SONAR 
dataset [10] which consists of 208 instances and 60 attributes. 97 instances were ob-
tained by bouncing sonar signals off a metal cylinder under various conditions and at 
various angles. A variety of different aspect angles, spanning 90 degree for the cylin-
der and 180 degrees for the rock were considered to contain the dataset signal. Each 
attribute represents the energy within a particular frequency band, integrated over a 
given period of time. SOANR dataset is summarized in [10]. 

In our experiments, for individual learners and local fusion approaches we adopt a 
5-fold cross-validation in which each fold is treated as a test set with the rest of the 
folds used for training.  

We divide the SONAR features into three subsets, and we dedicate one learner for 
each one of them. We run simple K-NN learner to generate confidence values for 
each instance. We categorize the training samples using 3 K-NN classifiers (K=3) 
within their corresponding feature subspaces. Then, the proposed semi-supervised 
local fusion is used to categorize the training instances into 3 homogeneous clusters, 
and learn the optimal aggregation weights. Then, test instances are classified using the 
three individual learners, and assigned to the closest cluster. Finally, the fusion deci-
sion is generated by combining the partial confidences with the aggregation weights 
of the closest cluster. Notice that Should-link and ShouldNot-link constraints are gen-
erated using a clustering algorithm. More specifically, we cluster the training dataset 
using the possibilistic-based algorithm in [12], and we include pairs of typical in-
stances (with high possibilistic membership), belonging to the same cluster, in the 
Should-link set. On the other hand, pairs of typical instances (with high possibilistic 
membership), belonging to different clusters, are included in the ShouldNot-link set. 
We limit the number of pairwise constraints to 7% of the total number of instances. 

We report the mine detection accuracies, precision, recall and F-measure obtained 
using -NN classifier with different values of the parameter . As it can be conclud-
ed experimentally, 5 yields the best overall performance measures. Thus, for the 
rest of the experiments, we set this  to 5. 

[10] 
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We compare the obtained average accuracy, precision, recall, and F-measure val-
ues obtained using individual K-NN learners, the method in [8], and the proposed 
method with the SONAR dataset in Table 2. Our semi-supervised approach outper-
forms the other classifiers on this dataset based on the four performance measures. 
This proves that the association of supervision information with local fusion tech-
nique yields better clustering results and let individual learners cooperate more effi-
ciently to generate more accurate final decision. This confirms the results obtained 
with synthetic datasets in the previous experiment. 

Table 3(a) shows the learners aggregation weights with respect to the different clus-
ters generated by our algorithm. These weights reflect the impact of each individual 
learner within each cluster. For instance, the second individual -NN is perceived by 
our approach as the most accurate classifier for instances from cluster 1. Similarly, the 
highest aggregation weight is assigned to the first individual -NN within cluster 3. 

Table 3. (a-above) Learned weights for each classifier in each cluster obtained using the 
proposed semi-supervised local fusion with SONAR data set [10]. (b-below) Per-cluster 
accuracy of the three K-NN classifers with SONAR data [10]. 

 

 

Table 4. (a-above) Learned weights for each classifier in each cluster with SONAR data [10]. 
(b-below) Per-cluster accuracy obtained using SVM, -NN and Naive bayes classifiers on 
SONAR data [10]. 

 
 
To demonstrate that the semi-supervised local fusion exploits the strengths of the 

individual learners within local regions of the features space, we report the accuracy 
of the three individual learners ( -NN) within the 3 clusters. These performance 
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measures shown in Table 3(b) are calculated based on the classification of test sam-
ples belonging to each cluster separately (given the membership degrees generated by 
the proposed semi-supervised clustering algorithm). As one can notice, the local per-
formances of the individual -NN depends on the cluster. K-NN classifier 2 performs 
better than the other learners for samples from cluster 1. Consequently, -NN classi-
fier 2 is the most relevant classifier with respect to cluster 1. Thus, the highest  
aggregation weight is assigned to this classifier as reported in Table 3(a). Similarly, in 
cluster 3, the most accurate individual classifier is -NN classifier 2. 

Table 5. Performance measures of the individual learners, the method in [8], and the proposed 
method with SONAR dataset 

 
 
In the following experiment we use the same feature subsets defined in the previ-

ous experiment. However, we use them with different classifiers. Namely, we classify 
SONAR instances in each features subset using -NN, Naive Bayes and SVM classi-
fiers. Then, the our semi-supervised local fusion algorithm clusters the training data, 
generates 3 categories, and learns optimal aggregation weights. This experiment is 
intended to show that our approach does not require specific classifiers, and can deal 
with various supervised learning algorithms. 

In Table 4(a), we report the aggregation weights learned by our semi-supervised 
local fusion approach for each classifier with respect to the different clusters. The 
achievements of the different supervised learning techniques vary drastically depend-
ing on the context/cluster. More specifically, SVM is the most important learner with 
respect to cluster 1. This can be explained by the highest weight assigned for SVM 
classifier within cluster 1. Similarly, K-NN is the most relevant classifier for cluster 3. 

In Table 4(b) shows the per-cluster accuracy values obtained within the different 
clusters generated by our semi-supervised algorithm. As one can notice, the reported 
values are consistent with the relevance weights in Table 4(a). For instance, SVM 
which obtained the highest aggregation weight with respect to cluster 1, yields the 
highest accuracy with respect to this cluster. Similarly, NBayes and -NN are the 
most accurate classifiers in cluster 2 and cluster 3, respectively. 

Table 5 displays four performance measures obtained by the different individual 
learners, the method in [8], and our semi-supervised local fusion approach. Namely, 
accuracy, precision, recall and F-measure are reported for SONAR data [10]. Our 
approach outperforms the other methods with respect to all the performance 
measures. 

[1
0]
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5 Conclusion 

In this paper we have proposed a novel approach of automatic mine detection in 
SONAR dataset. This approach consists in a semi-supervised local fusion algorithm 
which categorizes the feature space into homogeneous clusters, learns optimal aggre-
gation weights for individual classifiers and optimal fusion parameters for each con-
text in a semi supervised manner. The experiments have shown that the semi-
supervised fusion approach yields more accurate classification than the unsupervised 
version and the individual classifiers on synthetic and real datasets. 

Although the proposed approach yields promising results, there is still room for 
improvement. Future work may consist in extending the proposed approach so it han-
dles multiple class (more than two classes) categorization problems. Finally, in order 
to overcome the need to specify the number of clusters/contexts apriori, we can inves-
tigate the ability of the possibilistic logic to generate duplicated clusters in order to 
find the optimal number of clusters. 
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Abstract. This paper discusses the problem of development of the
Configuration Management system and the Configuration Management
Process in computer center which provides services based on the virtual-
ization technologies. In view of strong integration of the IT components
in infrastructure with virtualized part, control of such infrastructure
becomes difficult. Following this IT service support becomes more com-
plicated, which entails higher costs and lower quality of services pro-
vided. As a workaround of the problem of configuration management, a
system that combines multiple information systems around the service
desk is offered. Considerable attention is paid to the resolution of specific
requirements to the system caused by the specifics of the data center:
collective use of supercomputer resources and wide use of the virtualiza-
tion. In addition, the article focuses on the analysis of the impact of the
configuration management system on the computer center business pro-
cesses related to the provision and support of its services. However, the
main attention is focused on the development prospects of the system
itself as well as a part of the ITSM complex.

Keywords: ITSM · Configuration management · Computer center ·
Infrastructure

1 Introduction

The main goals of any IT department, regardless of the specifics of the work is to
provide IT services and support the pre-specified level of quality of the service.
In the case where the amount of its services is small, as well as the requirements
for quality, service management of such a unit - is a simple problem and it can be
solved even without the use of complex information systems with small number
of employees.

However, in the case where the IT department is a computer center and its
work is not in the interests of one group or scientific laboratory, and the computer
center serves a large organization (in our case - the University), the spectrum of
users of computational problems solved is very wide. Accordingly the range of
c© Springer International Publishing Switzerland 2015
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services provided by the computer center was expanded to the fullest possible
coverage of the needs of users. Another aspect of the work at the service of
the University is a large number of users of IT services, which, combined with
limited resources, especially human, does not allow an individual approach to
each user. An exception is made only for the top research groups with highest
computational activity.

Due to the very wide range of users’ tasks those require the IT services,
the amount of hardware and software in computer center is also very large. In
addition, hardware, technologies and programs are very diverse and universal
approach to the management of such infrastructure is quite difficult to find. In
addition to the foregoing, the university computer center also has infrastructure
for learning technologies related to information systems, virtualization, HPC [1].

Considering all activities of the computer center of the University, it can be
concluded that the number of IT components in its infrastructure is very high.
All this makes the control of infrastructure very difficult, the maintenance of up
to date information about each component for use in the processes of ITSM - a
non-trivial task perfectly. The difficulty lies in the fact that the use of powerful
industrial infrastructure virtualization solutions, IT departments are forced to
use a special system of virtualization management, which also control the server
park, networks and storage systems [2,3]. In general, all this forms a tightly
integrated hardware and software system in which each component affects many
others, and in many cases, implicitly. It greatly complicates the analysis of the
impact of problems and changes in the maintenance of the services support.

With the growth of the computer center of the University from the unit pro-
viding only high-performance computer services to a limited number of research
groups, to the center for collective use, the processes of incident management and
problem management were gradually developed (though even without the use of
the terminology of ITIL). However, these processes have been isolated and had
a great number of difficulties in obtaining the data about the components of the
infrastructure on which the problem occurred, and had almost no opportunity
to quickly analyze the incident and find the “guilty” IT component.

The data on IT components, their relationships and settings stored partly
in multiple databases, partly in the form of web-site ETI, partly in the form of
text files in the shared directories and a part of the components were just not
documented. Lack of information on many IT components caused a number of
difficulties even in the process of providing services and in the process of services
support:

1. Difficulty of Control of the Changes in Infrastructure. Due to the lack of
authorized information about the infrastructure (i.e. obviously true and
actual) it was impossible to be sure that the state of the component meets the
requirements for it, and has not been affected by an unauthorized changes.
Also, there were no data on who and when was made changes in the config-
uration of the IT component.

2. Impact Accounting Difficulty. Without information on the relationships
between components of the infrastructure could not adequately assess which
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components, and, ultimately, the services affected by the implementation or
modification of a service.

3. Known Errors Accounting Difficulty. The lack of documented relationships
of problems and components that caused them, meant no trace which com-
ponents cause the known errors and which components and services affected
by these errors. This is very serious hurt to the planning of changes to remove
known bugs, in particular the prioritization of changes was very difficult.

4. Inflated Time Costs of Incident Solving. Most incidents are somehow con-
nected with the violation of the reference configuration of the components
used for the provision of services. In the absence of a unified database, which
stores descriptions of authorized reference configurations of IT components,
looking for information on what reference configuration should be, took a
considerable amount of time. There were times when all the information has
not been found, which turned a simple incident in issue, taking a long time
to investigate the causes.

5. Difficulties in Collecting Information for the Formation of Reports. In the
absence of a unified repository of information on all infrastructure com-
ponents creating of summary reports became difficult and time-consuming
task due to the the need to collect information from multiple sources. In
this case, the validity and relevance of the information could be guaranteed
not always. Some components may be undocumented, or information about
them has been lost, which required, among other things, the time to restore
or re-creation of descriptions.

6. The Complexity of Collecting Information for Planning of Service Delivery.
Gathering the information about what components are used by whom, how
many and to what extent it is possible to rely on their reliability (whether
the incidents caused by them, and how much) when planning capacity, in
the case where the data is stored in multiple databases, not related between
them becomes quite a challenge.

7. Hidden Costs. Each of the employees took notes on the part of the infras-
tructure, which is responsible for, respectively; the data collected by different
people could have redundancy or contradiction. Resolving the contradictions
needed to spend time and extra time spent on the creation of copies of redun-
dant data.

2 Statement of the Problem

The objective of this research may be indicated as follows: development of the
Configuration Management System of the computer center and its integration
with the rest of the information systems, providing IT service management. It
is necessary to consider the following specific properties of the computer center
of the University:

1. Use of virtualization for providing business services, and also for providing
operating services.
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2. A wide range and diversity of the services provided by the computer center:
high performance computing, education.

3. Various hardware used to provide services.
4. Collective use: the number of users is close to a half of thousand.

Obvious need to build a system in accordance with the recommendations of
ITIL 2011 for logical integration with systems that provide the other ITSM
processes in the computer center. It is particularly important to ensure maximum
interaction between configuration management systems and change management
because the changes have a direct impact on the composition of the data in the
CMDB, which in turn are used to carry out the changes.

Another important requirement is the need for a system to put in it an oppor-
tunity to develop together with the entire set of ITSM. To meet this requirement
the configuration management system must be equipped with an interface for
interaction with other information systems. This interface must be sufficiently
reliable, have the flexibility to reconfigure quickly as possible to change the com-
position and communication system in the process of growth and development.
As this interface is more convenient to use a web service which, besides flexibility,
are able to maintain the reliability under certain conditions.

In addition, only the configuration management information system is not
enough to solve the problem of control of IT infrastructure, and a configuration
management process that includes the drafting of regulations on the process
also required to build. This drafting should describe all activities as part of
the process, their sequence, communications, documents created and used in
the process, as well as the individuals involved and their roles in the process
(RACIS).

3 Choice of Tools

The technical implementation of the configuration management system for the
St. Petersburg State University’s computer center has been based on a service
desk system OTRS :: ITSM which is available for free. There were several reasons
for this choice.

The main reason is that this software is one of the most functional service desk
systems available for free. The basis of the software is OTRS Helpdesk, which
provides the Incident Management and Problem Management’s running, as well
as the processing of service requests. The service desk modules are deployed
around the kernel, making up ITSM bundle. OTRS::ITSM contains tools for the
operation of Configuration Management, Change Management, Incident Man-
agement and Problem Management, which form the basis of processes for IT ser-
vices support. Incident Management and Problem Management systems based
on the considered software solution had been already introduced and used in the
St. Petersburg State University’s computer center by the time of designing the
configuration management system. Moreover, there was built the complex for
tracking computational tasks [4]. Accordingly, all the necessary infrastructure
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for the operation of the configuration management system based on OTRS, had
already existed and had been verified by a long period of operation.

In addition to all, OTRS supports knowledge base as an extra module, which
can store data about known bugs, instructions for dealing with them, workaround
instructions for incidents and instructions for service requests.

Another reason for this choice is that the OTRS::ITSM system is certified in
accordance with the ITIL Library, which guarantees the feasibility of the main
recommendations of ITIL, but at the same time it gives a freedom to do as you
wish (with the specifics of the computer center). ITIL certification also means
that the system architecture in general is designed for development without
violations of the ITIL recommendations. For the computer center it means the
opportunity to develop ITSM-system gradually without worrying about a version
of the service desk.

One more argument for the OTRS::ITSM is the existence of the universal
interface of web services for integration with other information systems in case of
neessity. This interface supports a variety of architectures of web services (SOAP
and REST). The range of information systems, that could be intergrated with
other, is expanded by the ability to use the services of different architectures.
Furthermore, an increase in reliability of data transmission using the interface
could be done by means of specific mechanisms [5]. Embedded mechanisms for
creating configuration items using web services are especially useful for creating
configuration management system based on the OTRS. Also similar mechanisms
are quite easily configured using the GUI.

Another important advantage of the OTRS::ITSM superstructure is the pres-
ence of the configuration item’s import/export module, which allows the creation
of a mass configuration items, changing their descriptions, as well as uploading
information on a highly customizable criteria.

At the same time, there are some flaws in the OTRS::ITSM system. Some
of them have a significant influence on the processes of submitting and support-
ing computer center’s services. One of the main disadvantages of OTRS is low
productivity and poor scalability. OTRS particularly sensitive to the number of
entries in the database that represent active elements in OTRS (i.e. open appli-
cations configuration items which are in service). There are about 10,000 records
in the CMDB database needed for a complete description of the St. Petersburg
State University’s computer center’s infrastructure, which significantly affect the
system performance.

Besides, the considered system is used for registration of the report about
computational tasks in queues systems of supercomputer center. Accordingly,
in certain periods of time, the system processes a sufficiently large number of
requests per unit time, and the processing of these requests can not be accel-
erated using the system scaling, which together with the contribution of the
database has a negative effect on the system performance in general.

Insufficiently functional CMDB search module is another weakness of the
OTRS in terms of building OTRS system configuration management. In par-
ticular, it is impossible to search configuration items taking into account the
parameters that do not depend on the class of configuration item.
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The software platform IBM FileNet P8 has become the second important
component. It has been planned to place all documents which regulate the pro-
cess of configuration management into FileNet. For such a simple task ECM-
system is too powerful, but it was selected with the prospect of long term
construction of the computer center integrated service management solution with
the management of center’s business processes.

4 Technical Implementation

The creation of the computer center’s service catalog had become the first step
to a new configuration management system. Here one should pay attention to
the fact that we had to describe not only the services available to external users
(business services), but also the services provided within the center which are
essential to its successful operation (operation services). For example, the pro-
viding resources service and support resource service are two different services,
the first of which relates to the business catalog, and the other relates to the
operation catalog. All staff of the computer center (depending on the scope of
activities) took part in creating the catalogs. All services, regardless of the type
are linked with the computer center system. There have been done some schemes
to illustrate these links for the convenience of the subsequent design of the CMDB
and in order to create a class list of configuration items. It was important to strike
a balance between detailed description of the infrastructure and the load on the
staff for making and maintaining the relevance of records, that is why the level
of detailing had been defined previously. Next, one defined the coverage of the
CMDB, i.e. what classes would be in the CMDB.

The next step was the creation of metadata sets for each of the classes. One
have to start this work with the naming agreement of configuration items, then
generate metadata for each class, as well as links between them. At this stage,
the preparatory work can be considered as over. The immediate implementation
of the configuration items’s classes in the OTRS could be done next.

One of the main problems in the implementation of the new configuration
management system is employees psychological resistance. Difficulties with the
usual work often baffled even the most experienced professionals, that leads to
delays in the execution of requests, incident and problem resolution. All these
factors are critical for computer center serving a large organization. In connection
with this, the first worth thinking about before the introduction of the new
system is ease of working with the system. It have to be considered at each step
of the method of transition to the new system described above, especially for
determining the list of the metadata.

Implementation of the Configuration Management system is not enough to
begin the use of Configuration Management in computer center. There must be
the second important part - documentation on the Configuration Management
process as a part of ITSM of computer center. Scheme of the process representing
the main activities within the process, inbound and outbound documents of
activities and relationships between Configuration Management and other ITSM
processes applied to SPBU computer center displayed on a figure below.
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Fig. 1. Scheme of Configuration Management Process

Good help in staff adaption to a new way of working is understandable
and accessible compiled instructions and regulations that must be prepared
in advance in order to eliminate outages. Each employee must clearly under-
stand the scope of their competence and area of responsibility. The role of each
employee should be spelled out in the employee’s job description. The matrix
of responsibility RACI could be used to describe the roles of people involved in
current business process.

As mentioned in the introduction, it is important to the center to restore
the strict control of all processes, with reports providing. That is important not
only for keeping all the variety of equipment in order, but also to supervise a
work of each employee. Performed work reflects in the number of closed tickets
and written notes. Thus, proving the efficiency (for example by writing a report
on the changes), employee supports information completeness of the current
configuration item, and the connection of this configuration item with others
allows to monitor and promptly remove the source of the problem. Of course, the
employees of the center are not always guilty of equipment failure, but in this case
they point in the configuration item of broken equipment that it has the repair
status. This, in conjunction with well-timed information for users who use this
resource contributes to the smooth operation, which is particularly important
for projects which computations require a long period of time.
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Fig. 2. Statistics on incidents in six months

Access Group is the configuration items class in the CMDB, which combine
performers belonging to the same project. It is used in order to link users and
resources allocated to them under the ongoing project. The very same Project
configuration item is linked with head of current project group only, excluding
from the base description all other users of the project, who, in turn, linked to
the project through the Project-Access Group link. This is the example of an
exception redundancy and creating customer support facilities. The abundance
of links between configuration items can be confusing at first, but in these con-
nections are urgently needed and served, in particular, to accelerate the work.

Doubts about the relevance of the CMDB could be negated all the posi-
tive aspects of the introduction of the new configuration management system
metioned above. Supporting the relevance is a major task for data center, which
managed to create a comfortable, working and well-described configuration man-
agement system.

5 Conclusions

Let us illustrate the efficiency of the new configuration management system by
showing the statistics on incidents in six months, in the period from September
2014 to February 2015. The new system was introduced at the end of January.
Statistics show that the number of applications, closed with a workaround or
closed unsuccessful and not in time has been reduced to a minimum, which is an
indicator of the staff productivity’s increase, as well as improvment the quality
of customer support.

At the moment there are two large completely built parts of the configu-
ration management system: configuration management database (CMDB) and
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also the set of configuration management process definition and instructions for
working with the data about IT components’ configurations. These parts allow
getting the latest information about the configuration of any component of IT-
infrastructure. Techniques for maintaining the relevance of the CMDB data are
reflected in the instructions for the configuration management system work con-
figuration and in the standing order of the configuration management process.
This feature provides a sufficient level of control of the infrastructure from the
responsible persons. Also, all the configuration items in the CMDB linked in
accordance with the relationship described by their IT-infrastructure compo-
nents in the computer center. In case of necessity of determining the effect of
any change one could pass on the links and determine the multiplicity of IT-
items, which are affected by the change. Similarly, IT-components with known
errors can be found using the links between the configuration items. In addition,
it is easy to estimate the complexity of the problem, evaluate the change cost,
and on the basis of these data to create change in their solvings and to conduct
proper prioritization of these changes.

General database storing the information about each IT-component is one of
the main positive results of the system implementation. This is especially impor-
tant for applications requiring a summary of the computer center infrastructure.
The main consumers of this information is capacity, availability and continuity
processes. In addition, there is no need for each employee to do a separate work
in order to keep information about the system he is responsible for up to date.
Because according to the standing order of the configuration management pro-
cess updating information about the IT-component deals with the employee who
directly holds change with it. This allowed to get rid of the implicit labor sources.

Having a single point of gathering information about the infrastructure is
very convenient for generating summary reports. Besides, configuration man-
agement system, based on OTRS, allows the creation of several types of reports
automatically (manual start or schedule), as well as the automatic sending to
the head of center, or using web services, displaying information on the website.

We can say that in this direction have already done a lot, but some problems
at the moment are still not resolved. A system based on the OTRS software has,
as described above, a number of drawbacks. Low performance of such solution is
especially harmful for productivity of work with the configuration management
system. Inconvenience of OTRS CMDB search module is not as critical, but
periodically affects the time costs.

To address these issues the gradual shift of functionality of the configuration
management system towards FileNet platform and jump to the case management
technology, implementing it with IBM FileNet Case Manager are planned. Using
a balanced mix of the case management and process management technology in
the future we plan to bring the rest of ITSM processes and functions of data
center ITSM to the IBM FileNet + Case Manager.

Integrated ITSM-solution of the computer center is undoubtedly require the
organization of interaction with external information systems, as well as these
systems are not under control by the computer center staff, we have to take
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care of the maintenance of very high level of reliability of data exchange. For
this reason it is planed to use RESTful web services with support of long-life
transactions.

This solution promises several advantages: firstly reliability, both from the
information system and from the interface of its interaction with other informa-
tion systems. Second, the use of applets, web services and third-party databases,
makes FileNet-based configuration management system unique and flexible solu-
tion and allows to change the system as it evolves without termination of its
services or reducing the services’ quality.

In addition to the transition of the configuration management system on the
IBM FileNet there are also several steps of work on the system, related to the
solution of specific problems and enhancing of functionality of the system.

The first step is a creating of the opportunity to generate the configuration
items automatically while creating users of virtual machine, as well as creating
users and resources Access Groups in LDAP, which in general can be described
as automatic registration activities related to the delivery of resources to users.

Second step is an integration with a system of tracking and reflecting the
changes in infrastructure, recorded in the CMDB for updating data on the IT-
components.

In the future, it could be a transition to independent creation of virtual
machines and private virtual clusters by users using a special configurator (e.g.
FishDirector or the same product) [6], which would require compulsory auto-
matic registration to create and modify objects in the CMDB.
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Abstract. Efficient management of a distributed system is a common
problem for university’s and commercial computer centres, and handling
node failures is a major aspect of it. Failures which are rare in a small
commodity cluster, at large scale become common, and there should
be a way to overcome them without restarting all parallel processes of
an application. The efficiency of existing methods can be improved by
forming a hierarchy of distributed processes. That way only lower levels
of the hierarchy need to be restarted in case of a leaf node failure, and
only root node needs special treatment. Process hierarchy changes in real
time and the workload is dynamically rebalanced across online nodes.
This approach makes it possible to implement efficient partial restart of
a parallel application, and transactional behaviour for computer centre
service tasks.

Keywords: Long-lived transactions · Distributed pipeline · Node
discovery · Software engineering · Distributed computing · Cluster
computing

Introduction

There are two main tasks for a computer centre: to run users’ parallel applica-
tions, and to service users. Often these tasks are delegated to some distributed
systems, so that users can service themselves, and often these systems are hetero-
geneous and there are many of them in a computer centre. Yet another system is
introduced to make them consistent, but this system is usually not distributed.
Moreover, the system usually does not allow rolling back a distributed transac-
tion spanning its subordinate systems. So, the use of reliable distributed systems
under control of an unreliable one makes the whole system poorly orchestrated,
and absence of automatic error-recovery mechanism increases amount of manual
work to bring the system up after a failure.

To orchestrate computations and perform service tasks in distributed envi-
ronment the system should be decomposed into two levels. The top level of this
system is occupied by transaction manager which executes long-lived transac-
tions (a transaction consisting of nested subordinate ones which spans a long
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period of time and provides relaxed consistency guarantees). Transactions are
distributed across cluster nodes and are retried or rolled back in case of a system
failure. On the second level a distributed pipeline is formed from cluster nodes to
process compute-intensive workloads with automatic restart of failed processes.
The goal of this decomposition is to separate service tasks which need trans-
actional behaviour from parallel applications which need only restart of failed
processes (without a roll back). On both levels of the system a hierarchy is used
to achieve these goals.

The first level of the system is capable of reliably executing ancillary and
configuration tasks which are typical to university’s computer centres. Long-lived
transactions allow for a task to run days, months and years, until the transaction
is complete. For example, a typical task of registering a user in a computer centre
for a fixed period of time (the time span of his/her research grant) starts after
the user submits registration form and ends when the research is complete.
Additional tasks (e.g. allocation of computational resources, changing quotas
and custom configuration) are executed as subordinate of the main one. Upon
completion of the work tasks are executed in reverse, reconfiguring the system
to its initial state and erasing or archiving old data.

The rest of the paper describes the structure of two levels of the system and
investigates their performance in a number of tests. Long-lived transactions are
discussed in Section 1 and distributed pipeline (lower level) in Section 2.

1 Long-Lived Transactions

While performing computing in HPC environment various errors may occur.
Hardware errors have the greatest impact among others. To fix this type of
errors several approaches exist today which often consist of restarting the job
completely. In distributed systems computational nodes have even more risk to
be lost because of additional factors such as unreliable network. Thus, a complete
job restart every time one or more nodes fail is ineffective.

While searching solution of this problem let us refer to the traditional trans-
action mechanism. Designed for operations on data it uses logging and locking
to prevent data corruption and loss. ACID properties — Atomicity, Consistency,
Isolation, Durability — of the transaction apply to relational databases, but for
distributed system they are implemented with several restrictions. Now let us
take a look at high-performance distributed environment. Here operations are
performed on the tasks and the objective is to get valid computation results.
At first glance, to apply transactions for computing one needs to segment initial
task code and take a subtask as an atomic operation, but this is not sufficient.

Unlike database operations, computations can take much more time to exe-
cute, and long-lived transactions, which theoretically can take as much time as
needed, is the solution. The main aspect of this technology is a correct log-
ging and further journal processing. There is no unified definition of “long-lived
transaction”, so we define this term here.

Long-lived transaction is a transaction operations of which are executed for
long time periods and there are long gaps between completion of operations.
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So, it is not safe to assume fast execution time of such transactions. For them
only atomicity and reliability properties are guaranteed.

At the modeling stage web service can be a perfect container for computa-
tional subtask. Using REST [2] — representational state transfer — as a specific
implementation of web services, we design and implement job scheduling on
nodes as a call of a web service with target URL. Main accent here is on restore
process of failed operation. The aim of this paper is to offer time-efficient algo-
rithm of such restoration. Next, we will compare properties of REST realisation
to “reliable” set of properties ACID and will draw a conclusion about meaningful
changes in our model, which guarantee satisfiability of the initial task.

During testing REST web services inside transaction container, the fact of
inapplicability of ACID “as is” was revealed. These properties conflict with both
REST basics and a definition of a web service. Lets consider these properties step
by step.

1.1 ACID in REST

Atomicity. Atomicity guarantees that transactions will not be partially saved
and in terms of data this works best. However, web services are operations
which create, modify and delete data while running, so transaction involving
one or more web services must be moved to a higher level of abstraction. In fact,
REST web service transactional system has two levels of atomicity: database
level and level where web services are called directly. First of them is provided
by a particular database implementation by default, second one is on the logical
level, which programmer must implement in terms of a particular algorithm. It
is important to understand what web service implementation must guarantee
logical atomicity of its internal operations by providing only two available states
of termination: absolutely correct result of entire web service and error state
result. Thus, a collection of web services on logical level can be considered as a
single web service recursively applying such requirements.

So, there is a need for a rollback operation for a web service, and in [6,11]
the authors also came to this conclusion. However, REST architecture has no
mandatory requirements to system functionality implementation, and this gen-
erally leads to impossibility of automatic operation rollback in those systems.
Even if rollback operations were implemented by web service developer, there
would be no guarantee of valid result after calling these methods, because logical
side of an algorithm can be non-trivial.

Durability. Durability is an interesting property. It prevents losing state infor-
mation (even from hardware failure) by logging all actions in special journal.
There are some challenges to implement an efficient distributed journal, but for
now there are a few related articles where logging REST web services was par-
tially described [6,11]. In our approach to achieve efficient failed-task restoration
distributed logging system plays an important role, and implementation of this
property meets REST requirements.
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Isolation. In REST this property is difficult to achieve without making an
additional proxy server objects. Those objects serve as queues filtering “transac-
tional” web services and executing them sequentially. This method is described
in more detail in [6]. But if web service is designed to use parallel operations,
a proxy server can be a performance bottleneck. In this case, isolation must be
implemented on web service level, not on abstract level of a collection of web
services. Transaction isolation through web service isolation imposes additional
requirements to web service developer, but efficiency of transactional system may
suffer without it. Isolation of a collection of transactions is applied by transac-
tional job scheduler by default, because it executes transactions sequentially
from a queue.

Consistency. Much like isolation, consistency is difficult to guarantee on web
service level. It is a property of database rather than a web service.

1.2 Implementation

Main feature of our transactional manager is a special initial task code structure
for long-lived transactions. Implementation consist of a server which executes
transactions sequentially by placing them to a queue, logging and collecting
responses, and a rewritten client code, which uses special functions (we called
it act and react) to divide a task into a set of subtasks. On server’s input we
have structured code of a subtask, transferred in JSON format, for example.
Each subtask is an autonomous part of code. Initial task after rewriting by this
algorithm is represented by a tree, which itself is a transaction and leaves are
operations. Thus, sequence of operations are saved: sequential operations have
parent-child relation, and parallel have child-child relation.

This approach is largely different from those described in [6,11], it is not
focused only on web service calls. In real world applications, reliable summary
result is what user wants, without middleware web services calls information.
But those middleware operations must be processed in any case. Only simplistic
algorithms use exclusively web service calls, often a call is a result of subtask
processing from another web service. Dividing task to a group of subtasks and
after that formatting a transaction allows processing not only invokes of web
services. In fact, any part of initial task can be secure.

In REST web services there is no universal way to achieve general atomicity.
Rollback is implemented by moving the tree backward from a leave with failed
state. Rollback performs for each subtask separately, not affecting other subtask
on that particular computational node. In case of a node hardware failure, first
rollback will wait the node to come online for some time, to not to move a task to
another node’s queue. In case of impossibility of that scenario, rollback function
goes one level up and tries the same approach. Code segmentation can improve
restoration time significantly, but also prevent legacy application to run in such
environment.

The ineffectiveness of running rollback straight away on higher levels (entire
subtree) shown in [2]. As previously mentioned, rollback function is empty by
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default and must be written by a programmer of a web service himself. This
step is a necessary and logical, because correct rollback for each function must
be written by a person who exactly knows in which state abstract transaction
will be after failed operation and what that operation was doing before stop.
Transactional system described in this paper is a tool, not an universal solution
for all types of operations because each computational algorithm is unique. Use
of this tool requires rethinking of original algorithm in terms of partitioning to
autonomous segments.

1.3 Building the Transaction and Early Results

There is a step-by-step algorithm of transaction manager.

1. Programmer select self-sufficient parts of original algorithm – marking it as
transaction operations.

2. Programmer writes a rollback function for all of such parts.
3. Structured code is sent to transaction server.
4. Server executes transaction by placing a root node (which includes a whole

algorithm) to queue and then starts moving down across the code tree.
5. If processing is done without failures, iteration reaches leaves and starts

going back by transferring successful results from children to their parents.
6. If processing is done with failures, transaction will run a rollback function

on failed nodes and try to prevent massive rollback by slowly moving up the
tree by one level at time.

The system was tested on 3 level algorithm tree which produces 25 lines
in journal until it is completed. Measured time indicates how long transaction
manager works to complete the task if a rollback function was called at specific
log line (Fig. 1). Computation time without any rollback calls shown as dotted
line. Time peaks in Fig. 1 belong to lines in journal that designate “execution”
step of one or more subtasks. Total overhead oscillate from 5% to 15% because
of fast prototype implementation on Node.js technology. The task itself consists
of simple integration. Web services as task was tested as well, to investigate
properties of long-lived transactions that are described above.

2 Distributed Pipeline

The main idea of distributed pipeline is to create virtual topology of processes
running on different computer cluster nodes and update it in real-time as infras-
tructure changes. The changes include nodes going offline and online, joining or
leaving the cluster, replacement of any hardware component or an entire net-
work node (including switches and routers), and other changes affecting system
performance. Each change results in virtual topology being updated for a new
infrastructure configuration.

The main purpose of distributed pipeline is to optimise performance of dis-
tributed low-level service tasks running on a computer cluster. Typically these
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Fig. 1. Rollback time of a subtask at different log lines

tasks involve querying each cluster node for some information or updating files
on each node, and often single master node sends and collects messages from all
slave nodes. To reduce network congestion intermediate nodes should be used to
communicate master and slave nodes, that is to collect information and send it
to master or the other way round. In case of large cluster a distributed pipeline
with virtual topology of a tree is formed.

The other purpose of distributed pipeline is to improve efficiency of high-
performance applications. These applications typically launch many parallel pro-
cesses on a subset of cluster nodes, which communicate messages with each other.
To make these communications efficient virtual topology should resemble a real
one as much as possible and take into account nodes’ performance (relative to
each other) and communication link speed (see Section 2.3). That is, if two nodes
are adjacent to each other in virtual topology, then the node which is closest to
the tree root should have higher performance than the other one, and the link
between them should be of the highest throughput.

Another aspect of high-performance applications is their fault tolerance and
recovery time from node failure. Often these applications consist of long-running
processes which are checkpointed with specified time period. If a node fails, then
a new one is reserved and the application is recovered from the last checkpoint
on each node. To reduce recovery time checkpointing can be made incremental
and selective, that is to recover only those parts of a program that have failed
and checkpoint the data that have actually changed. In distributed pipeline it
is accomplished by logging messages sent to other nodes and resending them in
case of a node failure (see Section 2.1).

To summarise, distributed pipeline creates virtual topology of a computer
cluster in a form of a tree with high-performance nodes being closest to the root,
and every virtual link having the highest-possible throughput. The purpose of
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this pipeline is to optimise performance of various cluster management tasks,
but it can be beneficial for high-performance applications as well.

2.1 Implementation

From technical point of view distributed pipeline is a collection of reliable net-
work connections between principal and subordinate nodes, which are made
unique and shared by multiple applications (or service tasks) in a controlled way.
The absence of duplicate connections between any two nodes conserves operat-
ing system resources and makes it possible to build distributed pipeline crossing
multiple NAT environments: If the node hidden behind NAT can reach a node
with public Internet address, they can communicate in both directions. Addi-
tionally, it allows creating persistent connections which are closed only when a
change in topology occurs or in an event of system failure.

Connection between nodes can be shared by multiple applications in a con-
trolled way. Each message is tagged with an application identifier (a number),
and each application sends/receives messages from either standard input/output
or a separate file descriptor (a pipe) which can be polled and operated asyn-
chronously. The data is automatically converted to either portable binary (with
network byte order) or text format. So, if high performance of asynchronous
communication and small size of binary messages are not required, any pro-
gramming language which can read and write data to standard streams can be
used to develop an application for distributed pipeline.

To simplify writing high-performance applications for distributed pipeline
the notion of a message is removed from the framework, instead the communi-
cation is done by sending one object to another and passing it as an argument
to a defined method call. Each object can create subordinates to process data
in parallel, perform parallel computations, or run tasks concurrently, and then
report results to their principals. The absence of messages simplifies the API:
an object always processes either principal’s local data or results collected from
subordinate objects.

Various aspects of reliable asynchronous communication have to be consid-
ered to make distributed pipeline fault-tolerant. If the communication between
objects is not needed, the object is sent to a free node to perform some com-
putation, and sent back to its principal when it is done. Objects which are sent
to remote computer nodes are saved in a buffer and are removed from it when
they return to their principals. That way even if the remote node fails after
receiving the objects, they are sent back to their principals from the buffer with
an error. After that it is principal that decides to rollback and resend objects
to another node, or to fail and report to its own principal. In case the failure
occurs before sending an object (e.g. node goes offline), then the object is sent
to some other node bypassing its principal. To summarise, subordinate objects
always return to their principals either with a success or a failure which further
simplifies writing high-performance applications.

Principal/subordinate objects easily map to tree topology. If not specified
explicitly, a principal sends a subordinate object to a local execution queue.
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In case of high load, it is extracted from the queue and sent to a remote node.
If the remote node is also under high load, the object is sent further. So, the
hierarchy of principals and subordinates is compactly mapped to tree topology:
lower-level nodes are used on-demand when a higher-level node can not handle
the flow of objects. In other words, when a higher-level node “overflows”, the
excessive objects are “spilled” to lower-level nodes.

So, the main goal of the implementation is to simplify application program-
ming by minimising dependencies for small service programmes, making asyn-
chronous messaging reliable, and by using automatic on-demand load balancing.

2.2 Peer Discovery

The core of distributed pipeline is an algorithm which builds and updates virtual
topology, and there are several states in which a node can be. In disconnected
state a node is not a part of distributed pipeline, and to become the part it
discovers its peers and connects to one of them. Prior to connecting the link
speed and relative performance of a node are measured. After connecting the
node enters connected state. In this state it receives updates from subordinate
nodes (if any) and sends them to its principal. So, updates propagate from leaves
to the root of a tree.

In initial state a node uses discovery algorithm to find its peers. The node
queries operating system for a list of networks it is part of and filters out global
and Internet host loopback addresses (/32 and 127.0.0.0/8 blocks in IPv4 stan-
dard). Then it sends a subordinate object to each address in the list and mea-
sures response time. In case of success the response time is saved in the table and
in case of failure it is deleted. After receiving all subordinate objects principal
repeats the process until minimal number of performance samples is collected
for all peers. Then the rating (see Section 2.3) of each peer is calculated and the
table is sorted by it. The principal declares the first peer in the table a leader
and sends a subordinate object to it which increases peer’s level by one. Then
the whole algorithm repeats for the next level of a tree.

Sometimes two nodes in disconnected state can be chosen to be principals
of each other, which creates a cycle in tree topology of distributed pipeline.
This can happen if two nodes have the same rating. The cycle is eliminated by
rejecting offer from the node with higher IP address, so that a node with lower
IP address becomes the principal. To make rating conflicts rare IP address is
used as the second field when sorting the table of peers.

On initial installation the total number of subordinate objects sent by each
node amounts to mn2 where n is the total number of nodes and m is the minimal
number of samples, however, for subsequent restarts of the whole cluster this
number can be significantly reduced with help of peer caches (Section 2.7). Upon
entering connected state or receiving updates from peers each node stores current
peer table in a file. When the node restarts it runs discovery algorithm only for
peers in the file. If no peers are found to be online, then the algorithm repeats
with an empty cache.
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2.3 Node’s Rating

Determining performance of a computer is a complex task on its own right. The
same computers may show varying performance for different applications, and
the same application may show varying performance for different computers.
For distributed pipeline performance of a node equals the number of computed
objects per unit of time which depends on a type of a workload. So, performance
of a computer is rather a function of a workload, not a variable that can be
measured for a node.

In contrast to performance, concurrency (the ability to handle many work-
loads of the same type or a large workload) is a variable of a node often amount-
ing to the number of processor cores. Using concurrency instead of processor
speed for measuring performance is equivalent to assuming that all processors in
a cluster have the same clock rate so that a number of cores determines perfor-
mance. This assumption gives rough estimate of real performance, however, it
allows determining performance just by counting the total number of cores in a
computer node and relieves one from running resource-consuming performance
tests on each node.

In [1,3,9] the authors suggest generalisation of Amdahl’s law formula for
computer clusters from which node’s rating can be devised. The formula

SN =
N

1 − α + αN + βγN3

shows speedup of a parallel programme on a cluster taking into account commu-
nication overhead. Here N is the number of nodes, α is the sequential portion
of a program, β is the diameter of a system (the maximal number of intermedi-
ate nodes a message passes through when any two nodes communicate), and γ
is the ratio of node performance to network link performance. Speedup reaches
its maximal value at N = 3

√

(1 − α)/(2βγ), so the higher the link performance is
the higher speedup is achieved. In distributed pipeline performance is measured
as the number of objects processed by a node or transmitted by network link
during a fixed time period. The ratio of these two numbers is used as a rating.

So, when nodes are in disconnected state the rating is estimated as the ratio
of a node concurrency to the response time. The rating of a remote node is
re-estimated to be the ratio of number of transmitted objects to the number of
processed objects per unit of time when nodes enter connected state and start
processing objects.

2.4 Rating and Level Updates

A node in connected state may update its level if a new subordinate node with
the same or higher level chooses it as a leader. The level of each node equals to the
maximal level of subordinates plus one. So, if some high-level node connects to a
principal, then its level is recalculated and this change propagates towards root
of a tree. That way the root node level equals the maximal level of all nodes in
the cluster plus one.
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The rating of principal can become smaller than the rating of one of its
subordinates when the workload type is changed from compute-intensive to data-
intensive or the other way round. This also may occur due to a delayed level
update, a change in node’s configuration, or as a result of higher level node
being offline. When it happens, the principal and the subordinate swap their
positions in virtual topology, that is the higher level subordinate node becomes
principal. Thus high-performance node can make its way to the root of a tree,
if there are no network bottlenecks in the path.

So, rating and level updates propagate from leaves to the root of a tree in
virtual topology automatically adapting distributed pipeline for a new type of
workload or new cluster configuration.

2.5 Node Failures and Network Partitions

There are three types of node failures in distributed pipeline: a failure of a leaf
node, a principal node, and the root node. When a leaf node fails, objects in the
corresponding sent buffer of its principal node are returned to their principals,
and objects in unsent buffer are sent to some other subordinate node. If error
processing is not done by principal object, then returning subordinate objects
are also re-sent to other subordinate nodes. In case of principal or root node
failure the recovery mechanism is the same, but subordinate nodes that lost
their principal enter disconnected state, and a new principal is chosen from
these subordinate nodes.

In case of root node failure all objects which were sent to subordinate nodes
are lost and retransmitted one more time. Sometimes this results in restart of
the whole application which discards previously computed objects. The obvious
solution to this problem is to buffer subordinate objects returning to their prin-
cipals so that in an event of a failure retransmit them to a new principal node.
However, in case of a root node failure there is no way to recover objects residing
in this particular node other than replicating them to some other node prior to
failure. This makes the solution unnecessary complicated, so for now no simple
solution to this problem has been found.

In case of network partition the recovery mechanism is also the same, and
it also possess disadvantages of a root node failure: The results computed by
subordinate objects are discarded and potentially large part of the application
has to be restarted.

So, the main approach for dealing with failures consists of resending lost
objects to healthy nodes which is equivalent of recomputing a part of the problem
being solved. In case of root node failure or network partition a potentially large
number of objects are recomputed, but no simple solution to this problem has
been found.

2.6 Evaluation

Test platform consisted of a multi-processor node, and Linux network names-
paces were used to consolidate virtual cluster of varying number of nodes on a
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physical node [4,5,7]. Distributed pipeline needs one daemon process on each
node to operate correctly, so one virtual node was used for each daemon. Tests
were repeated multiple times to reduce influences of processes running in back-
ground. Each subsequent test run was separated from previous one with a delay
to give operating system time to release resources, cleanup and flush buffers.

Discovery test was designed to measure effect of cache on the time an initial
node discovery takes. For the first run all cache files were removed from file
system so that a node went from disconnected to connected state. For the second
run all caches for each node were generated and stored in file system so that each
node started from connected state.

Buffer test shows how many objects sent buffer holds under various load.
Objects were sent between two nodes in a “ping-pong” manner. Every update
of buffer size was captured and maximum value for each run was calculated.
A delay between sending objects simulated the load on the system: the higher
the load is the higher the delay between subsequent transfers is.

2.7 Test Results

Discovery test showed that caching node peers can speed up transition from
disconnected to connected state by up to 25 times for 32 nodes (Fig. 2), and this
number increases with the number of nodes. This is expected behaviour since
the whole discovery step is omitted and cached values are used to reconstruct
peers’ level and performance data. The absolute time of this test is expected to
increase when executed on real network, and cache effect might become more
dramatic.

Buffer test showed that sent buffer contains many objects only under low
load, i.e. when the ratio of computations to data transfers is low. Under high
load computations and data transfer overlap, and the number of objects in sent
buffer lowers (Fig. 3).

Related Work

In [8] the authors discuss the use of message logging to implement efficient
recovery from a failure. They observed that some messages written to log are
commutative (can be reordered without changing the output of a program) and
used this assumption to optimise recovery process. In our system objects in
sent buffer are used instead of messages in a log, they are commutative within
bounds of the buffer but do not represent history of all messages sent to another
node. They are deleted upon receiving a reply, and deleted object can be safely
ignored when recovering from a hard fault. So, when an object depends on
parallel execution of its subordinates, results can be collected in any order, and
it is often desirable to log only execution of principal to reduce recovery time.

In [10] the author introduces general distributed wave algorithms for leader
election. In contrast to distributed pipeline, these algorithms assume that there
can be only one leader and as a result do not take into account link speed
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Fig. 2. Time taken for various number of nodes to discover each other with and without
help of cache

Fig. 3. Number of objects in sent buffer for various delays between objects transfers

between nodes. The goal of discovery algorithm is to create a framework of
leaders to distribute workload on a cluster, and each leader is found by recursively
repeating election process for the new level of a hierarchy. Using hierarchy of
leaders simplifies election algorithm, and taking into account links between nodes
allows efficient mapping of resulting hierarchy to physical topology of a network.

Conclusions and Future Work

Distributed pipeline is a general method for distributing workload on a com-
modity cluster which relies on dynamically reconfigurable virtual topology and
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reliable data transfer. It primarily focuses on service tasks but can be used for
high-performance computing as well. The future work is to find a simple way to
make distributed pipeline resilient to the root node failures, and test applicability
of this approach to high-performance computing applications.
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Abstract. The open source C++ class library GridMD for distributed compu-
ting is reviewed including its architecture, functionality and use cases. The li-
brary is intended to facilitate development of distributed applications that can 
be run at contemporary supercomputing clusters and standalone servers ma-
naged by Grid or cluster task scheduling middleware. The GridMD library used 
to be targeted at molecular dynamics and Monte-Carlo simulations but at 
present it can serve as a universal tool for developing distributed computing  
applications as well as for creating task management codes. In both cases the 
distributed application is represented by a single client-side executable built 
from a compact C++ code. In the first place the library is targeted at developing 
complex applications that contain many computation stages with possible data 
dependencies between them which can be run efficiently in the distributed  
environment. 

Keywords: Distributed computing · Grid computing · Execution graph · 
Workflow · Multiscale simulations 

1 Introduction 

A large numerical experiment can usually be divided into weakly dependent tasks that 
may be executed in a distributed computing environment. The simplest case is a pa-
rameter sweep needed for statistical averaging, optimal parameter search or obtaining 
parameter dependence. The main idea of the GridMD library is to automate separation 
of individual tasks, identification of data links between them, generation and 
processing of the workflow scenario by using additional instructions (library function 
calls) that the programmer should insert into the application source code [1], [2]. 
Therefore there are two main purposes of the GridMD library: to generate a workflow 
and to execute it in a distributed environment. 

The workflow execution systems [3], [4] can be divided into two classes depending 
on whether they require or not an additional middleware installed and persistently  
running on the target computing infrastructure. The systems of the first class  
can be called as ‘infrastructural’. In this case the middleware controls the user authori-
zation and submission of their jobs to appropriate job schedulers. Examples of such 
middleware are Grid managers (e.g. Unicore [4], Triana [5], gUSE [6]) and distributed 
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database agents (e.g. Taverna project [7]). The systems of the second class may be 
called ‘universal’ as they do not require persistent agents on the target infrastructure 
and interact directly to a wide range of job schedulers. Many universal systems such as 
Kepler [8]and Pegasus[9] use the Condor scheduler to execute jobs on different types 
of computing infrastructure. 

Another classification is possible according to who is the system user: whether it is 
an end user (researcher) or it is an application developer (programmer). The end user 
oriented systems usually offer a graphical interface to define the execution workflow. 
Using this interface the end user has to define and customize the workflow manually 
going into details of the workflow definition process or rely on third-party workflow 
developers  (see e.g. the gUSE [6] project) who can be unqualified in the subject 
field. The workflow systems oriented to the application developers (e.g Pegasus [9]) 
allow for more flexibility with the choice of the application design and user interface. 

As opposed to most of the existing workflow management systems, the GridMD  
library is a compact universal tool for application developers. The library is not meant  
as a replacement of very useful and well-known infrastructural middleware, but rather  
as a lightweight workflow-supporting interface to various common computational re-
sources that an “average” application user has access to. Traditionally, for the researchers 
working with compute-intensive programs (for example, quantum chemistry, molecular 
dynamics or hydrodynamics simulators) these resources are high-performance worksta-
tions, university or company clusters, sometimes distributed Grids. Currently many types 
of computational resources can also be easily configured in a cloud and acquired from 
cloud providers.   

A GridMD-based application can be executed fully on the client side with no direct 
need for installing and maintaining a middleware such as Grid systems and portals. At 
the same time the GridMD application can be adopted to run jobs via the services 
provided by this middleware on behalf of the user. Moreover, the library can be used 
for developing computational platforms oriented at specific research field that require 
low-level control of the workflow execution and hiding this workflow from the end 
user. An example of such application may be found in [10], where a multi-physics 
software platform for the organic light-emitting diodes (OLEDs) simulation is de-
scribed. There GridMD library is used in this project to manage workflows composed 
of several simulation codes each representing an important physical model. The soft-
ware is designed as a desktop application allowing building composite models from 
large blocks, the actual GridMD workflow jobs are more fine-grained and do not 
show up on the user interface level. 

The basic concepts of GridMD and some usage examples were described in our 
previous works ( [1], [11], [12]). These works were concentrated on workflows en-
capsulated into a single C++ code, fully created ‘from scratch’ and deployed for 
execution under control of GridMD. This implicit workflow model proved to be 
useful for Molecular Dynamics simulations where the source code of the model is 
available and it is possible to add a few GridMD instructions and skeletons there. In 
the recent time, following feedback from the OLED project [10], the library was 
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substantially extended with the new functionality, such as dynamical workflow man-
agement, comprehensive explicit workflow model, local nodes with callback func-
tions or job timings measurement. These changes simplified the usage of GridMD as 
a standalone workflow manager for operating external applications, available as 
binaries installed on remote servers. The aim of this paper is to systematically review 
the current state of all most important GridMD capabilities, giving deeper insight 
into the newly added functions. The paper is organized as follows: in Section 2 we 
revisit the architecture of GridMD; in Section 3 we give an example of a compact 
but functional dynamical parameter sweep code measuring job timings; in Section 4 
we describe a lower-level job management interface; we give conclusions and future 
work remarks in Section 5. 

2 GridMD Architecture 

In this section we review the basic architecture of GridMD library, the reader is  
referred to GridMD documentation [2] for the details of the functionality and inter-
face. The main purpose of the library is to provide a C++ programming interface to 
manage a distributed workflow, i.e. a sequence of computational tasks, related to 
each other by input and output data and possibly executed on different computers. 
The workflow management is performed solely from the program executing GridMD 
library calls. We will further call this program a client application. The client  
application makes requests to run commands and jobs on (possibly remote) compute 
systems using the credentials that the user commits to the client application. No  
permanently running demons or other special intermediates from GridMD on a  
compute system are needed for the execution of GridMD workflow. The only excep-
tion from this is when the remote computational tasks are formulated in the form of 
callable C++ code. In this case the compute server application implementing this 
code should be deployed to the remote compute system. 

GridMD has two main components: a workflow manager and a job manager. 
Workflow manager is a high-level component, controlling the computational scenario 
as a whole, including creation of compute tasks and their dependencies. The job man-
ager is a lower level component which processes requests on actual job execution and 
provides a universal interface to different job execution environments, including job 
scheduling systems, Grid systems or clouds.  

Workflow manager is implemented by a class gmManager, there can be multiple in-
stances of it, each representing an independent workflow. The workflow is described 
by a directed acyclic graph (DAG) consisting of nodes and edges. The nodes and edges 
of the DAG are created and manipulated via interface function calls of gmManager. For 
example, to create a DAG, containing 3 nodes the following code may be used: 
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Fig. 1. GridMD code example and the corresponding DAG 

At each time moment, the workflow graph stored in the client application by the in-
stance of gmManager has its particular composition and state. This state may be ex-
ported in “.dot” format and visualized with a help of GraphViz [10] program. By 
default workflow manager is configured to update the related “.dot” file at each 
change of DAG. This is useful for debugging purpose to ensure the correctness of 
DAG composition and to understand the graph processing sequence. The graph state 
is also written in XML format to a graph state file, which simplifies checkpointing 
and restarting the GridMD application.  

As usual for the workflow systems [3], the nodes of the workflow graph represent 
certain actions to be executed and its edges represent data dependencies. Generally, 
the actions associated with the nodes compose the compute jobs that are passed to job 
manager component for execution and monitoring.  In GridMD, the nodes may op-
tionally be configured as ‘local’, in this case their execution is performed directly by 
the client application: 
 

 
 
The local nodes usually represent some lightweight management actions on the client 
side to be included in the workflow graph, their ‘locality’ guarantees that their actions 
are not scheduled by the job manager but executed ‘in place’ when the DAG depen-
dencies are satisfied. Note that for time consuming operations on the client side, ra-
ther than defining a local node, it is more practical to assign to the node a ‘local shell’ 
compute resource, which is operated by job manager in a standard way. 

The actions associated with the node are setup via the workflow manager. A node 
may be assigned either of three types of actions: it may be formulated as a script, as a 
function or as a code fragment. The first type of node action simply defines a script (it 
may be a single command) to be executed on a target compute system when the node 
is run. 

 
 
In some cases, for example when running a pre-configured external application on a 
target system, the call script requires system-specific tuning. This is accomplished by 
configuring the application section of the compute resource configuration (see Section 4). 

dag.local_node(“B”); // create a node as local 

dag.set_node_property(&gmNodeProp::local,true,”A”); // reconfigure  

as local 

dag.set_node_action(“date > a.out”,“A”); // script action:  

put the date in ‘a.out’ 
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For the pre-configured applications the action setup requires the corresponding configu-
ration name: 

 
 
 
In the case of the local node, the script action is performed via a synchronous system 
call from the client application.  

The second type of node action is a function, which may be programmed in the 
client application and defined by inheriting from gmNodeAction class and overriding 
its OnExecute() function: 

 

 
 

For the local nodes the node functions are executed in place by the same process 
that executes the client application. The functions may also be executed remotely; in 
this case a program, implementing all inherited node classes must be installed on a 
target compute system. We will call this program a function server application.  

By default the function server application should have the same name as the client 
application and initialize GridMD on its startup (call gmInitialize(argc,argv) func-
tion). The initialization guarantees that nodal actions are constructed by their class 
names and called when certain node action is requested. The request on node execution 
is passed by command line arguments to the function server. In most cases a copy of 
the client application run in worker mode may serve as a function server because it 
already implements all necessary classes. The worker mode is then implicitly switched 
on by a first call to gmInitialize(argc,argv) which analyzes the program arguments, 
and in case they contain worker mode flags (-w<node_spec>) executes the required 
nodes and terminates the application. Note the compilation and installation of the func-
tion server on a remote system may be configured as a workflow node, in the future 
releases of GridMD a special support for deployment nodes is planned. 

The third type of node action is the code fragment placed directly in the client ap-
plication following the node creation and analyzing its return code. We will call this 
type of node creation an implicit workflow specification: 

dag.set_node_action(“VASP MPI”,“A”);// refers to ‘VASP MPI’  

comp. resource section 

dag.set_node_property(&gmNodeProp::args,”INPUT”,”A”); //  

specify arguments 

dag.set_node_property(&gmNodeProp::np,10,”A”); //the number of  

MPI processes 

class myAction: public gmNodeAction{  

  GM_DECLARE_DYNAMIC_CLASS(myAction) // needed for remote execution only 

public: 

  virtual gmRESULT OnExecute(){...} // called when the node is run 

}; 

... 

dag.set_node_action(MyAction(),”B”); // function as node action 
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Fig. 2. Implicit workflow specification and automatically generated graph 

In the implicit workflow case the client application serves also as a function server, as 
described above for function calls, but in the worker mode it executes until a corres-
ponding node() creation or process_node() function is called. When it is called, it 
returns true (only for the requested node and in worker mode) initiating the node ac-
tions. For implicit workflow all DAG node actions should be placed in a special 
gridmd_main() function, otherwise they will not be called. The nodal actions may as 
well be separated from the node creation, but still should be placed in gridmd_main() 
function. In this case the return codes of process_node() functions rather than 
node() functions should be utilized  
 

int main(int argc, char *argv){  

  gmInitialize(argc,argv); // in worker mode calls gridmd_main() and 

terminates 

  // client part 

  gmManager dag(“test”); 

  dag.node(“A”); // construct a node 

  dag.local_node(“B”); // construct a node 

  dag.link(“A”,”B”, gmFileLink(“file_from_A”)); 

  dag.execute(); // node actions not specified: use gridmd_main 

} 

 

int gridmd_main(){ // worker part 

  gmManager dag(“test”); // DAG  names should match with client 

  if(dag.process_node(“A”)){ // true for all nodes with name ”A”  

    do_something(); // perform node action 

    write_file(“file_from_A”); // write output 

  } 

  if(dag.process_node(“B”)){ // true for all nodes with name ”B”  

    read_file(“file_from_A”); // read input 
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    do_something_else(); // perform node action 

  } 

  return 0; 

} 

 
 
The implicit workflow mechanism is useful for creating small workflow programs or 
for modifying the existing computational code without much programming effort. For 
example, the workflow described above, may be considered as reprogramming the 
existing code: 

 
 

for optionally delegating the first portion of work to remote compute server (node A) 
and using its result (“file_from_A”) on a client (local node B).  The implicit workflow 
creation was described in detail in our earlier works [1] and GridMD documentation.  

Any type of node can be assigned different properties, affecting its execution. For 
example, the target compute system (compute resource) for a node may be manually 
specified (rather than left for automatic scheduling): 

 
 
A special type of property is an arbitrary vector of character strings which the user is 
free to compose and assign to a node at any moment of graph execution. This array is 
stored and retrieved when the graph state file is written to a file, so it is some cases it 
is useful for storing the results of node execution. 

   As seen from the above examples, the edges of the graph represent some data de-
pendence between the node. There are four types of graph edges that are currently 
available in GridMD. A hard link requires that the nodes are executed by the same 
process (optionally by different threads), thus connects the nodes into a single super-
node and runs them within the same compute job. A file link represents a requirement 
to move a file from the input node to the output node. The constructor of a file link 
has an option of manipulating the files (reformatting, renaming and using wildcards) 
when transferring them between nodes.  A status link represents an order of execu-
tion only, not requiring to transfer any data. A data link is a special form of file link, 
which is formalized to transfer data of certain type. This type is used as a template 
parameter for constructing data links, and for composite types file read and write 
routines should be specialized.  

 

dag.set_node_property(&gmNodeProp::resource,”cluster1”,id); //  

assign resource 

do_something(); // hard computations 

do_something_else(); // processing 

std::vector<std::string> vec; 

dag.get_node_string_data(vec, id); // get data 

dag.set_node_string_data(vec, id); // set data 
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The workflow manager has internal scheduler that analyzes the graph and dispatches 
the node jobs between configured resources. The remote compute resources are com-
municated to gmManager via special commands or by reading configurations in the 
format supported by job manager (see section 3): 
 

 
 
GridMD has a mechanism of tuning the scheduling algorithm managing different 
compute resources simultaneously. By default, a simple round-robin approach be-
tween the resources passing job requirements (installed software, number of nodes, 
etc.) is utilized.  

At every time moment, the state of the workflow graph is defined by its composi-
tion and the states of individual nodes. These states represent the living cycle of node 
jobs.  The execution of the jobs of the workflow graph is initiated by the execute() 
function of the workflow manager. Execution of jobs is usually an iterative process, 
implying communications with remote hosts. By default the execute() function re-
turns when all the nodes have reached some final state (‘processed’ or ‘failed’). 

Since the workflow manager functions are designed to be thread safe, the execute 
function may be run in a special thread to proceed with job execution. The workflow 
manager may then be operated from another thread to monitor or modify the workflow 
graph. Note that there is no restriction for dynamical modification of the workflow graph, 
by adding new nodes and edges. Another option of managing the execution is quantizing 
the scheduling operations into execute iterations. Each iteration consists of some closely 
connected portion of the scheduling work, for example a check of some job status.  
For the quantized execution the workflow operation in a single thread may be used as 
follows: 

 
while(dag.execute_iteration()!=gmDONE){  

  if(dag.job_state_changed()){  

    // update job view 

  } 

  if(dag.has_errors()){ 

dag.link(gmHardLink(),”A”,”B”); // hard link 

dag.link(gmFileLink(“output.dat”,”input.dat”),”A”,”B”); // file link 

dag.link(gmFileLink(“out*”,”./localdir/”),”A”,”B”); // file link  

with wildcards 

dag.link(gmStatusLink(“?”),”A”,”B”); // status link  

dag.link(gmDataLink<double>(),”A”,”B”); // data link for double 

gmResource cluster(gmRES_PBS,gmSHELL_UNIX); // configure manually 

cluster.session.host = “10.1.1.0”; 

cluster.session.login = ...; 

dag.add_resource(cluster,”my_local_cluster”); 

dag.load_resources(“resources.xml”); // read configuration from file 
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    // process errors  

  } 

  sleep(some_time); // optionally sleep between iterations 

  ...               // or do something useful 

}; 

 
 The client application running graph execute iterations or waiting for execute 
function to complete may be interrupted at any moment and restarted using the graph 
state file: 
 

 
 
Note that only the graph state (including all running jobs), but not its composition 
may be retrieved at the restart. This is explained by the complexity of possible mod-
ifications that may occur during the graph configuration, so the responsibility for 
restoring the graph composition at restart is left to the client application programmer.  

3 Parameter Sweep Example 

In this Section, we discuss a sample C++ code that uses the GridMD library to ex-
ecute a bunch of external executables and measure their scheduling, running and other 
times. The code we present here is fully functional; advanced version of this code is 
available with the GridMD distribution as sweep_farm example, which may be used 
as a base for performance management experiments. The code works as follows: the 
user specifies an arbitrary unix command which is queued and performed as a job at a 
remote compute resource. When the job is finished, its timings (total run time, time in 
the queue, GridMD management time) are recorded in a summary table under unique 
name (workflow branch name). Each workflow branch is composed of three graph 
nodes: ‘read’, ‘calculate’ and ‘collect’. The first one is responsible for parameter in-
itialization, the second one for computation and the third one for storing the results. 
The table state, which is displayed after each user command, is maintained through 
different runs of the code: new entries (branches) may be added, some may be re-
moved. The jobs are executed asynchronously, i.e. several jobs may run in parallel. 
The code may be terminated (command ‘quit’) and restarted again, in this case all 
existing from previous runs jobs and their results are recovered and displayed in the 
summary table. 

The program is listed in Figures 3 to 6. We use explicit workflow creation here by 
assigning node actions as unix commands (user input) and callback functions  
 

// compose a graph 

dag.node(“a”); 

dag.node(“b”); 

... 

// load saved state 

dag.load_state(“mydag.xml”);  
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(ReadAction, CollectAction classes). We also demonstrate the dynamic workflow 
management: in this code we use the local ‘read’ node as a creator of the branch cor-
responding to one command test. Let us go through the code, commenting it contents. 

The main program code, which is very brief, is listed in Figure 3. We construct the 
gmManager object specifying its name and the flag that triggers reloading the object 
state from a restart file. This will be needed to recover the previous jobs when the 
code is restarted. We also load the resource description from the file “resources.xml”. 
This file contains all the information about where to run the remote jobs, in our sim-
ple example the jobs will be assigned the compute resource on a round-robin basis 
from all resources marked as active in the file “resources.xml”. Then 3 local nodes are 
created, the last one (‘end’) is not connected to any node, ‘read’ is connected to 
‘start’. Local nodes are expected to run as part of the client process, we assign a Rea-
dAction to the ‘read’ node, other nodes remain with no actions assigned (they will 
serve as connecting hubs for workflow graph edges).  Then we execute the graph by 
the call to execute() function. If there were no previous runs, the graph state before 
this call corresponds to the one depicted in the inset of Figure 3.  

When the ‘read’ node is executed, its callback function, ReadAction::OnExecute(), 
which is displayed in Figure 4, is called. In this node, inside the while loop, we read 
and interpret the user’s commands. For this example we left only four possible user 
actions which are quitting the code, adding a new test, removing a test from the sum-
mary table and refreshing the table by pressing Enter when ‘Command:’ is prompted. 
The call to results_summary() (Figure 5) prints a table containing current states for all 
branches of the calculation. 

 

 

Fig. 3. Main code of the parameter sweep example and the initial workflow graph state gener-
ated automatically in course of code execution. On the graphs remote nodes are represented by 
rounded shapes and local nodes by squared shapes; green color means the nodes in ’processed’ 
state, yellow – in ‘executing’ state, grey – ‘blocked’ state. 

Although GridMD itself allows for duplicated node names (only node identifiers 
are unique), in our code the branch names specified by the user should be unique, this 
is checked by trying to find the branch with the same name after the user adds a new 
branch. If the check is passed, we find the current empty read node and add the 
branch name and the node command as data entries to the nodal string vector, thus 
activating it creation of the calculation and collect nodes of the branch (see the Rea-
dAction code). To prevent the ‘read’ node from entering the ‘PROCESSED’state,  
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Fig. 4. The code of ‘read’ node callback function and the intermediate workflow graph state 
generated automatically in course of code execution. On the graphs remote nodes are 
represented by rounded shapes and local nodes by squared shapes; green color means the nodes 
in ’processed’ state, yellow – in ‘executing’ state, grey – ‘blocked’ state. 
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the return value of the callback function may be set as gmREDO. This will toggle res-
tart of the node on the next scheduling iteration and the node will be able to read more 
user’s commands. When the callback function returns gmDONE, the node is marked 
as processed and is not rerun until its state is not explicitly changed. 

In addition to reading the user’s input, the ‘read’ nodes serve for reloading the 
graph from the corresponding state file. The associated data is stored in the node 
string_data property which is recovered when the node is restored. When the restart 
file is specified to the gmManager object, it tries to find there the stored data for each 
of the newly created nodes. So, if the restart file is not empty, the first ‘read’ node 
will obtain its data at the time of creation (in the main function). Then, when its call-
back function is called, it triggers a creation of other read nodes.  

When the ‘add’ command issued by user or read form the restart file is encountered, 
the ‘read’ node appends a branch containing ’calculation’ and ‘collect’ nodes to itself. 
The branch name and the Unix command are the parameters that are used to compose 
the branch, the command is prepended by ‘time’ to measure the timing of the com-
mand directly. This direct timing is the main result of our sample calculation: it will 
then be compared with timing produced by GridMD. The measurement result has to be 
recorded into a file and then parsed by a function specified in Figure 6. The transfer of  
the file to the client side and its availability to the ‘collect’ node is provided by gmFi-
leLink functionality. When the user prints  ‘quit’, the execution of the graph is inter-
rupted by a call to gmManager::stop_scheduling() function and the control returns 
to the main function. 

 

 
 

Fig. 6. Auxiliary functions for the parameter sweep example: node action classes with callback 
function for ‘collect’ and ‘read’ nodes; tunable parse_output function transferring the results 
from file to the node string data vector. 
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Fig. 5. Output of the parameter sweep code (summary table). The first table shows one execut-
ing branch and corresponds to the graph state depicted in the inset of of Figure 4. The second 
table is displayed when the ‘test2’ branch is already processed, the timings are updated and 
added to the table.    

An intermediate graph state after adding two branches (test1 and test2) is depicted in 
the inset of Figure 4, while the consecutive result tables for this graph are shown in 
Figure 5. In the tables the first column stands for the branch name, the second column is 
the state of the ‘calculation’ node of the branch (PROC means processed, EXE stands 
for executing), the third column corresponds to the direct execution time measurement 
(in seconds), and the rest columns contain GridMD-measured times of job execution. 
The procedures of GridMD time measurement are described in Section 4. The execution 
times are generally in good agreement (here with a difference of approximately 0.11 s 
which may be attributed to additional time for starting GridMD job scripts on the server 
side). The procedures for extracting time are given in the listing of Figure 6. 
 

 

Fig. 6. Function printing summary table based on the incoming edges of the node (endnode). 
GridMD job timings are requested via ‘timing’ property of the calculation node, while the 
direct unix time measurement is read from the ‘collect’ node data.    
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4 Job Manager and Low-Level Job Control 

Job Manager is the GridMD library component responsible for running workflow 
elements on local or remote resources. It implies uploading of input data, submitting 
jobs to an external job management system, monitoring job statuses are retrieving 
results. When the application is run under control of the workflow manager the Job 
Manager is used implicitly. At the same time the Job Manager functions can be called 
directly from user code. It enables to use this GridMD component separately from the 
whole library as a low-level job management system. 

At present the GridMD Job Manager support various types of external job queues 
and Grid middleware such as Portable Batch System (PBS), Simple Linux Utility for 
Resource Management (SLURM), Globus, etc. Simple jobs can be run on local or re-
mote system just as a background process which reduces overhead caused by a job 
queue. 

On initialization of a particular Job Manager instance the user should define a com-
munication protocol to be used for remote command execution and data transfer. For 
remote systems the SSH protocol is implemented via the LibSSH library [11]. Alterna-
tively the GridMD can use external applications such as plink and pscp from the  
PuTTY package for Windows [12] or build-in SSH client for Linux. The classes that 
implement communication protocols provide even lower level interface for file trans-
fer, text file conversion, remote directory management and command execution which 
may be needed as example for configuring the remote system prior to submitting jobs. 

The properties and status of each job is stored in the corresponding instance of the 
gmJob class which contain information about input and output files, commands to be 
executed, required CPU cores and other resources. An initialized job object can be 
submitted to any available Job Manager. After submission the job becomes linked to 
this particular manager and then the gmJob interface can be used to control the job, get 
its current status, upload additional files to the job temporary directory on the remote 
system or retrieve intermediate results, wait for the job completion. 

A sample part of code that uses main Job Manager functions is given in the listing 
below: 
 
 1    // Job initialization 

 2    gmJob job; 

 3    job.command = gmdString("./user_prog input.dat resdir/res.dat"); 

 4    job.AddInFile("user_prog"); 

 5    job.AddInFile("input.dat", "", gmJob::TEXT); 

 6    job.AddOutFile("output.dat", "resdir/res.dat", gmJob::TEXT); 

 7    job.AddOutFile("stdout.txt", "STDOUT"); 

 8    job.AddOutFile("stderr.txt", "STDERR"); 

 9 

10    // Job manager initialization 

11    gmShellLibssh shell("username", "my_remote.system.org"); 

12    shell.SetParam("privkey", ".ssh/id_dsa"); 

13    gmPBSManager mngr(shell); 
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14       

15    // Job submission and output of the GridMD and remote job 

identifiers 

16    state = job.Submit(mngr, "test_job", true); 

17    if(state != JOB_SUBMITTED) return -1; 

18    printf(" Job id = %s, subm_id = %s\n", 

19           job.GetID().c_str(), job._subm_id().c_str()); 

20 

21    // Inquiring job status and retrieving intermediate results 

22    printf("Job state is %s\n", job.GetStateStr()); 

23    job.StageOut("output1.dat", "resdir/res.dat", gmShell::TEXT); 

24 

25    // Waiting for job completion and fetching the final results 

26    puts("Waiting for the job to complete..."); 

27    state = job.Wait(); 

28    if(state == JOB_COMPLETED) state = job.FetchResult(); 

29 

30    // Clearing gmJob structure and removing the remote temporary 

directory 

31    job.Clear(); 

 
The local job initialization part (lines 1-8) includes creation of the gmJob object, defini-
tion of a command to be executed on a working node of the remote cluster (line 3), 
definition of input and output files (lines 4-8) including files that will receive all output 
to stdout and stderr upon job completion. The communication protocol (SSH) and the 
job manager (PBS-managed system at my_remote.system.org) are defined in lines 10-
13. Both objects have a few named parameters that can be set by SetParam() function. 
When the job is submitted (line 16) a unique internal id is assigned to it which can be 
used then to restore the job if the application is restarted. The internal id and the remote 
system id assigned by the remote job management system are displyed in lines 18-19. 
In course of job execution the main GridMD application can check the job status and 
retrieve intermediate results such as log files as illustrated in lines 21-23. In lines 25-28 
the main application is blocked until the job is completed. The the job.FetchResult() 
function initiates downloading of all output files defined in the job object. 

A typical sequence of events for this example at both the host system where the 
GridMD application is running and the target system where the job actually executes 
is presented in Figure . Initialization of the job object is made entirely on the host 
system. The submission process involves execution of several command on the target 
system and data transfer via the communication protocol Execute and StageIn calls. 
First the temporary directory is created, then the input files are uploaded and finally 
the job is submitted to the target system queue. As the job is submitted it can be ma-
naged from the host system. In our case it includes several job status inquires caused 
low level Execute calls and downloading an intermediate result using the StageIn 
call. When the job status is changed to ‘Completed’ the results are fetched and the job 
object can be cleared which means also removal of the temporary directory at the 
target system. 
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Fig. 7. Example of the job life cycle. Left side: operations with the job object (middle level) 
and communication protocol (low level) performed on the host system where the GridMD 
application is executed. Right side: operations on the target system. 

In order to facilitate profiling of GridMD applications, timings of the main opera-
tions on the host and target systems can be obtained. The counters t1 – t2 (see Figure ) 
accumulate delays caused by data transfers and execution of service commands on the 
target system. The times T1 – T2 are related to the performance of the target job man-
agement system and the queue load. Finally the time T3 allows to benchmark execu-
tion of the user job commands. 

An example of the library service timings measured for a test job are given in Ta-
ble 1. The GridMD application was executed on two host systems working under 
Windows and Linux OS. The ping times between the host and target systems were 
(minimal/average/maximal): 5/5/6 ms for the Windows host and 4.8/5.3/6.3 ms for 
the Linux host. The input and output data sizes were 10 and 22 bytes respectively so 
the delays were caused mainly by service data transfers. The delay times were aver-
aged over 15 job runs. These particular results confirm that the communication proto-
col implemented via the LibSSH library and supporting persistent SSH sessions has 
smaller overheads than the one based on usage of the external SSH/SCP client calls 
for each operation. 
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Table 1. Timings of the test job run which show typical overhead caused by GridMD service 
procedures 

Communication 
protocol class/host 
operating system 

Time of re-
mote com-
mand execu-
tion (t1), s 

Time of data 
transfers (t2), s 

Overall 
service oper-
ations time 
(t1 + t2), s 

Total job 
execution 
time, s 

Plink/Windows 4.25 ± 0.85 4.71 ± 0.53 8.97 ± 1.38 13.58 

LibSSH/Windows 0.69 ± 0.18 0.73 ± 0.02 1.41 ± 0.20 5.40 

SSH/Unix 1.63 ± 0.39 1.31 ± 0.19 2.93 ± 0.58 6.92 

LibSSH/Unix 0.69 ± 0.13 0.72 ± 0.06 1.42 ± 0.18 5.40 

5 Summary and Outlook  

GridMD is a programming tool aimed at the developers of distributed software that 
utilizes local or remote compute capabilities to perform loosely coupled computation-
al tasks. Unlike other workflow systems and platforms, GridMD is not integrated with 
heavy infrastructure such as Grid systems, web portals, user and resource manage-
ment systems and databases. It is a very lightweight tool accessing and operating on a 
remote site by delegated user credentials.  

For starting compute jobs the library supports Globus Grid environment; a set of 
cluster queuing managers such as PBS(Torque) or SLURM and Unix/Windows com-
mand shells. All job starting mechanisms may either be used locally or remotely via 
the integrated SSH protocol. Working with different queues, starting of parallel (MPI) 
jobs and changing job parameters is generically supported by the API. The jobs are 
started and monitored in a “passive” way, not requiring any special task management 
agents to be running or even installed on the remote system. The workflow execution 
is monitored by an application (task manager performing  GridMD API calls) run-
ning on a client machine. Data transfer between different compute resources and from 
the client machine and a compute resource is performed by the exchange of files 
(gridftp or ssh channels). Task manager is able to checkpoint and restart the workflow 
and to recover from different types of errors without recalculating the whole 
workflow. Task manager itself can easily be terminated/restarted on the client ma-
chine or transferred to another client without breaking the workflow execution. Apart 
from the separated tasks such as command series or application launches, GridMD 
workflow may also manage integrated tasks that are described by the code compiled 
as part of task manager. Moreover, the integrated tasks may change the workflow 
dynamically by adding additional jobs or dependencies to the existing workflow 
graph. The dynamical management of the workflow graph is an essential feature of 
GridMD, which adds large flexibility for the programmer of the distributed scenarios.  
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Abstract. A parallel algorithm is presented for the efficient numerical solution 
of the stochastic collection equation. It is based on Bott flux method for numer-
ical solution of the stochastic collection equation. The algorithm of Bott has 
been chosen as one of the most popular algorithms intended for calculation of 
the evolution of cloud particle spectra. The optimized algorithm makes it possi-
ble to use multiple CPU cores for computation acceleration without significant 
accuracy loss and remains free from mass defect. Acceleration is achieved at 
the cost of reduced accuracy, because the steps of strictly sequential algorithm 
are executed in parallel. Tests showed a 3.5 time speedup on PC with four CPU 
cores. Results of the numerical tests show that the parallel algorithm is very 
promising to be used in the numerical models of convective clouds for calculat-
ing the spectra of cloud particles, such as water drops and various types of ice 
crystals. Stochastic collection equation presents the most computationally ex-
pensive part of such models aimed at forecasting thunderstorms, heavy rains 
and hails. Thus elaborated parallel algorithm can become an efficient instru-
ment in the hardware and software systems designed for operational forecast of 
dangerous weather phenomena. 

Keywords: Stochastic collection equation · Efficient algorithm · Meteorology · 
Numerical modeling · Multithreading 

1 Introduction 

Clouds largely affect [3] on the formation of weather and climate on Earth. Power and 
intensity of precipitation play an important role in people's life. Radiation characteris-
tics of clouds significantly affect the transfer of radiant energy in the atmosphere. The 
latent heat of phase transitions, released in the process of precipitation formation, is 
the source of energy for atmospheric effects of different temporal and spatial scales, 
such as thunderstorms, squalls, powerful tropical cyclones and hurricanes. 

Investigation of dangerous convective phenomena such as thunderstorms, hail and 
rain storms requires consideration of various processes having different nature and 
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scale and presents an extremely complex problem for numerical modeling [1,5]. 
Cloud model should reproduce both thermodynamical and microphysical processes. 
The former describe interaction of updraft and downdraft convective flows, turbu-
lence vortexes and temperature variations. The latter describe transformations and 
interactions of small cloud particles – water drops, aerosols and various kinds if ice 
particles (ice crystals, snowflakes, graupel and frozen drops). Calculations of the 
whole set of the processes require a large number of computational resources and 
time, especially in case of using 2D and 3D cloud models. Numerical simulation of 
the microphysical processes is the most computationally expensive part in such mod-
els especially in case of the so-called “detailed” description of the microphysical 
process, which demands calculation of cloud particle spectra. 

Droplet or ice particle spectrum evolves mainly due to the collection process, nu-
merical description of which is conducted by means of numerical solution of stochas-
tic collection equation (SCE). SCE is the complicated integro-differential equation 
describing the evolution of the spectrum (distribution function) of particles in dis-
persed medium through collision and subsequent coalescence. Analytical solution of 
such equation is possible only in case of the special kernel type; in other cases it 
should be solved numerically [6-8]. 

System of stochastic collection equations constitutes microphysical blocks of nu-
merical models of natural convective clouds. They allow calculating evolution of the 
spectra of water droplets and ice particles through coagulation and thus describe the 
details of the process of precipitation that are very important for forecasting danger-
ous convective phenomena such as heavy rain, thunderstorm and hail [4]. 

Modern numerical models are widely used for rapid predication of such danger 
convective phenomena as storms, hail, shower and others. These forecasts play an 
important role in climatic disaster prevention in places like airports. The problem lies 
in the absence of supercomputers in this kind of places, therefore designing of models 
with low computing expenditures is the actual subject for scientists. 

Usage of common models causes several disadvantages such as mass defect or 
spectrum widening. Thereby there is a need in model that both eliminates those prob-
lems and does not increase calculation time significantly. 

The most expensive part of every model is the solution of stochastic collection eq-
uation. From this point of view, the optimization of this part is a primary question. 

The equation is given by , , , ,  , , ,   1  

where ,  is the drop number distribution function at time t and ,  is the 
collection kernel describing the rate at which a drop of mass  is collected 
by a drop of mass , thus, forming a drop of mass . Here,  is the mass of the 
smallest drop being involved in the collection process and /2 [1]. 

One of the most popular schemes for the numerical solution of the SCE has been de-
veloped by Berry and Reinhardt (1974). In this approach the SCE is solved at discrete 
points of the drop spectrum. If necessary, high order Lagrangian polynomials are used 
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to interpolate the drop spectrum at intermediate points. Seeßelberg et al. (1996) pre-
sented a stochastic simulation algorithm for the solution to the SCE. The main purpose 
of their method is to produce benchmark calculations for situations where no analytical 
solutions of the SCE are available. By comparing their stochastic simulation algorithm 
with the Berry–Reinhardt scheme, Seeßelberg et al. found a very good agreement be-
tween both methods, thus demonstrating the high accuracy of the latter scheme [1]. 

Sequential algorithms which are used for SCE numerical solution, as a rule, have 
the computational complexity of O(N3) order, where N is the total number of spec-
trum bins or intervals. These algorithms are quite computationally expensive, even for 
calculation of one type of cloud particles. Computations of the spectra of several par-
ticle types in each spatial grid point of 2D and 3D model demand tremendous compu-
tational resources and time. This timing does not allow the use of the models in the 
operational practice for prediction of dangerous convective phenomena such as thun-
derstorms, hail and heavy rain. The way out is the optimization and parallelization of 
the sequential algorithms for SCE numerical solution [3]. 

2 Method of Bott 

Not long ago Andreas Bott [2] has introduced new algorithm, which is being the most 
adequate for the described problem at present time, as long as it has acceptable accu-
racy and is not vulnerable for mass defect and spectrum widening. Moreover, it fits 
better to physical world view. 

As constructed [2], the Berry–Reinhardt scheme is not mass conservative. In addi-
tion, it is computationally relatively time-consuming. These are two serious disadvan-
tages when the scheme is implemented into a dynamic cloud model with detailed 
microphysics. Furthermore, since the scheme solves the SCE in an integral way, one 
gets no information on the collision partners being involved in a particular collision–
coalescence process. However, such information is necessary if, for instance, one is 
interested in the redistribution of aerosol mass or other chemical substances that are 
contained within the colliding droplets. In order to avoid these shortcomings, the new 
flux method was proposed for the numerical solution of the SCE. The new scheme is 
exactly mass conservative and is computationally very efficient. 

The exact mass conservation as well as the numerical stability and efficiency of 
the flux method are the most important advantages when the model is compared with 
other schemes. Therefore, it is very attractive alternative for solving the SCE in dy-
namic cloud models dealing with explicit microphysics. 

The method consists of a two-step procedure [2]. In the first step the mass distribu-
tion of drops with mass  that have been newly formed in a collision process is added 
to grid box  with . By solving an advection equation, in the second 
step a certain fraction of the cloud water mass is transported from  to 1. The pro-
cedure is schematically illustrated in Fig. 1. Here, the dashed lines indicate the initial 
mass distributions after the collision process. The stippled area in grid box  represents 
the mass that will be transported into grid box 1, while the dark shaded areas are 
the final mass increase in grid boxes  and 1. 
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Fig. 6. Correlation of the results of the compared algorithms 

The big advantage of method of Bott is in avoidance of mass defect. This is one of 
the most important reason for using it in modern models and it should be preserved. 

Experiments has showed that modified algorithm has no mass defect, regardless of 
amount of CPU threads in use. Results are summarized in the Table 2. 

Table 2. Mass defect value in g(gm-3) obtained by compared algorithms 

Implementation Amount of CPU threads 
1 2 3 4 

Original, g(gm-3) 0 
Optimized, g(gm-3) 0 0 0 0 

5 Conclusions 

In this paper we propose a modification of well-known Bott algorithm that allows it to 
take advantage of modern CPUs with multiple cores by parallelizing algorithm itera-
tions. Modified algorithm is able to achieve 3.5 speedup factor on CPU with four 
cores. Experiments have shown that algorithm is free from mass defect while having 
acceptable accuracy. 

The proposed modification is able to run on CPU with different amount of compu-
tational cores and any grid sizes.  
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From our experiments, especially from chart on Fig. 5, it can be seen that increas-
ing amount of threads will also increase speedup factor. Therefore, algorithm adapta-
tion for the GPU is an interesting subject. 

There are still areas where proposed algorithm can be improved. As a continuation 
of presented work we are planning to investigate algorithm adaptation for GPU and 
further study possibilities to decrease error rate. 
 
Acknowledgments. The authors wish to thank Dmitry Karpov for helpful discussions in search 
of the best performance solution. 
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Abstract. Optimal resource utilization is one of the most important
and most challenging tasks for computational centers. A typical contem-
porary center includes several clusters. These clusters are used by many
clients. So, administrators should set resource sharing policies that will
meet different requirements of different groups of users. Users want to
compute their tasks fast while organizations want their resources to be
utilized efficiently. Traditional schedulers do not allow administrator to
efficiently solve these problems in that way. Dynamic resource reallo-
cation can improve the efficiency of system utilization while profiling
running applications can generate important statistical data that can
be used in order to optimize future application usage. These are basic
advantages of a new scheduler that are discussed in this paper.

Keywords: Computational cluster · Scheduler · HPC · Profiling ·
Resource sharing · Load balancing · Networking

1 Introduction

Clusters for scientific calculations became widespread during the last decades.
Initially, they were specific to government laboratories, large companies or major
universities. But nowadays many non-commercial organizations even with a lim-
ited budget can afford a computational cluster. Such clusters usually consist of
many homogeneous, relatively inexpensive nodes. This approach became quite
common for small universities as well as for prominent IT companies: it allows
organizations to reduce total cost of ownership and facilitate administrative
tasks. Such systems are much cheaper than big SMP nodes. The same can be
said about hardware upgrades due to the fact that nodes consist of common,
widespread components and many manufacturers produce it. Actually, this fact
means that organizations will probably not get vendor lock-in. The next advan-
tage is scalability. SMP systems are known to have limited scalability while
clusters can be easily scaled up to thousands of cores.

The same situation can be found in the supercomputer area. The evolution
of the TOP-500 list is an illustrative example. If in 2000 (June 2000 list) only
2.2% of the systems have the cluster architecture (providing 3.5% of overall
c© Springer International Publishing Switzerland 2015
O. Gervasi et al. (Eds.): ICCSA 2015, Part IV, LNCS 9158, pp. 299–310, 2015.
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performance of the systems in the list), in 2014 (November 2014 list) 85.8% of
systems were clusters (providing 67% of overall performance) [1].

This paper concerns effective computational cluster utilization. It implies
that organization will not get resources underloaded or overloaded while users
will be able to compute their tasks fast.

2 Computational Infrastructure Problems

Despite the fact that clusters provide users and administrators with many advan-
tages which other architectures have never had, one can face with many issues
while creating, maintaining and using a computational cluster. Sometimes it
is really difficult to create a reliable computational infrastructure. Some major
concerns and problems of the cluster architecture are listed below.

– Planning. An HPC organization should pay much attention to infrastruc-
ture planning and upgrading. Decisions at this stage determine how flexible
and reliable the computational infrastructure will be. There could be many
questions. How many cores per node will be acceptable (should we use big
SMP nodes)? How much RAM should be installed (a compromise between
requirements and cost)? Which vendor offers best price to performance ratio?
Should accelerators (e.g. GPGPU) be used (will user programs harness all
GPGPU powers)? There is a tendency in the HPC world to use hybrid clus-
ters for scientific computations [2]. Nowadays (the data from the last TOP-
500 list, November 2014), 15% of the TOP-500 systems are equipped with
some accelerator [1]. And 34.5% of the TOP-500 overall performance is con-
tributed by hybrid systems (one can compare the present situation with the
situation in 2009 when systems with accelerators contribute only about 5%
of the TOP-500 overall performance). Moreover, some clusters have several
accelerators per node (e.g. multi-GPU nodes) as well as nodes with differ-
ent accelerators (although they usually belong to different clusters). There
are several kinds of computational accelerators. It can be a GPGPU, MIC or
some other accelerator. Such hardware is used in order to increase the system
performance: accelerators can speedup scientific applications; they usually
contribute a high percentage of the peak performance of the hybrid system.
But sometimes they just can not help. The first possible problem is the algo-
rithm being used: if it can not be parallelized or a program that implements
it has a substantial sequential fraction, the manycore device will be under-
loaded almost all the time of a program run. One should always remember
Amdahl’s law. But even in case of good algorithm (in terms of paralleliza-
tion) there can be other issues. For example, data transfer from the RAM to
the device memory and vice versa. It can be a possible bottleneck. Despite
the fact that contemporary accelerators can give a substantial speedup, one
should carefully estimate the possible benefits. Are there enough software
that supports GPGPU? Will users run it? Which algorithms does it use?
Answering these questions will help to make the decision on the hybrid sys-
tems usage.
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– Data Storage. Should it be a local storage, SAN or NAS? Which proto-
cols to use? Should a parallel file system be used? One should think about
many factors while planning the data storage (e.g. data consolidation). The
final goal is to alleviate all possible bottleneck which can be caused by slow
reading/writing and provide users with comfortable and transparent access
to their data. The specific solutions depend on computational center objec-
tives, specialization and user tasks. Different computational centers work
with different amounts of data. Data sets differ too. The most challenging
case is working with big data, but not every center will face it.

– Networking. Cluster architecture offers great scalability, but introduces
some new problems, one of which is networking. Networking can become a
bottleneck. One of the main factors is the ratio of CPU performance to net-
working performance. Increasing the number of processes that participate
in a computations will not lead to speedup if the cluster network has low
performance. Moreover, it could lead to slowdown. In order to alleviate this
problem one should use algorithms with as few synchronization as possible.
But such requirement could not be suitable taking into account great variety
of user applications. Custom interconnect is a big part of the cost of a super-
computer. But even small computational center can consider networking as
a very important factor in the effectiveness of its work. It is advisable to use
high performance networking for clusters. There can be two separate net-
works: a network for management and maintenance tasks (e.g. Ethernet 1G)
and separate computational network (e.g. Infiniband FDR). Some aspects of
networking in computational center are discussed later in this paper.

– User Friendly Interface. Not every user is a computer science specialist,
they just want to calculate their tasks (e.g. scientific calculations in case of
university computational center). Nodes of computational clusters are usu-
ally installed with some Linux distribution. Traditional cluster management
systems (e.g. some implementation of PBS) are usually have text interface as
a default or the only interface, but inexperienced users are not accustomed
to work with the console. So, it takes time for them to learn and get accus-
tomed. It is not convenient neither for users nor for organization because
users can do a lot of mistakes at that time (while working with the clus-
ters). In order to solve this problem organization can install some additional
packages that will ease task submission (e.g. web interface). It can also give
users virtual machines. It is more convenient and secure than single server
that provide users with an access to computational resource. While virtual
machines can be used as computational resources too. Such approach can be
very convenient and beneficial for users as well as for organization [3]. There
is also another big problem: regardless of the interface, users should choose
appropriate resources for their tasks. Making a decision on computational
resources can be difficult. Requesting too much resources could lead to poor
cluster utilization. But users want to calculate their tasks fast. So, organiza-
tion should find a compromise solution that is acceptable for different users,
provides fair resource sharing and high resource utilization. That is why the
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following question becomes one of the crucial questions for computational
center.

– Resource Sharing, Resource Monitoring, Resource Utilization.
These are the main questions of this paper, they are discussed below.

– Security Questions. Security issues is very important too, but they are
out of scope of this article.

– Other Questions.

3 Resource Sharing

HPC resource in general can be shared by different groups of users that use
open and closed source software packages, that in turn use various standards
which makes efficient resource sharing a challenging problem. One should take
into account every scientific application separately. Solving this problem seems
to be impossible without intelligent software.

One of the possible solutions is to use a profiling scheduler. Such scheduler can
collect information about running programs. These information reflects usage
efficiency and can be used for future application run.

All in all, we can distinguish the following approaches that are used in order
to share computational resources.

– No Management System. One can install operating system on computa-
tional nodes and grant access to nodes to users. It is the simplest approach
from infrastructure point of view, but it is difficult to do resource planning
in the described system.

– Single System Image. There are several packages that allow administrator
to create such system. Several computational nodes will be viewed as a single
system. Such systems are quite convenient but they also have drawbacks:
computational resources at the physical level are separate, so questions on
scaling up emerge. Users do not pay attention to this fact, so they can use
some API for SMP systems and get small speedup or even slowdown. Another
possible problem is failure of one node, because it could lead to the restart
of the whole system.

– Cloud. There are several well-known and reliable solutions that can be used
in order to create cloud. Many organization uses this approach due to the
advantages that it offers (e.g. relatively simple infrastructure management).
But such approach implies virtualization overheads. In addition, there are
still some questions about load balancing (e.g. virtual machines migration).

– Classical Management System. We consider portable batch system
(TORQUE, PBS Professional) and similar systems (HTCondor, Univa Grid
Engine) as classical because they offer a traditional approach and are widely
used in many computational centers [4] [5]. This approach is a base for a
new one that will be discussed in this paper. Such system will be described
in the next chapter.

– Other Approaches.
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4 Traditional Approach

Such approach implies reservation of available computational resources: users
request some resources by submitting their jobs. We will discuss this approach
on the example of PBS system.

The key notion of PBS is a queue. Cluster nodes are assigned to some queue.
There are usually several queues in such systems. One node can belong to several
queues at the same time. Queues have different parameters: priority, resource
limitations, time limitations, and so forth. Cluster administrator declares some
policy for job queuing. According to this policy, he creates queues and assign
necessary parameters to them. For example, he can create a queue for fast jobs
with weak resource limitations and queue for jobs that requires a long time
to complete with severe resource limitations or low priority. The common PBS
system can be viewed as shown in Figure 1.

Fig. 1. PBS Scheme

Many organizations across the world use some PBS implementation or similar
system to organize resource sharing. PBS provides managers and administrators
with relatively simple solution in terms of resource sharing policies as well as
administration efforts. It allow users to submit their jobs and specify resource
requirements for them.

The PBS scheduler decides at which time and on which resources a job will
be run. When it is possible (according to the current resource reservation and
policies) the scheduler informs the PBS server. The PBS server, in turn, starts the
job on allocated resources. Since that moment the resources that were allocated
for the job are reserved. No one else can use those resources (even another job
of the same user).

Such approach is quite clear and simple, but it has a drawback. The PBS
usually does not monitor dynamic resource load. It monitor available resources
only in terms of reservation and requests. The PBS system relies on resource
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characteristics that were initially assigned by the administrator. Such resources
as CPUs, GPUs, the overall amount of RAM will rarely be changed. And when
there was some hardware upgrade the system administrator can specify new
resource characteristics for PBS. But one can not retrieve the information about
the actual resource load. The only thing that a PBS implementation depicts is
jobs and resources assigned to it. One can not figure out the current load of
nodes (e.g. load average value) using PBS utilities. One can assume that the
amount of resources reserved for a job reflects the actual resource usage. But it
could not be the case, for example, when a user application that is started within
the job is not parallelized very well, or user made a mistake when writing that
job. So, when administrator use the PBS he relies on users: users should submit
correct jobs and predict the best resource amount in order to reserve only really
necessary resources.

The other drawback is the fact that an average PBS implementation provides
administrators and managers with scarce accounting information. One can find
out only overall resource usage (e.g. CPU time) and only when job is finished.
One can not find the detailed information, for example, load on different nodes
that participated in computations. Moreover, that scarce information is usually
stored simply in log file along with other log messages. If administrator wants to
get more user friendly interface he should write it (e.g. some script) or use third-
party one. Finally, there is no reliable way to determine particular applications
that were executed inside job script. This is the another case when administrator
relies on users: they should name their jobs appropriately in order to reflect which
application is used within a job. But, of course, users can name their jobs in some
different way, the way they think to be the most convenient for them. So, the
name of a job is not a reliable source of information. Moreover, users can run
several different applications within a single job.

The notion of a job is user-defined anyway. A user determines what will
compose a single job. But the organization managers want to know application
usage information. For example, they want to know which application is the
most frequently used or which one has the worst CPU time to wall clock time
ratio. Such information can be very useful for planning the HPC infrastructure
(for example, when planning some hardware upgrades or purchase of some new
software licenses). The first problem is solved when software package comes with
a license server. The administrator can estimate the application usage from the
license server log file (calculate the number of license checkouts). But propri-
etary software may have no license server (for example, some paid closed source
scientific packages have no license server), let alone open source software. So,
administrator just can not count the application usage in this case. They can
write some sophisticated prologue script (in terms of PBS) which will try to find
out the job content, but such approach is difficult and not quite reliable, because
a job script can call many other scripts and depends on environment variables
(for example, a string with application call without absolute path in a script can
actually run different versions of the application depending on PATH variable).
It is really hard to find out which versions of which applications will be executed
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in the job in this case. So, standard PBS utilities of an average PBS implemen-
tation can not determine which applications are executed within the job while
such information can be very helpful for the future HPC infrastructure planning
and for the annual reports. Of course, profiling can be done using third-party
software (not by a PBS implementation), but such software will not be able to
map resource usage to PBS jobs.

The detailed accounting information could be used in another way. One can
analyze it in order to improve the overall resource usage. Two similar jobs
can show different performance despite the fact that user requested the same
resources for them. Despite the fact the CPU cores count was the same the first
job, for example, could be executed on a single node while the second on sepa-
rate nodes in the network. Or different nodes were assigned in the first run and
in the second run. And even in case of exactly the same allocated resources it is
possible to get different performance because of shared resources like network.

Accounting information can also give the representation about the under-
lying levels performance (underlying levels that some application uses). As an
example, MPI implementation. There are many different MPI implementations
that varies greatly in performance: one of them can support Infiniband RDMA
and another (probably old version) can not (work only with IP over Infiniband).
As a result, the same application run can yield different performance when using
different dynamic MPI libraries. Such situation can be figured out by profiling
applications.

Figures 2 and 3 illustrate test runs of an MPI application (Intel IMB test
PingPong) that were executed on two separate clusters (see Table 1) using
TCP/IP (over Ethernet), IPoIB (IP over Infiniband) and RDMA protocol
(Infiniband).

Table 1. Cluster characteristics

Cluster 1 Cluster 2

CPU 2x Intel E5335 2.0 GHz 2x Intel X5650 2.67 GHz
GPGPU - 3x (8x) NVIDIA Tesla M2050
RAM (GB) 16 96
HDD (GB) 160 120
Network Ethernet 1G, 2x Ethernet 1G (bond interface),

Infiniband 4x DDR Infiniband 4x QDR
Total 768 Tb RAM, 48 nodes, 2.3 Tb RAM, 24 nodes,
characteristics 384 cores 288 cores, 112 GPUs
Peak performance 3.07 59.6
(Tflops)

As one can see, using RDMA is much more beneficial than IPoIB. Infiniband
RDMA is a special protocol that was designed for Infiniband systems (details on
working with Infiniband could be found in many sources, e.g. [6]). But RDMA
should be supported by MPI implementation. So, planning the computational
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Fig. 2. Network test on the cluster 1

Fig. 3. Network test on the cluster 2

infrastructure is not limited to hardware, it also concerns system software, as
well as application software.

All in all, PBS promotes a way of conventional resource sharing that is quite
simple and clear. But such approach works efficiently only under certain assump-
tions. It does not handle possible user errors efficiently: one can imagine the
situation when user requests 128 cores for his job, but the job uses only one
CPU core due to some mistake, let alone wrong estimations when users can not
predict correctly the necessary amount of resources (for example, inexperienced
user requests many cores for a serial job). The opposite situation is one when
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user application utilize more resources than it was requested. Such situations
could be find out using detailed monitoring or profiling which is not specific to
the PBS. As a result computational resources can be underloaded or overloaded.
The new scheduler was designed in order to solve these problems.

5 New Approach

The new approach is based on profiling. It provides administrator with detailed
accounting information about running jobs. The information retrieved from the
profiling is used in order to dynamically reallocate the available resources. The
main purpose of creating this scheduler is to overcome PBS drawbacks while try-
ing to keep the simplicity of administration and utilization and do not introduce
substantial overheads.

This scheduler is designed to be modular. The work is still in progress, we
implemented basic functionality and tested it on several nodes at our faculty.
Here are the basic features of the scheduler.

– Profiling, Detailed Accounting and Monitoring. All jobs are traced
by the corresponding module (accounting module). This module starts the
job and captures events of new process creation (using fork, vfork or clone
system call), stop or execution (when a new binary starts within the pro-
cess). The main idea is to gather statistical data about each process of the
job (binary that was executed, CPU time, memory usage etc.). One can
consider it as unnecessary, but such approach allows one to analyze user
jobs and find possible bottlenecks. Moreover, statistical data can be used for
predictions. Only a few programs perform the analysis of their run. We can
collect performance data without the necessity to go deeply into the source
code or trace each program step. So, such accounting is suitable for open
source programs as well as closed source ones.

– Dynamic Resource Allocation. Our system provides flexible reservation
of all available resources. This means that the amount of resources user
requests will be treated as hints, not precise numbers. Our system will mon-
itor the jobs and check whether jobs meet the requirements specified by users.
A proper computational job should correspond to the resources requested
for it. But an average job can underload the requested resources or overload
them. Using conventional PBS one will have free unused resources in case of
underload, and users which jobs are still in a queue. While in case of overload
one will have conflict of interests resulting in increase of job completion time.
In the both cases one have inefficient resource utilization. Our system will
start another job on the underloaded resources (which requirements meet
the hardware characteristics) while giving the initial job higher priority (if
resources become overloaded by these two jobs, the second one will be sus-
pended). In case of overload our system offers to administrator three possible
options: stop the job and send an appropriate message to the user, suspend
this job and run another or keep the job running and log this information.
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Such flexible approach allows administrators to alleviate user mistakes and
improve resource utilization.

– Rating. Our system will have a module for keeping user rating. We propose
this simple feature which is rarely used when we talk about clusters for
scientific computations. User rating will reflect the efficiency of user jobs.
Experienced user can estimate the necessary resources for his job, so running
such job will not lead to underload or overload. If some job consumes more
resources than it was requested, the rating of the job owner will be decreased.
And if some user requests more resources than he actually needs, the rating
of such user will be decreased too. The goal of such rating is to improve the
priority and limitation policies: rating will impact jobs priority and resource
limitations for each user. Detailed accounting, once again, can help users to
find the possible problems of their jobs.

– Predictions. The predictions module can automate resource requests. Such
module will offer to user possible amount of the resources that is necessary
for his job or even make such requests instead of user (user will have to
specify the job only). Of course, the performance of an application depends
on the exact task (input data). But one can find out the general tendencies
that are specific to the application. For example the fraction of the sequential
part will impact the highest speedup that can be achieved (Amdahl’s law).
The underlying levels can impact the performance too. One can remember
the example from the previous section that depicts MPI implementation fea-
tures. Prediction module can estimate the necessary resources in accordance
to the used libraries. And finally it can mark the applications that can use
specific hardware (GPGPU) in order to run such applications on the neces-
sary nodes. These can be figured out using statistical data that is gathered
by the accounting module. Of course, there should enough statistical data
in order to make the correct prediction.

– Native API. The accounting module uses ptrace in order to trace and sus-
pend jobs. When this module starts it forks and the newly created process
calls ptrace (specifying PTRACE TRACEME), then it runs the necessary
application (by execve system call). The tracer is notified when tracee creates
a new process (using fork, vfork or clone), execute another program (using
one of exec* functions; it is required in order to get the information about
actually running programs) and when one of the tracee processes exits (for
retrieving accouting information). The accounting information about pro-
cess is gathered from the procfs. Another important API that is used in
our system is Pthreads. Invocation of the accounting module on a remote
node is done by changing the ssh command. Such calls will be traced and
the command for the remote node will be changed in order to invoke the
accounting module (it is necessary to monitor the jobs resource usage). So,
such approach could be considered as a native to Linux systems.

– Testing. The dynamic resource allocation is also supported by periodic tests.
They are executed in order to reflect the actual resource state (for example,
the network load). Using such information the scheduler can allocate the
best nodes (in terms of the performance) for new jobs.
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– The Possibility to Use the Modules in Different Ways. For example,
accounting module can be used in a PBS cluster. In this case, administrator
should add an invocation of the accounting program before actual user script
invocation in the PBS prologue script. Administrator should pass user script
with all the options as an arguments to the accounting module.

Testing of our system shows that overheads imposed by profiling are smaller
than 1% when compared with PBS implementation on a proper job test set.
While an average improper job test set (that underloads and overloads the
resources) was computed about 16% faster. The proposed system can be viewed
as it depicted in Figure 4.

Fig. 4. Scheduler scheme

Such system performs the constant detailed monitoring which generates the
accounting information that helps to make real time decisions on resource real-
locations (in case of underload or overload) while is also saved for the future use.
The rating module will use this information for keeping the user rating that will
encourage users to request resources correctly. The prediction module will use
this information in order to offer the optimal amount of resources to users and
probably automate this task in the future.

Such approach can ease the administration tasks as well as utilization of
computational clusters. It could optimize the resource usage and helps to make
efficient decisions on computational infrastructure questions.

6 Conclusion

Planning infrastructure for scientific computations sometimes can be challeng-
ing. One should take into account many factors. User jobs can underload or
overload requested resources, that is why administrator should use systems that
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will monitor the situation. Statistics generated from such monitoring can be used
for future application run.

Scheduling applications can be done using the approach described. Each job
submitted to the system is profiled and its optimal resource reservation is deter-
mined. For subsequent submissions this reservation is used by default.

Basic modules are implemented using native to Linux APIs and instruments.
There can be several modules that perform predictions based on statistics, test
actual resource parameters, calculate user rating. When finished, these modules
will ease administrative tasks as well as user work.
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Abstract. In this article we were studying the types of architectures for cloud 
processing and storage of data, data consolidation and enterprise storage. Spe-
cial attention is given to the use of large data sets in computational process. It 
was shown, that based on the methods of theoretical analysis and experimental 
study of computer systems architectures, including heterogeneous, special tech-
niques of data processing, large volumes of information models relevant archi-
tectures, methods of optimization software for the heterogeneous systems, it is 
possible to ensure the integration of computer systems to provide computations 
with very large data sets. 

Keywords: Database system · Cloud computing · Cosolidation technology · Hybr-
id cloud · Distributed system · Centralized databases · Federated databases · IBM 
DB2 · DBMS · Vmware · Virtual server · SMP · MPP · Virtual processing 

1 Introduction 

Cloud computing and cloud storage systems have gained popularity as the most  
convenient way of transferring information and providing functional tools on the 
Internet. Some cloud services offer a wide range of services and functions to individ-
ual consumers (online shopping and online multimedia technologies, social networks, 
environment for e-commerce and protect critical digital documents), and the other 
commercial structures, that support the work of small and medium-sized businesses, 
large corporations, government and other institutions[1]. 

Some cloud services provide consumers with space for the storage and use of data 
for free, others charge a particular fee for services provided by subscription. There are 
also private clouds, owned and operated by organizations. In fact, this secure network 
is used for storing and sharing critical data and relevant programs [1]. For example, 
hospitals can use the sharing services for archiving electronic medical records and 
images of patients or create your own backup storage network. Moreover, it is possi-
ble to combine budgets and resources of several hospitals and provide them with a 
separate private cloud, which the participants of the group will enjoy together[2].  
To create a private cloud requires hardware, software, and other tools from  
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different vendors. Management of physical servers at the same time can be both ex-
ternal and internal. Hybrid clouds, as is clear from the title, pool resources of different 
public and private clouds into a single service or a decision [3]. The basis of all cloud 
services, products and solutions are software tools that functionality can be divided 
into three types, means for processing data and running applications (server compu-
ting) to move data (network) and for storage (NAS). 

The problem of Cloud use for computation stands aside both due to the large over-
heads in parallel libraries in the Cloud and what is more important serious limitations 
due to file systems peculiarities in virtual cluster architectures. Thus the way of trans-
ferring the data to virtual processes is of a vital importance for large scale computa-
tions optimization.  

2 Cloud Computing on the Based of Consolidation Technology 

 

Fig. 1. Cloud Processing 

The idea of "cloud computing" is to combine multiple computers and servers into a 
single environment designed to solve certain kinds of problems, such as scientific 
problems or complex calculations. Over time, this structure collects a lot of data, dis-
tributed computing and storage nodes. Typically, applications, running in a distributed 
computing environment, address only one of the data sources [4]. However, when the 
need arises to access simultaneously multiple sources, difficulties arise because these 
sources may contain different data and tools of heterogeneous access and also are  
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distributed at a distance from each other. In addition, for users performing an analysis 
of historical data, it is convenient to apply to a single source of information, forming a 
query and get results in the same format. 

Thus, the main problem of the approach to the storage of information in distributed 
computing systems is the diversity and remote data sources. The solution is to create a 
centralized point of access, providing a single interface access to all data sources for 
cloud computing in real time. It is necessary to choose the most appropriate approach 
and the corresponding platform that provides a consolidation.  

3 Data Consolidation Technology 

All existing approaches to consolidate distributed data sources can be divided into 
two types: 

 
1. The centralized approach 

 
 Data from all external sources are transferred to the central repository and are up-

dated periodically. All users work directly with the central repository. 
 
2. The federated approach 

 
 Data is stored directly in the sources, the central link provides transparent redirec-

tion of user requests and the formation of the results. In this case, all users can also 
refer to the central node only which translates requests more data sources.  

Each of these approaches has its advantages, it is necessary to consider each and 
identify the most suitable for data consolidation in the cloud computing. 

3.1 Architecture Centralized Databases 

Centralized approach to consolidate distributed data sources is duplicating data from 
all sources in the central database. Such a database called a data store. Typically, the 
data warehouse using relational databases with advanced tools for integration with 
external sources. The availability of data combined in a single source, speeds up user 
access to data and simplifies the normalization and other similar processes compared 
with data scattered in different systems. However, the integration of information in a 
centralized source requires that data, which are often in different formats, were 
brought to a common format, and this process can lead to errors. Also for storage can 
be difficult to work with new data sources in unfamiliar formats. Moreover, the cost 
of treatment is often increased because of the need to duplicate the data processing 
and two sets of data[5].  

3.2 Architecture Federated Databases 

Federated databases access mechanism and management of heterogeneous data hides 
the features of the reference to a specific data source, but instead provides a single 
interface, similar to the classical relational databases [5]. 
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Most applicable approach to creating a platform for the federated database ap-
proach is to develop the existing relational database management system and to en-
sure its interaction with external data sources. This database becomes central to a 
federal database that stores all the information about data sources, and redirects re-
quests to it [5]. 

System database directory of the central node must contain all the necessary infor-
mation about data sources in general and about each object in particular. Such infor-
mation shall be used by the optimizer SQL-queries to build the most efficient query 
execution plan. 

4 Comparison of Federal and Centralized Approaches 

A feature of the federal database is a logical integration of data when the user has a 
single point of access to all the data, but the data itself physically remain in the origi-
nal source. This feature is a key differentiator from the centralized federal approach 
that uses physical integration when data from disparate sources are duplicated at the 
general assembly that is accessed by all users. Federated approach involves storing 
data sources themselves, when the central node performs broadcasting requests, tak-
ing into account features of a particular source[5]. 

In the case of cloud computing, the federated database is a better choice for the fol-
lowing reasons: 

1. Federated technology less prone to errors with the distortions and integrity be-
cause the data will remain in their original locations. 

2. In a federated architecture easier to add new sources, this is especially important 
in dynamic systems. 

3. The federated approach, as opposed to a centralized, always guarantees a real-
time data from the original source, whereas the centralized approach transferring the 
data to a central site can become outdated. 

It is worth noting that in complex cases that require large amounts of data intersec-
tion from different sources, federated database should provide the ability to store the 
information centrally, providing thus a hybrid approach [6].  

5 Software Requirements for Federated Databases 

Due to the heterogeneity and distribution of data sources in the cloud, unified infor-
mation management environment is a challenge. Data sources can be relational data-
bases, business applications, flat files, web services, etc. Each of them has its own 
storage format, challenges and way of delivery of results. Moreover, the sources may 
be located at a considerable distance from each other on different networks with dif-
ferent access protocols. 

The software manages the federated database, must necessarily meet the following 
requirements: 

1. Transparency 
2. Heterogeneity  
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3. Scalability 
4. Support for specific functionality 
5. High performance 
6. Separation of access rights 

6 Existing Platforms of Federated Databases 

1. IBM DB2 Information Integrator 
 

This decision is based on DBMS IBM DB2 Universal Database and initially fo-
cused on the creation of distributed systems with federated access. Supported by a lot 
of variety of data sources, as well as standard SQL / MED, allowing you to create 
your own extensions. 

Particular attention is paid to the performance and security platform, as well as 
ease of use and management. 

 
2. Microsoft SQL Server 

 
Integrating Microsoft SQL Server database with external sources is carried out 

through the use of Microsoft Integration Services - a platform to build integration 
solutions and data transformation at the enterprise level. 

The Integration Services can extract and transform data from a number of sources, 
such as files XML, flat files, relational databases, etc. It is possible to use graphical 
tools of Integration Services to create a ready-made solutions or independent creation 
of the object model of Integration Services using the supplied software. 

 
3. Oracle Streams 

 
Integration of Oracle initially focused on the implementation of the approach with 

a centralized access, however, the technology Oracle Streams Transparent Gateways 
provides the means to implement the model with federated access. External data 
sources can be registered in the Oracle database in the form of links, called DB-links, 
and use the data from these sources in distributed queries. Supports access to flat files, 
XML-files, ODBC sources, etc[7]. 

7 Distributed Data Processing 

Distributed data processing is an opportunity to integrate fragmented data resources. 
One approach to centralizing data is to decommission simply the existing database 
system and to build a new integrated database. An alternative approach is to build an 
integration layer on top of pre-existing systems. Building an integration layer on top 
of existing database systems is a challenge in complexity and performance, but this 
option sometimes gives the most effective results in business and engineering sense. 
In a data-sharing environment, there is no single best architecture that will solve all 
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problems. Large installations of database systems may be accessed by hundreds of 
thousands of times a minute. The irreducible latency present even in a fully optical 
network is not capable of supporting such a performance requirement. Indeed, local 
disks are also too slow, and most of this sort of information is cached off disk and into 
memory. In some organizations, if critical data is unavailable for even a matter of 
minutes, it could affect millions of dollars of revenue. This is why remote data access 
is not used in such large-scale situations where high availability is critical. There are 
many small and medium weight applications with modest performance requirements 
for data. Often, such applications are designed to work with a copy of data because 
getting a copy and loading it on a local database seems like the easiest solution. Such 
design does not factor in the cost of maintaining a separate copy of the data. When the 
applications are put into production and begin having problems keeping their data in 
sync, these costs become all too apparent. Such applications would probably do better 
to remotely reference their data. In such cases, it is a good architecture to remotely 
reference application databases for shared data. Such “distributed” databases need to 
incorporate some high availability design, depending on the weight of the applications 
served and their availability requirements. Each application should be analyzed to 
determine its performance and reliability requirements [1]. 

8 Distributed Databases are Working with Data on the Remote 
Server 

Database management system (DBMS) has become universally recognized tool for 
creating application in software systems. These tools are constantly being improved, 
and the company database developers are closely monitoring the progress of their 
competitors, trying quickly to include in their packages the new features implemented 
in the competition. True internal architecture of the database is not always let to do 
this successfully. Distributed databases are implemented in a local or global computer  
network [7]. In this case, one of the logical database is located in different nodes of 
the network,  possibly on different types of computers with different operating sys-
tems. Distributed DBMS provides users with access to information, regardless of 
what equipment and how the application software used in the network nodes. Mem-
bers are not compelled to know where the data is physically located and how to per-
form physical access to them [8]. Distributed DBMS allows horizontal and vertical 
"splitting" of the tables and put the data in one table in different network nodes. Re-
quests to the distributed database are formulated in the local database. Transaction 
processing operations and backup / restore distributed database integrity is ensured 
throughout the database. 

We have been installing our database system on the server of linux platform in 
St.Petersburg State University GRID technoligies laboratory. The system  includs a 
DB2 client and DB2 Administration Client, which implements the graphical tools that 
enable you to select the appropriate performance access to remote servers, to manage 
all servers from one location, to develop powerful applications and process requests. 
If the network is working properly, and protocols will function correctly on the  
workstation, the interaction of the "LAN - Local Area Network" between Database  
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Fig. 2. Architecture, developed in Saint Petersburg State University 

servers and clients require no additional software. As long as there is a connection 
between the local networks of any network client can access any server. Transactions 
provide access and update data in the databases of both servers while maintaining the 
integrity of data on both servers. Typically, such a mode of operation is called two-
phase (two-phase commit) or access within a distributed unit of work. The first debit 
account and for the account of the second loan is very important that their update was 
carried out as a single transaction [8]. 

We can consider this solution as the DB2 database used for the consolidation of 
computing components and data storage in a virtual site. DB2 UDB is a completely 
parallel and support parallelized execution of most operations, including queries, 
insert, update, and delete data, create indexes, load and export data. Moreover, due to 
functionality of DB2, the transition of a standard, non-parallel execution environment 
to a parallel one is not limited by increasing efficiency [2]. DB2 UDB has been spe-
cifically designed to work successfully in a number of parallel media systems includ-
ing MPP, SMP and MPP clusters of SMP nodes. DB2 provides computer data storage 
solutions for the target problem. 

We choose DB2 UDB for our database system. We have installed  IBM DB2 in the 
VMware Infrastructure environment. Then we installed VMware Tools in the guest oper-
ating system and created eight identical single-processor virtual machines. We have in-
cluded only the virtual machines that are used in the particular test and made sure all 
unused virtual machines on the host ESX Server, were closed [8]. Results show, that one 
VCPU virtual machines advantages of working with IBM DB2 on a VMware ESX Serv-
er to become apparent when we run the test with multiple virtual machines. 



318 A.V. Bogdanov et al. 

We were modeling the virtual processor used in the test run with different load. In 
other words, the same number of concurrent virtual machines used, we have doubled 
the number of simulated users within two VCPU SMP virtual machines compared to 
one VCPU virtual machine. Figure-3 shows that the efficiency is almost doubled in 
two-VCPU SMP virtual machine. The results verify that the virtual environments can 
achieve the scale of SMP similar to that seen in the native environment. 

 

 

Fig. 3. Scalability compared for a fixed number of virtual machines 

9 Analysis of the Database in the Distributed System 

We were testing the distributed system in our university and have shown how to im-
prove the performance and extend the range of applications of scientific methods and 
algorithms for parallel and distributed data processing by optimization of database 
applications from the point of view of search for promising architectural solutions[9]. 
The aim is to provide an operating environment for the database and its consolidation 
in a distributed computing environment, that is some general solution for relatively 
small networks and can be used in research institutions and commercial enterprises 
whose resources may be located in the same building and in geographically remote 
locations To achieve this goal it was necessary to solve fairly complex problem of 
choosing a prototype system architecture, algorithm development, as well as the prob-
lem of creating and adapting existing software products[10]. Such a system is imple-
mented in the form of blocks that make up the distributed virtual computer system 
and we can call it virtual testbed. 

10 Conclusions 

Consolidation of data in distributed heterogeneous systems is an important and chal-
lenging task. Out of existing approaches to solving this problem, the most appropriate 
approach is that of federal databases. Creating and managing such a structure requires 
the use of specialized software, which in turn must meet a number of requirements for 
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transparency, heterogeneity, security, performance, etc. On market integration soft-
ware there are a number of solutions from major manufacturers, build on industrial 
relational database, based on which you can organize a federal structure data access. 
To select a specific solution, the detailed examination for compliance with the re-
quirements for systems of this type must be made. In this research we can point out 
the following results. 

• There is a way to create an operating environment for database consolidation in a 
distributed computing environment. This environment is some common solution for 
relatively small networks and can be used in research institutes and commercial en-
terprises in which resources may be located in the same building as well as in geo-
graphically remote locations. 

• A special synthetic method of data processing, which allows you to combine the 
power of SGE and DB2 DBMS for distributed heterogeneous computing resources, 
was an important step in the consolidation of the global pool of resources. 

• The results of testing, which clearly showed that the databases in a distributed 
computing environment can be an effective means of consolidating software and the 
practical use of the developed techniques can significantly improve the efficiency of 
data processing and improve the scalability of distributed systems. 

• The proposed methods and products have been tested on a variety of platforms 
and operating systems, and we hope, that they will be widely used not only in distri-
buted computer systems, but also for cluster computing. 

We listed the requirements for the cloud databases and compared the suitability of 
different database architectures to cloud computing. Based on our performance re-
sults, we believe that the Cloud Database vision can be made a reality, and we look 
forward to demonstrating an integrated prototype of next Big Data Solution. Whether 
we come to assembling, managing or developing of a cloud computing platform and 
need a cloud-compatible database is a challenge. 
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Abstract. The paper describes the information system that integrates heterogene-
ous meteorological information necessary for the verification of the numerical 
models of convective clouds. Data integration is realized on the base of consolida-
tion technology. The first section of the article describes the implementation of the 
method of consolidation of meteorological data from heterogeneous sources (using 
PHP). The design and realization of the relational database (DB) (using MySQL) 
are described in the second section. The third section is concerned with the devel-
opment of Web-based applications for verification of 1.5-D convective cloud  
model [1] using HTML 5, CSS 3 and JavaScript. 

Keywords: Data consolidation · Data integration · Meteorological data · 
Numerical modeling · Weather forecast 

1 Introduction 

Convective cloud is an aggregation of liquid droplets and / or ice particles formed in 
the vertical air flow. Numerical simulation is one of the most effective tools for cloud 
study and forecast of such dangerous convective phenomena as thunderstorms, hail 
and rain storms. 

There are currently a lot of one, two and three-dimensional cloud models, varying 
by the level of detail in description of microphysical processes [2]. A special place is 
occupied by the so-called one and half dimensional (1.5-D) models [3], in which the 
additional half of dimension arises in view of account of involvement of ambient air 
via lateral edges of a cloud. Such models do not require essential computational re-
sources, but are able to reproduce those cloud characteristics that can be predictors for 
existing methods of forecasting of dangerous convective phenomena in near real time. 
Programs based on these models are very relevant, and are used, for example, in the 
meteorological centers of the airports, where simple models of small dimension are 
required, as these centers are not usually equipped with powerful computers. 

However, verification of these models, and the subsequent "tuning" is complicated 
because of the lack of free access to integrated data on the vertical distribution of  
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temperature and humidity in the atmosphere in that place and at that time, when there 
was a dangerous convective phenomenon. These data are used in the model calculations 
as initial and boundary conditions. In addition, verification involves obtaining statisti-
cally reliable data about the applicability of the model for forecasting, and for this it is 
necessary to carry out a large series of numerical experiments. 

It is necessary to develop a software environment that would provide, firstly, the 
integration of the necessary information from distributed heterogeneous sources, and, 
secondly, would enable implementation of a series of numerical experiments in auto-
matic mode using the intuitive interface. 

Nowadays many business companies and research institutes are engaged in devel-
oping of specialized systems for the integration and processing of meteorological 
information. 

RaytheonCompany [4], for example, has developed a system ITWS (Integrated 
TerminalWeatherSystem). the National Oceanic and Atmospheric Administration 
(NOAA) has developed meteorological data assimilation system - (MADIS) [5]. LLC 
"Perspective methods of monitoring» (AdvancedMonitoringMethods) [6], uses SQL 
for integration and correction of meteorological data and subsequent formation of 
alerts and reports. Institute for Radar Meteorology (IRAM) [7] provides specialized 
systems for aviation forecasters, collecting data from meteorological satellites, world 
forecasting centers, meteorological and aviation station networks. 

Major part of these data is provided on the commercial basis (ITWS, DAS, IRAM) 
and thus does not entertain requests for academic research assistance. Besides, the 
data is stored in the most cases as the static archives on computer disks or other exter-
nal storage media. And what is the most important matter; all available meteorologi-
cal data cannot be directly used for verification of convective cloud models due to the 
absence of integrated information about the place, date and atmospheric conditions 
during hazardous convective event.  

Thus, it can be argued that there is absence of a free and publicly available soft-
ware product that could be used for the integration of meteorological information 
needed to verify the model of convective cloud. 

The paper describes the application, including the correction of all deficiencies 
identified in the above-mentioned software products that perform similar tasks. Soft-
ware product developed by the authors integrates necessary meteorological  
information, places it in storage in the required format and submits the information 
via user friendly interface. 

At the same time, this application has the following advantages: no charge of  
getting all the necessary data, the ability to filter out unnecessary information, the 
relative independence of the application from a working machine due to the fact that 
the product is made in the form of Web-based application. 

The process of development of such a product can be divided into three stages. Firstly, 
it is necessary to analyze the sources of weather information and to find out in what form 
it is stored. Secondly, it is necessary to design a specialized database for storing the inte-
grated data. Third, a software environment should be developed that provides an inter-
face for access to database with the integrated data and allows to provide numerical  
experiments with a cloud  model with the subsequent opportunity to store and to analyze 
the results of calculations. 
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The first section of the article describes the implementation of the method of  
consolidation of meteorological data from heterogeneous sources (using PHP). The 
design and realization of the relational database (DB) (using MySQL) are described in 
the second section. The third section is concerned with the development of  
Web-based applications for verification of 1.5-D convective cloud model [1, 8-11] 
using HTML 5, CSS 3 and JavaScript. 

2 Consolidation of Meteorological Data from Heterogeneous 
Sources 

In order to make a selection of data sources with the required meteorological  
information, it is necessary to consider the following criteria: data should be provided 
solely on the basis of free and contain, in the aggregate, full information about time 
and place of dangerous convective phenomena as well as about vertical profiles of the 
meteorological data used to set the initial and boundary conditions of convective 
cloud model [12]. 

Site «Meteocenter» [13] and the site of the University of Wyoming. [14] were  
chosen according these conditions. Website «Meteocenter» provides an archive of 
data which contain information about the type of hazardous event, place and date 
where it occurred. These data serve as input for the site of the University of Wyoming 
(UW). The vertical distributions of temperature and humidity can be obtained with the 
help of these sites. Thus, the required data can be extracted from the second site using 
the information from the first site as the input parameters. 

Sites vary in their structure, the language of the user interface and may contain in-
formation that is not needed for verification of the model. Thus, it is necessary to 
develop an application for extraction the necessary data from the selected heterogene-
ous sources with subsequent transformation them into a single structure, processing 
and placement in a specialized database. 

Programming language PHP server version 5.5 has been selected for application 
development. PHP has the ability to use library of functions “libcurl”, which allows 
the use multi-threading technology (multi_curl) [15]. This library both allows to in-
teract with many different servers via a variety of protocols, and allows to run queries 
of tasks  in parallel, speeding up data extraction from sites [16]. 

The data extracting from the different sources are in different formats (tables and 
CSV) and so they should be converted into a single format (suitable for the models) 
before loading into the database. 

Of the three main methods of data integration (data propagation, federalization, 
consolidation [17]), only the consolidation method is suitable for all of the above 
requirements, so it was decided to use data consolidation. 

At the heart of the consolidation process is ETL-process consisting of three con-
secutive stages: Extraction, Transformation, Loading. Extraction means data extrac-
tion from heterogeneous sources. Transformation means transformation of data into a 
form suitable for storage in a certain structure. Loading means data loading into the 
data warehouse, which is a special case of a relational database [18]. 

Consolidation method is implemented by the following algorithm (Fig. 1). 



324 D.A. Petrov and E.N. Stankova 

 

Input 
data

Call Curl 
processing

Flow of data

Validation

Finalize   
Curl 

processing

Output data 
in CSV

St
ag

e 
1.

E
xt

ra
ct

io
n

St
ag

e 
2.

T
ra

n
sf

or
m

at
io

n

Parsing data 
in CSV

Transfor-
mat ion of 

data

Aggegation

Creation of 
new data

Purification 
of data

Output data 
file

Parsing data 
in TXT

Transfor-
mation of 

data

Creation of 
new data

Output data 
file

Translation  
of values

Translation  
of values

St
ag

e 
3.

L
oa

d
in

g

Matching and 
adjustment of dat a

Dat abase

L
oa

di
n

g 
da

ta

Consist ent data

Meteocente r UW

Parameters

Input 
data

Call 
MultiCurl 
processing

Flow of data

Finalize   
MultiCurl 
processing

Output data 
in TXT

Validat ion

 
Fig. 1. Brief scheme of realization of consolidation method 

At the first stage the data from the archive site «Meteocenter» will be extracted by 
means of libcurl library, mentioned earlier. As a result, the file in CSV format will be 
obtained, some of the data from which will be used as input to obtain information 
from the site UW. Libcurl library will be used also to obtain data from UW site and 
stored the data in the tables with a specialized structure in a form of the file in TXT 
format. As a result, there are two temporary files with the data from each site. 

At the second stage data transformation takes place. This is necessary, as the data 
may differ in their structure and format, and it is necessary to transform the data into a 
form that is required for analysis. 

At this stage, conversion of the data from the website «Meteocenter» takes place. 
The data are analyzed (parsing) and the required parameters are retrieved. This is 
followed by data restructuring and aggregation over a time interval. Then all the data 
are converted into «windows-1251» format, suitable for correct operation of the  
convective cloud model. 

If correct model operation requires more data than were obtained, the missing data 
are created by aggregating already extracted [19]. 

As a result of the second stage manipulations all the converted data ready to be 
cleaned are placed in a temporary file. The same processing, except aggregation  
occurs with the data from the site UW, which are in the format TXT. In this case, the 
aggregation is not performed due to lack of necessity. 

The source data most often needs to be cleaned by filling gaps, eliminating dupli-
cates, etc.. Cleaning is done in a temporary file, which combines data from both sites. 
As a result of the second stage a file appears with purified, transformed data from the 
two sources. 

The data is transferred from the temporary file to the database structure during 
Loading, which is the third and last stage of the ETL-process. Since this file already 
contains all the necessary parameters, it is loaded to the database using SQL-queries 
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without additional manipulations. After that series of post loading operations are pro-
vided such as verification and re-indexing of data. 

The database was created specifically for the application and meets all the criteria 
of convective cloud model. The database allows providing search by various parame-
ters for example by the type of convective phenomena. 

Figure 2 shows the scheme of database usage for forecasting dangerous convective 
phenomena. 

 

 
 

Fig. 2. Database usage for forecasting 

3 Design and Realization of the Relational Database 

The next section of the paper is concerned with the design and realization of the  
relational database, which presents a set of related tables (relations), containing  
information about a certain type of the objects. Each row containing information 
about one object is called the cortege, and the columns of the table containing the 
different characteristics of these objects are called the attributes. 

Relational model of database has been chosen as it has several advantages: 

• displays the information in a simple user-friendly manner;  
• allows to create non-procedural languages for manipulating data type; 
• is based on the developed mathematical apparatus [20]. 

Development of a database consisted of several stages:  

• conceptual (Infological) design involves data collection, analysis and editing of 
data requirements;  

• logical design involves transformation of the data requirements into the logical 
structure of the data;  

• physical design involves  transformation of the logical structure of the database 
into the physical one, taking into account the aspects of performance of DBMS 
MySQL [21] 
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downloading and installation of the extra software, and also save web traffic and 
place on the user's hard drive. 

The Web-based application includes six sections. The main ones are: "data extrac-
tion", "database" and "verification". In the section "data extraction" a user can specify 
the parameters based on which data will be extracted from the heterogeneous sources. 
It is necessary to choose region, city (weather station) and the date (Fig. 4). 

 

 

Fig. 4. Specification of parameters needed for data extraction 

Section "Database" consists of 9 tables, which contain all the previously received 
data. A user is able to view them and to manipulate them: to add, to edit and to delete. 
It is also possible to clean the database completely. 

In the "verification" section a user should specify a region, city (weather station), 
phenomenon and time period of interest. As a result, the system will generate the file 
with the data that can be used later as an input for the cloud model. To start working 
with the model it is necessary to save the generated data file to user’s local machine 
and to download the software environment of convective cloud model. 

A set of test numerical experiments aimed to the model verification has been con-
ducted with the help of the developed application and the cloud model. The results 
show adequate behavior of the model against the input data and observed phenomena. 
In future it will allow obtaining statistically valid data about the effectiveness of using 
the model for forecasting of dangerous convective phenomena such as thunderstorms, 
heavy rains, hail and squall. 

The fields of the calculated values of dynamical and microphysical cloud charac-
teristics are presented to the left and in the center of the Figure 5. Vertical profiles of 
the air temperature (black line) and dew point (red line) used as the input data are 
presented to the right of the figure. 
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Fig. 5. Interface of the software environment for calculation the characteristics of convective 
clouds [1, 8-11]. The calculation was performed with the initial data corresponding to the real 
data of vertical sounding of the atmosphere on a day when there is a strong thunderstorm. 

5 Conclusions 

Integrated information system for verification of numerical models of convective 
clouds has been developed.  

Meteorological data needed for verification have been analyzed at the first stage of 
the development. According to this analysis web site «Meteocenter» and the web site 
of the University of Wyoming have been selected as the sources containing all types 
of required meteorological information and providing it free of charge. 

Different technologies of integration of data from heterogeneous sources have been 
analyzed. As a result technology of consolidation has been chosen as it provides data 
extraction, transformation and loading them to data bases. High speed of extraction of 
the necessary meteorological data has been achieved using multi-threading technolo-
gy which has been realized by the functions of the “libcurl” library. 

Using the MySQL Workbench environment, the relational database has been de-
veloped which contains the data about the time and place of dangerous convective 
phenomena, and the files with  vertical profiles of meteorological parameters that can 
be used as input data for the models of convective clouds. 

Files with the input parameters are prepared with the help of the developed Web-
based application. The application has been realized in phpDesigner environment 
using the following tools: PHP, HTML, CSS, JavaScript. The application has an intui-
tive interface and includes six sections. The main ones are: "data extraction", " 
database" and "verification". Section "Data extraction" allows to integrate, view and 
manipulate meteorological data. Section "Verification" allows to prepare and save the 
data file for later use as an input for cloud model. Software environment has been 
tested; all known bugs and shortcomings are corrected. 
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Using the developed system, meteorological data have been integrated from the 
heterogeneous sources, which have been used as input initial and boundary conditions 
for the numerical model of convective cloud. The results show adequate behavior of 
the model against the input data and observed phenomena. In future it will allow ob-
taining statistically valid data about the effectiveness of using the model for forecast-
ing of dangerous convective phenomena such as thunderstorms, heavy rains, hail and 
squall. 
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Abstract. The solution of nonintegrable nonlinear equations is very difficult 
even numerically and practically impossible by standard analytical technic. 
New view, offered by heterogeneous computational systems, gives some new 
possibilities, but also need novel approaches for numerical realization of  
pertinent algorithms. We shall give some examples of such analysis on the base 
of nonlinear wave’s evolution study in multiphase media with chemical  
reaction. 

Keywords: Nonintegrable nonlinear equations 

1 Introduction 

The solution of nonintegrable nonlinear equations is very difficult even numerically 
and practically impossible by standard analytical technic. It is particularly hard to get 
reliable results in asymptotic region (large times).  

A lot of useful approaches proposed for vector systems can hardly be ported to  
current cluster systems. Some new possibilities are offered by modern hybrid tech-
nologies, based on GPGPU’s. But GPGPU is not yet vector accelerator, so it is  
difficult to monitor and optimize parallel tasks and onboard memory bottlenecks 
made it almost impossible to get reliable results for 3D real problems. So it is neces-
sary to make preliminary tests on simple problem to illuminate all possible difficulties 
and find out optimal numerical approaches for future optimized codes.  

Although nonlinear PDEs appear in many applications and there is a lot of work 
done on their analysis, it is hard to quote any result that can be called conclusive. The 
only favorable exception is the systems not far from completely integrable. We can 
cast up perturbation theory, starting from nonlinear integrable system, that can give a 
direct way to build the unique solution at least for finite time intervals. Some beautiful 
examples were given in [1,2] on the base of different methods of solution of basic 
nonlinear integrable problem. 

Although those approaches make it possible to study all the details of solution, for 
practical applications they can be difficult to realize and they are cumbersome for 
qualitative analysis. Sometimes it is advisable to have a simple approximate approach 
that gives with small effort possibility to see main features of a solution and obtain the 
details of evolution of someintegral parameters of it. Our purpose is to attract  
attention to the possibilities of standard quasi-classical solutions in this problem.  
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For nonlinear equation, the direct rigorous application of this approach [3] is also time 
consuming, but in many applications it is possible to get a lot of details without  
evaluation of general solution. As in all asymptotical methods, the use of some art 
saves a lot of calculations. 

2 Governing Equations 

We shall give some examples of such analysis on the base of nonlinear waves evolution 
study in multi-phase media with chemical reaction [4]. It was shown, that for one dimen-
sional gas dynamic problem, described by Navier-Stockes equation, equation of state, 
and simple linear relaxational equation after expansion up to the second order near the 
equilibrium state one gets for the velocity nonlinear evolution equation of the form 

  (1) 

with α being the measure of dissipational effects,  being the measure of dispersion 
and expressed via transport coefficients and relaxation times,  is the measure of in-
terphase interactions and is expressed via integral brackets and relaxational times and 

is the integral operator, that to the first approximation is linear and can be ex-
pressed as 

 ,  (2) 

with  for different models of interaction being exponential or inverse power func-
tion. 

It is useful to introduce the integral over nonlinear wave 

 , ) 

and after some calculations to show, that 

  (3) 

and so interphase interactions are the only source of violation of conservation laws in 
this problem. After differentiation of (3), integration by parts and some calculations, 
taking into account properties of one gets 

 [ 0 ] 0 (4) 

with  being the measure of the width of distribution . Of course(4) can be solved at 
once and we get that except small initial layer the total intensity of wave is conserved 
so we can apply simple perturbational consideration for determination of evolution of 
soliton back parameters. Let’s discuss the example of one soliton solution 

 cosh [ ],        12  
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with , 4  and  being maximum between and  it is possible to 
introduce slow time  and obtain equation for evolution of slow variables. For 
example, 

 [ ]cosh ,      , 
that corresponds to the results of inverse scattering method [1]. In quasi-classical 
approximation 

 /  

and for  we get the equations: 

 4 , 
 [ ] tanh cosh tanh , 

again in agreement with [1]. 
Those results are not very surprising, because the phase and amplitude of soliton 

are too crude parameters for detail comparison. Let us study the change of form of 
soliton by quasi-classical methods. So we put  and try to study the equa-
tion for . The main problem that we have here is that leading term diverges and so 
we must check if the leading diverging term is zero, that puts some additional condi-
tions on perturbation.  

It is not difficult to get the first order equation for perturbation 

 /2  (5) 

with 

 /2 /2  

and study its solutions for large , since we are interested only in such features of the 
wave, that change the form of soliton, i.e. tails and pilot waves. 

Our main result comes from the fact, that change dv of the form of soliton can be sig-
nificant only outside its undistorted pattern because by definition there | | ≪ | |. 
Outside that region  may become important in forming new structures. Of such struc-
tures the tails are most important and are carefully studied by different techniques for 
KdVB equation. For such equation with the perturbation (2) the pilot wave can appear 
and we can give here simple quasi-classical conditions for such effect. It can be shown, 
that change of amplitude in our approximation is given by integral: 

 Φ 2 exp cosh ′ cosh sinh ′  

and the evolution of the amplitude is determined by the equation 

 Φ  
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with  being the combination of parameters of soliton and perturbation. It is clear, that 
pilot wave can appear only if the integral is negative and so the condition 

 Φ < 0 

is the condition of appearance of pilot wave in (1) with perturbation (2). 
For the kernel  of the exponential type the solution of (5) can be obtained in ana-

lytical form 

  exp Ei  

from which we can extract the qualitative behavior of the solution. As usually with 
primitive quasi-classical approach we cannot get asymptotical form of the solution for 
very large negative  from it, nevertheless it might be good for prediction of "physical 
effects" in the solution. Of course one needs more refined techniques for exact asymp-
totical behavior of the system. 

The last possibility we would like to point out is the use of quasi-classical approx-
imation within nonlinear change of variables for our system. The best known example 
is Whiner-Hopf transformation [5], that transforms Burgers equation to linear prob-
lem. For our equation the corresponding transformation is given by [5] 

 /  

 /2 /  (6) 

The resulting equation can be represented in the form 

  (7) 

and the sign " ′ " stands for derivative over  and we do not give the cumbersome 
expression for , that can be obtained by direct substitution of (6) into (2). One can 
give a beautiful quasi-classical description of (7), even uniform one, so in this ap-
proach the only serious problem is to return to initial variables. 

3 Numerical Calculations 

To check our analytical considerations and to evaluate the optimal approaches for 
nonlinear waves propagation calculations we shall use two standard models for the 
kernel of the integral in (2): 

 I. , ,      > 0 (8) 

 II. , ⁄ ∙ ⁄  (9) 

And for testing of numerical methods we used two initial distributions of the wave, 
to model smooth and rough waves: 
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 I. , 0 ℎ cosh ,   at   3,   0.5 (10) 

 II. , 0 ℎ ,  at  ∈ [ /2, /2] (11) 

The initial distribution (11) is a rectangular step with ℎ being the height of the step 
and  being its width. 

The uniform Derichlet conditions are imposed on both ends of the region min, max, 0. 
Fig. 1 shows two cases of initial distribution. 

 

Fig. 1. The initial distributions for soliton (10) and a step function (11) — ℎ 3 4 

After numerous tests we have found optimal for solution of (1) explicit 
MacCormack scheme with flux-corrected procedure (∆ 0.1). 

Fig. 2 shows the example of the influence of dispersion errors on numerical solu-
tion. This influence is quite clear. The solution became non monotone and the causali-
ty is violated. Introduction of physical diffusion damps the oscillations but cannot be 
used for particular case α  0. 

One can see, that monotonization procedure helps, otherwise the perturbations 
cover all numerical region at once. 

Detailed numerical modeling of wave’s formation process was carried-out for a 
wide range of , ,   parameters. We were more interested in the influence of the 
source upon waves system formation ( ≠ 0) dispersion factors impact ( ). The anal-
ysis of numeric results uncovered an interesting peculiarity of the initial equation (1): 
we managed to obtain solutions even for “exotic” values of , ,  parameters, i.e. for 
the values that formally exceeded our initial assumptions about coefficients being 
sufficiently small. A case of negative  is the least interesting one, as it actually gives 
the equation and additional smoothening diffusion effect, not unlike a parabolic equa-
tion. Initial distribution of parameters was picked in such a way that the “distribution 
mass” was equal for all the cases (~12). 
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Fig. 2. The comparison of two numerical approaches. Curve 1 is obtained without FCT  
procedure; curve 2 is shown after FCT procedure; 0, 1, 0.1. 

This is a regular case, very similar to usual diffusion. But the presence of nonlocal 
term shows very interesting effect – the solution gets “asymptotic” form much earlier, 
than in standard case. Of course there is natural explanation of this effect in terms of 
Fourier components (in linear approximation, of course) interaction. 

Here we can face real intramode interaction with ongoing soliton production. As 
well, as on the next picture, we can see strong influence of nonlocality on the process 
of soliton birth. That could be very well expected from (4), but calculations make it 
possible to determine the mechanism of those processes. 

On fig.3, 4 the results are shown in presence of source  for different values of  10 ÷ 0.1 and for relatively small times. For such   the source becomes the 
principle factor but not dispersion or diffusion. It is clearly seen that specific form of 
the solution soon produce the profiles, typical for shock waves. 

Fig. 5, 6 show the direct influence of the initial distribution on the solution. The 
main feature was that “mass’ of all distributions was kept constant: 

 I , 0 II , 0  

For the case on fig. 5, it is clear, that distributions are similar. For both cases the 
amplitudes of distributions are equal and physical dispersion is small. For large width 
of the initial distribution the dispersion becomes key factor and we can see soliton 
like perturbation but with symmetry violation. 
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Fig. 3. Coefficients comparison at 0.001 and 0.01 for an exponential kernel function 
(8) for soliton initial distribution (10). 0.01, 0.05, 0.05. 

 

Fig. 4. Coefficients comparison at 0.05 and 0.1 for an exponential kernel function (8) 
for soliton initial distribution (10). 0.01, 0.05, 0.05. 
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Fig. 5. Results comparison for different initial distributions for the case (8):Curve 1 is ℎ3 4 (11); curve 2 is a soliton (10). 0.01, 0.05, 0.05. 

 

Fig. 6. Initial distribution (11) for the case (8): ℎ 1 12, 0.1, 1, 0.1,0.1  
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Fig. 7. Results comparison for the kernel (8) and soliton distribution (10);  0.001, 0.5, 0.05; curve 1 — 0.1; curve 2 — 0.001 

This is much more case of disperse waves. Nevertheless we can see again the in-
fluence of nonlocal interactions on the production of solitons.  

It is surprising; that we cannot detect a pilot waves in this case. Of course they 
cannot survive in asymptotic region, but the values of parameters in principle make it 
possible to generate them for intermediate time values.   

In that sense it is interesting to make calculations for some nonphysical case, when 
intramode interaction is stronger, than diffusion and dissipation. As it is seen from the 
next picture (fig.8) in such situation the solitons expire and we can see irregular struc-
tures without any conservation laws visible. 

From those and many other examples we can conclude, that  

1. Proposed numerical scheme work even for very rough distribution and is optimal 
for future standard code. 

2. Quasiclassical analytical estimations are very effective at least for asymptotical re-
gion of solution. 

3. There are no substantial bottlenecks for GPGPU onboard memory and the attempts 
to use heterogeneous systems for 3D computations are justified.   
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Fig. 8. A case of sub-integral function (9) at 2;  ℎ 3 4 (11).  
Curve 1 — 0.05, 1, 10; curve 2 — 0.03, 1, 25. 

4 Conclusion 

The above considerations show, that simple quasiclassical approach with some addi-
tional effort can make it possible to get a lot of information about the solution of dif-
ficult nonlinear problem. This information can be used for optimization of numerical 
approach for its solution. Some preliminary tests of such approach make the use of 
powerful heterogeneous systems for its realization very promising. Some ideas to turn 
to 3D computations effectively were discussed in our presentation [6]. 

One should clearly understand that such systems are not a panacea: while there are 
many tasks that can be smoothly mapped on GPGPU there are some classes of  
algorithms that cannot benefit from implementing them for GPGPU. But hybrid sys-
tems are constantly evolving that leads to performance growth while preserving and 
improving GFLOPS/Watt ratio. Software for hybrid systems is improving too.  
Software companies develop new libraries for GPGPU and applications that use  
such libraries, there are already several standards for GPGPU (e.g. OpenCL, 
OpenACC). And we believe that in near future we will have vector accelerator in 
hands for solution of more difficult nonlinear problems. 
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Abstract. Virtualization technologies enable flexible ways to configure
computing environment according to the needs of particular applica-
tions. Combined with software defined networking technologies (SDN),
operating system-level virtualization of computing resources can be used
to model and tune the computing infrastructure to optimize applica-
tion performance and optimally distribute virtualized physical resources
between concurrent applications. We investigate capabilities provided
by several modern tools (Docker, Mesos, Mininet) to model and build
virtualized computational infrastructure, investigate configuration man-
agement in the integrated environment and evaluate performance of the
infrastructure tuned to a particular test application.

Keywords: Virtualization · Software defined networks · Virtual
cluster · Cloud computing

1 Introduction

Virtualization refers to the act of creating a virtual version of an object, includ-
ing but not limited to a virtual computer hardware platform, operating system
(OS), storage device, or computer network resources [1]. It can be divided onto
several types, and each one has its own pros and cons. Generally, hardware virtu-
alization refers to abstraction of functionalities from physical devices. Nowadays,
on modern multicore systems with powerful hardware it is possible to run several
virtual guest operating systems one physical node. In a usual system a single
operating system uses all hardware resources it has (CPU, RAM, etc), whilst
virtualized system can use a special layer that spreads low-level resources to
several systems or applications. This technique hides the existence of a virtual
layer so that it looks like a real machine for launched applications.

In the classical network management, network traffic is distributed over
routers ranging between network nodes. With this approach, you must configure
each router separately; the failure of one node may be detrimental to the work
of a network segment. With a large number of network nodes, this problem is
compounded, as the problem is the large number of manufacturers and different
software content. A low-level piece of information in networks is a packet. Nor-
mally when transmitting a packet in a network segment, a separate route is not
c© Springer International Publishing Switzerland 2015
O. Gervasi et al. (Eds.): ICCSA 2015, Part IV, LNCS 9158, pp. 342–353, 2015.
DOI: 10.1007/978-3-319-21410-8 27
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created, thus the packets are duplicated in all possible ways. However, there is
a recent approach, devoid of these shortcomings – Software Defined Networking
(SDN).

The main difference between SDN and traditional networks is that software
processing of networking data occurs in the network on the controller, which
determines what and where it is necessary to deliver. If necessary, the trans-
fer of information occurs after initial request to the controller, which in turn
creates a route for the data flow. Thus, the entire infrastructure network is con-
structed using simple switches, the main task of which is to store routing tables
and forward packets according to this table. Also it simplifies the structure of
the package, part of the meta data required for conventional networks. When
the output node of the system controller catches this change, it changes in the
optimal routes.

OpenFlow [2] is the first standard interface for realizing SDN that can decou-
ple the data and control plane to provide scalable network management. To vali-
date the performance and features of the OpenFlow standard, many researchers
have utilized specialized hardware network devices such as NetFPGA. How-
ever, these devices are not suitable for implementing a small-scale SDN testbed
due to high cost, complexity, and specialized programming languages. One of
the options is a well-known SDN emulator, Mininet [17], which is widely uti-
lized. In our research we also use Mininet to represent configurable network
infrastructure.

These technologies facilitate creation of a virtual supercomputer or virtual
clusters that are adapted to problem being solved and to manage processes run-
ning on these clusters (see Figure 1). The work presented in this paper continues
our earlier research [9,11].

Virtual clusters 

I. Gankevich  

Collection of virtual machines working together to solve a 
computational problem 
 Can be configured by advanced users; they know exactly 
what they want  
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Fig. 1. A testbed example with a set of virtual clusters over several physical resources
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In this work, we evaluate the capabilities obtained while integrating the OS-
level virtualization technology and SDN to build a computational environment
with configurable computation (CPU, memory) and network (latency, band-
width) characteristics. Such configuration enables flexible partitioning of avail-
able physical resources between a number of concurrent applications utilizing
a single infrastructure. Depending on application requirements and priorities of
execution each application can get a customized virtual environment with as
much resources as it needs or is allowed to use.

Section 2 gives an overview of related work in the area of software defined
networks and virtual testbeds built with their help. Section 3 describes virtual-
ization techniques for computing and networking. Section 4 presents the methods
and approaches to build and configure the virtual computing environment along
with some results of its experimental evaluation. Section 5 discusses the experi-
ence and observed experimental results; and Section 6 concludes the paper.

2 Related Work

In the current paper we investigate the ways to organize virtual clusters based
on virtualization technologies both for computing and network resources. Our
earlier approach to this issue was presented in [10,11]. This work also devel-
ops the ideas of resource selection and adaptive workload balancing introduced
in [12].

One of the first approaches to construct clusters from virtual machines was
proposed in [3] and was partially implemented in In-VIGO [4], VMPlants [5],
and Virtual Clusters on the Fly [6] projects.

The idea of an adaptive virtual cluster changing its size based on the work-
load was presented in [8] describing a cluster management software called COD
(Cluster On Demand), which can dynamically allocate resources to multiple vir-
tual clusters from a common resource pool.

The work presented in [13] describes an approach to investigate heteroge-
neous networks based on Linux containers and software emulators. It introduces
a modular and flexible testbed NetBoxIT used to study architecture and imple-
mentation issues of building virtual environment with several emulators on a
single, multi-core hardware platform.

The goal of our research is to create a flexible configurable computing envi-
ronment that allows us to tune both computation and communication charac-
teristics of the testbed according to requirements of the application. To create
a separate environment for a particular application we employ virtualization
technologies both for computing and network resources.

Our main concern is using OS-level or container-based virtualization for com-
putational resources as it introduces little overhead compared to other types of
virtualization. For network virtualization we address Software-Defined Network
(SDN) technology that can allow more control over routing thus optimize net-
work transfers for communication-intensive applications.
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Research works on the subject of virtual clusters can be divided into two
broad groups: works dealing with provisioning and deploying virtual clusters
in high performance environment or Grid and works dealing with overheads of
virtualization. Works from the first group typically assume that virtualization
overheads are low and acceptable in high performance computing and works
from the second group in general assume that virtualization has some benefits
for high performance computing, however, the authors are not aware of the work
that touches both subjects in aggregate.

In [14] authors evaluate overheads of the system for on-line virtual cluster
provisioning (based on QEMU/KVM) and different resource mapping strate-
gies used in this system and show that the main source of deploying overhead
is network transfer of virtual machine images. To reduce it they use different
caching techniques to reuse already transferred images as well as multicast file
transfer to increase network throughput. Simultaneous use of caching and multi-
casting is concluded to be an efficient way to reduce overhead of virtual machine
provisioning.

In [15] authors evaluate general overheads of Xen para-virtualization com-
pared to fully virtualized and physical machines using HPCC benchmarking
suite. They conclude that an acceptable level of overheads can be achieved only
with para-virtualization due to its efficient inter domain communication (bypass-
ing dom0 kernel) and absence of high L2 cache miss rate when running MPI
programs which is common to fully virtualized guest machines.

In contrast to these works the main principles of our approach can be summa-
rized as follows. Do not use full or para-virtualization of the whole machine but
use virtualization of selected components so that overheads occur only when they
are unavoidable (i.e. do not virtualize processor). Do not transfer opaque file sys-
tem images but mount standard file systems over the network so that only mini-
mal transfer overhead can occur. Finally, amend standard task schedulers to work
with virtual clusters so that no programming is needed to distribute the load
efficiently. These principles are paramount to make virtualization lightweight
and fast.

3 Virtualization for Computing and Networking

Hardware virtualization provides an abstraction of functionalities from actual
hardware components. In modern computer hardware with powerful multi-
core processors, virtualization allows multiple virtual guest operating systems
(Virtual Machines or GuestOSs) to transparently share the physical machine
resources avoiding conflicts. In a traditional non-virtualized system a single
operating system distributes available hardware resources among applications;
in turn, a virtualized system uses a special software layer (hypervisor or Vir-
tual Machine Monitor) to schedule and multiplex the low-level shared resources
among high-level applications and operating systems.
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Virtualization has several advantages, for example, increased level of security
(applications are launched in an isolated sandbox with limited access outside),
easier live backup and migration, more efficient usage of resources, fast deploy-
ment of pre-configured application servers and so on.

Speaking about live migration, Linux containers (LXC) [22] support Check-
point/Restore In Userspace (CRIU) since 1.1.0 release. CRUI gives a possibility
to save the state of one or more applications and after some time restore their
work from the saved state, even if the system is rebooted or this application is
restored on another machine. In terms of operating-system-level virtualization
it helps to scale and distribute containers to more powerful hosts in case more
resources are needed or reboot is required. However, advantages do not come
without disadvantages. The performance can depend on other virtual instances
running on the same host; in case of so-called full virtualization, when hardware
is completely virtualized, the presence of this layer can dramatically decrease
performance. VirtualBox, KVM, VmWare are the examples of full virtualization
solutions.

Another approach called para-virtualization, when guest OS has direct access
to hardware, removes virtual layer constraint. XEN is a good example of para-
virtualization.

The last type of virtualization is a more recent technique called an operating
system level (OS-level) or container-based virtualization. This approach allows
us to execute applications running in containers of the host operating system.
It uses subsystems of OS kernel that provide isolation of applications in virtual
environments. Containers provide performance a bit less or equal to native. It is
also possible to get direct access to hardware. Moreover, applications running in
containers have low start-up costs and effectively use HDD space.

This virtualization method was originally developed as an enhancement of
the UNIX ‘chroot’ mechanism, however it offers much more isolation and better
resource control and management. In practice, the kernel of the hosting operating
system is modified to allow for multiple isolated user-space instances instead of
just one; resource management is available to split the available resources among
containers and to limit their impact on each other. This form of virtualization
usually brings little overhead, since applications within containers use the host
system API interface directly and do not need to rely on hardware emulation or
virtual machine monitors. OpenVZ, Linux-VServer, Virtuozzo, FreeBSD Jails,
Docker [23] and LXC [22] are the most popular container-based tools.

For network virtualization the following tools can be used: Mininet [17], a
system for rapid prototyping of virtual networks on a single laptop: virtual nodes
are represented by different namespaces, whilst the network links are based on
Virtual Ethernet peers [18]; in-kernel Linux Traffic Control can be employed to
apply bandwidth limitations and QoS policies to a link; CORE (Common Open
Research Emulator, [19]), where virtual networks are created using the Linux
bridging tools, which allow the modulation of bandwidth, propagation delay,
packet errors probability etc.; NS-3 [20].
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4 Building Flexible Virtual Computing Environment
and Its Experimental Evaluation

Experiments show that using lightweight virtualization technologies (para-
virtualization and application containers) instead of full virtualization is advan-
tageous in terms of performance [21], hence virtual computing nodes should be
created using lightweight virtualization technologies only. However, not every
operating system supports these technologies and it should be possible to access
virtual supercomputer facilities through fully-virtualized hosts. So, lightweight
virtualization is inevitable in achieving balance between good performance and
ease of system administration in distributed environment and as a consequence
operating system should be UNIX-like for it to work.

Load balance can be achieved using virtual processors with controlled
clock rate and process migration. The first technique allows balancing coarse-
granularity tasks and the second is suitable for fine-grained parallelism.

The greatest thing containers give to our research is that it allows to quickly
prototype networks and test how software that requires some traffic exchange
works. In order to create a network, several containers are created and it is possi-
ble to attach to them and do anything inside there. But the main idea is to launch
distributed application on several nodes. One of the most popular applications
for evaluation of computing infrastructure is HPCC (HPC benchmark) [24].

HPCC is a set of tools combined to simultaneously measure and test different
aspects of clusters’ performance. It consists of basically 7 tests, to name a few:
HPL (a well-known Linpack benchmark which measures the floating point rate
of execution for solving a linear system of equations; PTRANS (parallel matrix
transpose) and others. We are specifically interested in PTRANS benchmark
since it measures the rate of transfer for large arrays of data from multipro-
cessor’s memory. Docker – a lightweight and powerful open source container
virtualization technology which we use to manage containers – has a resource
management system available so it is possible to test different configurations:
from “slow network and slow CPUs” to “fast network and fast CPUs”.

First of all, a CentOS7 image was used to launch a minimal version of a
container, then openssh, openmpi and openblas were installed. Unfortunately,
a lot of standard software packages are installed not in usual place so before
compilation there is a need to export PATH and libs, but once it was done,
this prepared image was saved. This is a great advantage of container-based
virtualization, because all steps were done only once. After that, this newly
created image was used to run several containers with identical internals. Each
container instance has its own ID and IP-address so it is possible to access
to them via ssh. That was the way HPCC was launched on 4 containers (see
figure 2).

Even though container-based virtualization is easy to run and use, it’s not
often easy and user-friendly to scale configuration or to limit resources. This
is where Apache Mesos [25] and Mesosphere Marathon [26] were used. Apache
Mesos abstracts CPU, memory, storage, and other compute resources away from
machines (physical or virtual), enabling fault-tolerant and elastic distributed
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Fig. 2. Deployment of images on containers

systems to easily be built and run effectively. At a high level Mesos is a clus-
ter management platform that combines servers into a shared pool from which
applications or frameworks like Hadoop, Jenkins, Cassandra, ElasticSearch, and
others can draw. Marathon is a Mesos framework for long-running services such
as web applications, long computations and so on.

The goal of our research is to investigate the influence of infrastructure
characteristics to the performance of applications. To do this we create a flex-
ible testbed based on OS-level virtualization for computational resources and
OpenFlow-enabled networks. This enables fine-grained tuning of both computa-
tional power of virtualized computing nodes (based on containers) and network
bandwidth/latency.

For the sample applications we use test application kernels with known char-
acteristics on computational and communicational demands. Test executions are
performed on a set of infrastructure configurations, ranging from “slow nodes-
little memory-slow network” to “fast nodes-much memory-fast network”.

Table 1 shows sample results of PTRANS, StarDGEMM, and HPL bench-
marks executed on different testbed setups. The experiments were performed on
a single multicore machine, with 4 virtual nodes (containers created with Docker)
on it. It is not possible to manage network performance though Marathon/Mesos,
so only memory limits and CPU limits were set in these tests. We can also say
that those tests are heavily dependant on background processes running on the
same machine, so the first three containers can get 25 of all CPU available and
the last one can get less than 25 due to OS needs. The second thing is that
by default the memory.memsw.limit in bytes value is set to twice as much as
the memory parameter we specify while starting a container (−m). What does
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Fig. 3. Sample evaluation of the testbed communications (2 and 3 virtual nodes)

Fig. 4. Performance of different tests from NAS Parallel Benchmarks suite on different
configurations
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Table 1. Sample execution results for a number of benchmarks on 4 virtual nodes

PTRANS (GB/s) StarDGEMM (Gflops) HPL (tflops)

256mb, 25% CPU,
5000 matrix size

0.937 0.478 0.0055

512mb, 25% CPU,
5000 matrix size

0.736 0.474 0.0063

512mb, 25% CPU,
15000 matrix size

0.724 0.475 0.0026

the memory.memsw.limit in bytes parameter say? It is a sum of memory and
swap. This means that Docker will assign to the container −m amount of mem-
ory as well as −m amount of swap. The current Docker interface does not allow
us to specify how much (or disable it entirely) swap should be allowed, so we
need live with it for now. The last test (15000 matrix size) was too large and
did not fit into the memory, so swap was used, and this resulted in decreased
performance.

Considering the test results, we observe obvious patterns such as no influence
of network capacity to the performance of embarrassingly parallel applications
(with low communication demands). On the other hand, we can observe different
trends for the applications with different computation/communication ratio on
different testbed configurations. The example of experimental results for com-
munication performance is presented in figure 3. Here the virtual network is
evaluated with the Latency-Bandwidth-Benchmark R1.5.1 (c) HLRS on differ-
ent number of virtual nodes.

Figure 4 shows the experimental results for execution of NAS Parallel Bench-
marks (NPB) suite on different configurations of virtual testbed. With NPB
results are also very different, everything depends on benchmark type. For exam-
ple, for SP test smaller size system of nonlinear PDEs had better Mop/s than
for bigger size. However, for lower matrices sizes in LU test results are worse
than for bigger matrices. Table 2 shows detailed results of experimental runs.

5 Discussion

The presented approach can be used as an enabling part of the virtual super-
computer concept [10,11] to ensure proper and efficient distribution of resources
between several applications. Knowing the application demands in advance we
can create appropriate infrastructure configuration giving just as much resources
as needed to each particular instance of a virtual supercomputer running a par-
ticular application. In such a way, free resources can be controlled and granted
to other applications without negative effect on current executions.
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Table 2. NPB execution results

. W A B

BT (Block Tridiago-
nal)

Size = 24x24x24
Mop/s total =
1928.15

Size = 64x64x64
Mop/s total =
1898.05

Size = 102x102x102
Mop/s total =
1957.95

CG (Conjugate Gra-
diant)

Size = 7000 Itera-
tions = 15 Mop/s
total = 1006.12

Size = 14000 Iter-
ations = 15 Mop/s
total = 887.33

Size = 75000 Iter-
ations = 75 Mop/s
total = 881.61

EP (Embarrassingly
Parallel)

Size = 67108864
Mop/s total = 74.67
Operation type =
Random numbers
generated

Size = 536870912
Mop/s total = 77.14
Operation type =
Random numbers
generated

Size = 2147483648
Mop/s total = 78.08
Operation type =
Random numbers
generated

FT (Fast Fourier
Transform)

Size = 128x128x32
Iterations = 6 Mop/s
total = 733.28

Size= 256x256x128
Iterations = 6 Mop/s
total = 973.63

Size = 512x256x256
Iterations = 20
Mop/s total =
747.78

LU (Lower-Upper
symmetric Gauss-
Seidel)

Size = 33x33x33 Iter-
ations = 300 Mop/s
total = 961.05

Size = 64x64x64 Iter-
ations = 250 Mop/s
total = 1491.43

Size = 102x102x102
Iterations = 250
Mop/s total =
1487.62

MG (MultiGrid) Size = 128x128x128
Iterations = 4 Mop/s
total = 1123.20

Size = 256x256x256
Iterations = 4 Mop/s
total = 1260.53

Size = 256x256x256
Iterations = 20
Mop/s total =
1333.47

SP (Scalar Pentadi-
agonal)

Size = 36x36x36 Iter-
ations = 400 Mop/s
total = 862.24

Size = 64x64x64 Iter-
ations = 400 Mop/s
total = 755.75

Size = 102x102x102
Iterations = 400
Mop/s total =
722.84

6 Conclusions and Future Work

It is known that virtualization improves security, resilience to failures, sub-
stantially eases administration due to dynamic load balancing [9] while does
not introduce substantial overheads. Moreover, a proper choice of virtualization
package can improve CPU utilization.

Usage of standard virtualization technologies can improve overall throughput
of a distributed system and adapt it to problems being solved. In that way
virtual supercomputer can help people efficiently run applications and focus on
domain-specific problems rather than on underlying computer architecture and
placement of parallel tasks.

The goal of the current work was to investigate the influence of charac-
teristics of virtualized infrastructure to the performance of applications. To do
this we proposed a flexible testbed based on OS-level virtualization for computa-
tional resources and OpenFlow emulation for networks. This enabled fine-grained
tuning of both computational power of virtualized computing nodes (based on
containers) and network bandwidth/latency.
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In future, we plan to present an automated solution to create virtualized
computing infrastructures based on application demands that are either provided
by used or evaluated automatically in a series or preliminary test runs.

Acknowledgments. The research was supported by Russian Foundation for Basic
Research (project N 13-07-00747) and Saint Petersburg State University (projects N
9.38.674.2013, 0.37.155.2014).
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Abstract. There are several types of infrastructures to allow people to interact 
distributed. Together with development of information technologies, the use of 
such infrastructures is gaining momentum at many organizations and opens new 
trend in scientific researches. On the other hand, rapid increase of mobile tech-
nologies allows individuals to apply solutions without need of traditional office 
spaces and regardless of location. Hence, realization of certain infrastructures 
on mobile platforms could be useful not only in daily purposes but also in terms 
of scientific approach. Implementation of tools based on mobile infrastructures 
can vary from basic internet-messengers to complex software for online collab-
oration equipment in large-scaled workgroups. Although growth of mobile  
infrastructures, applied distributed solutions in healthcare and group decision-
making are not widespread. To increase mobility and improve usage of current 
solutions we propose innovative tools for real-time collaboration on smart de-
vices, which will be described in this article. 

Keywords: Scientific mobile infrastructures · Digital collaboration 

1 Introduction 

Collaboration is not a new term or practice by human beings. Long before technolo-
gies, people engaged in a process whereby “individuals and/or groups work together 
on a practical endeavor”. In fact, collaboration has always been “a fundamental  
feature” of every organizational type [1]. What has changed is that today's infor-
mation and communication technologies (ICT) provide support for new types of col-
laboration through “network formation and support”. This new ICT enabled  
“e-collaboration” has become an important area of study [2].  

E-collaboration gets distributed work done with others through the assistance of 
network-based services, software, hardware or applications. 

E-collaboration is gaining momentum at many organizations, using IT tools such 
as interactive online meetings, social networks, blogs, twitters, wikis, bookmarks, 



 Distributed Collaboration Based on Mobile Infrastructure 355 

forums, podcasts, and any other imaginable way of reinventing. People can interact 
with each other from the application on a smartphone or a browser on a desktop. Par-
ticipants use online collaboration tools like e-mail, chat, discussion forums, Web con-
ferencing, shared whiteboards, and file sharing to promote collaboration. Chat can  
be either voice- or text-based, point-to-point or in a conference environment. Confer-
ences can be open, where everyone has the ability to speak and interact, or moderated. 
People use interactive online meetings to make a sales presentation, demonstrate  
applications, and review contracts online. People also provide video training or con-
sulting in environments for customers, partners, and employees in any location [2]. In 
addition, e-collaborations can be used for educational purposes. Examples of such 
platforms are Google Classroom (https://classroom.google.com/) and Coursera 
(https://www.coursera.org). Many of universities opened online learning and qualifi-
cation improvement services for students, and world's top universities created a free 
collaborative space called EDX (https://www.edx.org). This allows users to attend 
internet-based courses and get certified by top universities like Berkeley, Harvard, 
MIT, etc. 

We are also seeing more frequent use of webinars and online press briefings. It is 
not limited to meeting activities. These techniques are also being used to provide IT 
support for distributed users with remotely controlled desktops, to see and fix the 
problems in real time. 

Organizations or group of individuals, who use e-collaboration for group decision-
making purposes, requires infrastructure with special hardware as a server to provide 
data processing and storage, reliable internet connection with appropriate bandwidth 
for information transportation, visualization devices like projectors or smart boards. 
Despite this important hardware, it may need also qualified management and support. 
Therefore, organizations should have their own resources or buy services from other 
organizations who own infrastructures like mentioned above. In both cases, users will 
face with strong financial efforts. However, depending on number of involved people 
and type of tasks that they should solve with the help of collaboration system, need of 
costly infrastructures could be not reasonable or acceptable. As  people use mobile 
handheld devices in work process and trend like Bring Your Own Device (BYOD) 
has forced individuals to reexamine their approach to smartphone and tablet use, we 
propose realization of cheaper and portable solutions based on mobile infrastructure 
for user groups.  

Despite advantages, which gives e-collaboration to group of people, it can be also 
extremely important in spheres like healthcare for people with disabilities due to abil-
ity to eliminate distance.  On the other hand, use of mobile devices will increase their 
opportunities to communicate. 

In this article, we propose innovative tools based on mobile infrastructures for 
healthcare and real-time group decision-making to increase mobility and improve 
usage of existing solutions. 
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2 Challenges in Mobile Development 

Worldwide smartphone and mobile devices market grows in large temps and billions 
gadgets connected to internet every day. Like in any other area of programming, par-
ticularly in mobile development, there are several challenges. 

• device fragmentation,  
• OS fragmentation,  
• development approach 

Fragmentation is the inability to “write once and run anywhere”[4]. This is the  
situation, when there is no possibility to compile and get the same behavior of  
application on different vendor/platform device with the same source code. 

Let us see three of more common situations that programmer faces during preparation 
and coding. 

2.1 Device Fragmentation 

Different mobile devices have different screen sizes, pixel-densities (pixels per inch), 
processors and mobile architectures, memory, graphic units, communication capabili-
ties, etc. First generation mobile devices had more or less similarities in terms of 
processing and screen sizes, but now, in the new era of wearables and connectables, 
people like to have an application for their all devices, with the same form and  
functionality. For the best result, developers must take into account and optimize 
application to fit all possible user’s needs. In addition, that is not all problems - with 
every device and OS updates, developers should consider about new design,  
guidelines and viewpoints from OS/platform vendors. Aside from that, developing an 
application for each platform individually will grow the time and cost and adds also 
maintenance cost of all those different versions of applications. Of course, there are 
several software solutions to write once for main mobile platforms, which we will see, 
on the last point, but in general, the problems coming from device fragmentation, are 
increasing. 

2.2 OS Fragmentation 

In terms of mobile operating systems, Android is still undisputed and holds largest 
stake with about 76%. Apple’s iOS is in second place, shipping 75 million units in 
2014 and taking 20% of market. Other main players are Microsoft’s Windows Phone 
and Blackberry OS accordingly with 2.8% and 0.4% [3]. As we know, it is important 
to support cross-platform availability for mobile tools. Developing an application or 
tool for leading platforms is necessary to cover and attract as much users as possible. 
Multi-platform development can be done simultaneously or one-by-one. 
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2.3 Development Approach 

Traditional of coding way or native approach is most stable but not always best ap-
proach. In this case, developers use special IDE’s and SDK’s provided by platform 
developers and optimized for certain platform. Depending on platform, some capabili-
ties and options may or may not be possible to use on others. By using an SDK, de-
veloper targets only on specific mobile OS with its own programming language, like 
Java for Android and Blackberry OS, Objective C for iOS, C# for Windows Phone, 
etc. Natively developed applications are not compatible with other mobile operating 
systems and the main problem after development is in rewriting application on other 
platforms [4]. 

In some cases, lack of knowledge in appropriate programming language or time 
shortage can be a reason for special type of mobile development, called web-based 
approach. This gives users to create programs in simplest way, saving time and mon-
ey. Given solution sometimes called HTML5 mobile applications, as essentially they 
are web pages, designed with mobile application’s look-and-feel using HTML5, 
CSS3 and JavaScript. Whereas its use a mobile browser as an engine, they are very 
limited, highly dependent on device’s performance and hardware resources may rep-
resent in diverse way in different browsers. Of course it can be very helpful and 
enough in certain situations, this approach provides weakest performance, usability 
and potentiality for both developers and users. 

Hybrid approach combines advantages of both native- and web-approaches. It is 
done by enveloping web-based application into native container, which provides ac-
cess to device’s native features and hardware. In this case, developer uses mainly web 
technologies and scripting languages like JavaScript to create applications, called 
Hybrid programs. Some cross-platform frameworks, like Cordova, Titanium, 
Xamarin, etc., make possible to control main capabilities and features of mobile de-
vice, and automatically build source code for other platforms. Although it seems very 
attractive to use such frameworks at first sight, but there are some disadvantages, too. 
Problems like lack of performance, incompleteness of provided SDK, lack of plugins, 
not very frequent updates from community or weak graphics support, are main rea-
sons that many of developers try to avoid such frameworks. 

3 Key-Points (criterias) 

As described before, importance of mobile infrastructures is in providing mobility and 
increasing electronic communication abilities. Let us see which other key-points are 
required and mandatory in mobile e-collaboration tools. 

3.1 Security 

With the development of information technology and software in particular, the  
protection of the intellectual labor becomes one of the most important directions of 
science development.[5] To have a secure software in a mobile environment we 
should consider particular qualities of mobile devices (mobility, limited memory and 
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processing power etc.). Security itself can solve one or complex tasks such as secure 
data transfer, storing, protection from illegal copy, use, modification etc. [6]. If an 
application should interact with personal/business data, it would be safer to allow only 
authorized users to access these data. To have a secure communication between de-
vices encryption should be used, and it is necessary to use key-exchange mechanism 
(standard solutions like SSL or solutions based on them or unexpected steganography 
methods) to avoid attacks like man-in-the-middle. 

3.2 Price  

Another key-point is the price of an application. By determining the right price for 
mobile application, it would be easier to reach the target audience and have a profit at 
the same time. Figuring out this price is not so easy. It is all about finding the right 
balance between what it costs to create and support the application, and how many 
users will be ready to pay for it.  There are several common pricing types for mobile 
applications: 

• Plans 

The idea of this pricing type is to offer users a free version (lite) of a product or a 
service with limited functionality  but charge for more advanced(premium) fully 
functional version: if users like the lite version they will pay for better, full version. 
Also, there can be different plans of application with various prices depending on its 
functionality.  For collaboration tools, which allow multiple users to operate with it, 
it is common to have several pricing plans depending on supported users count. 

• In-app purchases 

This type assumes that users will be offered to buy additional content, services or 
subscriptions within the mobile application.  Both free and paid applications can 
offer in-app purchases.  

• In-app advertising 

In-app advertising can give ongoing revenue to application creators. They will be paid 
once for an application download, but can continue being paid through advertising.  
There is a huge range of potential advertisements — everything from small banners to 
full screen popovers. It is important to manage user expectations for how annoying 
the advertisements could be. Users in general expect that free versions of paid appli-
cations will contain more advertisements. Of course, it is not encouraged to use adver-
tisements in e-collaboration tools, which are created for group decision-making or 
health care purposes. 

3.3 Device-Independency  

As we see from above, the main challenges that encounter in every mobile develop-
ment process are platform/OS fragmentations and the way of programming selected 
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by developers. It is very important to have at least brief notion of work to be done  
and targeted audience that will mainly use the application. In case when number of 
developers is limited or development for specific platform is exigent, usually the best 
solution is to selection the first platform with its appropriate tools, programming  
language, SDK-s and IDE-s to start immediately. More generic way is to define mile-
stones for each stage of development and separate work to groups based on targeted 
platform, which will require more investments and people engaged. Using cross-
platform tools can be also productive and timesaving, but commonly there are many 
improvements and need of double coding on top of, so the final decision is up-to de-
velopers/managers, which depends on time/money/programmers triangle. Another 
advantage to the application will bring adding web and PC support (if possible), 
which in addition with mobile will allow users to put on from any accessible device 
regardless of location.   

3.4 Usability 

Usability is a combination of factors and theories, which are targeted to achieve goals 
like intuitive design and user interface, efficiency of use, error prevention, user  
satisfaction etc. The more usable application is, the less trainings are necessary for its 
users. If the application is built around users’ needs, they would not have to call a 
support team for assistance. This reduces the need for online support models and help 
desk staff, ultimately saving money. 

While developing an e-collaboration tool in addition to these goals must be taken into 
account also other factors, such as network-dependence, number of participants support-
ed by the application. If application requires internet connection, users can work with it 
from anywhere - where they have access to the internet.  But, if collaboration tool is 
created for cases when group members should be in a same location, there is no need of 
always-online requirement and participants can interact each other using only local  
network. This approach will give mobility not the person but the group in general. The 
choice of network type depends on the tasks, which are going to be solved by a tool. 
Number of supported participants depends on data type and amount which will be sent 
simultaneously, network bandwidth, server capabilities etc.  Of course, e-collaboration 
tool will be as useful as many participants will be allowed to use it. 

Besides the main points described above, in our opinion, there are several things in 
e-collaboration application developer’s to-do list. From time to time, we can see noti-
fications on our handheld devices about application updates from program stores. 
This can be annoying sometimes, but one of the important things is to keep users up-
to-date with latest version of the applications, where more and more bugs are fixed. 
Such updates will bring smoother application behavior, security improvements, better 
integration with OS, etc. Also, users can subscribe to beta channels to receive latest 
nightly-build versions and see upcoming features of the app. Staying in touch with 
users via forums, blogs or web-discussions will give a chance to hear from the “other 
side” of development process, and allow developers to get through dynamic cycle of 
testing, hearing feedback, new ideas or wishes from users, doing hotfixes, testing 
again with users. This will increase robustness of a new product and guarantee smart-
er interaction between developers and final users. 
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4 Our Solutions 

During our research and development in mobile infrastructure sphere, we designed 
and created two innovative solutions for e-collaboration, first one, for e-collaboration 
and decision-making, and second, for healthcare, which will be described below. 

4.1 Teambrainer 

Brainstorming is a group or individual creativity technique by which efforts are made 
to find a conclusion for a specific problem by gathering a list of ideas spontaneously 
contributed by its member(s). 

The idea and use of e-collaborative tools in brainstorming is not new.  Early in 
1990’s interactive software developed by different tech companies to use in offices 
and large meetings were first steps to digitize standard way of group collaboration. 
Even after inventions of interactive whiteboards - analogous to blackboards, which 
allows rapid marking and erasing of markings on their surface, and smart presenters, 
people, especially small groups,  still prefer to communicate for decision making, 
generation of ideas or voting on old-school style: using blackboards, brainstorming 
moderation kits with sticky notes, pen and paper. In some elementary cases it could 
be the optimal solution, but there are a lot of problems, discomfort and inconvenience 
during meetings - too much time is wasting on arranging, sorting ideas on sticky 
notes, not readable ideas, editing possibility is limited, no media (images, videos, 
presentations) and anonymous voting is possible to use,  etc. Although there are pro-
grams that partially solve some of problems during e-collaboration process, but cur-
rently there is a lack of tool, which combines all these features together.  

According to advantages and opportunities from mobile infrastructures and due to 
narrowness and limitations of  applied  mobile distributed solutions in group deci-
sion-making we decided to create a software for real-time collaboration based on 
mobile infrastructures to allow people distributively interact each other, increasing 
mobility and minimizing hardware-dependence. Our tool named Teambrainer 
(http://teambrainer.com/) encapsulates tools and techniques such as idea generation, 
voting, analyzing, data storing and visualization, mobility in one smart solution. With 
Teambrainer, organizing meetings, events, and large discussions can get simpler and 
smarter.  

It is a complex of three different applications each of which has its unique role in 
whole collaboration process. First, one is called “Cards Application”, which should be 
installed on mobile phones of participants. With the help of this application group 
members can send their ideas to the centralized mobile server on tablet device 
(“Board application”) and make further interactions. Basically, this application re-
places action of creating sticky notes in standard (white board/sticky notes) solution 
therefore the ideas will appear in the form of cards like sticky notes with written in-
formation on them. Second, one is “Board Application” installed on a tablet, which is 
a main tool of facilitator, a person who plans, guides and organize meetings for group 
of people. It is a mobile application and a server at the same time. Participants join the 
same wireless network with facilitator’s Boards application, and brainstorming can be 
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done with or without internet connection. All data according to participants’ (cards 
applications’) ideas and voting will be stored in this application. Also it will analyze 
all incoming data, show and save the results. With this application facilitator can con-
trol cards applications by doing actions like allowing them to send ideas or to vote for 
already sent cards. It is a smart version of white board in standard solution. Access to 
the “Boards Application” has only facilitator, but there are some visual data that need 
to be shared with other participants also (sent cards’ titles, ideas, average voting re-
sults, etc.). For this purposes the third application called “Screen Application” is cre-
ated. It works as a client for “Boards application” and its main goal is to show to  
participants all data that they need. It can be run in a mobile environment or on a PC as 
a web application. Perfect choice of device for “Screen Application” would be special 
cast sticks, like Chrome Cast (http://www.google.com/chrome/devices/chromecast/), 
which can be connected to any large screens with HDMI input and turn them into 
“mobile” visualization devices running on Android (https://www.android.com/). After 
idea generation and voting, analyzing is done, and group decision-making ends with 
or without consensus by determining standard deviation. 

Teambrainer is very simple and intuitive in use and creative groups can focus on 
their real challenges, the workshop topics, without being distracted. Application ena-
bles engaged creativity, collective learning and collaborative decision making pro-
cesses [7]. In results, we get up to 10 times faster work process for participants. It can 
be useful in face-to-face real time meetings, workshops, trainings, presentations or 
conferences for ideation and co-creation, development and management, marketing 
and sales, voting and decision-making, etc.  

Hybrid approach was chosen for implementing all three applications. The reason 
for this choice is that they all have to be supported by several platforms and Apache 
Cordova (http://cordova.apache.org/) used as a cross-platform tool. In this approach 
problems like lack of performance or plugins were solved by writing own plugins 
with native SDK background.  

To give “Board application” centralized server’s abilities, we use open-source 
NanoHTTPd (https://github.com/NanoHttpd/nanohttpd) - a lightweight HTTP server 
designed for embedding in mobile devices. To connect and exchange data from Ja-
vaScript side with NanoHTTPd server, we developed a bridge plugin for Cordova, 
which allows asynchronous transfer of information to web client and back. By de-
fault, NanoHttpd creates one thread per request. It may be not efficient in terms of 
performance if many devices would send different requests to the server. Also net-
work can be overused if we send multiple requests in short period of time to update 
data on client devices. That is why we optimized the behavior of NanoHttpd and de-
veloped a mechanism that allows keeping alive threads, which can be still useful by 
keeping them in sleep mode and waking up on action, and kill threads that are not in 
use as fast as possible.  

For testing app performance in strict conditions (in environment of 100 simultane-
ously active participants), we simulated a network of 100 different devices (IP ad-
dresses) and used Apache jMeter performance tester (http://jmeter.apache.org/). App 
was tested for realistic case: each user sent text message (137 Byte, TEXT) every 10 
second, low resolution photo (100KB, SMALL Image) every 30 second, high  
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resolution photo (1 MB, LARGE Image) every 60 second during a minute. Total aver-
age time for samples (request + response times) was 616 ms. while using “OnePlus 
One” device as a server. The results tests is displayed below. 

 

Fig. 1. Samples’ send-receive average times during a minute 

The average time results for every type of request are shown on the following graph: 

 

Fig. 2. Samples’ send-receive average times for different types of requests 

As it can be seen from the graph, sending of larger samples, in general, took more 
time, which is normal in terms of network transportation.  Also, sent files need to be 
saved on the device’s storage, which again affects on total send-receive time of one 
sample. 

It is interesting to see, how much these results depend on the device’s performance, 
especially on number of processor cores, because multithreading is used extensively, and 
it is interesting to know if different tasks (saving files, showing UI animations, pro-
cessing of incoming data, sending responses to devices etc.) can be parallelized well. 
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For testing application on multi-processor devices, we emulated a “Board” device 
with different number of cores. We deployed server application on GenyMotion 
(https://www.genymotion.com/) emulating tool, which is great solution for testing 
application on different devices. It is using modified and Android-optimized version 
of Oracle’s VM VirtualBox (https://www.virtualbox.org/) as an emulator and shows 
fast performance and ease of use compared to Android’s stock emulator. We precon-
figured GenyMotion from 1-7 with selected number of cores, 2GB of RAM and de-
ployed under Android 4.4 KitKat (API version 19). Here are detailed results that we 
got during tests: 

 

Table 1. Average response time depending on device cores 

Number of Processors Results (ms) Average (ms) 
1 2087 2209.5 

1334 
2564 
2853 

2 352 325.25 
332 
323 
294 

3 238 240.25 
225 
238 
260 

4 232 234 
225 
239 
240 

5 146 156.25 
163 
151 
165 

6 128 139 
128 
156 
144 

7 125 120.5 
118 
119 
120 
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Pro version of Teambrainer supports up to 100 users with unlimited cards and 
boards. An enterprise-aimed solution could be customized based on client’s desire, 
like supporting more participants, etc. 

All versions support capturing ideas, organizing, rating, analyzing, photo taking 
and screen casting. Video capturing, reporting and sharing, data encryption and email 
support is available only for Personal and Pro plans. 

The teambrainer “Cards” and “Screen” applications for Android, iOS and current 
browser can be installed and used free. 

Offering multiple price-packages will attract more people and try Teambrainer, al-
so “try before buy” is the best approach.  

For Teambrainer, we minimized hardware- and device-dependency for facilitators 
to have all advantages without limitations. For basic usage, only a tablet with prein-
stalled “Board” app and users with “Cards” application on their smartphone required. 
For demonstration and visualization, screen or projector with “Screen” application or 
computer with standard browser is needed. For full experience, screen with HDMI 
input and cast stick is mandatory.  

Further development of product will include completion of iOS version of pro-
gram, Windows-based version, remote connection of participants, ability of de-
vice/cloud backup, restore, and video conferences. We keep in mind mobility of the 
group, easy of usage and price while developing Teambrainer applications. 

4.2 Sezam 

Another e-collaboration application based on mobile infrastructures developed by us is a 
healthcare application called “Sezam” (http://sezamapp.ru/). It is a unique, simple and 
convenient application of alternative communication for people with speech and/or writ-
ing disabilities. Program can be used by adults and children with such disorders as autism 
Cerebral palsy, Down syndrome etc. and also by people with temporary disorders (such 
as after a stroke). In the first version of the application there are available about 500 black 
and white pictograms[8] of international standard, which represent objects, actions, at-
tributes of objects and words necessary in any conversation (such as “yes”, “no”, “I 
want”, “do not want”, “thank you”, “please” and so on).  

The application allows sending and receiving these pictograms with the help of so-
cial networks. All the pictograms by default separated by  functional folders: “Peo-
ple”, “Time”, “Location”, “Action” and others, which allows users to find desired 
pictograms easily. The use of black and white pictograms reduces eyestrain and sig-
nificantly reduces the time to choose the desired pictogram [9]. 

Here is the part from conversation between parent and child: 

At this moment, there are free and paid programs that allow people with speech or 
writing disabilities by using special pictograms translate their feelings and needs, but 
“sender” and “receiver” should be close to each other. 

“Sezam” allows to exchange with specialized professional pictograms. From these 
schematic images with labels is possible to compose complete messages. There is a 
chance for people with limited communication capabilities and for their relatives to 
soften a stressful situation caused by problems of communication at a distance. 
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Added simplified analog keyboard with Russian letters, numbers and basic signs. 
This allows combining pictograms and texts in message to create a cohesive gram-
matical structure. 

By default, communicator's every pictogram is divided into separate functional 
folders: “People”, “Time”, “Place”, “Action”, etc., allowing the user to easily find 
necessary pictogram in a given time. 

To navigate to the new folder does not need to go back to the beginning, all the 
folders are constantly visible on the screen, as shown on picture below. 

Test Results. We tested beta version of the application with 18 children from 5 to 18 
years old, among them: 4 - with EDR, 14 children with complex defect structure 
(movement disorders, organic disorders GM, secondary autism), three - with  
additional impairments. 

With the help of the program were asked to answer the following questions: 

• Question 1 - Do you want a candy? (Question, implying the answers YES and 
NO). 

• Question 2 - What you want to do now? (Question that implies a choice of several 
actions). 

• Question 3 - What did you do yesterday? (Question that implies a choice of several 
actions, but gives an additional opportunity to make a detailed proposal). 

• Question 4 - Check your state? (Implies the choice of the group “emotions” or 
“adjectives”). 

Here are the results: 

• Question 1 - All succeed. 
• Question 2 - All succeed except one child, still not very well familiar with this 

pictographic system. 
• Question 3 - 14 people succeed. With four of them managed to establish an exten-

sive dialogue within the “Sezam” program. These children are experienced users of 
gadgets and specific pictographic system. These children are then asked to install 
the software on their tablets. 

• Question 4 - Coped without the help from side - 4, coped with minimal help - 6, 
failed - 8 (mostly due to lack of understanding of emotions as such or insufficient 
familiarity with specific pictographic system). 

Summary of the test: As shown by testing, at an appropriate level of fluency in picto-
graphic signs, work with the program is going very well even in children with severe 
autism. The gadget as a mediator facilitates communication and provides an additional 
opportunity to communicate with someone “from the other room” that not only expands 
the possibilities of communication, but also makes it much “safer” and “safer” from the 
point of view of the child, because it does not involve any additional contact. This is the 
main and obvious advantage of the program. 

One of our goals is to unify graphics system for people with special communication 
needs that will enable them to communicate effectively in any situation. A single set of 
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pictograms in different programs will allow, if necessary, to facilitate the transition from 
one to another. 

We assume the following updates and new functionality in “Sezam” project: 

• development of program versions for iOS and Windows; 
• independent authorization (via through social networks or local registration); 
• quick search of users who installed the application; 
• connect the speech synthesizer with endings’ correction in the set of graphical and 

combined messages; 
• add the function of zoom for the visually impaired; 
• the extension of a list of icons with new models from existing database; 
• the ability to create their own communication folder with the most frequently used 

icons; 
• individual sorting icons in groups; 
• the ability to add your own icons or pictures for the individual learning process; 
• setting the “panic button” for emergency messages to pre-selected person; 
• customizable calendar/organizer with audible and visual signals; 
• interface, adapted to different user groups. 
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Abstract. Mobile computing is changing the way society accesses infor-
mation. People are using mobile devices such as smartphones and tablets
to make transactions and consume data more and more each day. Driven
by this kind of use, many companies and institutions are developing
mobile versions of their information systems. But what should these com-
panies and institutions consider when developing a mobile versions of its
information systems? It is important to note that the mobile version is
not the redesign or copy of all functionalities from the existing informa-
tion system. Considering this scenario of mobile application development
from existing web information systems, we proposed a process named
Metamorphosis. This process provides a set of activities subdivided into
four phases - requirements, design, development and deployment -, to
assist in the creation of mobile applications from existing web informa-
tion systems. Thus, this article aims to present a case study of the Meta-
morphosis process in the development of SIGEventos Mobile, a mobile
version based on SIGEventos web information system, approaching the
feasibility of the use of this process.

Keywords: Mobile computing · Web information systems · Metamor-
phosis process · SIGEventos mobile

1 Introduction

In today’s world, mobile computing is a reality in people’s lives. For example,
we use mobile devices to receive and answer our e-mails, like our friends’ status,
locate a place, order food and much more. Beyond that, we have strategies
like Bring Your Own Device (BYOD) to access privileged company information
and applications, which brings us even closer to the mobile computing context.
Considering these devices’ hardware, we have processing power with multiples
c© Springer International Publishing Switzerland 2015
O. Gervasi et al. (Eds.): ICCSA 2015, Part IV, LNCS 9158, pp. 371–386, 2015.
DOI: 10.1007/978-3-319-21410-8 29
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cores, gigabytes of memory and dozens gigabytes of storage. In addition, we have
sensors such as infra-red, GPS and NFC. Thus, information can be accessible
from mobile devices that are powerful in terms of resources and lower sizes.

Moreover, there is a global trend towards the increasing number of users
connected to the network via mobile devices. According to [1], today we have
more active mobile devices than people in the world: about 7.2 billion people and
7.3 billion mobile connections. This produces demands for information systems,
mobile applications and content for such equipments. As a result of the diversity
of features and capabilities offered by such devices, we observe an increase in
their sales in 2014. [2] says that smartphone sales grew 20% in the third quarter
of 2014, reaching 301 million units. Then, as a result of smartphones and tablets
sales, there is also an increase demand for new applications. This can be seen
by the growing number of application downloads on mobile application markets
such as Google Play and Apple AppStore. About this fact, [3] estimates that by
2017, mobile apps will be downloaded more than 268 billion times, generating
a revenue of more than $77 billion and making apps one of the most popular
computing tools for users across the globe.

Thus, driven by this mobile computing scenario that is changing the way
society accesses information, there is a growing demand for mobile applications.
[4] predicts that developers will create apps for virtually every aspect of a mobile
user’s personal and business lives that will ‘appify’ just about every interaction
between physical and digital worlds. There is a natural tendency for companies
that have web information systems to begin to adapt them to fit this computing
scenario. It is an essential strategy for such systems to continue attracting and
serving its users’ needs. According to [5], 90% of 250 IT managers had plans to
develop new mobile apps within their company by the end of 2011 and there is
a considerable interest in mobile applications and willingness to invest in these
technologies.

Therefore, we realize that many information systems are changing to fit this
mobile computing context and provide ways to make their data available through
mobile applications. However, according to [6], it is important to note that the
development of these applications involves several activities, such as:

– Catalog functionalities from the existing information system that should be
present in the mobile application;

– Engage of stakeholders in the validation of the selected functionalities;
– Assess the need for offline operations in each selected functionality;
– Evolve the existing information system to enable integration with mobile

applications;
– Develop web services on the existing information system to enable obtaining

data by the mobile application;
– Develop mobile application considering the target platform (Android, iOS,

Windows Phone, and Mobile Web);
– Integrate with exclusive services on these devices, such as GPS, SMS and

NFC;
– Publication and publicity of the mobile application.
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As said before, this mobile version is not the redesign or copy of all functional-
ities from the based information system. It’s important to review our knowledge
of software development, particularly in processes, methods, techniques, patterns
and architectural solutions for applications to fit this computing environment.

Finally, this article presents a process named Metamorphosis, which was
designed to assist in the creation of mobile applications from existing web infor-
mation systems. This process provides a set of activities subdivided into four
phases: requirements, design, development and deployment, which will be pre-
sented in section 3. In Section 2, we outline related work. Section 3 presents
the Metamorphosis process, focusing on phases, activities and work products.
Section 4, in its turn, presents SIGEventos Mobile, a case study of the Meta-
morphosis process utilization. In section 5, we present conclusions of this article
and future works.

2 Related Works

The creation of the Metamorphosis process started from the development expe-
rience of the first version of SIGAA Mobile1 from SIGAA2 web information
system. This development, described in [6], was conducted using two actions:

– Adaptation of existing features, created specifically for web systems, to be
also accessible from mobile devices. Such adaptation involves the develop-
ment of applications in native platforms, like Android and iOS; the develop-
ment of Restful Web Services; and the integration with existing enterprise
software components which implement the business rules;

– Development of new specific features for mobile devices. These devices offer
new possibilities and new technologies embedded in them, therefore an
important and promising initiative in this context would be the development
of features not existent in the scope of old systems, which is only possible
with mobile devices.

In this first experience, we categorized generic approaches related to: business,
like choosing the most popular functionalities from the existing web information
system for the mobile version; technical, such as the reuse of bussiness compo-
nents from the exising web information system; and UI (user interface), such as
the creation of a logo and the usability review of the mobile version.

Thus, we noted that these approaches could be formalized into a process,
and to provide a background for this process we peformed a systematic review
to identify strategies, good practices and experiences reported in the literature
about the development of mobile applications. With the result of this systematic
review and our experience, we defined Metamorphosis, introduced in [7]. Also
in [7], we present its utilization for the development of SIGAA Mobile (second
version).

1 https://play.google.com/store/apps/details?id=br.ufrn.sigaa.mobile
2 https://sigaa.ufrn.br/

https://play.google.com/store/apps/details?id=br.ufrn.sigaa.mobile
https://sigaa.ufrn.br/
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The following section, Section 3, describes Metamorphosis process with more
details, presenting its elements -phases and work products- and phases specifi-
cations -requirements, design, development and deployment-.

3 Metamorphosis Process

The Metamorphosis process consists in a set of activities organized in four phases
(requirements, design, development and deployment) that should be consid-
ered for the creation of mobile applications from existing web-based information
systems.

3.1 Process Elements

This section presents the elements of the Metamorphosis process, describing its
phases and work products. The activities are described in Section 3.2.

Phases. The Metamorphosis phases, shown in Figure 1, are:

– Requirements: phase related to the selection of the information system’s
functionalities that should also be present in the mobile application. It has
activities focused on the definition of the scope of the mobile application,
along with elicitation and validation of requirements with stakeholders;

– Design: phase related to the architectural design of the mobile application.
It has activities focused on its design; and the creation of architectural solu-
tions with technologies, frameworks, design patterns and best practices in
development;

– Development: phase related to source code implementation and software
tests;

– Deployment: phase related to application distribution. It has activities
focused on publication and distribution of the mobile application.

Fig. 1. Phases of the Metamorphosis process

Work Products. The work products of the Metamorphosis process contains
information that is produced throughout the execution of its activities. Thus,
these products are:

– Selected Functionalities Document: It is a document generated by the
activities of the “Requirements” phase. It contains descriptions of selected
functionalities, links to access the documentation of these features and indi-
cations for adjustments and offline operation;
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– Deployment Document: It is a document generated by the activities of the
“Deployment” phase. It contains a description of the mobile application, the
mobile market and a link to download it.

3.2 Metamorphosis Process Specification

The four phases of the Metamorphosis process and its activities will be detailed
in this section. These details consider the execution of activities [7] in each of its
respective phases: requirements, design, development and deployment.

Requirements Phase. At the beginning of the project, it is necessary to plan
which functionalities are relevant in the context of mobile environments. The
process of creating a mobile application from an existing web enterprise system
is not a direct mapping of functionality-to-functionality. This kind of simplifi-
cation is a common mistake and must be treated carefully. Mobile devices have
some intrinsic restrictions such as screen size, difficulties to type long texts and
no guarantee of network access availability. Moreover, it has a different mean of
user interaction with touch support, gesture events and rapid actions. Accord-
ing to [8], mobile applications tend to provide relevant advantages to their users
in terms of design and usability. For this reason, it is important to know some
strategies from the three layers design guideline proposed in [9], which involves
the creation of graphical user interfaces: offering shortcuts for functionalities,
creating consistent graphical user interfaces for small devices and clearly distin-
guishing selected items.

Thus, the first activity of the requirements phase (Identify Functionali-
ties), presented on Figure 2, is to analyze which features of the existing web
information system would be important in the mobile context. For this, four
practices should be considered [6]:

1. Choose popular functionalities;
2. Avoid long-steps functionalities or long-fill forms;
3. Adapt existing functionalities;
4. Create specific functionalities for the mobile application.

The output of this activity is a list of pre-selected functionalities. This list
will be validated with the stakeholders, which is the second activity of this phase
(Validate Functionalities). If the preselected list is not validated by the stake-
holders, there is a need to go back to the previous activity, which is the analysis
of the existing system’s functionalities. Otherwise, we can move on to the next
activity, which is the evaluation of the pre-selected functionalities considering
the mobile context restrictions (Evaluate Mobile Context). In this activity,
we verify the sizes of the forms and the amount of steps on these functionalities.
If we consider a functionality suited for the mobile context, it moves on to the
second output of this phase, which is a list of selected functionalities for develop-
ment. Otherwise, if a pre-selected functionality is not suited for mobile context,
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Fig. 2. Metamorphosis requirements phase

we evaluated the possibility of adapting the functionality (Analyze Adapt-
ing), which can result, for example, in a new design for the operation, reducing
the amount of fields and steps. If such a change is possible in the functionality,
it is selected for development (Select Functionalities).

For each functionality selected for development, we evaluate the need to work
offline (Evaluate Offline). This is important because mobile devices are often
connected to a network using wireless connections, whose availability can be low.
Moreover, the connectivity may be unstable while the user is interacting with the
system. The necessity to run offline directly impacts on the next phase, which
is the design. At the end of this phase, the Selected Functionalities Document,
presented in Section 3.1, is created.

Design Phase. The first activity of the Design phase is the choice of the target
platform (Choose Platform). Nowadays, there are many platforms available,
such as Android, iOS, Windows Phone and Web Mobile. After choosing the tar-
get platform, the next challenge that needs to be addressed is how to integrate
the mobile application with the existing system. Moreover, we need to be con-
cerned about how to reuse its already implemented business components. The
use of the layer pattern [10] is particularly common in web information sys-
tems. For this reason, a generic approach that can be used to integrate with
the existing web system is the definition of a new separated layer providing a
set of services that must be used by the mobile application (Design Services).
This new layer, which integrates with the existing business rules layer using the
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Fig. 3. Metamorphosis design phase

already implemented and stable code, is developed in the Design phase, pre-
sented on Figure 3, where there is an activity to design this service layer. It’s a
strategy to use REST on the service layer. The use of a REST API simplifies
the development of clients (mobile apps, web and desktop versions) to consume
information [11].

Development Phase. After designing the mobile application’s architecture
and services, the development phase, which is presented in Figure 4, starts. The
first activity of the development phase is the implementation of the mobile appli-
cation functionalities’ source code (Implementation). For this, the Selected
Functionalities Document, described in Section 3.1, is forwarded to the devel-
opers, who use them to obtain details about the functionalities that will be
implemented for the mobile application. As soon as the implementations are
finalized, developers request their software tests (Testing). If the functionality
developed is not validated (which means it does not pass all tests), the develop-
ers solve all bugs identified and request new tests. This phase only ends when all
functionalities on the Selected Functionalities Document are implemented and
there aren’t any bugs detected on them.
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Fig. 4. Metamorphosis development phase

Deployment Phase. After the development of the mobile application, we enter
the deployment phase, presented in Figure 5. The first activity of this phase is
to evaluate the need for publishing the mobile application on mobile applica-
tions markets (Evaluate Publishing Need) such as Google Play and Apple
App Store. According to [5], there are companies that operate their own mobile
app stores in order to distribute the mobile applications to their employees, cus-
tomers and partners. These app stores are known as “in-house” or “corporate”
mobile app stores. It is important to discuss with stakeholders the need to pub-
lish the app in in-house or public mobile applications markets. If there is the
need to publish the app in a public market (Publish Application), one of
the most important activities of this phase is the publicity around the mobile
application (Make Publicity). The potential user must know that this new
kind of enterprise system exists and they should be motivated to try this new
way to access the system. Only publishing the application on a platform store,
e.g. Android Play, Apple App Store, is not enough to make it be well known
among users. For this reason, its existence should be well communicated to the

Fig. 5. Metamorphosis deployment phase
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target audience. At the end of this phase, the Deployment Document, presented
in Section 3.1, is created.

4 SIGEventos Mobile: A Case Study

This section describes the case study for the development of the mobile applica-
tion SIGEventos Mobile. The main objective of this case study was to investigate
the feasibility of using the Metamorphosis process to create mobile applications
based on existing web information systems. For planning and describing the
results, we followed the guidelines proposed in [12], [13] and [14].

4.1 Planning

The case study planning includes a description of research questions, participat-
ing subjects, the object, analysis units, evaluated artifacts, evaluation criteria
and procedures used for data collection.

Research Questions. In order to reach the proposed objective, the case study
should answer the following research questions:

1. Is the Metamorphosis process useful for the development of mobile applica-
tions based on existing web information systems?

2. What are the benefits, problems and challenges resulting from the Metamor-
phosis process utilization?

To answer these questions, apart from observating and monitoring the devel-
opment of SIGEventos Mobile, we applied two surveys3 to the development team.

Subjects. The Metamorphosis process was used by the mobile applications
development team of the Informatics Management Office (SINFO) from Federal
University of Rio Grande do Norte (UFRN). This team consists of three pro-
grammers specialized in Android, iOS and PhoneGap. Therefore, our subjects
were the three developers of this team.

Object. The object used for the case study was the Integrated system of confer-
ence management (SIGEventos)4. This web system was designed to manage the
conferences held at Federal University of Rio Grande do Norte (UFRN). Thus,
as access profiles on SIGEventos web, we have:

– Evaluation Manager: Performs the final evaluation of the paper, deciding
whether it will participate or not in the conference;

3 Links: http://goo.gl/forms/C8cK2qef55 and http://goo.gl/forms/2wqkqHS7PO
4 Link: http://www.sigeventos.ufrn.br

http://goo.gl/forms/C8cK2qef55
http://goo.gl/forms/2wqkqHS7PO
http://www.sigeventos.ufrn.br
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– Reviewer: Performs evaluation of the paper submitted through an opinion,
but is allowed to approve the role of this manuscripts in the conference;

– Participant: It is registered to use the system as a reviewer or to submit
papers.

Summarizing the use flow of this system:

1. A conference is created;
2. For each conference, the reviewers must be registered;
3. This conference has a registration period during which the work is submitted;
4. After the submission of the papers, they are distributed to the reviewers;
5. Each reviewer performs his review. The evaluation manager determines,

based on the reviewer’s opinions, which papers will attend the conference,
and sends a notification to users who submitted papers;

6. At the end of the conference, the emission of certificates becomes available
to those with approved papers.

SIGEventos was developed using open technologies such as Java, Hibernate,
JavaServer Faces, Richfaces, Struts, EJB and Spring. It uses PostgreSQL as
DBMS and is available via the JBoss application server.

Analysis Units. The group of programmers was the analysis unit of this case
study. They were analyzed during the execution of the Metamorphosis process.

4.2 Metamorphosis Process Utilization

To start, we performed a meeting with the group of programmers to present
the Metamorphosis process. At this meeting, all phases and activities of this
process were detailed to them. In addition, we provided a document with the
specifications of this process for future reference.

After this Metamorphosis process presentation meeting, the programmers
began the Requirements Phase. In the first activity, known as Identify Function-
alities, they performed a SQL query in SIGEventos logs trying to group and
select the most commonly used functionalities. This technique, which uses the
log database, is defined by the process to assist on this activity. The logs of query
returned 76 rows with various links of all SIGEventos. This activity took around
1 hour and 30 minutes. After this review of logs and a meeting with the team,
developers reached functionalities identified in Table 1.

With the list, developers began the second activity, which is Validate Func-
tionalities, and created a survey to be answered by professors and students
(stakeholders). This survey5 listed the functionalities described in Table 1 allow-
ing the stakeholders to evaluate them from 1 to 4, with 1 being the minimum
score and 4 the highest score (in increasing order of significance). There were 20
responses. Also through this survey, it was possible to capture the stakeholders’
suggestions for other functionalities.
5 Link: http://goo.gl/forms/zQvNe9q7cG

http://goo.gl/forms/zQvNe9q7cG
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Table 1. Functionalities identified by the activity of Identify Functionalities of require-
ments phase

Functionality Description

1. Certificates of paper sub-
missions.

List used to issue user’s submissions certificates.

2. My paper submissions. List of papers you have submitted. This list presents:
paper title, status of submission, payment and submis-
sion period.

3. My conferences registra-
tions.

List of your previous registrations. This list presents: the
type of participation, registration status and conference
period.

4. Conference schedule. Calendar with general program of the conference.

5. Conference Location. Map with conference location and integration with
Google Maps for navigation.

6. Feedback of the talks. List with the conference talks where participants can per-
form evaluations (bad, good, very good and perfect).

The functionalities evaluated with maximum grade by more than 60% of par-
ticipants have been selected to be in the first version of SIGEventos Mobile. They
are: Certificates of Paper Submissions, My Conferences Registrations, Confer-
ence Schedule and Conference Location. For a second version, the other func-
tionalities and suggestions will be reviewed by the stakeholders. This activity
took around five days since it depended on the application of the survey.

Continuing with requirements phase, after the validation of the functionalities
by stakeholders, programmers moved on to the third activity, Evaluate Mobile
Context, in which the need to adapt each of these functionalities for the mobile
environment was verified. The schedule and location functionalities were adapted
for the use of GPS in mobile devices (Analyze Adaptation). The activities of
analyzing and evaluating mobile context adaptation took about 1 hour and 15
minutes to be performed.

The programmers selected these functionalities for development (Select Func-
tionalities) and for each functionality, they evaluated the need for offline oper-
ation (Evaluate Offline). The schedule and registrations functionalities were
evaluated as necessary to work offline. These activities, Select Functionalities
and Evaluate Offline, took around 30 minutes to be performed. Finally, the pro-
grammers created the Selected Functionalities Document6. After the execution of
this phase, the requirements phase survey, described in Section 4.1, was applied
to programmers. The answers will be discussed in Section 4.3.

The programmers finalized the requirements phase and started the design
phase. In the first activity of this phase, Choose Platform, Android was cho-
sen for the development of SIGEventos Mobile. Then they started to Design
Architecture and Design Services. In such activities, they spent about 8 hours.
This long period of time was due to the need for refactorings to separate the

6 Link: http://goo.gl/7KZWZY

http://goo.gl/7KZWZY
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business components of SIGEventos web and to create of SIGEventos REST.
This SIGEventos REST has RESTFul services to enable the integration of
SIGEventos Mobile with SIGEventos data. The motivation to separate was to
make more independent projects at deployment and runtime level on JBoss
application server, and allow any application (desktop, mobile or web) to use
the services of SIGEventos REST. The components of SIGEventos and their
interactions are shown in Figure 6. As in the requirements phase, at the end of
the design phase, the survey described in Section 4.1 was applied. The answers
will be discussed in Section 4.3.

Fig. 6. SIGEventos components

After the architecture and services for SIGEventos Mobile were designed, the
programmers started the development phase with the Implementation activity.
All the functionalities presented on SIGEventos’ Selected Functionalities Docu-
ment were implemented. Each programmer spent around 12 hours with it and as
the functionalities were implemented, tests were conducted. To perform the test,
a tester from the Informatics Management Office Software Test Team used the
mobile application for 3 hours. The main SIGEventos Mobile screens are shown
in Figure 7 and a video demonstrating the use of the key features is available on
the following link: http://goo.gl/OM8SlP.

Thus, the development phase was completed and the deployment phase
began. At this phase, only the activity of Evaluate Publishing Need was held.
It was decided to publish the SIGEventos Mobile on Google Play app market
because of the number of potential users for this application, which can be: pro-
fessors, students, lecturers and participants, in other words, anyone from UFRN
or not.

4.3 Answers to Research Questions

As described in Section 2, the subjects of this case study (3 programmers) were
observed during the execution of the Metamorphosis process for the creation of
SIGEventos Mobile, and answered all questions presented os surveys described
on Section 4.1.

http://goo.gl/OM8SlP
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Fig. 7. SIGEventos Mobile main screens

1. Is the Metamorphosis Process Useful for the Development of Mobile
Applications Based on Existing Web Information Systems? To answer
if the Metamorphosis is useful for creating mobile applications based on existing
web information systems, these surveys were organized considering the phases
of requirements and design of this process. Regarding the requirements phase,
all programmers considered that this phase assisted in the selection of SIGEven-
tos’ functionalities that should be present in its mobile version. Also concern-
ing to this phase, programmers have not lacked any other activity that is not
addressed by this process. This demonstrates that, in these programmers’ per-
spective, the requirements phase of the Metamorphosis process is complete in
terms of activities.

At the design phase, all the programmers considered that this phase assisted
to create an architecture that facilitated the development of functionalities for
SIGEventos Mobile. Also regarding to activities not covered by the design phase,
all developers stated that they did not perform any other activity not covered
by the design phase of the Metamorphosis process.

Analyzing the answers, it can be considered that the Metamorphosis pro-
cess is useful for creating mobile applications based on existing web information
systems, as it helps in its creation and has complete and well-defined activi-
ties. It is important to emphasize that the development and deployment phases
were not analyzed by these surveys. All these are avaliable at: http://goo.gl/
JfwTEUandhttp://goo.gl/uroh83.

2. What are the Benefits, Problems and Challenges Resulting from
the Metamorphosis Process Utilization? To analyze the benefits, prob-
lems and challenges resulting from the use of the Metamorphosis process, the
questions present in the surveys involved topics such as: difficulty in performing
activity, complexity, effort and suggestions for it. Regarding the difficulty of car-
rying out any activity phase of the requirements, we noted that two programmers
struggled to complete the execution of functionalities activity. This was due to

http://goo.gl/JfwTEU and http://goo.gl/uroh83
http://goo.gl/JfwTEU and http://goo.gl/uroh83
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communication problems with the stakeholders. This activity took around five
days because it depended on the responses of professors and students (stakehold-
ers) to the validation survey about SIGEventos Mobile’s functionalities, cited on
Section 4.2. Thus, this activity was the longest in the requirements phase.

Regarding the difficulties of the design phase, developers had no difficulty
in performing any of its activities. The programmers were also asked about the
complexity and effort to perform the activities of the Metamorphosis process.
With regard to the effort and complexity, two programmers considered that the
execution of the requirements phase has medium complexity and effort. One of
the programmers considered that the execution of this phase has easy complexity
and effort. In the design phase, the answers about the complexity and effort were
inconclusive, because each of the programmers answered with a different level of
complexity and effort.

At the end of the surveys, the programmers were asked about suggestions
for improvement of the requirements and design phases, and benefits of the use
of this process. At the requirements phase, programmers consider that its orga-
nization in step-by-step activities facilitates requirements elicitation. Moreover,
according to one of the programmers, these well-defined activities led to an opti-
mization of the development time, because it is known what must be done to
raise the requirements of mobile application based on an existing web infor-
mation system. Also in this phase, according to one of the programmers, since
such requirements elicitation based on an existing information system becomes
simpler, it increases the chance to have a successful mobile application. Finally,
according to the programmers, the benefit of the design phase is the conveniently
organization of activities, since every activity improves the mobile application.

4.4 Threats to Validity

For the case study, we evaluated four types of validity:

– Construct Validity: The data capture of the implementation of this case
study was carried out through the application of impersonal surveys (with-
out identifying the programmer) to the programming team. Regarding the
interpretation of data, it was peformed by two researchers which avoided
errors and tendentious interpretations in the study;

– Internal Validity: The case study realization was conducted with three pro-
grammers that have the same experience with the development of technolo-
gies for mobile devices (Android, iOS and PhoneGap). In addition, since in
the first meeting it was held a presentation of the Metamorphosis process and
provided a specification document, the trust was raised that the experience
inherent factors, in developing applications for mobile devices and knowledge
of the process of Metamorphosis programmers, were under control;

– External Validity: This case study, performed to solve a real problem, enabled
the creation of a mobile application based on a web information system that
will be used by thousands of users. Therefore, this allows to generalize the
results of this case study and survey responses for industrial practice;
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– Conclusion Validity: In this case study, a control group did not exist because
the goal was not to compare the Metamorphosis process with other software
development process. So it was impossible to establish statistical relation-
ships. The quantitative and qualitative data contributed to the assessment
of the Metamorphosis process, regarding to its context, which is the devel-
opment of mobile applications from existing web information systems.

5 Conclusions and Future Works

The implementation of the Metamorphosis process for the development of
SIGEventos Mobile, based on SIGEventos web version, allowed the investiga-
tion of the feasibility use of this process for creating mobile applications based
on existing web information systems. We analyzed the requirements and design
phases considering whether they are useful for creating applications for this con-
text, along with its benefits and problems arising from its use. The surveys and
observation of process execution were carried out in requirements and design
phases and the results were presented in Section 4.3.

As limitations for this case study, we did not monitor development and
deployment phases through surveys. In addition, we could not follow the active
installations, since the execution of the case study finalized at the first activity
of the deployment phase.

Finally, the Metamorphosis process was considered useful for creating mobile
applications based on existing information systems. Therefore, the main benefit
of the Metamorphosis process is the well defined step-by-step activities that
brings to the goal of creating a mobile application based on an existing web
information system, a greater chance to be used and successful among its users.

Regarding to future work, we need to perform more cases studies of the use
of the Metamorphosis process in creating mobile applications from information
systems with different software technologies and architecture. Based on these col-
lected evidence, this process may have its activities enhanced presenting details,
for example, of how a particular functionality can be adapted to a mobile appli-
cation considering the GUI and source code. This evidence collected may also
serve for the development of components and architectural patterns to facilitate
the integration between web information systems and mobile applications.
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Abstract. Nowadays, experience bases are widely used by project companies in 
designing the software intensive systems (SIS). The efficiency of such informa-
tional sources is defined by “nature” of modeled experience units and ap-
proaches that apply to their systematization. An orientation on a precedent 
model as a basic type of experience units and an ontological approach to their 
systematization are defined the specificity of the study described in this paper. 
Models of precedents are constructed in accordance with the normative schema 
when the occupational work is fulfilled by a team of designers. In creating the 
necessary ontology, the team should use a reflection of solved tasks on a  
specialized memory intended for simulating the applied reasoning of the  
question-answer type. The used realization of the approach facilitates increasing 
the efficiency of designing the SIS. 

Keywords: Automated designing · Ontology · Precedent · Question-answering · 
Software intensive system 

1 Introduction 

Last twenty years, the problem of an extremely low degree of success in designing of 
SIS is steadily registered in statistics that are presented in reports [1] of the company 
“Standish Group.” The analysis of the successfulness problem indicates that the 
special attention should be given to the human factor in attempts to increase the 
degree of success. Designing the SIS is the intensive human-computer activity that is 
fulfilled in conditions of the high level of complexity. 

It is necessary to note that designing (especially conceptual designing) is impossi-
ble without researching by designers of numerous and practically unpredictable situa-
tions of a task type. In such situations, the designer should behave as a researcher who 
uses the appropriate type of the research in which the personal and collective experi-
ence is creatively applied in the real-time.  

In designing of the definite research, the designer would rather work as a scientist who 
wants to conduct the definite experiment. Results of such experiment will be applied in 
the creation of the current project and can be useful for the future reuse. For this reason, 
the search for improved forms of designer interactions with own and collective experi-
ence is a promising way of increasing the degree of success in designing of SIS. 
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Four years ago, the group of well-known researchers and developers in software 
engineering had initiated a process of innovations [2], which have been named 
SEMAT (Software Engineering Methods And Theory). It is necessary to notice that, 
in normative documents of SEMAT, a way of working used by a team of designers is 
marked as a very important essence. There “way-of-working” as a notion is defined as 
“the tailored set of practices and tools used by the team to guide and support their 
work.” For this reason, the search of effective ways-of-working are perspective and 
can lead to an increase of success in developments of SISs. 

A very promising way-of-working that will facilitate increasing the success in col-
lective designing of SIS can be bound with a creation and use by the team an Experi-
ence Base [3]. It is necessary to note that the effectiveness of such version of working 
essentially depends on kinds of experience models and ways of their systematization 
and use.  

The paper presents an ontological approach to the systematization of the Experi-
ence Base and interactions with its units. In addition, such units are formed as 
experience models corresponding to precedents. According to the Cambridge 
dictionary, “precedents are actions or decisions that have already happened in the past 
and which can be referred to and justified as an example that can be followed when 
the similar situation arises” (http: //dictionary.cambridge.org/ dictionary/ british/ 
precedent). Methods and means that are offered in the paper are oriented on concep-
tual experimenting with tasks being solved in an instrumentally-technological envi-
ronment WIQA (Working In Questions and Answers [4]). The interaction with the 
toolkit WIQA is based on question-answer reasoning (QA-reasoning) of designers. 

2 Preliminary Bases 

2.1 Why Ontology 

The ontology usually helps to achieve the following positive effects: reaching the 
coordinated understanding in collective actions; using the controlled vocabulary; sys-
tematizing the methods and means used in an occupational activity; specifying the 
conceptualization; checking the semantics of the built text and applied reasoning; 
operating with machine-readable and machine-understandable content.  

In this paper, the use of the ontology is oriented on all called effects and the sys-
tematization of precedents’ models embedded into the Experience Base. In addition, it 
is planned to create such models with the use of conceptual experimenting when de-
signers solve the project tasks in the real time. This way is coordinated with under-
standing of the ontology as a system of specifications of conceptualization [5]. 

The called effects are important as for the collective activity so for the activity of 
one person (individual). Moreover, in a team, the coordinated understanding is 
achieved as a result of coordinating a personal understanding with a common under-
standing for all members of the team.  
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2.2 Why Way-of-Working Oriented on Precedent 

As a reusable unit of the occupational work, the precedent should be specified and 
executed in accordance with an appropriate framework. Such a framework as an arti-
fact should be coordinated with natural reflecting by the individual the environmental 
conditions of the precedent execution. If the result of reflecting will be bound with 
understanding the precedent as the behavior that corresponds to the intellectually 
processed conditioned reflex, then such understanding can be used for its specifying 
in the precedent framework.  

The toolkit WIQA supports the use of the precedent framework that is presented in 
Fig. 1 where a logical component of the framework demonstrates (without explana-
tions) some details of intellectual processing of the precedent as a behavioral unit. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Framework of precedent 

The structure of the framework is coordinated with the process of task-solving and 
preparing the solution of the task for reuse in designing. This structure includes a 
textual model PT of the solved task Z, its model PQA in the form of the registered QA-
reasoning about the solution, the logical formulae PL of the precedent regularity, a 
graphical (diagram) representation PG of the precedent on the perceptual level, 
conceptually algorithmic model PI in a form of a pseudo-code program and the model 
which presents its executable code PE.  

2.3 Why Question-Answering 

Intellectual processing for natural precedents is being fulfilled by means of natural 
language that also supports access to units of the experience. Such effects are caused 
by processes in consciousness which has a dialog nature. Explicit question-answer 
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reasoning helps in controlling of these processes. Thus, question-answer reasoning 
reflects processes in the consciousness of the designer interacted with own experi-
ence. This type of reasoning is expedient for applying in the creation and use of 
experience models that present the designer’s behavior. 

In reality, designers usually represent the own professional work by means of a 
plan to be written in the natural language in its algorithmic usage. Repeatable works 
fulfilled by individuals are represented by techniques also being written in the natural 
language in its conceptually algorithmic usage. It prompts to use such way for plans 
of experimenting. In turn, that was the reason for choosing a pseudo-code language 
for programming the units of designer’s behavior. Interacting with such 
programmable models of the behavior, the designers will apply the experience of 
using the natural language. 

3 Related Works 

A set of typical kinds of ontologies (according to their level of dependence on a par-
ticular task or point of view) includes the top-level ontologies, domain ontologies, 
tasks ontologies and applied ontologies. All these types of ontologies are defined in 
[5] and [6] as means that are used in different systems. 

For the SISs, an adequate type of ontologies is applied type that usually is expanded 
by means of the other ontologies types. In accordance with the publication [7], the theory 
and practice of applied ontologies “will require many more experiences yet to be made.”  

It is necessary to notice that the project ontology as a subtype of applied ontologies 
is essentially important for SISs. Project ontologies in the greater measure are aimed 
at the process of designing, but after refining they can be embedded into implemented 
SISs.  

The specificity of project ontologies is indicated in a number of publications. In the 
technical report [5] the main attention is concentrated on “people, process and prod-
uct” and collaborative understanding in interactions. Investigating the possibility of 
the ontology-based project management is discussed in the paper [8]. 

 In developing the program system and ontological problems of program products, 
the use of ontology possibilities is investigated in the paper [9]. In means suggested in 
this article, the experience of task ontologies is taking into account also and, first of 
all, the role of different kinds of knowledge. The place of knowledge into the task 
ontologies is reflected and discussed in the publication [10]. The role of knowledge 
connected with problem-solving models is opened in papers [11]. 

All papers indicated in this section were used as sources of requirements in devel-
oping the set of instrumental means provided the creation and use of the proposed 
ontology. It should be noted that reports of Standish Group were used as “guides” for 
planning of our research aimed at applications of QA-approach and the development 
of the toolkit WIQA. Step by step the QA-approach has investigated criteria and fac-
tors that facilitate increasing the degree of the success in designing of SISs [12]. The 
study presented in this paper focuses on the ontological component of QA-approach 
at the use of the occupational experience. 
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4 Reflection of Subject Area 

4.1 Question-Answer Memory 

As told above, the proposed study is aimed at the creation and use of the project on-
tology by the designers who develop the family of SIS in the definite subject area. In 
such work, they should use (if they solved) the toolkit WIQA, which helps to include 
conceptual experimenting in processes (P) of designing. 

At the conceptual stage of working, means of WIQA are used by designers for the 
following aims: 

• Registering of the set of created projects each of which is presented by the tree of 
its tasks in the real time; 

• Parallel implementing of the set of workflows {Wm} each of which includes subor-
dinated workflows and project tasks {Zn}; 

• Pseudo-parallel solving of the project tasks on each workplace in the corporate 
network; 

• Simulating the typical units of designers’ behavior with using the precedent 
framework. 

Named actions are implemented by designers with using the reflection of processes 
P on QA-memory some details of which are presented in Fig. 2. 

 

 

Fig. 2. Operational space 
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WW(Pl )=WW(PROJl ,{Wm}, {Zn}, t) ZPl 
QA(t+Δt)  

                             {ZWm
QA(t+Δt )}  {Zn

QA(t+Δt)} , 

{Zn
QA(t)  Prn

QA(t+Δt)}, 

where symbol Z underlines that labeled models have a task type, PrQA(t) designates a 
model of a precedent for the corresponding task, RQA(X) indicates that the reflection 
RQA is applied to the entity or artifact X. For example, RQA(ZQA) designates applying 
this reflection to the model ZQA of the task Z. In WIQA-environment, the model of 
such kind is called as “QA-model of the task.” It is necessary to note that the reflec-
tion RQA includes RQA(P) which results are reflected by RQA(ZQA) in a set of prece-
dents’ models {Prn

QA} also located in the QA-memory. 
QA-memory is specified and materialized for storing the conceptual descriptions of 

the operational space S in memory cells in an understandable form. For this reason, 
cells are oriented on registering the textual units in the form of communicative 
constructions any of which can be divided on “theme” (predictable starting point) and 
“rheme” (new information) that should receive additional meaning in answering to the 
corresponding question.  

Such orientation has led to the solution of using two types of corresponding cells. 
The cell of the first type is intended for registering the simple question (Q) during the 
cell of the second type registers the corresponding answer (A).  

Extracting the theme and rheme from units of the textual description is an im-
portant linguistic operation named “actual division”. This operation facilitates the 
process of understanding. Its use corresponds to the dialogic nature of consciousness. 
Cells of both types are specified equally because any question includes a part of a 
waited answer, and any answer includes components of the corresponding question. 
For this reason, a pair of corresponding cells with a question and answer presents the 
description unit in details. Such pair corresponds to the QA-object in Fig. 2. 

QA-memory with its cells are intended for registering the conceptual content of re-
flected units with taking into account the semantics of their textual descriptions. The 
necessary semantics is fixed in basic attributes of the cell in additional attributes that 
can be added by the individual if it will be useful for the simple object stored in the 
cell. The potential structure of a simple object is presented in Fig. 3. 

 

Fig. 3. Specification of the interactive object 
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The above not only indicates reflections of projects on the QA-memory, but it also 
demonstrates structures that should find their presentations in such memory. Below, 
for specifications of question-answer objects (QA-objects) in the QA-memory, a for-
mal grammar GRQA with extended BNF-notations will be used. For example, struc-
tures of QA-objects should correspond to the following rules of GRQA: 

 

QA-Memory  =  {QA-object}; 
QA-object =  Question,  “←”, Answer;  
Question  = Q│(Q,“↓”,{Q});  
Answer  =  A│(A, “↓”, {A});  
Q = ({a}, {[aa]}, {[f]}, {[p]} {[r]});  
A = ({a}, {[aa]}, {[f]}) {[p]} {[r]};  
a  =  (address, type, description, time, the others); 
aa = {useful additional attribute}, 

 
where “Q” and “A” are typically visualized objects stored in cells of QA-memory, 
symbol “↓” designates an operation of “subordinating”. These objects have the richest 
attribute descriptions [5]. For example, a set of attributes includes the textual descrip-
tion, index label, type of objects in the QA-memory, the name of a responsible person 
and the time of last modifying. Any designer can add necessary attributes to the cho-
sen object by the use of the special plug-ins “Additional attributes” (object-relational 
mapping to C#-classes).  

In addition, in QA-memory, any created model is materialized with using the ques-
tion-answer objects (QA-objects) that are bound by necessary relations. Any QA-
object is a corresponding composition uniting the interactive objects “question” (Q) 
and “answer” (A) types. Such objects are used for saving of ontology concepts in 
structures the typical scheme of which is presented in Fig. 4. 

 

 

 

 

 

 

 

 

 

Fig. 4. Framework for specifying the concept 
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concept = QA (*in QA- memory*) 
concept = (concept name, definition, {list});  
definition =text; 
list = { (relation, {name})}; 
relation = is-a│part-of│association │ synonimity│ 

                         │ picture│key│materialization│reference. 
 
Concepts can be combined in groups as in frames of project ontologies so as sec-

tions in the kernel ontology the content of which is invariant to the specificity of any 
project fulfilled by designers. Combining is described by the following set of rules: 

GN = (N, “∩”, {N}); (*group of concepts*, “∩ - operation of uniting”) 
PO= {GN};(*project ontology*) 
ontology = (kernel ontology, {PO}).  

It is necessary to note that concepts of the project ontology are usually used in definite 
conditions and that demands to specify variants {∆Ns} of the concept N into the ontology. This 
necessity is supported by the following rules: 

∆N = (definition, description, condition); (*concept usage*) 
description ={attribute name}; 
condition = programmed formulae; 
N =   (“∫”, {∆N}); (*“ ∫” ‒ operation of assembling*)  
concept = N │(“∫”, {N});(*simple or complicated concept*) 

Rules also specify the structure of complicated concepts the content of which is defined by a 
group of the other concepts.  

5 The Use of the Ontology 

As told above, concepts of any project ontology are used in definite conditions of 
their uses.  Means of the toolkit WIQA support the use of the integrated ontology, its 
project ontologies and their components till concepts for the following basic aims: 

• Systematization of  the Experience Base as a whole and its “projections” on any 
designed project that is implemented in the project organization; 

• Access to the necessary assets the models of which are stored in the Experience 
Base; 

• Extraction of requirements, their specifications and evolution in processes of de-
signing; 

• Creation of the controlled vocabulary and its applying in the frame of the 
occupationally natural language used in the project organization; 

• Conceptual experimentation with the project solutions created by designers in the 
real time. 

At the bottom level of actions for achieving the called aims, designers use analyti-
cal processing the used textual units. First of all they extract usages of concepts {∆N} 
from such units. The toolkit WIQA supports three versions for the extraction of {∆N} 
from textual units. In all versions, the current state of the ontology is applied. 

(3) 

(4) 

(5) 
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The first version is based on the automated extraction of the used words with near-
est context in the processed text. Extracted phrases are estimated on their conformity 
to the ontology. Differences can indicate errors or necessity of concepts’ evolution.  

The second version evolves the first version by visualization of sentences with ex-
tracted usages of concepts in forms of “block and line” in the specialized graphical 
editor embedded to WIQA. 

The third version uses more strict rules of processing that is based on 
transformations of processed into a set of simple sentences. Such transformation is 
based on the pseudo-physics model of the compound sentence or complex sentence of 
the other type. In the pseudo-physics model of the sentence, all used words are inter-
preted as objects that take part in the “force interaction” that is visualized on the mon-
itor screen. Formal expressions of pseudo-physics laws are similar to appropriate laws 
of the classic physics. In the stable state, (Fig. 5) after finishing dynamic process on 
the screen each group of words-objects will present the extracted simple sentence.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 5. Extraction of simple sentences 

The screenshot in Fig. 5 is used with labels for the generalized demonstrations of 
the visual forms and objects with which the designers are working. The language of 
this screenshot is Russian. 

Let us notice that in the appointment of attributes (values of mass mi, charge qi and 
others values and parameters) two mechanisms are applied – the automatic morpho-
logical analysis and the automated tuning of object parameters. Values are appointed 
in accordance with the type of part of speech. The suitable, normative values were 
chosen experimentally.  

Extractions of simple sentences are aimed at their transformation in Prolog-like 
forms in order to assemble logic formulae that correspond to the checked texts. This 
way is used not only for checking on conformity to the ontology vocabulary. It is also 

 

 

Simple sentence



396 P. Sosnin 

used for controlled creatio
creation of ontology axioms

It is necessary to note tha
concept reflected in rules (
ontology have forms of pr
concept has QA-model pres

 

Such presentation of th
pseudo code programming 
the possibility for: 

• Controlling the used con
• Understanding ant its est
• Experiment conducting; 
• Conceptual modeling; 
• Conceptually-algorithmi
• Accumulating and impro
• Documenting; 
• Systematizing of experie
• Programmable access to 

6 Main Features o

As told above, the propose
working when designers s
way-of-working is based o
Base the generalized schem

on of logical conditions in models of precedents and 
s. 
at the concept scheme presented in Fig. 4 and details of 
(5) indicate that presentations of such units in the proj
recedents’ models. For example, in the general case, 
sented in Fig. 6. 

 

Fig. 6. QA-model of concept 

he concept opens the possibility of using the means
embedded to the toolkit WIQA [12]. In addition, it op

ncepts;  
timation;  
 

ic modeling; 
oving experience;  

ence; 
the ontology.  

of the Proposed Ontology 

ed project ontology is oriented on the experiential way
solve tasks by using the conceptual experimenting. S
on real-time interactions of designers with the Experie

me of which is presented in Fig. 7.  

the 

f the 
oject 

the 

s of 
pens 

-of-
uch 

ence 



 An Ontologica

Fig

The Experience Base is
that creates the family of S
of the precedent that prese
The definite model can be 
appropriate form of its proje

In the current state, the 
cludes assets of the defin
corresponding section in fo
resources” saves personifi
intended for registered the i

There are two versions o
provided by the catalog of t
keys that are included in the

Only one part of assets 
stored in corresponding libr
jections. As told above, co
attached files that are place
cludes program written in C

7 Ontological Sup

Offered means have been te
which is a system for desig
the parts of a fuselage, win
logical templates are widely

al Support for Interactions with Experience in Designing 

 

g. 7. Structure of the Experience Base 

 intended for assembling the assets of a design comp
SISs. Any asset is presented in this repository as the mo
ents the inclusion of the corresponding asset in designi
realized in accordance with the full scheme (Fig. 1) or 
ection. 
Experience Base is divided into section each of which
nite type. The greater part of assets are stored in 
orms of their models. For example, the section of “Hum
ied models of designers (PMD). Section “Projects”
information about developed projects of SISs. 
of the access to models of experience the first of which
the experience base. The second version uses the search
e set of the controlled vocabulary. 
is placed in Precedent Base. The greater part of asset
raries where they are presented in forms of precedent p
omponents stored in QA-memory can be bound with 
ed in corresponding libraries too. One of such libraries
C# that can be used in pseudo code programming. 

pport in Designing of Configured Templates 

ested in the development of a number of projects the las
gning of tooling. In the aircraft industry, for manufactur
ngs and aileron, including details of their covering, tech
y used. Any template for the part is a kind of its machin

397 

any 
odel 
ing. 
the 

h in-
the 

man 
” is 

h is 
h by 

ts is 
pro-
the 
 in-

st of 
ring 
hno-
ning 



398 P. Sosnin 

attachment that supports de
of the corresponding part. D
designing of the template t
plates. The built ontology co

• The system of typical tem
• The visualized classifica
• Templates in manufactur
• Templates in a productio
• Templates as models of p

In the section of concep
attributes a number of wh
Items in this section are inte

 The used systematizati
where relations are demons
combines part-of-relations t

 

Fi

In the built ontology, an
that has the structure shown
marked with labels. 
 

finite technological operations, for example, manufactur
Described means of the ontological support was applied
tooling that usually consists of tens of thousands of te
onsists of the following sections: 

mplates as concepts; 
ation of templates; 
ring of aviation parts; 
on control of parts; 
precedents. 

pts, the model of the template is described by its type 
hich are expressed through relations with other conce
eractively accessible. 
ion of concepts and their classifier are shown in Fig
trated on the example of one of the template. The classi
that facilitate the search for appropriate templates. 

ig. 8. System relations in the ontology 

ny template is defined in the form of the precedent mo
n in Fig. 9. Since all interfaces in Russian, some fields 

ring 
d for 
em-

and 
epts. 

g. 8 
ifier 

 

odel 
are 



 An Ontologica

Fig

It should be noted the sp
model. The life cycle of te
creative-intensive activity o
is caused by the need to ta
lines that represent the tem
cludes two algorithmic des
the laser beam in tasks of s
is a result of computer num
laser cutting. 

8 Conclusion 

This paper presents the syst
ogy in the development of t
is being solved by the team
success of such activity ess
means supported conceptua

The proposed approach i
ers who interact with the Ex
pany. All assets are presen
built in accordance with the
ers use the toolkit WIQA in

al Support for Interactions with Experience in Designing 

. 9. Structure of the template definition  

pecificity of the program components used in the preced
emplate manufacturing includes the stages that require 
of workers that participate in designing of the templates
ake account of future ways to move the laser beam on

mplate for its steel billet. Therefore, the template model
scriptions. The first description imitates the movement
searching the effective trajectories. The second descript
merical control programming that provides the process

tem of means for the creation and use of the projects on
the family of SISs when enormous quantity of project ta
m of designers in the corporate instrumental network. T
entially depends on mutual understanding of designers 

al decisions of designers at early stages of them work. 
is based on the experiential way-of-working of the desi
xperience Base accumulating the assets of the design co
nted in this Base as models of precedents that have b
e normative framework. In the real-time work, the desi
ntended for the solution of tasks at the conceptual stage

399 

 

dent 
the 

s. It 
n all 
l in-
t of 
tion 
s of 

ntol-
asks 
The 
and 

ign-
om-

been 
ign-
e of 



400 P. Sosnin 

collaborative designing. The toolkit provides the use of question-answer reasoning in 
conceptual experimenting in solutions of the project task. It also helps to create mod-
els of precedents and to achieve positive ontological effects described above. 
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Abstract. Creativity and originality are so important success factors so that 
many researchers are not interested in formal or official process. But  
uncertainty and risks should be managed for successful outcome of research. 
The main goal of our research is to initiate the practical and effective SW engi-
neering techniques and tool which can tracking, monitoring, and managing the 
SW research life-cycle in R&D projects. Researchers are the knowledge works 
and research process is very similar with feature of adaptive case management. 
Also many product data management techniques can be applicable for  
managing research artifacts. With research descriptor configuration item and 
flexible process managing environment, SW R&D researchers can define their 
own creative research process or documents and keep tracking the progress at 
any time. 

Keywords: Software R&D · Monitoring · Process agility · Traceability ·  
Research document configuration management 

1 Introduction 

Research and development must operate strategically in the organization, becoming a 
key driver of business success. The drive for growth, the search for new ideas and 
new ways of doing things and increasing competitive pressures have transformed  
the R&D function into one of primary strategic importance. There are so many  
approaches for achieving the software reliability, it is important to perform effective 
and traceable process. But incorrect application of management might be obstacles for 
achieving the successes.   

R&D development has special features and characteristics in management because 
of uncertainty and risks [1]. And research phase is difference from the development 
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since there are not stable or fixed requirements at research phase. For these reasons, 
we need alternative project management for research phase of software R&D projects. 
A balance needs to be considered between maintaining a suitable level of control 
whilst at the same time not inhibiting creativity. 

Many types of project and process management software for software development 
projects have developed. But these have assumptions that developer can define their 
own development process and guideline for performing those activities at the early 
stage of development. But it is not the real story in research projects. In this paper, we 
opened some issues for managing the software research projects and suggested com-
plementary solution for these issues. 

We identified alternative approach in non-project management domain, adaptive 
case management and product data management. Researchers are the knowledge 
works and research process is very similar with feature of adaptive case management. 
Also many product data management techniques can be applicable for managing re-
search artifacts. We suggested to integrate software engineering practices or prin-
ciples such as progress management, traceability management, software configuration 
management and change management, and reuse with adaptive case management and 
product data management practices.  

We suggested flexible process management for research phase and small-grained 
configuration item as research descriptor for research configuration management. 
With research descriptor configuration item and flexible process managing environ-
ment, SW R&D researchers can define their own creative research process or docu-
ments and keep tracking the progress at any time. 

The remainder of this paper is organized as follows. Section 2 surveys literature re-
lated to R&D project features and new research trends in knowledge-intensive process 
management. Section 3 surveys previous related research for managing the R&D 
projects. Section 4 describes the research issues for managing the SW research 
project. New framework for RLM (Research Lifecycle Management) and RDM (Re-
search Descriptor Management) is described in session 5. Finally, section 6 give the 
future research directions and plans.  

2 Research Context 

2.1 Features of SW R&D Projects and R&D Project Management 

The uncertainness of R&D projects makes the entire development process is a learning 
process so that it is difficult to decide the project scopes and concrete architecture in the 
feasibility analysis stage. Because of the technological uncertainty, R&D project needs to 
overcome one or more technical problems in the process of research and development 
[2]. Also, R&D activities can be characterized as complex, interdependent, responsive to 
research environment or trend and heavily reliant on expert judgment to progress and 
quality. There are some features of SW R&D projects as followings: (1) projects should 
follow the variable constant, (2) researchers will to continue the work in spite of the  
obstacles, (3) projects should employ valid and verified procedures and principles,  
(4) Finally, researchers should conduct a reliable and complete work product.   
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The formal disciplines of project management provide a means of planning, orga-
nizing and controlling multi-disciplinary projects without stifling innovation. As we 
identified the features of SW R&D projects, they require some differences in ap-
proach from conventional project management. R&D projects should catch up market 
demands so that many R&D projects can easily lose the overall R&D project strategy. 
Managing the uncertainties and non-predictable of R&D projects is critical factors for 
success. It is very difficult to control the research progress since there are always 
technical problems and technical issues. It does not mean that project does not have a 
detailed project plan. But the actual implementation of it is difficult to achieve, and 
unable to timely carry out risk tips and alarm [2]. 

R&D projects process knowledge information, need a reasonable knowledge man-
agement and need a sharing way to make that knowledge can be passed to improve 
the similar R&D projects. The process of R&D project performance should be moni-
tored and documented. Large-scale, complex construction projects follow clear and 
validated processes with quarterly milestones and regular review cycles. But, this 
method is neither appropriate nor meaningful for an R&D program since typically one 
of a kind that measures progress toward answering a list of key questions through a 
variety of approaches for periods that may not have a hard fixed end date [3].  

2.2 Research Phase .vs. Development Phase  

The almost R&D project might start from research phase. At this phase, researchers be-
gin their works with glimmer of interest so they imagine the results and make their con-
cept to be clear and concrete by theory development and idea conceptualization [4]. With 
this features of research phase, project management might be informal and iterative 
process. After imagination, idea can be captured as artifact in forms and drawings so idea 
can transform into substantive issues what should be verified. Argument on these issues 
can be possible and initial ideas or goal can be concretized. Also researchers can achieve 
the development scope, strategies, and process. 

If something would be clear and fixed, researcher can move to development phase 
even though all issues are not closed. At development phase, the scope and strategies 
are much clearer by research phase, process can be stable and robust.  

2.3 New Process Management for Knowledge Workers 

Knowledge works fundamentally differs from routine process [5] and research is also 
same. They are less structured and cannot define the exact process. For these kinds of 
works, new BPM concept Adaptive Case Management(ACM) have been introduced for 
supporting the knowledge intensive and less structured business process. Dermot 
McCauley [6] defined the characteristics of processes where Adaptive Case Management 
is applicable: (1) Goal-driven, (2) knowledge intensive, (3) Highly variable processes, (4) 
Highly collaborative, (5) Juggling fixed and flexible timescales, (6) Sensitivity to exter-
nal events, (7) Information complex, (8) Cross-organization visibility, so on. White [7] 
has formed a set of challenges which a case-handling system should deal with: (1) Strik-
ing a balance between Practice and Procedure, (2) Capturing implicit rules and tacit 
knowledge, (3) Formalizing Experience - supporting learning, (4) Supporting ad hoc 
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change, (5) Involving participant in the design of knowledge processes, (6) Supporting 
collaboration, (6) Supporting decisions, (7) Managing Artifacts, so on. 

3 Previous Research 

NTT Software Innovation Center started to resolve the defects and schedule delay by 
creating standards for software development and clarifying the rules for operation of 
these standards from 2009. They settled on the new R&D Software Development 
Standards in April 2013 [8].  This standard has four parts: the main text of the  
standards, the forms and samples section, operational guidelines, and additional doc-
uments that help readers understand the development standards. They define the qual-
ity class as 5 levels, A to E depending on the extendibility or availability of R&D 
software. For example, class A means the R&D software should be directly intro-
duced into a company’s package or service so that their quality should meet the level 
of service agreement with customer. But class E software cannot be introduced in a 
business in operation and quality factors are not known. They also established check-
list based on quality characteristics and sub-characteristics of ISO/IEC 9126 and  
define the relation between the quality classes.  

UK Department of Trade and Industry as part of the National Measurement System 
Valid Analytical Measurement (VAM) Program suggested quality assurance of R&D 
[1]. They considered that R&D is compatible with the design element of ISO 9001. 
However R&D is not formal or non-routine work so that it might not fit easily into a 
highly documented and formalized quality system. For this reason they suggested the 
guidance based on good practice rather than compliance with formal standards. 

Energy Facility Contractors Group (EFCOG) Project Management Working Group 
developed a clear and concise value proposition for the use of project management 
principles in the delivery of R&D projects [3]. This group recognized that change is 
an integral part of the process so that they suggested more structured approach and 
framework for project execution by adapting and tailoring project management 
processes. This group suggested new approaches for 4 issues: (1) progressive baseline 
management with minimum requirement and goal at early stage but progressively 
narrowing ranges for scope, (2) Similar concepts for configuration management, 
change control, and trending have been applied to management of software projects in 
that their dynamic product environment can be applied to R&D projects, (3) To 
measure the R&D project, process for application of earned value management  
techniques was defined.  

4 Research Issues of Process Management in SW Research  
Projects 

4.1 Is it Possible to Define Robust Research Process? 

Previous researches had assumptions that research and development project defined 
process at the early stage and performed as planned. Of course, traditional project man-
agement was originally applied in the production of hardware. What is the difference of 
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hardware and software? The critical difference is that it is not possible to fixed complete 
requirements at an early stage of R&D project.  

In this paper, we questioned that researchers could catch up the planned schedule 
or planned process at research phase. The reason not to follow the process because of 
uncertainty, unfixed software requirements, and risks. At the planning phase, re-
searchers defined research goals and schedule which are rough and not consider the 
risk. Also, almost research projects adopted waterfall process model but waterfall 
model has many limitations for taking the risks. For handling the risk and uncertainty, 
iterative or prototyping process model should be adopted for researches. However, not 
may research projects cannot try to adopt iterative or prototyping model since many 
software R&D researchers are not expert in software engineering. Waterfall model 
can be considered as traditional project management process, but we should consider 
new flexible methods such as spiral model or agile model.  

In this paper, we suggested more adaptable approach to these flexible methods as 
complementary way to not software engineering expertise. ACM can be the comple-
mentary approach for research process. Research projects have specific goals and 
outcomes what are defined in research project plan. Also research projects have rough 
schedule with milestones of research documents. It means that researchers produce 
something research materials which are not well-formed and not pattern-based. But, 
to meet the evaluation criterion, researchers should produce the well-formed docu-
ments. If we could provide the software engineering environment to capture the  
research contents and research process, it is possible to produce several kinds of tem-
plate-based research model or document from the captured contents and process.  
Each research process can be the specific case and has own process. But after com-
pleting the research process, its process can be the reference model for other research 
projects. If then, it is possible to provide the information the researcher needs at the 
point in a process when he needs it, rather than force him to go searching for it when 
he hits a problem. 

4.2 Is it the Same with Configuration Management in Software Development? 

Major configuration baselines known as the functional, allocated, and product  
baselines as well as the developmental configuration, are associated with milestones 
in the life cycle of a CI (Configuration Item) [9]. Each of these major configuration 
baselines is designated when the given level of the CI's configuration documentation 
is deemed to be complete and correct, and needs to be formally protected from unwar-
ranted and uncontrolled change from that point forward in its life cycle. There are 4 
types of configuration items can be considered: (1) documentation, (2) software, (3) 
hardware, (4) data.  

The document produced in research phase consists of drawing or narrative  
sentences for sketching the ideas. It means researchers cannot apply template to their 
documents. And each part of document can have meaning for evolving the solution so 
that we should manage each part like data in product data management. Product data 
management is the use of software or other tools to track and control data related to a 
particular product [10]. The data in PDM tracked usually involves the technical  
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specifications of the product, specifications for manufacture and development, and the 
types of materials that will be required to produce goods. The use of product data 
management allows a company to track the various costs associated with the creation 
and launch of a product. This feature is very similar with research data management 
for researchers. 

In this paper, we suggest research descriptor item for configuration management in 
research project. Research descriptor item can be any part in research document. We 
define the characteristics for research descriptor items: (1) it should be tracked for 
changing in research phase, (2) it can be reusable or to be aggregated with others to 
produce the research baseline, (3) it should be traced from the initial project plan  
to check the research directions.   

4.3 What is the Meaning of Monitoring in SW Research Project? 

Monitoring is the continuous assessment of project realization according to planned 
schedules and the goals of research projects. Monitoring provides managers and other 
stakeholders with continuous feedback on the progress to make a decision to facilitate 
timely adjustments to project management. For monitoring the progress, metrics 
should be defined to measure how much the progress meets the cost, schedule, scope, 
goals and outcomes.  

Earned Value Management techniques can be applied for measuring the progress 
of SW research projects. The benefits of applying earned value management  
techniques to augment project management has been widely accepted since this tech-
nique give an accurate measured of projects progress based on the baseline plan [3]. 
For this, baseline should be established with resource and time-related information 
and schedule of activities describing the project scope and deliverables. [3] suggested 
tailored method for applying EVM techniques but not describe detail guideline how to 
define scope and deliverables and what unit to estimate for resources. 

In this paper, we are interested in measuring the progress in terms of schedule, scope 
and goals. In development phase, we can have requirement baseline so we can measure 
functionalities with functional adequacy and functional implementation completeness. 
But in research phase, it is not easy to define the requirement baseline. What we defined 
in project plan are the initial scope, goals, and schedule with milestones. It might be the 
configuration items of requirement baseline. For tailoring the EVM, we need another 
metric for research projects based on requirement baseline. At first step for this, we  
suggested the unit of measure for EVM as research descriptor item.  

4.4 New Perspective in Software R&D Process Framework 

We proposed new Software R&D Process Framework like Fig. 1. In this paper, we intro-
duce research baseline which researcher’s idea design and associated research notes 
which defines the researcher’s evolving conceptualization. Several iterative research 
lifecycles are performed, functional baseline can be established and the  
development phase can be initiated. Research lifecycle consists of planning, imagination, 
conceptualization, verification phase and researchers produce their materials asnotes or 
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documents with narrative texts, figures, diagrams, and drawings. With these material, 
researcher can identify the research descriptors. Research descriptor what was defined in 
section 4.2 has 3 features: (1) tracking, (2) reusable, (3) traceable.  

 

 

Fig. 1. New Approach for Software R&D Process Framework 

Within RDM the focus is on managing and tracking the creation, change and  
archive of all information related to a research. The information being stored and 
managed will include research data such as drawing of idea, sketch of architecture, 
less formal models, benchmark report, weekly report, issues, discussion notes, so on.   

With this new framework, the process can be changed from Fig 2-(a) to Fig 2-(b). 
Fig 2-(a) shows the use case model of project management for software development. 
Since software development project can establish the WBS (Work Breakdown Struc-
ture) for detail plans. Therefore QAO (Quality Assessment Officer) can establish the 
standard and process model and developer can execute that process based on these 
standard and templates. And manager can get the progress information of earned  
value based on the WBS. As mentioned earlier, software research project cannot 
 establish the requirement baseline and detail WBS at the early phase. We suggested 
new research activities defined in Fig 2-(b). With initial research project plan, re-
searchers execute the imagination, conceptualization, and verification phases. During 
these phases, researcher can identify the research descriptor items in their research  
documents which cannot be based on templates or standards.  
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Fig. 2.  Move to new process in Research Projects 
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With some research descriptor items, RLM searches the best matched process  
pattern stored in process repository and RDM search the best matched the bill of  
research descriptor for work product template, software engineering guidelines for 
performing the research activities. Bill of research descriptor is similar concept of 
BOM (Bill Of Material) which is also known as the formula, recipe, or ingredients list 
[11]. Bill of research descriptor define the research document structure. With this, 
RDM can make a suggestion to fill up more, which leads the researcher can spend 
more time for complete conceptualization or other research activities. With process 
case data, RLM make new process model and store it in process repository. Also with 
process pattern stored in process repository, RLM suggest the research activity to 
complete the activity such as the process guideline and check list. It can improve the 
quality of research activity.   

5 Future Research Directions 

In this paper, we suggested new directions to manage the software research projects in 
flexible process management, in small-grained research descriptor items, and new 
earned value measurement based on the research descriptor items. And suggested new 
research project management framework integrate with project management  
principles and adaptive case management and product data management. Also we 
simply check the feasibility of constructing the research descriptor item from the re-
search notes and application of tracing the process and reuse the previous practices. 
Actually, our research is in the conceptualization of new environment of research 
project management. We have applied suggested direction to our project to make 
more detail in conceptualization. From now on, we researched 3 subjects for further 
conceptualization: (1) How to analyze the semantics of research items for making the 
meaningful suggestions of process and research document to researchers based on  
the well-defined practices stored in repository, (2) what structure and techniques are 
proper for storing and retrieving the research descriptor item, (3) what metrics are 
available for measuring the progress based on the research baseline and research  
descriptor items.  
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{broderick.crawford,ricardo.soto}@ucv.cl,

{claudio.torres.r,cristian.pena.v}@mail.pucv.cl,
marcoriquelmeleiva@gmail.com, franklin.johnson@upla.cl

2 Universidad San Sebastián, Santiago, Chile
3 Universidad Central de Chile, Santiago, Chile

4 Universidad Autónoma de Chile, Santiago, Chile
5 Universidad Cientifica del Sur, Lima, Perú
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8 Escuela de Ingenieŕıa Industrial, Universidad Diego Portales, Santiago, Chile

fernando.paredes@udp.cl

Abstract. The Set Covering Problem (SCP) is a well known NP-hard
problem with many practical applications. In this work binary fruit fly
optimization algorithms (bFFOA) were used to solve this problem using
different binarization methods.

The bFFOA is based on the food finding behavior of the fruit flies
using osphresis and vision. The experimental results show the effective-
ness of our algorithms producing competitive results when solve the
benchmarks of SCP from the OR-Library.

Keywords: Set Covering Problem · Fruit Fly Optimization Algorithm ·
Metaheuristics · Combinatorial optimization problem

1 Introduction

The Set Covering Problems (SCP) can be formulated as follows: [11]

minimize Z =
n

∑

j=1

cjxj (1)

Subject to:
n

∑

j=1

aijxj ≥ 1 ∀i ∈ I (2)
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xj ∈ {0, 1} ∀j ∈ J (3)

Let A = (aij) be a m×n 0-1 matrix with I = {1, . . . , m} and J = {1, . . . , n}
be the row and column sets respectively. We say that column j can be cover
a row i if aij = 1. Where cj is a nonnegative value that represents the cost
of selecting the column j and xj is a decision variable, it can be 1 if column
j is selected or 0 otherwise. The objective is to find a minimum cost subset
S ⊆ J , such that each row i ∈ I is covered by at least one column j ∈ S. The
SCP was also successfully solved with meta-heuristics such as taboo search [7],
simulated annealing [6], artificial bee colony [8], genetic algorithm [12,13,15],
ant colony optimization [1,18], swarm optimization particles [9,19] and firefly
algorithms [10].

2 Binary Fruit Fly

The Fruit Fly Optimization Algorithm (FFOA) was created by Pan [17] and it
is based on the knowledge from the foraging behavior of fruit flies or vinegar
flies in finding food represented in figure 1. The traditional FFOA consists of 4
phases. These are initialization, osphresis foraging search, population evaluation,
and vision foraging search. In the initialization phase, the fruit flies are created
randomly and they have very sensitive osphresis and vision organs which are
superior to other species. In osphresis foraging phase, flies use their osphresis
organ to feel all kinds of smells in the air and fly towards the corresponding
locations. Flies are evaluated to find the best concentration of smell. When they
are near food, in the last phase, flying toward it using its vision organ.

The FFOA is used to solve continuous problems such as: the financial dis-
tress [17], web auction logistics service [14], power load forecasting [21] and multi-
dimensional knapsack problem [20].The last, was solved with a new FFOA-based
algorithm, which was created by Wang [20], the Binary Fruit Fly Optimization
Algorithm (bFFOA).

This algorithm, in contrast from traditional FFOA, the author used: a dis-
crete binary string to represent a solution, a probability vector to generates
the population; they adopted change zero to one (or vice versa) to exploit the
neighborhood in the smell-based search process; and made a global vision-based
search method to improve the exploration ability. The bFFOA was divided
in four phases: Initialization, and three search methods: Smell-based, Local-
Vision-based and Global-Vision-based. In this paper, the bFFOA was adapted
to improve it with other transfer functions, and discrete methods that be will
explain in this paper.

The problems that we solve with the algorithm can be downloaded from
Beasley OR-Library 1, this files was test in [4,5]. The binary FFOA was divided
in the following steps:

1 http://people.brunel.ac.uk/∼mastjjb/jeb/info.html

http://people.brunel.ac.uk/~mastjjb/jeb/info.html
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Fig. 1. Figure of the food searching of fruit fly group

2.1 Initialization Population with Probability Vector

In the bFFOA, each fruit fly is a solution and it is represented by a n-bit binary
vector. Thus, a fruit fly F d

i its dth bit is a decision variable d = {1, 2, ..., n},
in this case is a binary decision (0 or 1). All fruit flies are generated by an
n-dimensional probability vector P (gen) = [p1(gen), p2(gen), . . . pn(gen)] where
gen represents the generation (or iteration) and pd(gen) is the probability that
fly F d

i is equal to 1 in the dth dimension. To generate a uniformly population
in the search space, the probability vector is P (0) = [0.5, 0.5, . . . , 0.5], therefore,
all columns have fifty percent chance of being selected. In the next generation,
a new population with FN -fruit flies is generated using the probability vector.

2.2 Smell-Based and Local-Vision-Based Search

In this phase, we create randomly FS-neighbors around for each fruit fly Fi, i ∈
(1, 2, . . . , FN) using the Smell-based Search, this neighbors are generated using
this method: first, we select randomly L-bits, and finally flip these L columns of
S, for example, l ∈ L is a column to change, if the fruit fly F l

j , j = {1, 2, . . . , FS},
is selected in SCP, in this case represents 1, we change to 0, or vice versa.

Before to start Local-Vision-based Search, the population of (FN ·FS) fruit
flies is evaluated using the objective function, if a solution is infeasible is repaired.
When all solutions are feasible, fruit flies find their better local neighbor using
vision, and flying together to the best neighbor in the neighborhood and the
solution will be replaced with the best neighbor, in otherwise not.



414 B. Crawford et al.

Algorithm 1 bFFOA for SCP Algorithm
1: {Initialization Phase}
2: Initialize parameter values of FN , FS, L and b
3: Initialize Probability vector P d(gen = 0)
4: for i = 0 to FN do
5: create randomly F d

i

6: end for
7: repeat
8: {Smell-based Search}
9: for i = 0 to FN do

10: for j = 0 to FS do
11: Create a neighbor F d

j flip L bits around the F d
i

12: end for
13: end for
14: Repair and Evaluate
15: {Local-Vision-based Search}
16: Find the best neighbor F d

gen

17: Neighborhood fly towards F d
gen

18: {Global-Vision-based Search}
19: Find the best F d

best

20: Select randomly two flies F d
1 and F d

2

21: Update Probability vector P d(gen)
22: for i = 0 to FN do
23: Create F d

i according P d(gen)
24: end for
25: until (gen = genmax)

2.3 Repair Operator

The generated solutions may be not feasible, because some rows are not cov-
ered, for to solve this problem this algorithm used a repair operator to make all
solutions feasible. To repair the infeasible solutions, first for each solution the
operator need identify all uncovered rows and the sum of columns [3]. To find
these missing columns should calculate following ratio for each column:

cost of a column
number of uncovered rows which it covers

(4)

Once all columns are covered (i.e. the solution is feasible), any redundant row
is removed, a redundant column is the one to be removed the solution remains
feasible [3].

2.4 Global-Vision-Based Search

This search was proposed by Wang [20] and it made for improve the exploration
ability in the meta-heuristic (in the equations 5 and 6), because the previous
phases focused to improving the exploitation.

Δd
gen = F d

gen + 0.5(F d
1 − F d

2 ) (5)
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P d(gen) =
1

(1 + exp−b(Δd
gen−0.5))

(6)

A probability vector is used to update the next fruit flies generation using the
differential information midst the generation best fruit fly F d

gen and two randomly
fruit flies, F d

1 and F d
2 and set a coefficient the vision sensitivity b to enhance the

exploration.
The algorithm 1 resumes the four phases of bFFOA and explains in detail

how are created and updated the fruit flies.

3 Experimental Results

The bFFOA has been implemented in Java in a Common KVM processor 2.66
GHz with 4 GB RAM computer, running Microsoft Windows 7, and the param-
eter values that we use are a population of 50 fruit flies, (10 neighborhood with
5 individuals for each), 3 bits to flip for generate neighbors and a coefficient the
vision sensitivity of 15. For each trial each problems are run 400 iterations.

The algorithm was ran 30 trials for each instance and we report the average
value from those 30 trials. We solve currently 65 data files, forty-five of these data
files are the instance sets 4, 5, 6 was originally from Balas and Ho [2], the sets A,
B, C, D from Beasley [4] and twenty of these data files are the unknown-solution
problem sets NRE, NRF, NRG, NRH from Beasley [5]. These sixty five files
are formatted as: number of rows (m), number of columns (n), the cost of each
column (cj , j ∈ J = {1, 2, . . . , n}), and for each row i, i ∈ I = {1, 2, . . . ,m} the
number of columns which cover row i followed by a list of the columns which
cover row i.

We solve these problems with the eight transfer functions that was proposed
by Mirjalili in [16] and we test the SCP using a modified bFFOA changing the
equation (6) for one of these replacing ρ = b(Δd

i − 0.5), where b is the coefficient
the vision sensitivity. The transfer functions define a probability to change an
element of solution from 1 to 0, or vice versa, and force the fruit flies to move
in the interval [0, 1].

After updating the probability vector with v-shaped or s-shaped transfer func-
tion, an element of a fruit fly will be updated using different discrete methods
(see Table 1).

Table 1. Transfer Functions [16]

S-Shape V-Shape

S1 T (ρ) = 1
1+e−2ρ V1 T (ρ) =

∣

∣

∣erf
(√

π
2

ρ
)∣

∣

∣

S2 T (ρ) = 1
1+e−ρ V2 T (ρ) = |tanh(ρ)|

S3 T (ρ) = 1

1+e
−ρ
2

V3 T (ρ) =

∣

∣

∣

∣

ρ√
1+ρ2

∣

∣

∣

∣

S4 T (ρ) = 1

1+e
−ρ
3

V4 T (ρ) =
∣

∣
2
π
arctan

(

π
2
ρ
)∣

∣
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Discrete methods that were used are: the Standard, Elitist, Static Probability,
Complement show in the equation (7), (8), (9), (10) respectively and Elitist
Roulette. Where F d

i represents a fruit fly Fi to be updated in the dth position in
the solution, F d

best is the best fruit fly in the current generation and α is called
static probability.

F d
i =

⎧

⎨

⎩

1 if rand() ≤ P d(gen)

0 otherwise
(7)

F d
i =

⎧

⎨

⎩

F d
best if rand() ≤ P d(gen)

0 otherwise
(8)

F d
i =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

0 if P d(gen) ≤ α

F d
i if α ≤ P d(gen) ≤ 1

2
(1 + α)

1 if
1
2
(1 + α) ≤ P d(gen)

(9)

F d
i =

⎧

⎨

⎩

complement(F d
i ) if rand() ≤ P d(gen)

0 otherwise
(10)

Elitist Roulette. We selected the n best fruit flies and they are assigned with a
probability according to their quality of solution, in this case, the fruit fly that
has less objective function value (fitness) will have more chance of being selected.
This selection method is called as roulette-method or Monte Carlo selection-
method. According to this selection method, the candidate fruit flies are selected
from a population having better quality solution with selection probabilities
proportional.

The table 2 and 3 show the detailed results obtained by bFFOA. The second
column ZBKS details the best known solution value of each instance evaluated.
The next columns ZMIN , ZMAX , and ZAV G represents the minimum, maxi-
mum, and average objective function value respectively. The last column reports
the relative percentage deviation (RPD) value that represents the deviation of
the objective value Z (fitness) from ZOPT which in our case is the minimum
value obtained for each instance.

RPD =
100(ZMIN − ZBKS)

ZBKS
(11)

Reviewing the result tables, we can observe that:

– the binary FFOA is able to obtain optimal results for 45 of 65 problems
– the algorithm could reach a very close value to optimal in the other ten

instances
– for small problems (4, 5, 6, A, B, C, D) the best combinations were the

transfer functions S3 and S4 with the Standard discrete method
– for huge problems (NRE, NRF, NRG, NRH) the combinations gave better

results are the transfer functions S3 and S4 with the Elitist method
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Table 2. Experimental results of SCP benchmarks (4, 5, 6, A, B and C sets)

Discrete Transfer
Instance Method Function ZBKS ZMIN ZMAX ZAV G RPD

4.1 Standard S2 429 429 437 431.57 0
4.2 Standard S4 512 512 512 512 0
4.3 Elitist S4 516 516 516 516 0
4.4 Elitist S4 494 494 502 495.53 0
4.5 Standard S4 512 512 517 514.2 0
4.6 Standard S3 560 560 571 560.87 0
4.7 Standard S3 430 430 432 430.67 0
4.8 Standard S4 492 492 497 494.2 0
4.9 Elitist V4 641 641 658 646.83 0
4.10 Standard S3 514 514 517 514.1 0
5.1 Standard S3 253 253 262 255.6 0
5.2 Standard S4 302 304 307 305.67 0.66
5.3 Standard S3 226 226 228 227.73 0
5.4 Complement S2 242 242 243 242.03 0
5.5 Complement V4 211 211 211 211 0
5.6 Complement V4 213 213 216 213.5 0
5.7 Elitist S4 293 293 297 294.03 0
5.8 Standard S3 288 288 292 288.87 0
5.9 Standard S4 279 279 286 279.8 0
5.10 Standard S4 265 265 267 265.07 0
6.1 Complement S2 138 138 143 140.07 0
6.2 Standard S3 146 146 153 148.93 0
6.3 Elitist S4 145 145 148 146.7 0
6.4 Standard S3 131 131 131 131 0
6.5 Standard S3 161 161 165 162.3 0
A.1 Complement S1 253 253 255 254.8 0
A.2 Standard S4 252 254 264 258.9 0.79
A.3 Standard S3 232 233 238 234.8 0.43
A.4 Elitist S3 234 234 236 234.77 0
A.5 Elitist V4 236 236 238 236.4 0
B.1 Complement S2 69 69 72 70.67 0
B.2 Elitist S3 76 76 80 76.27 0
B.3 Complement S1 80 80 81 80.17 0
B.4 Complement V3 79 79 83 80.1 0
B.5 Complement S1 72 72 72 72 0
C.1 Complement V3 227 227 233 230.77 0
C.2 Elitist S4 219 219 224 221.57 0
C.3 Standard S3 243 247 259 254.27 1.65
C.4 Elitist S3 219 219 226 223.07 0
C.5 Elitist V4 215 215 218 216.8 0
D.1 E. Roulette S1 60 60 60 60 0
D.2 Elitist S3 66 67 68 67.73 1.52
D.3 Elitist S4 72 73 78 75.7 1.39
D.4 Complement S2 62 62 64 63.37 0
D.5 Elitist S3 61 61 64 62.63 0
Total** 39
** = Total optimal results.
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Table 3. Experimental results of SCP benchmarks (NRE, NRF, NRG and NRH sets)

Discrete Transfer
Instance Method Function ZBKS ZMIN ZMAX ZAV G RPD

NRE.1 Elitist S3 29 29 29 29 0
NRE.2 Elitist S3 30 30 33 32.13 0
NRE.3 Elitist S4 27 28 29 28.7 3.7
NRE.4 Elitist S4 28 29 31 29.63 3.57
NRE.5 Elitist V4 28 28 30 28.93 0
NRF.1 Elitist V4 14 14 16 15 0
NRF.2 Elitist S4 15 15 17 15.9 0
NRF.3 E.Roulette S4 14 15 17 16.73 7.14
NRF.4 E.Roulette V1 14 15 16 15.03 7.14
NRF.5 Elitist V3 13 14 16 15.1 7.69
NRG.1 Elitist S4 176∗ 178 184 180.3 1.14
NRG.2 Elitist V4 151∗ 159 162 160.43 3.25
NRG.3 Elitist S4 166∗ 170 173 171.57 2.41
NRG.4 Elitist V4 168∗ 170 179 172.2 1.19
NRG.5 Elitist S4 168∗ 173 179 175 2.98
NRH.1 Elitist S3 63∗ 66 71 67.47 4.76
NRH.2 Elitist S3 63∗ 66 66 66 4.76
NRH.3 Elitist S4 59∗ 61 67 63 3.39
NRH.4 Elitist S3 59∗ 61 66 63.5 3.39
NRH.5 Elitist S4 55∗ 55 60 58.07 0
Total** 6
* = Best known objective function value in the literature.
** = Total optimal results.

4 Conclusion

In this paper, a representation of the bFFOA was coded to solve SCP and was
improved the algorithm selecting a combination, we used eight different transfer
functions, and five discrete methods for transform the continuous algorithm to
0-1 algorithm and reported the best solutions obtained for each benchmark. To
be solved the 65 OR-Library’s instances, we focused to improve this algorithm
and it showed interesting results; in terms of solutions, the experiments had
many optimal solutions; this algorithm is robust, because we used the same
parameters for different instances gave very good results. Today we will perform
the discrete version (row-based representation) of fruit fly algorithm, where we
hope to have better or similar results than the binary version.

In the future work we are very interested in realized the hybridization
with other meta-heuristics or apply an hyper-heuristics version to enhance the
bFFOA, in the close future, we will solve other libraries SCP, like Unicost, Ital-
ian railways, American airlines, Random or Euclidean benchmarks. Due to the
effectiveness and simplicity of this algorithm, it could be used to solve other
combinatorial problems.
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Abstract. The Set Covering Problem (SCP) is a representation of a
kind of combinatorial optimization problem which has been applied in
several problems in the real world. In this work we used a binary version
of Teaching-Learning-Based Optimization (TLBO) algorithm to solve
SCP, works with two phases known: teacher and learner; emulating the
behavior into a classroom. The proposed algorithm has been tested on 65
benchmark instances. The results show that it has the ability to produce
solutions competitively.

Keywords: Set Covering Problem · Teaching-Learning-Based Opti-
mization algorithm · Combinatorial optimization · Metaheuristics

1 Introduction

The Set Covering Problem (SCP) is a popular NP-hard problem [15] that has
been used to a wide range of airlines and buses crew scheduling [27], location
of emergency facilities [29], railway crew management [8], steel production [30],
vehicle scheduling [14] and ship scheduling [13] between others.

The formulation of SCP is as follows: Let A = (aij), a zero-one m × n
matrix, and nonnegative n-dimensional integer vector C, and I = {1, . . . , n}
and J = {1, . . . , m} be the row and column set respectively. Given cj > 0 for
(cj ∈ C, j ∈ J) the cost of selecting the column j of matrix A. If aij ∈ A is
equal to 1, we say that row i is covered by column j, otherwise it is not. In
SCP, the objective is to find a minimum cost subset of columns of A such that

c© Springer International Publishing Switzerland 2015
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each row is covered by at least one column in the subset S. We can formulated
mathematically as:

minimize Z =
n

∑

j=1

cjxj (1)

Subject to:
n

∑

j=1

aijxj ≥ 1 ∀i ∈ I (2)

xj ∈ {0, 1} ∀j ∈ J (3)

The SCP was also successfully solved with meta-heuristics such as taboo
search [9], simulated annealing [7,28], genetic algorithm [16–18], ant colony opti-
mization [1,18], swarm optimization particles [11], artificial bee colony [10,31]
and firefly algorithms [12].

2 Binary Teaching-Learning-Based Optimization
Algorithm

Teaching learning based optimization (TLBO) was originally proposed by Rao
et al. (2011). The main idea of TLBO is that the teacher is considered as the
most knowledgeable person in a class who shares his/her knowledge with the
students to improve the output (i.e., grades or marks) of the class. The quality
of the learners is evaluated by the mean value of the student’s grade in class. In
addition learners also can learn from interaction between themselves, which also
helps in their results [2].

TLBO is population based method. In this optimization algorithm a group of
learners is considered as population and different design variables are considered
as different subjects offered to the learners and the results obtained by learners
are analogous to the solutions fitness values of the optimization problem. In the
entire population the best solution is considered as the teacher.

TLBO is used to solve problems like: global optimization problems [26],
unconstrained optimization problems [21].

The working of TLBO is divided into two parts: Teacher phase and Learner
phase.

2.1 Teacher Phase

The teacher phase produces a random and ordered state of points called learners
within the search space. Then a point is considered as the teacher, who is highly
learned person and shares his or her knowledge with the learners, and others
learn significant group information from the teacher. It is the first part of the
algorithm where the mean of a class increases from MA to MB depending upon
a good teacher. At this point, assumed a good teacher is one who brings his/her
learners up to his/her level in terms of knowledge [20]. However, in practice this
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is not possible and a teacher can only move the mean of a class up to some
extent depending on the capability of the class. This follows a random process
depending on many factors [21].

Let Mi be the mean and Ti be the teacher at any iteration i. Ti will try to
move mean Mi towards its own level, so now the new mean will be Ti designated
as Mnew. The solution is updated according to the difference between the existing
and the new mean given via Eq(4) [22]:

DifferenceMeani = ri(Xnew − TFMi) (4)

where TF is a teaching factor that decides the value of mean to be changed, and
ri is a random number in the range [0,1]. The value of TF can be either 1 or 2,
which is again a heuristic step and decided randomly with equal probability via
Eq (5) [23]:

TF = round[1 + rand(0, 1){2 − 1}] (5)

This difference modifies the existing solution via Eq (6) [25]:

xnew = xold,i + DifferenceMeani (6)

2.2 Learner Phase

It is the second part of the algorithm where learners increase their knowledge by
interaction among themselves. A solution is randomly interacted to learn some-
thing new with other solutions in the population. In order to this statement,
a solution will learn new information if the other solutions have more knowl-
edge than him or her. Mathematically the learning phenomenon of this phase is
expressed by Eq(7) [24]:

xd
new = xd

i + rand()(xd
j − xd

i ), If f (xi) > f (xj)

xd
new = xd

i + rand()(xd
i − xd

j ), If f (xi) < f (xj)
(7)

At any iteration i, considering two different learners xi and xj , where i �= j.
Consequently, accept xnew, if it gives better function value. After a number of
sequential teaching learning cycles, where the teacher pass on knowledge among
the learners and those level increases toward his or her own level, the distribution
of the randomness within the search space becomes smaller and smaller about
to point considering as teacher. It means knowledge level of the whole class
shows smoothness and the algorithm converges to a solution. Also, a termination
criterion can be a predetermined maximum iteration number is reached.

Considering the two key phases described above, the steps of implementing
the TLBO algorithm can be summarized as follows [24]:
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Algorithm 1. bTLBO for SCP Algorithm
1: Set k=1;
2: Objective Function f (x), x = (x1, x2..., xd)

t d=no. of design variables
3: Generate initial students of the classroom randomly xi, i=1,2...,n

n=no. of students
4: Calculate objective function f (x) for whole students of the classroom
5: while the termination conditions are not met do
6: {teacher phase}
7: Calculate the mean of each design variable xmean

8: Identify the best solution (teacher)
9: for i = 1 → N do
10: Calculate teaching factor T i

F = round[1 + rand(0, 1){2 − 1}]
11: Modify solution based on best solution(teacher)
12: xi

new = Xi +DifferenceMeand
i

13: Calculate objective function for new mapped student f (xi
new)

14: if xi
new is better than xi , i.e f(xi

new)<f(xi) then
15: xi=xi

new

16: end if
17: {end of teacher phase}
18: {student phase}
19: {Randomly select another learner (xj), such that j�=i}
20: if xi is better than xj , i.e f (xi)<f (xj) then
21: xi

new = xi + rand(0, 1)(xi − xj)
22: else
23: xi

new = xi + rand(0, 1)(xj − xi)
24: end if
25: if xi

new is better than xi , i.e f (xi
new)<f (xi) then

26: xi=xi
new

27: end if
28: {end of student phase}
29: end for
30: k=k+1
31: end while

– Step 1: Defining the optimization problem, and initializing the optimization
parameters.

– Step 2: Initializing the population.
– Step 3: Starting teacher phase where the main activity is learners learning

from their teacher.
– Step 4: Starting learner phase where the main activity is learners further

tune their knowledge through the interaction with their peers.
– Step 5: Evaluating stopping criteria. Terminate the algorithm in the max-

imum generation number is reached; otherwise return to Step 3 and the
algorithm continues.

In teacher and learner phases, the velocity of each student can be calculated
according to the following:
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V d
i (t + 1) = r(Xd

teacher − TFXd
n) (8)

V d
i (t + 1) = r(Xd

i − Xd
j ) (9)

The position in bTLBO is represented by a binary vector and the velocity
is still a floating-point vector, however the velocity is used to determine the
probability of change from 0 to 1 or vice versa when the position is updating. In
the binary version is replaced the equation (6) to equation (8) for teacher phase
and the equation (7) is replaced by the equation (9) for learner phase.

2.3 Repair Operator

The solutions generated may be not feasible, because some rows aren’t covered,
for to solve this problem we need to used a Beasley’s Repair Operator [4] to make
all solutions feasible. To repair the unfeasible solutions, first for each solution
we need identify all uncovered rows and the sum of columns so that all rows are
covered. The search for these missing columns is based on the following ratio:

cost of a column
number of uncovered rows which it covers

(10)

Once all columns are covered or whether the solution is feasible, we begin to
eliminate any redundant column. A redundant column is the one to be removed
the solution remains feasible.

3 Experimental Results

In the current section we present the experimental results. The algorithm ran
30 trials for each instance and then we got the averages values from these 30
trials. The algorithm solve the 65 data files from the OR-Library, 45 of them are
the instance sets 4,5,6 was originally from Balas and Ho [3], the sets A, B, C, D
from Beasley [5] and 20 of these data files are the test problem sets E, F, G, H
from Beasley [6].

These 65 files are formatted as: number of rows m, number of columns n,
the cost of each column cj , j = {1, . . . , n}, and for each row i i = {1, ...,m} the
number of columns which cover row i followed by a list of the columns which
cover rows i. We reduce the SCP with 2 methods created by Beasley [5], called
Column Domination and Column Inclusion where the first consist in deleting
(or dominating) columns when another column(s) cover the same row by less
cost, and the second is used when a row is covered by a single column in the
reduced problem, this column must be in the solution.

The bTLBO was implemented in Java programming language using Eclipse
IDE in a computer with the following hardware, Intel i5-3230M 2.60 GHz pro-
cessor, 4 GB RAM and it ran under windows 7 operating system, the used
parameters for execute the algorithm were 20 students and for each trial it was
ran 1000 iterations.
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We solve these problems with the eight transfer functions that was proposed
by Mirjalili in [19]. The transfer functions define a probability to change an
element of solution from 1 to 0, or vice versa (Table 1).

Table 1. Transfer Functions [19]

S-Shape V-Shape

S1 T (V d
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1+e
−2V d

i
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∣

∣

∣erf
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i

)∣

∣

∣

S2 T (V d
i ) = 1

1+e
−V d

i
V2 T (V d

i ) =
∣
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i )
∣
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S3 T (V d
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1+e
−V d

i
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∣

∣
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∣
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)∣
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Besides the Transfer functions, 5 discretization methods were used, Standard
(11), Elitist (12), Complement (13), Static probability (14), Elitist roulette (15)
these are showed below:

Standard

xd
i (t + 1) =

⎧

⎨

⎩

1 if rand ≤ V d
i (t + 1)

0 otherwise
(11)

Elitist

xd
i (t + 1) =

⎧

⎨

⎩

xk
best if rand ≤ V d

i (t + 1)

0 otherwise
(12)

Complement

xd
i (t + 1) =

⎧

⎨

⎩

complement(xk
i ) if rand ≤ V d

i (t + 1)

0 otherwise
(13)

Static Probability

xd
i (t + 1) =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

xd
i if V d

i (t + 1) ≤ α

xd
best if α ≤ V d

i (t + 1) ≤ 1
2
(1 + α)

xd
1 if

1
2
(1 + α) ≤ V d

i (t + 1)

(14)
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Table 2. Experimental results of SCP benchmarks (4, 5, 6, A, B, C, and D sets)

Discrete Transfer
Instance ZBKS Method Function ZMIN ZMAX ZAV G RPD

4.1 429 Standard S1 430 431 430.6 0.23
4.2 512 Standard S1 524 530 528.2 2.34
4.3 516 Standard S1 526 528 527.1 1.94
4.4 494 Standard S1 501 508 504.3 1.42
4.5 512 Standard S1 518 518 518.0 1.17
4.6 560 Complement S1 566 587 579.1 1.07
4.7 430 Standard S1 433 435 433.8 0.7
4.8 492 Standard S4 507 509 507.5 3.05
4.9 641 Standard S4 660 676 673.2 2.96
4.10 514 Standard S3 524 531 526.7 1.95
5.1 253 Standard S1 257 262 260.3 1.58
5.2 302 Standard S1 311 311 311.0 2.98
5.3 226 Standard S1 228 229 228.3 0.88
5.4 242 Complement S1 244 246 245.6 0.83
5.5 211 Standard S3 215 220 218.5 1.9
5.6 213 Standard S1 217 219 217.8 1.88
5.7 293 Standard S1 293 299 297.0 0
5.8 288 Standard S2 294 301 297.9 2.08
5.9 279 Standard S1 281 285 283.5 0.72
5.10 265 Standard V1 268 275 274.3 1.13
6.1 138 Standard S4 143 148 144.8 3.62
6.2 146 Complement S2 148 157 152.5 1.37
6.3 145 Standard S1 148 150 149.2 2.07
6.4 131 Standard S1 131 134 132.3 0
6.5 161 Standard S4 167 173 170.0 3.73
A.1 253 Standard S3 257 258 257.7 1.58
A.2 252 Standard S1 263 265 263.6 4.37
A.3 232 Standard S3 242 245 243.7 4.31
A.4 234 Standard S3 237 239 238.8 1.28
A.5 236 Standard S2 239 241 240.1 1.27
B.1 69 Standard V1 72 79 77.6 4.35
B.2 76 Elite S3 82 88 86.6 7.89
B.3 80 Complement V4 80 100 91.4 0
B.4 79 Complement V2 82 84 83.6 3.8
B.5 72 Standard V3 72 78 74.2 0
C.1 227 Standard S1 235 235 235.0 3.52
C.2 219 Complement V3 226 236 230.0 3.2
C.3 243 Elite S3 263 269 265.4 8.23
C.4 219 Standard S4 238 243 241.0 8.68
C.5 215 Standard S1 220 220 220.0 2.33
D.1 60 Standard V1 62 62 62.0 3.33
D.2 66 Standard V1 70 71 70.6 6.06
D.3 72 Complement V1 77 78 77.4 6.94
D.4 62 Complement V4 65 68 66.8 4.84
D.5 61 Standard V3 64 66 65.2 4.92

Elitist Roulette
pi =

fi
∑k

j=1 fj
(15)

The table 2 and 3 show the results obtained by bTLBO. The second column
ZBKS indicates the best known solution value of each instance evaluated. The
columns discrete method and transfer functions indicates those that were used.
The next columns Min, Max, and Avg represents the minimum, maximum, and
average objective function values respectively. The last column reports the rela-
tive percentage deviation (RPD) which represents the deviation of the objective
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Table 3. Experimental results of SCP benchmarks (NRE, NRF, NRG and NRH sets)

Discrete Transfer
Instance ZBKS Method Function ZMIN ZMAX ZAV G RPD

NRE.1 29 Standard V1 30 30 30.0 3.45
NRE.2 30 Elite V1 34 35 34.4 13.33
NRE.3 27 Complement V4 29 32 30.2 7.41
NRE.4 28 Elite S2 32 33 32.6 14.29
NRE.5 28 Complement V1 30 30 30.0 7.14
NRF.1 14 Standard V1 17 17 17.0 21.43
NRF.2 15 Staticprob S2 17 18 17.8 13.33
NRF.3 14 Standard V1 17 17 17.0 21.43
NRF.4 14 Elite S3 16 18 17.8 14.29
NRF.5 13 Standard V2 15 16 15.7 15.38
NRG.1 176∗ Standard V3 193 196 194.2 9.66
NRG.2 151∗ Standard V1 164 168 166.4 6.49
NRG.3 166∗ Complement V1 178 180 178.8 7.23
NRG.4 168∗ Complement V4 180 184 181.6 7.14
NRG.5 168∗ Complement V4 183 189 185.4 8.93
NRH.1 63∗ Complement V2 71 73 71.8 12.7
NRH.2 63∗ Roulette V2 67 67 67.0 6.35
NRH.3 59∗ Staticprob V2 68 68 68.0 15.25
NRH.4 59∗ Elite S4 66 68 67.2 11.86
NRH.5 55∗ Staticprob V2 60 61 60.6 9.09
* = Best known objective function value in the literature.

value f (fitness) from fopt which is the minimum value obtained for each instance.
RPD is calculated as:

RPD =
100(f − fopt)

fopt
(16)

4 Conclusion

In this work was implemented a binary TLBO algorithm to solve the SCP. It
uses eight different transfer functions and five discretization methods and it was
tested solving 65 benchmarks from OR-Library. We reached only four optimum
in instances 5.7, 6.4, B.3 and B.5 and others results are very close to optimum
values. But others results are too far: NRG.1 or C.3.

In relation with the small problems (4, 5, 6, A, B, C, D) the best combinations
observed were transfer functions S2 and S1 with the Standard and Complement
discretization method. Besides, for huge problems (NRE, NRF, NRG, NRH) the
combinations that gave better results were transfer functions V1 and V2 with
the Complement and Elitist method. In a future work we will solve the other
SCP libraries of instances (Italian railways, American airlines and Euclidean
benchmarks) and also we are implementing a discrete version of TLBO.
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Abstract. The Set Covering Problem (SCP) is a classic problem in
combinatorial optimization. SCP has many applications in engineering,
including problems involving routing, scheduling, stock cutting, electoral
redistricting and others important real life situations. Because of its
importance, SCP has attracted attention of many researchers. However,
SCP instances are known as complex and generally NP-hard problems.
Due to the combinatorial nature of this problem, during the last decades,
several metaheuristics have been applied to obtain efficient solutions.
This paper presents a metaheuristics comparison for the SCP. Three
recent nature-inspired metaheuristics are considered: Shuffled Frog Leap-
ing, Firefly and Fruit Fly algorithms. The results show that they can
obtainn optimal or close to optimal solutions at low computational cost.

Keywords: Set Covering Problem · Metaheuristics · Shuffled Frog
Leaping Algorithm · Firefly algorithm · Fruit fly algorithm

1 Introduction

The Set Covering Problem (SCP) is defined as follows, let A = (aij) be an m-row,
n-column, zero-one matrix. We say that a column j covers a row i if aij = 1. Each
column j is associated with a non negative real cost cj . Let I = {1, 2, . . . ,m}
and J = {1, 2, . . . , n} be the row set and column set, respectively. The SCP calls

c© Springer International Publishing Switzerland 2015
O. Gervasi et al. (Eds.): ICCSA 2015, Part IV, LNCS 9158, pp. 431–443, 2015.
DOI: 10.1007/978-3-319-21410-8 34



432 B. Crawford et al.

for a minimum cost subset S ⊆ J , such that each row i ∈ I is covered by at least
one column j ∈ S. A mathematical model for the SCP is:

Minimize f(x) =
n

∑

j=1

cjxj (1)

subject to:
n

∑

j=1

aijxj ≥ 1, ∀i ∈ I (2)

xj ∈ {0, 1}, ∀j ∈ J (3)

The SCP has many practical applications like location of emergency facil-
ities [5], airline and bus crew scheduling [4,15], steel production [11], logical
analysis of numerical data [3], ship scheduling [12], vehicle routing [1]. The SCP
has been solved using complete techniques and different metaheuristics [6,7,17].

This work proposes to solve the SCP with three recent Nature-inspired meta-
heuristics: Shuffled Frog Leaping Algorithm (SFLA), Modified Binary FireFly
Algorithm (MBFF) and Binary Fruit-Fly Algorithm (bFFOA).

SFLA is based on the observation, the imitation and the modeling of the
behavior of a group of frogs searching a location that has the maximum available
quantity of food [10].

Firefly algorithm was presented by Yang [19] and its operation, is based on
the social behaviour of fireflies.

The Fruit Fly Optimization Algorithm (FFOA) was created by Pan [16] and
it is inspired by the knowledge from the foraging behavior of fruit flies in finding
food.

2 Shuffled Frog Leaping Algorithm

In SFLA a set of frogs are generated randomly. Then, the population is divided in
frog subgroups named memeplexes. For each subgroup, a local search is realized
to improve the position of the worst frog, which in turn can be influenced by
other frogs since each frog has ideas affecting others. This process is named
evolution memetica, which can repeat up to a certain number of iterations. The
ideas generated by every memeplexe are transmitted to other memeplexes in a
process of redistribution [14]. The local search, the evolution memetica and the
redistribution they continue until the criterion of stop is reached [9].

The initial population of frogs P is created at random. This means that for a
problem of n variables, a frog i is represented as a vector Xi = (x1

i , x
2
i , . . . , x

n
i ).

Then, the fitness is calculated for each frog and they are arranged in descending
order according to the obtained fitness. m memeplexes are generated from the
division of the population, each subgroup contains f frogs (i.e. P = m × f). In
this process, the first frog goes to the first memeplexe, the second frog goes to
the second memeplexe, frog f goes to the memeplexe m, and the frog f +1 goes
back to the first memeplexe, ...
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By each memeplexe the best frog is identified as xb, the frog with the worst
fitness as xw and the best global frog as xg.

In the local search an adjustment is applied to the worst frog in the following
way:

dk
w = rand()(xk

b − xk
w), 1 ≤ k ≤ n (4)

xk
new = xk

w + dk
w, dk

min ≤ dk
w ≤ dk

max (5)

Where rand() is a random number (rand() ∼ U(0, 1)) y dk
max is the maximum

change allowed in the position of a frog. The result of this process is compared
with the fitness of the worst frog, if this one is better than the worst, the worst
frog is replaced. Otherwise, the calculation of the equations repeats itself 4 and 5,
but with the best global frog (i.e. xg it replaces to xb). It turns to compare the
obtained result, and if the last fitness calculation is better than the fitness worst
frog, the worst frog is replaced. Otherwise, a frog is generated randomly to
replace the worst frog. The process is realized by a certain number of iterations.

2.1 A Binary Coded Shuffled Frog Leaping Algorithm

The SCP can not be handled directly by SFLA due to its binary structure.
Therefore, to obtain values 0 or 1 a transfer function and a Discretization method
are performed. The transfer function is applied to the result of the Eqs. 4 and 5.
We tested the eight different functions shown in Table 1. They are separated
into two families: S-shape and V-shape (Fig. 1). The result of this operation is a
real number between 0 and 1, then a binarization method is required to obtain
a value 0 or 1. The algorithm 1 explains the Binary SFLA solving the SCP.

3 Binary FireFly Algorithm

Firefly Algorithm gets its name because its methodology operation is based on
the social behaviour of fireflies using three basic rules for its operation [19]:

Rule 1 : All fireflies are unisex, one firefly is attracted to other fireflies regard
less of gender.

Rule 2 : The attractiveness of a firefly is proportional to its brightness, this
means that in a pair of fireflies the less bright will be attracted by the more
bright. In the absence of a brighter firefly will move randomly.

Rule 3 : The brightness of a firefly will be determined by its objective function.
in a maximization problem the brightness of each firefly is proportional to the
value of the objective function. In the case of minimization (SCP), brightness
of fireflies is inversely proportional to the value of its objective function.

These three basic rules of Firefly algorithm can be explained and represented
as follows:
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Algorithm 1. Binary SFLA for SCP Algorithm.
1: Initialize parameters
2: Generate random population of P solutions(frogs)
3: for f = 1 to P do
4: Calculate fitness of each solution (f)
5: end for
6: repeat
7: Sorting population in ascending order
8: Partition P into m memeplexes (P = m × f)
9: for im = 1 to m do

10: for i = 1 to it do
11: Determine Xg, Xb and Xw

12: Apply Eqs. 4 and 5, Transfer function and Discretization method and repair
if necessary

13: if Xnew < Xw then
14: Replace the worst solution
15: else
16: Apply Eqs. 4 and 5), replacing Xb with Xg, Transfer function and Dis-

cretization method and repair if necessary
17: if Xnew < Xw then
18: Replace the worst solution
19: else
20: Generate a new feasible solution randomly
21: end if
22: end if
23: end for
24: end for
25: Shuffled the m memeplexes
26: until (termination = true)
27: return the best solution

Attractive: The formula of attraction β(r), can be any monotonically decreasing
function as the next.

β(r) = β0e
−γrm

(6)

Where r is the distance between two fireflies, β0 is the initial appeal of firefly
and γ is a light absorption coefficient.

Distance between Fireflies: the distance rij between any two fireflies i and j at
positions xi and xj respectively, can be defined as a Cartesian or Euclidean
distance as follows:

rij = ||xi − xj || =

√

√

√

√

d
∑

k=1

(xk
i − xk

j )2 (7)

Where xk
i is the current value of the kth dimension of the ith firefly (a firefly

is a solution of the problem) and d is the number of dimensions or variables
of the problem.
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Movement of the Fireflies: The movement of a firefly i, is attracted to another
more attractive (brighter) firefly j, is determined by:

dk
i (t + 1) = xk

i (t) + β0e
−γr2

ij (xk
j (t) − xk

i (t)) + α(rand − 1/2) (8)

where the first term xk
i (t) is the current position of the kth dimension of the

firefly i at the iteration t. The second term of the equation corresponds to
the attraction and the third term introduces a random value to the equa-
tion, where α is a randomization parameter and rand is a random number
generated uniformly distributed between 0 and 1.

3.1 A Modified Binary FireFly Algorithm

In this paper, we propose a modification to the classical binary algorithm [7,8],
this modification consists in a computational optimization, using the ascending
order of the population through the evaluation of the objective function. Then,
the brightest firefly occupies the zero position into the population matrix. In lines
3 and 6 of the algorithm, we can appreciate the computational optimization.

Algorithm 2. MBFF for SCP Algorithm
1: Initialize parameter values of α, β0, γ, Population size, Number of generations.
2: Evaluate the light intensity I determined by f(x), see Eq. 1
3: Sort the population in ascending order according fitness 1/f(x) see Eq. 1
4: while t <Number of generations do
5: for i = 1 : m (m fireflies) do
6: for j = i : m (m fireflies) do
7: if Ij < Ii then
8: movement = calculates value according Table. 1 and Discretization

method.
9: end if

10: Repair solutions using Repair Operator
11: Update light intensity
12: end for
13: end for
14: t = t + 1
15: end while
16: Output result

4 Binary Fruit-Fly Algorithm

The Fruit Fly Optimization Algorithm was created by Pan [16] and it is based by
the knowledge from the foraging behavior of fruit flies in finding food. The tra-
ditional FFOA consists of 4 phases. These are initialization, osphresis foraging
search, population evaluation, and vision foraging search. In the initialization
phase, the fruit flies are created randomly and they have very sensitive osphre-
sis and vision organs which are superior to other species. In osphresis foraging
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phase, flies use their osphresis organ to feel all kinds of smells in the air and
fly towards the corresponding locations. This flies are evaluated to find the best
concentration of smell. When they are near food, in the last phase, flying toward
it using its vision organ.

The FFOA is used to solve continuous problems such as: the financial dis-
tress [16], web auction logistics service [13], power load forecasting [20] and
multidimensional knapsack problem [18]. The last, was solved with a new FFOA-
based algorithm, which was created by Wang [18], the Binary Fruit Fly Opti-
mization Algorithm (bFFOA). In this algorithm, in contrast from traditional
FFOA, the author used a discrete binary string to represent a solution, a prob-
ability vector to generates the population; they adopted change zero to one (or
vice versa) to exploit the neighborhood in the smell-based search process; and
made a global vision-based search method to improve the exploration ability.
The bFFOA was divided in four phases: Initialization, Smell-based search, Local-
Vision-based search and Global-Vision-based search. The bFFOA was divided
in the following steps:

4.1 Initialization Population with Probability Vector

In the bFFOA, each fruit fly is a solution and it is represented by a n-bit 0-1
vector. Thus, a fruit fly Xi = {x1

i , x
2
i , . . . , x

n
i } where xk

i , k = {1, 2, ..., n} is a
decision variable , in this case is a binary decision (0 or 1). All fruit flies are
generated by an n-dimensional probability vector P (t) = [p1(t), p2(t), . . . pn(t)]
where t represents the iteration (or generation) and pk(t) is the probability that
fly xk

i is equal to 1 in the kth dimension. To generate a uniformly population
in the search space, the probability vector is P (0) = [0.5, 0.5, . . . , 0.5], therefore,
all columns have fifty percent chance of being selected. In the next generation,
a new population with FN -fruit flies is generated using the probability vector.

4.2 Smell-Based and Local-Vision-Based Search

In this phase, we create randomly FS-neighbors around for each fruit fly Xi, i ∈
(1, 2, . . . , FN ) using the Smell-based Search, this neighbors are generated using
this method: first, we select randomly L-bits, and finally flip these L columns of
S, for example, l ∈ L is a column to change, if the fruit fly xl

j , j = {1, 2, . . . , FS},
is selected in SCP, in this case represents 1, we change to 0, or vice versa.

Before to start Local-Vision-based Search, the population with (FN · FS)-
fruit flies are evaluated using the objective function, if a solution is infeasible is
repaired. When all solutions are feasible, fruit flies find their better local neighbor
using vision, and flying together to the best neighbor in the neighborhood and
the solution will be replaced with the best neighbor, in otherwise not.

4.3 Global-Vision-Based Search

This search was proposed by Wang [18] and it made for improve the exploration
ability in the meta-heuristic (in the equation 9), because the previous phases
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Algorithm 3. bFFOA for SCP Algorithm
1: {Initialization Phase}
2: Initialize parameter values of FN , FS , L and b
3: Initialize Probability vector P k(t = 0)
4: for i = 0 to FN do
5: create randomly xk

i

6: end for
7: repeat
8: {Smell-based Search}
9: for i = 0 to FN do

10: for j = 0 to FS do
11: Create a neighbor xk

j flip L bits around the xk
i

12: end for
13: end for
14: Repair and Evaluate
15: {Local-Vision-based Search}
16: Find the best neighbor xk

g

17: Neighborhood fly towards xk
g

18: {Global-Vision-based Search}
19: Find the best xk

best

20: Select randomly two flies xk
1 and xk

2

21: Update Probability vector P k(t)
22: for i = 0 to FN do
23: Create xk

i according P k(t)
24: end for
25: until (t = tmax)

focused to improving the exploitation.

dk(t + 1) = pk(t + 1) = −b

(

xk
g(t) +

xk
1(t) − xk

2(t) − 1
2

)

(9)

A probability vector is used to update the next fruit flies generation using the
differential information midst the generation best fruit fly xk

g and two randomly
fruit flies, xk

1 and xk
2 and set a coefficient the vision sensitivity b to enhance the

exploration.
The algorithm 3 resumes the four phases of bFFOA and explains in detail

how are created and updated the fruit flies.

5 Discretization Method (Binarization)

To obtain values 0 or 1 when solving the binary SCP a Transfer function and a
Discretization method should be performed.

5.1 Transfer Functions

We tested eight different functions (Table 1) separated into two families: S-shape
and V-shape (Fig. 1).
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Table 1. Transfer Functions

S-Shape V-Shape

S1 T (dk
i (t + 1)) = 1

1+e
−2dk

i
(t+1)

V1 T (dk
i (t + 1)) =

∣

∣

∣erf
(√

π
2

dk
i (t + 1)

)∣

∣

∣

S2 T (dk
i (t + 1)) = 1

1+e
−dk

i
(t+1)

V2 T (dk
i (t + 1)) =

∣

∣tanh(dk
i (t + 1))

∣

∣

S3 T (dk
i (t + 1)) = 1

1+e

−dk
i
(t+1)
2

V3 T (dk
i (t + 1)) =

∣

∣

∣

∣

x√
1+dk

i (t+1)
2

∣

∣

∣

∣

S4 T (dk
i (t + 1)) = 1

1+e

−dk
i
(t+1)
3

V4 T (dk
i (t + 1)) =

∣

∣
2
π
arctan

(

π
2
dk

i (t + 1)
)∣
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Fig. 1. Transfer functions

5.2 Discretization Methods

The result obatined using a Transfer function is a real number between 0 and 1,
then a Discretization method is required to obtain a value 0 or 1.

• Standard.

xj
new =

⎧

⎨

⎩

1 if rand ≤ T (dk
i (t + 1))

0 otherwise
(10)

• Complement.

xj
new =

⎧

⎨

⎩

xj
w if rand ≤ T (dk

i (t + 1))

0 otherwise

(11)
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• Static probability.

xj
new =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

0 if T (dk
i (t + 1)) ≤ α

xj
w if α < T (dk

i (t + 1)) ≤ 1
2 (1 + α)

1 if T (dk
i (t + 1)) ≥ 1

2 (1 + α)

(12)

• Elitist.

xj
new =

⎧

⎨

⎩

xj
b if rand < T (dk

i (t + 1))

0 otherwise
(13)

• Elitist Roulette. The Discretization method Elitist Roulette (Monte Carlo)
is to select randomly between the best individuals of the population, with a
probability proportional its fitness.

6 Avoiding Infeasible Solutions

If a solution does not satisfy the constraints of the problem this is called infea-
sible. Then a repair operator shoul be applied to the solution becomes feasible.
The steps are: identify rows that are not covered by at least one column. Then
add at least a column so that all rows are covered. The search for these columns
are based on the ratio [2]:

cost of a column
number of uncovered rows which it covers

As soon as columns are added converting infeasible solutions to feasibles, it is
applied a local optimization phase, which eliminates a set of redundant columns
that are in the solution. A redundant column is one that removed from the solu-
tion, it continues being feasible [2]. The pseudo-code is the following one:

7 Experimental Evaluation

The table 2 shows the properties of the SCP instances tested: instance set num-
ber, number of rows (m), number of columns (n), range of costs, density (percent-
age of non-zeroes in matrix A) and if the optimal solution is known or unknown.

The results are evaluated using the relative percentage deviation (RPD).
The value RPD quantifies the deviation of the objective value Z from Zopt that
in our case is the best known value for each instance (BKV in Table 3). The
minimum (Min), maximum (Max) and average (Avg) of the solutions obtained
using the 40 instances of SFLA, MBFF and bFFOA (different combinations of 8
transfer functions with 5 Discretization methods) are shown. To calculate RPD
we use Z = Min. This measure is calculated as:
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Table 2. SCP instances

Instance No. of m n Cost Density (%) Optimal
set instance range solution

4 10 200 1000 [1, 100] 2 Known

5 10 200 2000 [1, 100] 2 Known

6 5 200 1000 [1, 100] 5 Known

A 5 300 3000 [1, 100] 2 Known

B 5 300 3000 [1, 100] 5 Known

C 5 400 4000 [1, 100] 2 Known

D 5 400 4000 [1, 100] 5 Known

NRE 5 500 5000 [1, 100] 10 Unknown

NRF 5 500 5000 [1, 100] 20 Unknown

NRG 5 1000 10000 [1, 100] 2 Unknown

NRH 5 1000 10000 [1, 100] 5 Unknown

RPD =
100(Z − Zopt)

Zopt
(14)

In all experiments, each SFLA, MBFF and bFFOA algorithm instance was
executed 30 times over each one of the 65 SCP test instances. We test all the

Algorithm 4. Repair Operator.
1: I = the set of all rows,
2: J = the set of all columns,
3: αi = the set of columns that cover row i, i ∈ I,
4: βj = the set of rows covered by column j, j ∈ J ,
5: S = the set of columns in a solution,
6: U = the set of uncovered rows,
7: wi = the number of columns that cover row i, i ∈ I in S.
8: Initialise wi :=| S ∩ αi |, ∀i ∈ I.
9: Initialise U := {i | wi = 0, ∀i ∈ I}.

10: for all row i in U do {in increasing order of i}
11: find the first column j (in increasing order of j) in αi that minimises cj/ | U ∩βj |
12: S := S + j
13: wi := wi + 1, ∀i ∈ βj

14: U := U − βj

15: end for
16: for all column j in S do {in decreasing order of j}
17: if wi ≥ 2, ∀i ∈ βj then
18: S := S − j;
19: wi := wi − 1, ∀i ∈ βj ;
20: end if
21: end for
22: S is now a feasible solution for the SCP that contains no redundant columns.
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Table 3. Experimental Result of SCP benchmarks

SFLA bFFOA MBFF
Instances BKV MIN RPD MIN RPD MIN RPD

4.1 429 430 0,23 429 0 429 0
4.2 512 516 0,78 512 0 517 0,97
4.3 516 520 0,78 516 0 519 0,58
4.4 494 501 1,42 494 0 495 0,20
4.5 512 514 0,39 512 0 514 0,39
4.6 560 563 0,54 560 0 563 0.53
4.7 430 431 0,23 430 0 430 0
4.8 492 497 1,02 492 0 497 1,01
4.9 641 656 2,34 641 0 655 2,18
4.1 514 518 0,78 514 0 519 0,97
5.1 253 254 0,40 253 0 257 1,58
5.2 302 307 1,66 304 0.66 309 2,31
5.3 226 228 0,88 226 0 229 1,32
5.4 242 242 0 242 0 242 0
5.5 211 211 0 211 0 211 0
5.6 213 213 0 213 0 213 0
5.7 293 297 1,37 293 0 298 1,70
5.8 288 291 1,04 288 0 291 1,04
5.9 279 281 0,72 279 0 284 1,79
5.1 265 265 0 265 0 268 1,13
6.1 138 140 1,45 138 0 138 0
6.2 146 147 0,68 146 0 147 0,68
6.3 145 147 1,38 145 0 147 1,37
6.4 131 131 0 131 0 131 0
6.5 161 166 3,11 161 0 164 1,86
A.1 253 255 0,79 253 0 255 0,79
A.2 252 260 3,17 254 0.79 259 2,77
A.3 232 237 2,16 233 0.43 238 2,58
A.4 234 235 0,43 234 0 235 0,42
A.5 236 236 0 236 0 236 0
B.1 69 70 1,45 69 0 71 2,89
B.2 76 76 0 76 0 78 2,63
B.3 80 80 0 80 0 80 0
B.4 79 79 0 79 0 80 1,26
B.5 72 72 0 72 0 72 0
C.1 227 229 0,88 227 0 230 1,32
C.2 219 223 1,83 219 0 223 1,82
C.3 243 253 4,12 247 1.65 253 4,11
C.4 219 227 3,65 219 0 225 2,73
C.5 215 217 0,93 215 0 217 0,93
D.1 60 60 0 60 0 60 0
D.2 66 67 1,52 67 1.52 68 3,03
D.3 72 75 4,17 73 1.39 75 4,16
D.4 62 63 1,61 62 0 62 0
D.5 61 63 3,28 61 0 63 3,27

NRE.1 29 29 0 29 0 29 0
NRE.2 30 31 3,33 30 0 32 6,66
NRE.3 27 28 3,70 28 3.7 29 7,40
NRE.4 28 29 3,57 29 3.57 29 3,57
NRE.5 28 28 0 28 0 29 3,57
NRF.1 14 15 7,14 14 0 15 7,14
NRF.2 15 15 0 15 0 16 6,66
NRF.3 14 16 14,29 15 7.14 16 14,28
NRF.4 14 15 7,14 15 7.14 15 7,14
NRF.5 13 15 15,38 14 7.69 15 15,38
NRG.1 176 182 3,41 178 1.14 185 5,11
NRG.2 154 161 4,55 159 3.25 161 4,54
NRG.3 166 173 4,22 170 2.41 175 5,42
NRG.4 168 173 2,98 170 1.19 176 4,76
NRG.5 168 174 3,57 173 2.98 177 5,35
NRH.1 63 68 7,94 66 4.76 69 9,52
NRH.2 63 66 4,76 66 4.76 66 4,76
NRH.3 59 62 5,08 61 3.39 65 10,16
NRH.4 59 63 8,62 61 3.39 63 6,77
NRH.5 55 59 7,27 55 0 59 7,27
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combinations of transfer functions and Discretization methods over all these
instances.

The SFLA Metaheuristic used a population of 200 frogs (P = 200), 10 meme-
plexes (m = 10), 20 iterations within each memeplex (it = 20) and number of
iterations as termination condition (iMax = 100). In the experiments using the
static probability Discretization method, the parameter ∝ was set to 0.5.

The MBFF Metaheuristic used a population of 50 fireflies (m = 50), random-
ization parameter (α = 0.5), initial appeal of firefly (β0 = 1.0), light absorption
coefficient (γ = 1.0).

The bFFOA Metaheuristic used 10 neighborhood (FN = 10), each neighbor-
hood has 5 neighbor (FS = 5), the number of bit to be changed L = 3 and set
a coefficient the vision sensitivity b = 15.

We can see in Table 3 that the bFFOA is much more efficient in finding
the global optimums of SCP instances. The bFFOA performs best for all the
SCP instances considered. The number of optimal solutions found by this meta-
heuristic is the greatest: 45. SFLA reached 14 optimums and MBFF found 13.
Moreover, the RPD of bFFOA is the best in all cases.

8 Conclusion

In this paper, SFLA, MBFF and bFFOA metaheuristics were presented as a
very good alternative to solve the SCP. We used eight transfer function and five
methods of Discretization with the aim to solve the binary problem at hand.
We have performed experiments through several instances. We presented a com-
parison of three Nature-Inspired Metaheuristics for Set Covering Problem. Our
proposal has demonstrated to be very effective solving the 65 SCP instances
obtaining an important number of best known values in a few iterations.
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Abstract. In open source software development we have bug repository to 
which both developers and users can report bugs. Bug triage, deciding what to 
do with an incoming bug report, takes a large amount of developer resources 
and time. All newly coming bug reports must be triaged to determine whether 
the report is correct and requires attention and if it is, which potentially expe-
rienced developer/fixer will be assigned the responsibility of resolving the bug 
report. In this paper, we propose to apply association mining to assist in bug tri-
age by using Apriori algorithm to predict the developer that should work on the 
bug based on the bug’s severity, priority and summary terms. We demonstrate 
our approach on collection of 1,695 bug reports of Thunderbird, AddOnSDK 
and Bugzilla products of Mozilla open source project. We have analyzed the as-
sociation rules for top five assignee of the three products. Association rules can 
support the managers to improve its process during development and save time 
and resources. 

1 Introduction 

The availability of various software repositories namely source code, bugs, attributes 
of bugs, source code changes, developer communication, mailing list, allows new 
research areas in software engineering like mining software repositories, empirical 
software engineering, and machine learning based software engineering. Various 
machine learning based prediction models have been developed and is currently being 
used to improve the quality of software in terms of choosing right developer to fix the 
bugs, predicting bug fix time, predicting the attributes of a bug namely severity and  
priority, and bugs lying dormant in the software [1-6]. One of the important software 
repositories is the bug tracking system (BTS) which is used to manage bug reports 
submitted by users, testers, and developers [7]. Each new reported bug must be tri-
aged to determine if it describes a meaningful new problem or enhancement, and if it 
does, it must be assigned to an appropriate developer to fix it. A bug is characterized 
by many attributes shown in table 1[8].  

Some of the important bug attributes are severity, priority and summary. The degree 
of impact of a bug on the functionality of the software is known as its severity. It is de-
fined on seven levels from 1 to 7 namely, Blocker, Critical, Major, Normal, Minor, En-
hancement and Trivial, having Blocker as the level 1 and Trivial as the level 7. Bug 
priority describes the importance and order in which a bug should be fixed compared to 
other bugs. P1 is considered the highest and P5 is the lowest. The summary attribute of a 
bug report consists of the brief description (textual description) about the bug. 
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Table 1. Bug Attributes description 

Attribute Short description 
Severity This indicates how severe the problem is. 

 e.g. trivial, critical, etc. 
Bug Id The unique numeric id of a bug. 
Priority This field describes the importance and 

order in which a bug should be fixed 
compared to other bugs. P1 is considered 
the highest and P5 is the lowest. 

Resolution The resolution field indicates what hap-
pened to this bug. e.g. FIXED 

Status The Status field indicates the current 
state of a bug. e.g. NEW, RESOLVED 

Number of 
Comments 

Bugs have comments added to them by 
users. #comments made to a bug report. 

Create Date When the bug was filed. 
Dependencies If this bug cannot be fixed unless other 

bugs are fixed (depends on), or this bug 
stops other bugs being fixed (blocks), 
their numbers are recorded here. 

Summary A one-sentence summary of the problem. 
Date of Close When the bug was closed. 
Keywords The administrator can define keywords 

which you can use to tag and categorize 
bugs e.g. the Mozilla project has key-
words like crash and regression. 

Version The version field defines the version of 
the software the bug was found in. 

CC List A list of people who get mail when the 
bug changes. #people in CC list. 

Platform and 
OS 

These indicate the computing environ-
ment where the bug was found. 

Number of 
Attachments 

Number of attachments for a bug. 

Bug Fix Time Last Resolved time-Opened time. Time 
to fix a bug. 

 
To the best of our knowledge available in literature no work has been done to  

discover associations rule among the bug attributes. These rules can support the man-
agers to improve its process during development. In this paper, we have made an 
attempt to predict the developer that should work on the bug by applying association 
mining by using Apriori algorithm based on the bug’s severity, priority and summary 
terms. We demonstrate our approach on collection of 1,695 bug reports of Thunder-
bird, AddOnSDK and Bugzilla products of Mozilla open source project. Our prediction 
method is based on the association rule mining method which was first explored by [9]. 



446 M. Sharma et al. 

Association rule mining is used to discover the patterns of co-occurrences of the 
attributes in a database. Associations do not imply causality. An association rule is an  
expression A⇒ C, where A (Antecedent) and C (Consequent) are sets of items. Given a 
database D of transactions, where each transaction T ∈ D is a set of items, A ∈ C  
expresses that whenever a transaction T contains A, then T also contains C with a  
specified confidence and support. The rule confidence is defined as the percentage of 
transactions containing C in addition to A with regard to the overall number of transac-
tions containing A [10]. Support is the number of times the items in a rule appear  
together in a single entry within the entire set.  Association rule mining can successful-
ly be applied to a wide range of business and science problems. Extensive performance 
studies have also shown that associative classification frequently generates better accu-
racy than state-of-the-art classification methods [11-20]. The successful use of associa-
tion rule mining in various fields motivates us to apply it to the open source software 
bug data set.  

The rest of the paper is organized as follows. Section 2 of the paper describes the 
datasets and preprocessing of data. Results have been presented in section 3. Section 4 
presents the related work. Threats to validity have been discussed in section 5 and 
finally the paper is concluded in section 6. 

2 Description of Data Sets and Data Preprocessing 

In this paper, an empirical experiment has been conducted on 1,695 bug reports of the 
Mozilla open source software products namely Thunderbird, AddOnSDK and Bugzil-
la. We collected bug reports for resolution “fixed” and status “verified”, “resolved” 
and “closed” because only these types of bug reports contain the meaningful informa-
tion for the experiment. The collected bug reports from Bugzilla have also been com-
pared and validated against general change data (i.e. CVS or SVN records). Table 2 
shows the data collection in the observed period. 

Table 2. Number of bug reports in each product 

Product Number of bugs Observation period 

Thunderbird 115 Apr. 2000-Mar. 2013 
Add-on SDK 616 May 2009-Aug. 2013 
Bugzilla 964 Sept. 1994-June 2013 

 
We have used four quantified bug attributes namely severity, priority, summary 

and assignee. 
There is a need to extract terms from bug summary attribute (a textual description 

of the bug). We pre-processed the bug summary in RapidMiner tool [21] containing 
the following steps: 

Tokenization: Tokenization is the process of breaking a stream of text into words, 
phrases, symbols, or other meaningful elements called tokens. In this paper a word or 
a term has been considered as token.  

Stop Word Removal: In bug summary prepositions, conjunctions, articles, verbs, 
nouns, pronouns, adverbs, adjectives, etc. are stop words and have been removed. 
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Stemming to base stem: The process of converting derived words to their base 
word is known as stemming. In this paper, we have used Standard Porter stemming 
algorithm for stemming [22].  

Feature Reduction: Tokens of minimum length 3 and maximum length 50 have 
been considered because most of the data mining algorithm may not be able to handle 
large feature sets.  

As a result of this process we get a set of terms of bug summary attribute for a da-
taset. In RapidMiner tool for the calculation of summary terms we have set tokenize 
mode as non-letters. For filter tokens option we have taken min chars parameter value 
as 3 and max chars parameter value as 50. We have filtered the stop words by English 
dictionary.  

The importance i.e. usefulness and certainty of an association rule is measured by 
its support and confidence. Rules that discover with high levels of support (or relev-
ance) and high confidence do not necessarily imply causality. Let Y = {Y1, Y2 . . .  Ym} 
be a set of attribute values, called items. A set A⊆ Y is called an item set. Let a data-
base D be a multiset of Y. Each T ∈ D is called a transaction. An association rule is an 
expression A⇒ C, where A⊂ Y, C⊂ Y, and A∩C=φ. We refer to A as the antecedent of 
the rule, and C as the consequent of the rule. The rule A⇒ C has support Supp(A⇒ C) 
in D, where the support is defined as Supp(A⇒ C) = Supp(A  C). That means 
Supp(A⇒ C) percent of the transactions in D contain A  C, and Supp(A)=|{T∈ D|A⊆ 
T}| / |D| is the support of A that is the fraction of transactions T supporting an item set 
A with respect to database D. The number of transactions required for an item set to 
satisfy minimum support is referred to as the minimum support count. A transaction T ∈ D supports an item set A⊆ Y  if A⊆ T holds. The rule A⇒ C holds in D with confi-
dence Conf(A⇒ C), where the confidence is defined as Conf(A⇒ C)= Supp(A  C) / 
Supp(A). That means Conf(A⇒ C) percent of the transactions in D that contain A also 
contain C. The confidence is a measure of the rule’s strength or certainty while the 
support corresponds to statistical significance or usefulness. Association rule mining 
generates all association rules that have a support greater than minimum support 
min.Supp(A⇒ C), in the database, i.e., the rules are frequent. The rules must also have 
confidence greater than minimum confidence min.Conf(A⇒ C), i.e., the rules are 
strong. The process of association rule mining consists of these two steps: 1) Find all 
frequent item sets, where each A  C of these item sets must be at least as frequently 
supported as the minimum support count. 2) Generate strong rules from the discov-
ered frequent item sets, where each (A⇒ C) of these rules must satisfy min.Supp(A⇒ 
C)and min.Conf(A⇒ C) [10]. 

 
We have carried out following steps for our study: 
1. Data Extraction 

a. Download the bug reports of different products of Mozilla open source 
software from the CVS repository: https://bugzilla.mozilla.org/ 

b. Save bug reports in excel format. 
2. Data Pre-processing 

a. Extract individual terms from bug summary attribute. 
 
 



448 M. Sharma et al. 

3. Data Preparation 
a. Assign severity attribute as numeric values from 1 to 7 and priority le-

vels as 8 to 12. 
b. Take top 30 terms based on the occurrences of a term in the dataset of 

summary attribute and assign a numeric value from 13 to 43. 
c. Assign a unique numeric value to each assignee.  

4. Modeling 
a. Build a model in MATLAB software by using ARMADA tool [23]. 

ARMADA (Association Rule Miner And Deduction Analysis) is a Data 
Mining tool that extracts Association Rules from numerical data files us-
ing a variety of selectable techniques and criteria. The program inte-
grates several mining methods which allow the efficient extraction of 
rules, while allowing the thoroughness of the mine to be specified at the 
user’s discretion. We have applied Apriori algorithm to find association 
rules for assignee as consequent and severity, priority and summary 
terms as antecedents with minimum confidence 20% and minimum sup-
port 7% for AddOnSDK, Bugzilla.  We have taken confidence 20% and 
minimum support 3% for Thunderbird dataset as we are not getting suf-
ficient rules for support 7% because of fewer transactions in the dataset.  

5. Testing and Validation 
a. Assess the association rules in terms of support and confidence.  

3 Results and Discussion  

We have applied Apriori algorithm for association rule mining using ARMADA tool in 
MATLAB software to predict bug assignee using bug severity, priority and summary 
terms. When mining association rules for bug assignee prediction, we have taken minimum 
confidence 20% and minimum support 7% for AddOnSDK and Bugzilla products. As 
number of bugs is very less for thunderbird product we have taken minimum support 
3% and confidence 20%. As a result we get 3 sets of rules, where each set consist of more 
than 100 rules. For this reason, we do not list them all, but instead we present top 5 rules for 
top 5 assignee based on the highest confidence. Table 3 shows the typical forms of the 
association rules for top five bug assignee of AddOnSDK dataset. 

Table 3. Association rules for top five assignee in AddOnSDK 

Association Rules with minimum support 7% and minimum confidence 20% 

Assignee = Alexandre Poirot 

• Priority {P1} ∧ Term {con} ∧ Term {content} ∧ Term {fail}  ⇒ Assignee {Alexandre Poirot} @ (11%, 79%). 
• Severity {Normal} ∧ Priority {P1} ∧ Term {con} ∧ Term {content} ∧ Term 

{fail} ⇒ Assignee {Alexandre Poirot} @ (7%, 78%) 
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Table 3. (Continued) 
 

• Priority {P1} ∧ Term {con} ∧ Term {test} ∧ Term {content} ∧Term {fail}  ⇒ Assignee {Alexandre Poirot} @ (10%, 77%) 
• Severity{Normal} ∧ Priority {P1} ∧Term {con} ∧Term {content}∧Term 

{script} ⇒Assignee {Alexandre Poirot} @ (14%, 67%) 
• Priority {P1} ∧ Term {con} ∧ Term {test} ∧ Term {fail}  ⇒ Assignee {Alexandre Poirot} @ (10%, 67%) 

Assignee = Will Bamberg 

• Severity {Normal} ∧ Term {doc} ∧ Term {document} ∧ Term {page}  ⇒ Assignee {Will Bamberg} @ (7%, 100%) 
• Severity {Normal} ∧ Term {doc} ∧ Term {tab}  ⇒ Assignee {Will Bamberg} @ (8%, 89%) 
• Severity {Normal} ∧ Priority {P1} ∧ Term {doc} ∧ Term {mod} ∧ Term 

{modul} ⇒ Assignee {Will Bamberg} @ (10%, 83%) 
• Severity {Normal} ∧ Priority {P1} ∧ Term {con} ∧ Term {doc}  ⇒ Assignee {Will Bamberg} @ (9%, 82%) 
• Severity {Normal} ∧ Priority {P1} ∧ Term {doc} ∧ Term {mod}  ⇒ Assignee {Will Bamberg} @ (11%, 79%) 

Assignee = Brian Warner 

• Severity {Normal} ∧ Priority{P1} ∧ Term {add} ∧ Term {sdk}  ⇒ Assignee {Nobody} @ (7%, 26%) 
• Term {P1} ∧ Term {add} ∧ Term {sdk}  ⇒ Assignee {Nobody} @ (7%, 24%) 
• Severity {Normal} ∧ Term {add} ∧ Term {sdk}  ⇒ Assignee {Nobody} @ (7%, 21%) 
• Severity {Normal} ∧ Term {pack}  ⇒ Assignee {Nobody} @ (7%, 20%) 
• Term {add} ∧  Term {sdk}  ⇒ Assignee {Nobody} @ (7%, 20%) 

Assignee = Erik Vold 

• Severity {Normal} ∧ Term {test} ∧ Term {win} ∧ Term {window}  ⇒ Assignee {Erik Vold} @ (7%, 47%) 
• Term {privat} ∧ Term {brows}  ⇒ Assignee {Erik Vold} @ (11%, 44%) 
• Priority {P1} ∧ Term {test} ∧ Term {win} ∧ Term {window}  ⇒ Assignee {Erik Vold} @ (7%, 44%) 
• Severity {Normal} ∧ Term {test} ∧ Term {win}  ⇒ Assignee {Erik Vold} @ (7%, 44%) 
• Term {test} ∧ Term {win} ∧ Term {window}  ⇒ Assignee {Erik Vold} @ (7%, 42%) 
 



450 M. Sharma et al. 

Table 3. (Continued) 

Assignee = Irakli Gozilalishvili 

• Severity {Normal} ∧ Priority {P1} ∧ Term {load}  ⇒ Assignee {Irakli Gozilalishvili} @ (8%, 32%) 
• Priority {P1} ∧ Term {load}  ⇒ Assignee {Irakli Gozilalishvili} @ (8%, 27%) 
• Severity {Normal} ∧ Term {load} ⇒ Assignee {Irakli Gozilalishvili} @ (8%, 24%) 
• Term{load}  ⇒ Assignee {Irakli Gozilalishvili} @ (8%, 21%) 
 
The first association rule is a four antecedent rule, which reveals that the assignee 

Alexandre Poirot can be assigned a bug having priority P1 and summary containing 
terms con, content and fail with a significance of 11 percent and a certainty of 79 
 percent. Second association rule is a five antecedent rule, which means that the assignee 
Alexandre Poirot can be assigned a bug having severity Normal, priority P1 and sum-
mary containing terms con, content and fail with a significance of 7 percent and a certain-
ty of 78 percent. Third rule shows that the assignee Alexandre Poirot can be assigned a 
bug having priority P1 and summary containing terms con, test, content and fail with a 
significance of 10 percent and a certainty of 77 percent. Rule four reveals that 14 percent 
of the bugs in the bug data set have severity Normal, priority P1 and summary containing 
terms con, content, script and assignee Alexandre Poirot. 67 percent of the bugs in the 
bug data set that have  severity Normal, priority P1 and summary containing terms con, 
content, script also have assignee Alexandre Poirot. The fifth rule shows that the assig-
nee Alexandre Poirot can be assigned a bug having priority P1 and summary containing 
terms con, test and fail with a significance of 10 percent and a certainty of 67 percent. We 
can similarly interpret the association rules for other assignee. 

Table 4 shows top five rules for top five bug assignee of Thuderbird dataset. 

Table 4. Association rules for top five assignee in Thuderbird 

Association Rules with minimum support 3% and minimum confidence 20% 

Assignee=David 

• Priority {P2} ∧ Term {folder} ∧ Term {mar}  ⇒ Assignee {David} @ (3%, 100%) 
• Term {folder} ∧ Term {mar}  ⇒ Assignee {David} @ (4%, 100%) 
• Term {move} ∧ Term {account} ⇒ Assignee {David} @ (3%, 100%) 
• Severity {Normal} ∧ Priority {P2} ∧ Term {folder}  ⇒ Assignee {David} @ (3%, 75%) 
• Priority {P2} ∧ Term {folder}  ⇒ Assignee {David} @ (4%, 67%) 
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Table 4. (Continued) 

Assignee=Phil Ringnalda 
• Term {show}  ⇒ Assignee {Phil Ringnalda} @ (3%, 60%) 
• Severity {Normal}  ∧ Term {text}  ⇒ Assignee {Phil Ringnalda} @ (3%, 38%) 
• Severity {Normal} ∧ Term {remov}  ⇒ Assignee {Phil Ringnalda} @ (3%, 33%) 
• Term {remov}  ⇒ Assignee {Phil Ringnalda} @ (3%, 30%) 
• Severity {Normal} ∧ Priority {P3}  ⇒ Assignee {Phil Ringnalda} @ (8%, 24%) 

Assignee=Mark Banner 
• Severity {Normal} ∧ Priority {P3}  ∧ Term {thunderbird}  ⇒ Assignee {Mark Banner} @ (3%, 50%) 
• Severity {Normal} ∧ Term {thunderbird}  ⇒ Assignee {Mark Banner} @ (5%, 33%) 
• Term {thunderbird}  ⇒ Assignee {Mark Banner} @ (5%, 28%) 
• Term {move}  ⇒ Assignee {Mark Banner} @ (4%, 31%) 

Assignee=Blake Winton 
• Term {config} ∧ Term {auto}  ⇒ Assignee {Blake Winton} @ (3%, 75%) 
• Term {tool} ∧ Term {toolbar}  ⇒ Assignee {Blake Winton} @ (3%, 60%) 
• Term {auto}  ⇒ Assignee {Blake Winton} @ (3%, 60%) 
• Term {tool}  ⇒ Assignee {Blake Winton} @ (3%, 43%) 
• Term {add}  ⇒ Assignee {Blake Winton} @ (4%, 31%) 

Assignee=Andreas Nilsson 
• Severity {Normal} ∧ Priority {P3} ∧ Term {icon}  ⇒ Assignee {Andreas Nilsson} @ (5%, 71%) 
• Severity {Normal} ∧ Priority {P3} ∧ Term {window} ⇒ Assignee {Andreas Nilsson} @ (3%, 60%) 
• Severity {Normal} ∧ Term {icon}  ⇒ Assignee {Andreas Nilsson} @ (5%, 56%) 
• Priority {P3} ∧ Term {button}  ⇒ Assignee {Andreas Nilsson} @ (3%, 43%) 
• Severity {Normal} ∧ Term {button}  ⇒ Assignee {Andreas Nilsson} @ (3%, 43%) 
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The first rule is a three antecedent rule, which reveals that the assignee David can 
be assigned a bug having priority P2 and summary containing terms folder and mar 
with a significance of 3 percent and a certainty of 100 percent. Second association 
rule is a two antecedent rule, which means that the assignee David can be assigned a 
bug having summary containing terms folder and mar with a significance of 4 percent 
and a certainty of 100 percent. Third rule shows that the assignee David can be as-
signed a bug having summary containing terms move and account with a significance 
of 3 percent and a certainty of 100 percent. Rule four reveals that 3 percent of the 
bugs in the bug data set have severity Normal, priority P2 and summary containing 
terms folder and assignee David. 75 percent of the bugs in the bug data set that have  
severity Normal, priority P2 and summary containing term folder also have assignee 
David. The fifth rule shows that the assignee David can be assigned a bug having priori-
ty P2 and summary containing term folder with a significance of 4 percent and a cer-
tainty of 67 percent. We can similarly interpret the association rules for other assignee. 

Table 5 shows top five rules for top five bug assignee of Bugzilla dataset. 

Table 5. Association rules for top five assignee in Bugzilla  

Association Rules with minimum support 7% and minimum confidence 20% 

Assignee = Terry Weissman 

• Severity {Normal} ∧ Priority {P3} ∧ Term {mai} ∧ Term {mail}  ⇒ Assignee {Terry Weissman} @ (11%, 73%). 
• Severity {Normal} ∧ Priority {P3} ∧ Term {bug} ∧ Term {bugzilla} ⇒ Assignee {Terry Weissman} @ (9%, 41%). 
• Severity {Normal} ∧ Priority {P3} ∧ Term {bug}  ⇒ Assignee {Terry Weissman} @ (21%, 41%). 
• Priority {P3} ∧ Term {bug} ∧ Term {bugzilla} ⇒ Assignee {Terry Weissman} @ (19%, 42%). 
• Priority {P3} ∧ Term {mai} ∧ Term {mail} ⇒ Assignee {Terry Weissman} @ (16%, 53%). 

Assignee = Max Kanat-Alexander 

• Severity {Enhancement} ∧ Term {sql} ⇒ Assignee {Max Kanat-Alexander} @ (7%, 78%). 
• Severity {Normal} ∧ Priority {P1} ∧ Term {sql} ⇒ Assignee {Max Kanat-Alexander} @ (11%, 69%). 
• Severity {Enhancement} ∧ Priority {P1} ⇒ Assignee {Max Kanat-Alexander} @ (32%, 62%). 
• Severity {Enhancement} ∧ Term {bug} ∧ Term {bugzilla} ⇒ Assignee {Max Kanat-Alexander} @ (11%, 58%). 
• Priority {P1} ∧ Term {sql}  ⇒ Assignee {Max Kanat-Alexander} @ (21%, 55%). 
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Table 5. (Continued) 
 

Assignee = Joel Peshkin 

• Priority {P2} ∧ Term {abl}  ⇒ Assignee {Joel Peshkin} @ (8%, 38%). 
• Priority {P2} ∧ Term {user}  ⇒ Assignee {Joel Peshkin} @ (7%, 37%). 
• Severity {Enhancement} ∧ Priority {P2}  ⇒ Assignee {Joel Peshkin} @ (10%, 24%). 
• Term{abl} ∧ Term{tab}  ⇒ Assignee {Joel Peshkin} @ (9%, 24%). 
• Severity {Major} ∧ Priority {P2} ⇒ Assignee {Joel Peshkin} @ (8%, 22%). 

Assignee = Gervase Markham 

• Severity {Blocker} ∧ Term {cgi} ∧ Term {temp} ∧ Term {templat} ⇒ Assignee {Gervase Markham} @ (7%, 100%). 
• Priority {P1} ∧ Term {cgi} ∧ Term {temp} ∧ Term {templat} ⇒ Assignee {Gervase Markham} @ (7%, 78%). 
• Term {cgi} ∧ Term {temp} ∧ Term {templat} ⇒ Assignee {Gervase Markham} @ (9%, 75%). 
• Severity {Blocker} ∧ Term {temp} ∧ Term {templat} ⇒ Assignee {Gervase Markham} @ (11%, 50%). 
• Severity {Blocker ∧ Term {temp}  ⇒ Assignee {Gervase Markham} @ (11%, 48%). 

Assignee = Bradley Baetz   

• Severity {Blocker} ∧ Priority {P1} ∧ Term {ing} ⇒ Assignee {Bradley Baetz} @ (8%, 30%). 
• Severity {Blocker} ∧ Term {ing} ⇒ Assignee {Bradley Baetz} @ (8%, 26%). 
 
The first association rule is a four antecedent rule, which reveals that the assignee 

Terry Weissman can be assigned a bug having priority P3 and summary containing 
terms mai, content and mail with a significance of 11 percent and a certainty of 73 
percent. Second association rule is a four antecedent rule, which means that the assig-
nee Terry Weissman can be assigned a bug having severity Normal, priority P3 and 
summary containing terms bug and bugzilla with a significance of 9 percent and a 
certainty of 41 percent. Third rule shows that the assignee Terry Weissman can be 
assigned a bug having severity Normal, priority P3 and summary containing term bug 
with a significance of 21 percent and a certainty of 41 percent. Rule four reveals that 
19 percent of the bugs in the bug data set have priority P3 and summary containing 
terms bug, Bugzilla and assignee Terry Weissman. 42 percent of the bugs in the bug 
data set that have  priority P3 and summary containing terms bug and bugzilla also 
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have assignee Terry Weissman. The fifth rule shows that the assignee Terry Weissman 
can be assigned a bug having priority P3 and summary containing terms mai and mail 
with a significance of 16 percent and a certainty of 53 percent. We can similarly in-
terpret the association rules for other assignee.  

Rules for assignee Gervase Markham shows that bugs with severity blocker are as-
signed to him. 

We have drawn the distribution of association rules according to their length i.e. 
number of antecedents for all the three products.  Figures 1 to 3 show the number of 
association rules with different rule length for all products. 

 

 

Fig. 1. Distribution of rules by rule length for AddOnSdk data set for min.supp=7% and 
min.conf=20% 

 

Fig. 2. Distribution of rules by rule length for Thunderbird data set for min.supp=3% and 
min.conf=20%  

 

Fig. 3. Distribution of rules by rule length for Bugzilla data set min.supp =7% and min.conf =20% 
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Figures 1 to 3 show that we are getting maximum number of association rules of 
length 2 (with two antecedents) across all datasets. 

4 Related Work  

Each new reported bug must be triaged to determine if it describes a meaningful new 
problem or enhancement, and if it does, it must be assigned to an appropriate devel-
oper to fix it. In recent years, there have been a number of valuable contributions in 
order to address this problem. An attempt has been made by [7] by using descriptions 
of fixed bug reports in open bug repositories as machine learning features, and names 
of developers as class labels in Bayesian classifier. They have achieved the accuracy 
value of 30% for Eclipse projects. In another approach [24] authors expanded the 
work of [7] by using additional textual information of bug reports beyond the bug 
description, to form the machine learning features. The authors have also applied a 
non-linear Support Vector Machines (SVMs) and C4.5 algorithms in addition to the 
Naive Bayes classifier which their predecessor work had used and found that SVM is 
the best one. An approach for assisting human bug triagers in large open source soft-
ware projects by semi-automating the bug assignment process has been proposed by 
[25]. This approach employs a simple and efficient n-gram-based algorithm for ap-
proximate string matching by collecting the natural language textual information 
available in the summary and description fields of the previously resolved bug reports 
and classifying that information in a number of separate inverted lists with respect to 
the resolver of each issue. In a study [26] authors outlined an approach based on in-
formation retrieval in which they report recall levels of around 20% for Mozilla. A 
new technique which automatically selects the most appropriate developers for fixing 
the fault represented by a failing test case has been proposed by [27]. Their technique 
is the first to assign developers to execution failures without the need for textual bug 
reports. Results reported 81% of accuracy for the top-three developer suggestions.  

Extensive performance studies have also shown that associative classification fre-
quently generates better accuracy than state-of-the-art classification methods [11-20]. 
The successful use of association rule mining in various fields motivates us to apply it 
to the open source software bug data set.  

5 Threats to Validity  

Following are the factors that affect the validity of our study: 

Construct Validity: The independent attributes taken in our study are not based on 
any empirical validation.  
Internal Validity: We have considered four bug attributes: severity, priority, sum-
mary terms and assignee. Developer’s reputation attribute can also be considered. 
External Validity: We have considered only open source Mozilla products. The 
study can be extended for other open source and closed source software.  
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Reliability: RapidMiner and MATLAB software have been used in this paper for 
model building and testing. The increasing use of these software confirms the reliabil-
ity of the experiments. But we have not considered and handled any accuracy error for 
these tools.  

6 Conclusion 

Bug triaging is a process of deciding what to do with an incoming bug report which 
takes a large amount of developer resources and time. Triaging all the incoming bugs 
to determine the assignee to whom the bug should be assigned is a cumbersome task. 
In literature much work has been done by using classification based on the textual 
information about bug i.e. bug summary or description. To the best of our knowledge 
no work has been done till now to find associations between bug attributes to predict 
the assignee for that bug. We have used association mining to assist in bug triage by 
using Apriori algorithm to predict the developer that should work on the bug based on 
the bug’s severity, priority and summary terms. We have used 1,695 bug reports of 
Thunderbird, AddOnSDK and Bugzilla products of Mozilla open source project for 
result validation. For a minimum confidence of 20% and minimum support of 3 and 
7% we have summarized the association rules for top five assignee based on the num-
ber of bugs assigned to them. Prediction of assignee will help the managers in soft-
ware development process by assigning a bug to potentially efficient developer. In 
future we can extend our study for other association mining algorithms to empirically 
validate the results. 
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Abstract. In the paper, the approach is focused on the Zernike Moment-based 
model of ROI image (Region of Interest) and its parameters for an efficient image 
processing in the forensic issue. By considering the factors affecting the identifica-
tion of an duplicated image, the change of ROI’s size is determined through the 
proposed algorithm. The proposed technique has shown a good improvement in  
reducing significantly Geometrical Errors (G.E) and Numerical Errors (N.E) per-
formed better than that of the Zernike-based traditional technique. The duplicated 
detection program has been written by C++ and supporting OpenCV and Boost  
libraries that help to verify the images authentication. 

Keywords: Zernike moments · Geometrical Errors · Numerical Errors · Geome-
tric moments · Region of Interest (ROI) · FLANN library-Fast library for ap-
proximation nearest neighbors 

1 Introduction 

A number of proposed algorithms have been developed for detecting tampered image 
such as Pixel-based, Cloning, Resampling, Color Filter Array [1], Hu Moments 
(1962), KPCA, PCA, Fourier–Mellin Moments (Sheng and Duvernoy, 1986) [2,3], 
etc. However, Zernike Moments have proved its superiority in the analysis of inva-
riant points of digital image. It has been becoming an effective tool to detect dupli-
cated regions in such an image due to the excellent capability of features extraction 
representing, invariant rotations [4]. Moreover, in the cutting process of a tampered 
image to become much Region of Interests (ROI) by ZMs, it also causes two main 
errors namely GE and NE [2, 3]. The study of the matching model on reducing G.E 
and N.E in the paper will help the computation more accurately and performing more 
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highly efficient.  The kernel of Zernike Moments is built by the set of orthogonal 
Zernike polynomials. Those create a marginal boundary being called the unit circle 
(or unit disc). The equation of Zernike polynomials order n  and repetition m  in po-
lar coordinates [5, 6] defined as follows,   
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nm nm
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where n Z +∈ ; m  is an integer defining the rotation subject to the conditions 

n m−  = even, m n≤ ; r  is the length of the vector from origin to pixel coordinate 
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+
 is the norma-

lization factor. The accuracy of ZMs computation is affected by two parameters, in-
cluding order n  and repetition m . The higher order n  of ZMs computation gives us 
more precise values of those pixels computed, it is similar to Taylor’s series calculat-
ing for higher order. Moreover, the higher repetition m  creates more feature points in 
an image, the visual figure if increasing the repetition m  is shown.  Since combining 
higher order n  and higher repetition m  in Zernike polynomials, there are more fea-
ture points having their invariant rotation shown, thus it is very useful to reconstruct 
exactly the image.  
 

 
 

  

Fig. 1. The model to compute 
Zernike Moments of repetition 

 

Fig. 2. The magnitude of some polynomials   
 

According to Fig. 2, the outline is a unit circle if increasing order n  and repetition 
m from Fig. 2(a) to Fig. 2(d), there are not only one main lobe, but also more and 
more side lobes are resurgent. It means that more feature points are displayed since 
increasing both the order and repetition of Zernike polynomials. When an object is 
copied and moved from this area to other one, the invariant points of the copied area 
are not changed when they located in another area. Therefore, using Zernike Mo-
ments, it is able to detect easily the copied areas of a tampered image (Fig. 3).  
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Fig. 3. Forgery model (O1 original area; O2 copied area of O1 area)  

To compute the Zernike Moments for a tampered image, a discrete-space image
( , )f x y , which is combined by its ( NxN ) sub-images or ROI, is mapped to the unit 

disc in polar form; the center of each sub-image is the original coordinate of the unit 
circle, pixels fall outside the circle are not computed. Moreover, there are moment 
invariances of the Zernike magnitude reflected in the image mapping to the unit cir-
cle. To reduce the computation cost, it is necessary having an initial constraint about 
the side of ROI is not greater than 50 pixels. When f  is a complex-valued function 

on the unit circle, Zernike Moment [1] for f of order n  repetition m  is     
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where 
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1x y+ ≤ . The Eq. (3) is the discrete form of Green’s theorem for computing 
along the image’s object boundary points. The Zernike real-valued radial polynomials  
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where n m−  is even, 0 m n≤ ≤  and 0n ≥ . It implies in Eq. (4) that 
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Hence, the traditional equation of Zernike moments in polar form can be rewritten as 
1
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with dxdy rdrdθ=  and π θ π− ≤ ≤ . It denotes f ( , )ρ θ and rf ( , )ρ θ , respec-

tively the function of original image and rotated image. The set of Zernike Moments 
being rotated by α  angle in an image and the extracted Zernike rotation invariant 
obtained as follows,   
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Hence, the function of piecewise continuous over the unit disc can be expressed as  
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where nmZ  is calculated over the unit circle; ( 1)[ ( )]n n Aλ δ π= +  is the normalizing 

constant and 2/A Nδ π=  is the ratio between the area of unit disc to the total number 
of pixels in ROI image. Otherwise, the value of Aδ  plays an important role to pro-
vide different values corresponding to different squares. After Zernike computation, 
the difference between initial image and reconstructed image is [5].  
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 (12)  

where nmE  is the total approximate error, nmZ  of the continuous original image, 

nmZ  of the discrete approximated, (g)
nmE  is GE and (n)

nmE  is Numerical Error.  

2 Overview of Geometrical (GE) and Numerical Error  (NE) 

2.1 Geometrical Error  (GE) 

Since computing Zernike polynomials in polar coordinate ( , )r θ  with 1r ≤ , it re-

quires a linear mapping process to map correctly image coordinates ( , )i j  to the unit 

circular domain 2( , )r Rθ ∈ . Therefore, the general form of mapping techniques for 

each ROI image to the unit disc obtained as [4, 6].  
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Fig. 4. The traditional square ( )N N×  mapped to circular mapping technique 
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Because of the domain of { | 0 1}h R h∈ ≤ ≤ , it used ROI to divide the original image 

into some sub-images having their size of ( )N N×  ( denoted N n≠ ). In the traditional 

approach, the value of h  is equal the radius of the unit disc ( 1h = ). Then, 
1

2

1N
c

−
=  

and 2 1c = − , this approach causes the GE during Zernike Moments computation.  

2.2 Numerical Error  (NE) 

The numerical error,
( )n
nmE , is created by the computation of double integral term of 

Zernike Moments in Eq. (2) and Eq. (8). Assume that the image coordinates of a 
( )N N×  square image and ( , )f x y  is defined as a function of the set of points 

( , )i jx y . Hence, Eq. (3) can be rewritten to be  
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where 1i i ix x x+Δ = −  and 1j j jy y y+Δ = −  with ,x y Cartesian axis∈ . In the 

traditional approach [6], the double integral term is computed by using zero-th order 
approximation where the values of Zernike polynomials are assumed in two intervals 

[ ],/ 2 / 2i i i ix x x x− Δ + Δ  and [ ],/ 2 / 2j j j jy y y y− Δ + Δ . They are obtained 

through sampling Zernike polynomials at the center points of these intervals.  
The approximation for computing zero-th order of Zernike Moments as  
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Hence the numerical error in computing the double integral term of Zernike moments 
is the difference of the initial double term and the sampling term of Zernike Moments 

 
( )n
nm nm nmE Z Z= −           (16)  

3 Proposed Method for Reducing the GE and NE  

3.1 Decreasing of Geometrical Error  

According to the traditional model of the ROIs are mapped onto the unit circle, our 
research focused on changing the size of each ROI by applying the shrinking ratio 0h . 

Thus, our proposed technique collects more pixels in order to apply Zernike polyno-
mials (unit circle) computing those. The graphical figure will demonstrate our metho-
dology.  From the step of “father”, the ROI will be cut arbitrary so that it is as small 
as possible, then our algorithm will consider a fixed value of N  in order to divide the 
ROI to be a grid having NxN  meshes, the position of each pixel located in four vertic-
es of a square but in which having the distance of two contiguous arbitrary vertices is 
quite large. Hence, in the step of “son”, the sum of distance of all contiguous vertices 
on a side of the ROI is shrinked by the ratio 0h , thus more pixels are located in the 

unit circle. In the proposed model, it denoted some notations for the computation of 
the ratio 0h .  

 

Fig. 5. Two steps - “father-son” in shrinking the size of one ROI  

       

Fig. 6. Analysis the squaring circle  
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Proved:  
radius of the circler = , 1 length of a side of squarer = .Considering the proposed model,  

Four sides of the square are 
1r π=  and the diameter of the unit circle is 2 2d r= = ; 

1r r π=  when the area of the square is equal the area of the circle.  
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The angle α  between x  and r  obtained by 
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The area of 2 ( )COD or β∠  is 2
2

1 1

2 2COD rA β β∠ = = . Finally, the total numerical area 

inside the circle and the square is  
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Since 2.857134103totalA ≈ , the total pixels of proposed method inside unit disc are 
2

2.857134103
4

N
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 (pixels). Similarly, considering the traditional model, we have the 

total numerical area inside the unit circle is         '
totalA π=   (21)  

Hence, the value of ratio 0h  (in reducing the G.E) between the proposed model  
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totalA ) and the traditional model ( '
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In conclusion, by shrinking the traditional ROI with a ratio 0h 0.909= , our research 

will transform a traditional to modified ROI having more pixels within to the unit of 
circle. Therefore, there are more feature extraction points compared with other ones in 
different ROIs. In the proposed method, mapping a new modified value of 
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Aδ = ≈ . The transformed pixel coordinates are located in Fig.7 

 
 

  

Fig. 7a. Traditional approach Fig. 7b. Proposed approach  
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The equation used to compute the transformed coordinate ( , )i jx y  in Eq. (13) is mod-

ified to be 
1 2( 0.5)ix c i c= + +  and 

1 2( 0.5)jy c j c= + +  where 
1c

N
π= ; 

2 2
c

π−= . 

Although, the area of image ( N N× ) has been scaled down a bit after mapping interior 
of the unit disc, but the information of pixels is mostly reserved. 

3.2 Decreasing of Numerical Error  

There are two kinds of numerical errors (N.E) generated in the computation of the 
program, including the overflow error, due to computers’ limitation related to the 
maximum magnitude which is the numerical value can get and the finite precision 
error due to the finite precision presentation which the number can have. The over-
flow error is the circumstance in which a quantity takes a higher value, from the range 
of its data type. The second kind of error in NE is finite precision error, which easily 
affects to the power of ZMs computation and it may causes flaws and errors.  

The N.E is come about by approximating the zero-th order of the double integral 
term in Eq. (15). The set of Zernike Moments can be computed by using the geome-
tric moments as [8]  
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Otherwise, from [1], the function of geometric moments for set of discrete points as  
1 1

0 0

( , ) ( ) ( )
N N

nm i j n i m j

i j

f x y x yM H H
− −

= =

=                                   (24) 

where 2

2

( ) n
n i

xixi

xixi

x x dxH

Δ
+

Δ
−

= 
; 

2

2

( ) m
m j

y j
y j

y j
y j

y y dyH
Δ

−

Δ
+

= 
. Thus, from the Eq. (23) and Eq. 
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4 Matlab Results for Zernike Moment Calculation  

MATLAB is a computational program running in the structure of top-down illustrated 
in Fig 8.  It can be seen the “Test.m” file playing a coordinating role in each stage of 
the computation of Zernike Moments. The three main parts of our program to  
 

compute the proposed ZMs and show the false pixels of reconstructed image compar-
ing the original one indicated through the following Matlab codes. 
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Fig. 8. Flowchar

Table 1. The computational c

Test.m 
[x,y]=size(m); 
    [x1,y1]=size(m1)
    m=centersquare(m
    m1=centersquare1
    m=uint8(m); 
    m1=uint8(m1); 
    whos 
    zs0=zernike1_bf(i
    v0=zernike_mom(m
    v01=zernike_mom(m
    rec0=zernike_rec
    rec01=zernike_rec
    err=0; 
    tmp=m; 
    for q=1:y 
        for p=1:x  
            if m(p,q
                tmp(p
            else 
                tmp(p
            end 
            if (tmp(p
                err=e
            end 
        end 
    end 
    err1=0; 
    tmp1=m1; 
    for q=1:y1 
        for p=1:x1  
        if m1(p,q)>=1
                tmp1
            else 
                tmp1
        end 
         if (tmp1(p,q
                err1=
         end 
        end 
    end 

 

rt of computing Zernike Moment for binary images  

codes in MATAB for processing our proposed Zernike Momen

; 
,imsize);   %proposed technique 
(m1,imsize); %traditional technique 

imsize,i); 
,zs0); 
m1,zs0); 
(v0,imsize,zs0,3); %proposed technique 
c(v01,imsize,zs0,3); %traditional techniqu

)>=125 
p,q)=1; 

p,q)=0; 

p,q)~=rec0(p,q)) 
err+1; 

125 
(p,q)=1; 

(p,q)=0; 

q)~=rec01(p,q)) 
=err1+1; 

nts  

ue 
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Table 1. (Continued) 
 

    t_aveg=(err/(x*y))*100; 
    t_aveg1=(err1/(x1*y1))*100; 

Centersquare.m 

if nargin<2 
        OPTSIZE=SQUARE_IMG_SIZE; 
    end 
    osz=size(I); 
    ms=max(osz); 
    sqim=zeros(ms);     
    y=floor((ms-osz(1))/2); 
    x=floor((ms-osz(2))/2); 
    sqim((1+y:y+osz(1)),(1+x:x+osz(2)))=I;   
    smallersize=floor(OPTSIZE*(sqrt(pi)/2)); 
    tmp=imresize(sqim,smallersize*ones(1,2),'nearest'); 
    CS=zeros(OPTSIZE,OPTSIZE); 
    offset=floor((OPTSIZE-smallersize)/2); 
    range=1+offset:offset+smallersize; 
    CS(range,range)=tmp; 

Zernike_bf.m 

syms r q  
G11=[1  r*sin(q) r*cos(q) r^2*sin(2*q) 2*r^2-1 r^2*cos(2*q) 
r^3*sin(3*q) (3*r^3-2*r)*sin(q) (3*r^3-2*r)*cos(q)... 
r^3*cos(3*q) r^4*sin(4*q)... 
(4*r^4-3*r^2)*sin(2*q) 6*r^4-6*r^2 + 1 (4*r^4-3*r^2)*cos(2*q) 
r^4*cos(4*q) r^5*sin(5*q) (5*r^5-4*r^3)*sin(3*q)... 
(10*r^5-12*r^3 + 3*r)*sin(q) (10*r^5-12*r^3 + 3*r)*cos(q)... 
(5*r^5-4*r^3)*cos(3*q) r^5*cos(5*q) r^6*sin(6*q) (6*r^6-
5*r^4)*sin(4*q) (15*r^6-20*r^4 + 6*r^2)*sin(2*q) (20*r^6-30*r^4 
+ 12*r^2-1)... 
(15*r^6-20*r^4 + 6*r^2)*cos(2*q) (6*r^6-5*r^4)*cos(4*q) 
r^6*cos(6*q)... 
r^7*sin(7*q) (7*r^7-6*r^5)*sin(5*q) (21*r^7-30*r^5 + 
10*r^3)*sin(3*q) (35*r^7-60*r^5 + 30*r^3-4*r)*sin(q)... 
(35*r^7-60*r^5 + 30*r^3-4*r)*cos(q) (21*r^7-  
30*r^5+10*r^3)*cos(3*q)... 
(7*r^7-6*r^5)*cos(5*q) r^7*cos(7*q)... r^8*sin(8*q) ... 
(8*r^8-7*r^6)*sin(6*q) (28*r^8-42*r^6 + 15*r^4)*sin(4*q)... 
(56*r^8-105*r^6+60*r^4-10*r^2)*sin(2*q)... 
70*r^8-140*r^6+90*r^4-20*r^2+1 ... 
(56*r^8-105*r^6+60*r^4-10*r^2)*cos(2*q)... 
 (28*r^8-42*r^6+ 15*r^4)*cos(4*q) (8*r^8-7*r^6)*cos(6*q) 
r^8*cos(8*q) r^9*sin(9*q) (9*r^9-8*r^7)*sin(7*q) (36*r^9-
56*r^7+21*r^5)*sin(5*q)... 
(84*r^9-168*r^7+105*r^5-20*r^3)*sin(3*q) (126*r^9-
280*r^7+210*r^5) -(60*r^3+5*r)*sin(q) (126*r^9-280*r^7 + 
210*r^5-60*r^3+5*r)*cos(q)...  
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Table 1. (Continued) 
 

(84*r^9-168*r^7 + 105*r^5-20*r^3)*cos(3*q) (36*r^9-56*r^7 + 
21*r^5)*cos(5*q) (9*r^9-8*r^7)*cos(7*q) r^9*cos(9*q) 
r^10*sin(10*q) (10*r^10-9*r^8)*sin(8*q) (45*r^10-72*r^8 + 
28*r^6)*sin(6*q)... 
(120*r^10-252*r^8 + 168*r^6-35*r^4)*sin(4*q)... 
(210*r^10-504*r^8 + 420*r^6-140*r^4 + 15*r^2)*sin(2*q)...  
252*r^10-630*r^8 + 560*r^6-210*r^4 + 30*r^2-1 ...   
(210*r^10-504*r^8 + 420*r^6-140*r^4 + 15*r^2)*cos(2*q)... 
(120*r^10-252*r^8 + 168*r^6-35*r^4)*cos(4*q)...  
(45*r^10-72*r^8 + 28*r^6)*cos(6*q) (10*r^10-9*r^8)*cos(8*q) 
r^10*cos(10*q)]; 
    ss=size(G11); 
    if nargin<3 
        WITHNEG=0; 
    end 
    limitfastcomp=50; 
    F=factorial(0:ORDER); 
    pq=zernike_orderlist(ORDER, WITHNEG);   
    len=size(pq,1);  
    szh=SZ/2; 
    pqind=-1*ones(1+2*ORDER,1+2*ORDER);  
    src=1+ORDER+pq ;  
    pqind(sub2ind(size(pqind),src(:,1),src(:,2)))=(1:len)'; 
    Rmns=zeros(1+2*ORDER,1+2*ORDER+1,1+2*ORDER);  
    ZBF=zeros(SZ,SZ,len);  
    for y=1:SZ  
    for x=1:SZ  
    r=sqrt((szh-x)^2+(szh-y)^2);  
    q=atan2(szh-y,szh-x);  
    if r>szh  
    continue  
    end  
    r=r/szh;  
    ii=0;  
    for flat=1:len  
    m=pq(flat,1);  
    n=pq(flat,2);  
    ii=ii+1;  
    R=eval (G11(ii));  
    ZBF(y,x,flat) = R;  
    end  
    end  
    end 



 Zernike Moment-Based Approach for Detecting Duplicated Image Regions 469 

In the experiment, MATLAB program (version 2011b) is used, it based on the Zer-

nike table [9], besides 
1 2( 0.5)ix c i c= + +  and 

1 2( 0.5)jy c j c= + +  where 
1c Nπ= , 

2 2c π= −  .The results of four binary images chosen in Fig. 9 and Fig. 10. The re-

construction error can be determined [10] by the equation as follows,  

[ ]

2
1 1

2
0 0

ˆ( , ) ( , )

( , )

N N

i j

f i j f i j

f i j
ε

− −

= =

  −  =  
 
 

                                          (26) 

where ( , )i jf  is the sampled original image and ( , )ˆ i jf  is the constructed image.  

 

 

Fig. 9. Reconstructed images using complex 
Zernike polynomials (n=15-50) (6 left col-
umns) 

Fig. 10. Reconstructed images using polar 
Zernike polynomials (n=2-10) (6 right col-
umns) 

If the size of a binary image is N N×  pixels, the maximum order of ZMs is n . In 

the Eq. 7, when denoting 
1 n

k jm
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k m1

f (r, )rdrdr e
π
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π
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=− −

=   , the computational 

complexity 

                   
2

2
2
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n 1 multiplications

2

n
2( 1 ) 1 additions

2

N

N

  +   


  − +   

     without considering m 0= .    (27)  

According to above figures, the higher order n  and more repetition m  in Zernike 
computing, the more feature points extracted by ZMs. If the high orders are exceeded 
the capability of ZMs, the reconstructed image will be distorted, besides that the mag-
nitudes and geometric distances of extracted feature points defining objects are not 
changed when copying to other positions. The percentage of total false-pixels in the 
reconstructed image of proposed technique comparing to the reconstructed image of 
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traditional technique in Zernike Moments computation are clearly illustrated in the 
Fig11.  In the Fig 11a, it can be seen from the line graph, the lowest moment order of 
Zernike polar (0th order) has the total false-pixels’ percentage in the reconstructed 
image of proposed technique – blue line, and the original image (implied as the re-
constructed image of traditional technique – red line) are 60% and 78%, respectively. 
However, since increasing the order moment to 10th, the false-pixels between the 
reconstructed image and the original image are 18% and 32%, respectively. Hence, it 
has proved that the proposed ZMs of our study more improved in decreasing G.E and 
N.E in ZMs computation.  

 

 

(a) “H01” image          (b) “H02” image            (c)  “H03” image           (d) “H04” image 

Fig. 11. The percentage false-pixels  

In contiguous graphs, Fig 11b-c-d, the false-pixels of reconstructed image (blue 
lines) for proposed technique and the reconstructed image for traditional technique 
(original image – red lines) are efficiently decreasing since the order of Zernike Mo-
ments increasing, besides that the percentage of false-pixels of proposed technique is 
always lower than the percentage of false-pixels of traditional technique. Hence, by 
considering seriously on the trend of line graphs, it can be deduced that the percentage 
of false-pixels of ZMs proposed technique is roundly [20% to 30%] at the moment 
order 10th.   

5 Deployment of Modified Zernike Moments to Detect 
Duplicated Image on the Hardware BeagleBone Board 

The study also used the BeagleBone board (http://beaglenoard.org) for implementing 
the proposed Zernike Moments in order to detect tampered images.  The board is 
embedded by Ubuntu and then, the environment of OpenCV and Boost libraries 
(http://theboostlibraries.com) are set up for coding.  These libraries support Kdsort 
and Fastsats.  In Kdsort, it used the k-D tree as a balanced binary tree and the block 
divided the original ROI after Zernike Moment process into many some subparts 
having specific features in order. To build the k-D tree, it starts from the root-cell and 
bisect recursively the cells through their longest axis, so that an equal number of  
particles lie in each sub-volume, and that quadrupole moments of cells are kept to a 
minimum.  
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5.2 Comparison of Proposed Zernike Moments and Other Methods 

According to some existed previous methods - HU, KPCA and PCA [15]. These me-
thods having their efficiency in detecting duplicated images are not high. It can be 
easy to realize that the precision (%) of proposed Zernike Moments is the greatest and 
it means that the average percentage of the true detected duplicated pixels in one ROI 
divided to total pixels existing in that ROI - Table 2), similarly the order in Table 3.  
While recall (%) describes the true detected duplicated pixels in one ROI compared 
with the total samples included true detected duplicated pixels. The correlation of 

false pixels and true pixels Fψ (%) in precision and recall gives the efficiency of one 

method, thus based on the results in the two tables (2,3), it is shown the proposed 
Zernike Moments to be the best. 

Table 2. Results (%) of the methods to detect duplicated copies at pixel level in Fig 14b 

Method Precision (%) - p Recall (%) - r Fψ (%) 

HU 86.32 48.05 61.74 
KPCA 82.51 63.20 71.57 
PCA 88.01 65.47 75.08 

ZERNIKE  (proposed) 90.47 67.09 77.04 

Average 86.83 60.95 71.36 
 

The performance of Zernike Moment algorithm indicated extracted features in 
tampered region is excellent when comparing with HU, KPCA and PCA [15] as 
shown in tables (2 and 3)  
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where PT = the number of correctly detected duplicated pixels; PF = the number of 

faultily detected duplicated pixels; NF = the falsely missed pixels; p = Precision;  

r = Recall and Fψ = the combination of precision and recall in a single value [16]. 

HU and Zernike Moments have quite similar characteristic in detecting copied re-
gions, but Zernike Moments have more advantaged than HU Moments, because Zer-
nike Moments can easily localize the specific features in an object. However, HU is 
just useful to recognize features generally. Hence, the efficiency of HU Moments is 
lower than proposed Zernike Moments. While KPCA and PCA use statistic for group 
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of highlight pixels in order to consider which pixels in that group containing the inva-
riant features of a ROI. KPCA and PCA take more time to process one ROI, and then 
it is good for color classifications and segmentations.  

Table 3. Results (%) of some methods to detect duplicated copies at pixel level in Fig 15b 

Method 
Precision (%) - 

p 
Recall (%) - r Fψ (%) 

HU 81.71 47.01 59.68 
KPCA 84.79 61.27 71.14 
PCA 86.02 63.76 73.24 

ZERNIKE (proposed) 90.78 62.52 74.06 
Average 85.83 58.64 69.53 

 
Moreover, when using ZMs is not only for type *.png, but also *.jpg, the detection 

also shown duplicated regions well. This means the noise sensitivity of ZMs  
algorithm is low and it also describe well for multilevel representation in shapes of 
pattern. The Fig.14 are presented some examples about the results of computing the 
Zernike Moments based modified algorithm combined with FLANN matching and 
Bhattacharyya distances [13].  

 

 

Fig. 14a. A tampered 
of Марке С. 
Лор.[17] 

Fig. 15a. A tampered 
of Brandenburger 
[18] 

Fig. 16a. A tam-
pered image of 
dormito [19] 

 

Fig. 17a. A tam-
pered image of 
people [20] 

 

Fig. 14b. The dupli-
cated areas  

Fig. 15b. The dupli-
cated areas  

Fig. 16b. The dupli-
cated areas  

 

Fig. 17b. The dupli-
cated areas  
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6 Conclusion  

In this work, the proposed method to modify the traditional Zernike moment compu-
tational of our study is not only enhanced the number of pixels of ROI - Region of 
Interest or elemental image computed inside the unit circle but also limited the change 
in size of a reconstructed image comparing with the size of an original image. The 
Zernike–based modified approach has proven its potential capability in significantly 
reducing the two main errors of Zernike Moments (ZMs) computation in the recon-
structed images. The study is also tested on the BeagleBone hardware for implement-
ing the proposed Zernike moment based approach to detect tampered images with 
acceptable and comprehensive results.  
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Abstract. The growing importance of requirements engineering (RE) in soft-
ware development cannot be overemphasized. A faulty requirements gathering 
exercise and the emergent requirements document could mislead the entire 
software development drive, resulting in a software product that falls short of 
user expectation in terms of meeting needs and delivering within budget, time 
and scope. Achieving the objective of a well articulated and coordinated re-
quirements document in an ideal economic environment is tasking let alone in 
an emerging market characterized by macro-economic variables such as high 
cost of doing business, weak institutions, poor infrastructure, lack of skilled and 
competitive workforce, among others coupled with micro-economic (personal) 
tendencies like resistance to change, vested interest, technophobia and insider 
abuse. This paper reports on industrial experience of designing and implement-
ing an n-tier enterprise application in an African university using service 
oriented software engineering (SOSE) approach. The application is meant to fa-
cilitate the actualization of the 25-year strategic plan of the institution. We  
applied design and software engineering skills: Literature were examined, re-
quirements gathered, the n-tier enterprise solution modeled using unified mod-
eling language (UML), implementation achieved using Microsoft SharePoint 
and the results evaluated. Though success was recorded, the challenges encoun-
tered during the requirements engineering stage were quiet reflective of the 
challenges of software project management in a typical relatively unstable  
macroeconomic environment. The outcome of this study is a compendium of 
lessons learnt and recommendation for successful RE in the context of an 
emerging economy like Africa in the hope that this will guide would-be  
software stakeholders in such a business landscape. 

Keywords: Africa · Requirements engineering · Service oriented software  
engineering · Unstable economic environment · Emerging market 

1 Introduction 

As Africa struggles with its economic, social and military problems, the international 
market crude oil crash is adding to challenges. Nigeria, Africa's largest economy has a 
fare share of the current international pressure on emerging economies. As antic-
ipated, policies, programmes and projects are being affected, and software projects 
are no exception [1]. Software project plans, estimates, schedules, budgets and overall 
requirements engineering (RE) are under pressure to give precise users specifications 
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for software that will be delivered on tine time, within budget and within scope in 
such a precarious environment. Needless to say, this is a tall order though achievable. 
Guiding requirements engineers and software projects managers on the winning way 
against all odds in an emerging market is the motivation for this work. 

In an emerging economy like Africa, government remains the chief spender [2,3]. 
Though the private sector is growing in importance, it is not yet strong enough to 
command huge spending like government. Hence, whatever affects government reve-
nue impacts seriously on all sectors. The information and communication technology 
(ICT) sector has grown in strategic importance in recent years as Africa, instructively, 
joins the rest of the world in the global knowledge economy.  Software engineering is 
a critical component of any ICTs drive and this accounts for the upsurge in software 
projects in emerging markets. Software project management involves planning, esti-
mating, budgeting and scheduling. Project managers meticulously monitor the soft-
ware project management cycle and other software stakeholders to ensure that these 
variables are properly articulated thereby mitigating project risk and business risk 
associated with software projects. However, while microeconomic factors (personnel, 
hardware, software) are within the control of the project manager, the same cannot be 
said of macroeconomic variable (exchange rate, inflation rate, oil price, etc.). Clearly, 
the costs of software requirements are tied to the macroeconomic environment of the 
software project. 

Requirements can be thought of as belonging to a type for two reasons:  as an aid 
to finding the requirements and secondly, to be able to group the requirements that are 
relevant to a specific expert specialty [4,5,6] . Pursuant to this assertion, they classi-
fied requirements as functional, non-functional, project constraints, design con-
straints, project drivers and projects issues. 

Whereas functional requirements are the key subject matter of the product, which 
describes what, the product has to do or what processing actions it must take, non-
functional requirements are the properties that the functions must have, such as per-
formance and usability. Project constraints are limitations on the product owing to the 
budget or the time available to build the product while design constraints place  
restrictions on how the product must be designed such as implementation in the hand-
held device being given to major customers, use of existing servers and desktop com-
puters, or any other hardware, software, or business practice. Project drivers are the 
business-related forces such as the purpose of the project, and all stakeholders—each 
for different reasons. Project issues refer to the conditions under which the project 
will be done - these present a comprehensive and coherent picture of all factors that 
contribute to the success or failure of the project. 

Meanwhile, the Standish Group and Scientific American have statistically modeled 
variables that contribute to software project failure based on researches conducted 
over time as shown in Table 1: 
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Table 1. Causes of software project failure 

SN Factor % Contribution 

1 Incomplete requirements 13.1 
2 Lack of user involvement 12.4 
3 Lack of resources 10.6 
4 Unrealistic expectations 9.9 
5 Lack of executive support 9.3 
6 Changing requirements/specification 8.7 
7 Lack of planning 8.1 
8 Didn’t need it any longer 7.5 

It is instructive, from the above table, that the combined role of variables like in-
complete requirements and lack of user involvement, both of which are requirements 
engineering concerns, amounted to whooping 25.5% failure rate. This reality provides 
the underpinning premise for investigating RE, particularly in an emerging market 
environment. 

The environment provided by an emerging market like Africa is less than perfect [7]. 
This paper reports a study of the challenges of RE in a software engineering project in a 
Nigerian university - University of Lagos. The study empirically investigated the claims 
of environmental impact on software architecture and software economics that some 
authors have referred to in the literature [8,9]. This researcher observed that not many 
reports on empirical impacts of socio-cultural and socio-economic environment on RE, 
and by extension, on software development originate from Africa. A number of research-
ers and practitioners in RE are of the strong opinion that the RE research community is in 
need of more industrial experiences and empirical studies. Moreover, the calls for papers 
of the foremost international conferences in the area of requirements engineering such as 
Requirements Engineering Conference (RE) have in recent times, underscored the ex-
igency for more case studies in requirements engineering. Hence, as a contribution, this 
works seeks to enrich the body of knowledge of RE by reporting on an exclusive indus-
trial experience from Nigeria. Against the backdrop that reports of empirical studies of 
the impact of socio-cultural environment on RE emanating from Africa are scanty, this is 
an important development.   

The remainder of this paper is made up of the following: section 2 gives  
the background of study and related work; section 3 presents the methodology and the 
selected case study; section 4 focuses on results and discussions; and finally,  
the paper is concluded in section 5. 

2 Background and Related Work 

2.1 The African Economic Environment 

The African economy is largely agrarian and most governments are yet to diversify 
their economic base. Hence, the ability to compete favorably at the international mar-
ket is a mirage. This accounts for the severe economic crisis that African countries 
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experience when there is problem on the international market. Recent international 
economic crises as articulated by the just concluded World Economic Forum (WEF) 
in Davous, Switzerland such as oil and gas prices fall, Quantitative Easing, Ukraine 
crisis, Anti-ISIS war in the Middle East, just to mention a few, all impact on the Afri-
can economy in one form or the other. Political instability has also been fingered as 
key contributory factor to the continent's unstable economic/business climate. All 
these pieced together has left Africa with crumbling infrastructure, macroeconomic 
instability, weak institutions, low-skilled workforce, among others. Little wonder then 
that projects in various sectors suffer from uncertainties and surprises. And software 
projects are not insulated [7], [10]. 

The fallout of instability and uncertainties is that software project managers and 
requirements engineers experience difficulty keeping to budget, time and in some 
cases, scope of projects as the unstable macroeconomic variables affect project plan-
ning, estimation, scheduling and budgeting [11,12]. It is safe to say that RE certainly 
is dealt a lethal blow in such circumstance. Worthy of mention equally is the fact  
that the challenges posed by political, economic, social and technology (PEST) envi-
ronments apart, the physical geographical environment may pose challenges that 
moderate choice of software architecture. The industrial experience gathered from 
implementing multi-tier enterprise architecture in University of Lagos, Nigeria clearly 
supports this stance. 

2.2 ICTs Strategy and Corporate Objectives of University of Lagos, Nigeria 

University of Lagos, Nigeria is a coastal university with the main campus situated by 
the Lagos Lagoon. Established in 1962 by the Federal Government of Nigeria, it has 
two campuses - the main campus at Akoka, Yaba and the College of Medicine in  
Idi-Araba, Surulere.  Both sites are in the Mainland of Lagos, Nigeria. The main cam-
pus is largely surrounded by the scenic view of the Lagos lagoon and is located on 
802 acres (3.25 km2) of land. From a modest intake of 131 students in 1962, enrol-
ment in the university has now grown to over 45,000. It has total staff strength of 
3,365 made up of 1,386 Administrative and Technical Staff, 1,164 Junior and 813 
Academic Staff. The University is composed of nine Faculties and a College of Medi-
cine. The Faculties offer a total of 117 programmes in Arts, Social Sciences, Envi-
ronmental Sciences, Pharmacy, Law, Engineering, Sciences, Business Administration 
and Education. 

Its surrounding water implies it has limited space for expansion. This is of strategic 
consideration to the management as decisions across sectors are guided by the geo-
graphic constraint. According to Strategic Plan [13], the University is setting  
the pace and re-ordering current practices to meet international standards while 
putting in place the necessary infrastructure to carry on as an international institution. 
The plan is divided into seven segments: Academic Matters, Student Affairs, Envi-
ronment, Health, Safety and Security, Physical Infrastructure, Human Resources and 
Finance. The 25-year strategic plan (2012 -2037) outlined corporate objectives, 
goals/targets, strategies and initiatives, as well as implementation and monitoring 
parameters for each of the segments. The ICT infrastructure and strategy are  
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coordinated largely under the Physical Infrastructure segment though it functionalities 
cut across the entire segment as the life-wire of the strategic plan. 

The Strategic Plan  outlined the strengths, weakness, opportunities and threats 
(SWOT) analysis of the university [13]. Threats like under-funding by government, 
lack of full university autonomy, frequent threats of industrial action by unions, com-
petition from other universities, high cost of living, high labor turnover due to poach-
ing, inadequate spaces for expansion, and high cost of building due to marshy terrain 
typically illustrate the challenges organizations face in emerging markets. These  
socio-cultural challenges dictate the tune of project execution, software project  
management and RE inclusive [10]. 

Equally worthy of mention is the fact that the strategic plan highlighted the follow-
ing as major sources of funds to the university: Federal Government subvention, inter-
nally generated revenue (IGR), education trust fund (ETF), endowment, and donor. 

2.3 Virtualization and Enterprise Software Architecture 

Gorton [8] is of the view that enterprise architecture can be analyzed along three 
lines: architectural requirements, architectural design and validation of architecture.  
The architectural requirements gathered for the University of Lagos enterprise appli-
cation include stakeholders (functional) requirements and non-functional require-
ments. While the functional requirements were basically functionalities expected of 
the application, non-functional requirements included quality attributes (performance, 
scalability, etc.) and socio-cultural requirements such as challenges posed by physical 
environment of the university and attitude of members of the university community 
[4,5], [14] . This study observed that various departments and units were eager to own 
their servers courtesy internally generated revenue (IGR). Though the need for com-
puting all these departments and units was apparent and hence the need for ICTs in-
frastructure procurement, investigation revealed that some had vested interest in 
spending money and ICT procurement provided the leeway. In the ultimate analysis, 
the data center already limited in size by virtue of the coastal nature of the university, 
was struggling to cope with the mounting number of servers by various units. The 
space issue apart, the manner of procurement and installation of the various systems 
did not align with the overall corporate goals, objectives and strategy of the universi-
ty. As an aftermath, the ICT strategy of the university was clearly at variance with its 
corporate strategy and could not its 25-year strategic plan. This provided the underlin-
ing premises for the design and implementation of a web-based enterprise architecture 
that synchronizes and streamlines the heterogeneous and disparate systems across the 
university into an integrated and a one-stop information system [15, 75].  A virtua-
lized n-tier web-based enterprise framework would therefore be appropriate. 

2.4 Service-Oriented Software Engineering (SOSE) 

The development of the University of Lagos enterprise was done using Service-
oriented Software Engineering (SOSE). SOSE is a software engineering technique 
that emphasizes the development of software systems by composition of reusable 
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services (service-orientation) often provided by other service providers. Since it in-
volves composition, it shares many characteristics of component-based software en-
gineering, the composition of software systems from reusable components, with the 
additional capability to dynamically locate necessary services at run-time [16,17]. 
Others may provide these services as web services, but the key feature is the dynamic 
nature of the connection between the service users and the service providers [18]. The 
three categories of actors in a service-oriented interaction are service providers, ser-
vice users and service registries. They engage in a dynamic collaboration, which  
varies from time to time. Service providers are software services that publish their 
capabilities and availability with service registries. Service users are software systems 
that perform tasks via the use of services provided by service providers. Service users 
use service registries to discover and locate the service providers that are available 
and can be used. This discovery and location occurs dynamically when the service 
user requests them from a service registry [19, 20]. 

2.5 Related Work 

Oliver [21] opined that in 2013, Africa was the world’s fastest-growing continent at 
5.6% a year, and GDP is expected to rise by an average of over 6% a year between 
2013 and 2023. Growth has been present throughout the continent, with over  
one-third of Sub-Saharan African countries posting 6% or higher growth rates, and 
another 40% growing between 4% to 6% per year.  In March 2013, Africa was identi-
fied as the world's poorest inhabited continent; however, the World Bank expects that 
most African countries will reach "middle income" status (defined as at least 
US$1,000 per person a year) by 2025 if current growth rates continue. Though this 
work did not state how uncertainties in such emerging market impact on requirements 
engineering, it reflects Africa as a business landscape with all the economic features 
of an emerging market.  Like any other sector, the software sector will have its fair 
share of the relatively harsh economic climate of such a market. This realization pre-
pares requirements engineers and software project managers in such terrain for the 
task of software engineering. 

Somerville [4] emphasized that a project represents a social system in which 
people have to interact to achieve results. The design of the project environment rela-
tionships is a project management activity. The objective is to determine all relevant  
environments (human resource management, financial management, communication 
management, interpersonal relationship, team work, etc.) for the project to succeed. 
Understanding the appropriate social context that can promote optimal collaboration 
between project team and the end-user team is critical. Hence it is necessary to  
consider the relationship of a software project to its own social environment. By  
implication, the requirements engineers and project manager of the n-tier enterprise 
application in university of Lagos have to understand the psychology of the staff of 
university of Lagos as well as the physical environment in which the university oper-
ate. Equally, its funding structure, strategic plan, socio-economic environment, among 
others, have to be understood for well articulated and orchestrated requirements  
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elicitation. However, the study was not specific about requirements gathering in an 
emerging economy, which is the main motivation for this work. 

The quartet of Agyris, Maslow, Festinger and Carlsmith [22,23,24] approached the 
subject from the standpoint of behavioral theorists. To their minds, the functional and 
non-functional requirements translate into physiological and psychological needs 
respectively. They were particular about what motivate people to act the way they act. 
Though they were not specific about end-users behavior in a software in a software 
project, their work help the requirements engineer and software project manager to 
understand human psychology and build tactical skills required to successfully elicit 
requirements from end-users and gain their support through out the project life cycle. 
It is an established fact that the level of users cooperation in a project can make or 
mar the project. 

Pressman [5] stressed that the success of an IT project does not depend on meeting 
functional and non-functional requirements alone, but also depends on tackling con-
straints inherent in the project environment as they have the potential to sustain or 
destroy the project.  These constraints are technical and business constraints. Though 
they fell short of mentioning challenges of RE in a relatively fluid and unpredictable 
emerging market liker Africa, the mere fact that they acknowledged that constraints in 
the project environment could be a deciding factor simply means that their work is 
relevant to this discussion. The constraints identified in gathering requirements in 
University of Lagos include its coastal terrain that limits space for expansion and 
vested business of individuals that tend to undermine the overall corporate objectives 
of the institution. 

Gorton [8] classified the software architecture process into three: determine archi-
tectural requirements, architecture design, and validation. He opined that both func-
tional requirements and stakeholder requirements form the architecture requirements. 
While functional requirements are considered to be architecturally significant re-
quirements or architectural use cases, stakeholders’ requirements are essentially the 
quality and non-functional requirements of a system. It was further elaborated that 
some architectural requirements are constraints that impose restrictions on the archi-
tecture and non-negotiable. As such, they limit the range of design choices an archi-
tect can make. This assertion apparently underscores why some highly sophisticated 
software architecture cannot be implemented in organizations in emerging economies 
despite their potential for high value addition. University of Lagos, for example,  
depends largely on the relatively meager sum it gets from government to fund its 
activities. Though the work stop short of mentioning the constraints of requirements 
engineering in a less stable economic climate like Africa, it nonetheless stressed that 
requirements elicitation should be holistic. 

In a nutshell, it was observed from the literature that none of the previous studies had 
pitched on requirements gathering in an African context with a view to understanding the 
impact of market instability on RE. This is the main motivation for this work. We are 
also motivated by the fact that a well articulated requirements document is a veritable 
input into software project management for quality software delivery.  
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3 Methodology – RE Activities for N-tier Enterprise 
Application 

University of Lagos is a government-established institution and it relies heavily on the 
Federal Government for it’s funding. The weak economic environment has made it 
practically impossible for the institution to generate enough revenue to sustain itself. 
The implication is that macroeconomic downtown like the present low revenue from 
oil incredibly affects it’s funding. This means projects across the seven segments of 
the university strategic plan would be affected as project plan, estimates, budget, and 
schedule need to be adjusted in response to the emerging reality. This implies that 
requirements engineers and software project managers have to be extra vigilant and 
careful in navigating projects to successful end in such a turbulent business clime. 

Specifically, designing and implementing the multi-tier enterprise application to 
replace existing disparate legacy systems required meticulous planning and execution 
of RE if goal was be achieved [78], [81]. The paradigm shift entails that end-users 
have to be carried along apart from eliciting requirements. Hence, people manage-
ment skills were required. An understanding of the socio-cultural and socio-economic 
environment was also useful. Thus, the researcher interviewed staff, observed events 
and read documents during requirements elicitation. Thereafter, a model of the pro-
posed enterprise application was designed using universal modeling language and 
implemented on Microsoft SharePoint development platform. 

Guided by the objective-methodology mapping in the Table 2, the study followed 
RE activities - requirements elicitation, requirements identification, requirements 
analysis, requirements specification, system modeling, requirements validation, and 
requirements management [26] - to actualize the proposed n-tier enterprise system as 
a replacement for the disparate legacy systems dotting the university landscape. 

Table 2. Objective-methodology mapping 

SN Objective Methodology 
1 To determine architectural 

requirements 
Interview staff, observe activi-
ties/physical environment and read 
university documents e.g. 25-year 
strategic plan 

2 To provide an enterprise archi-
tectural design 

Design an architecture using uni-
versal modeling language (UML). 

3 Validate architecture Use test scenarios and prototype 

3.1 Requirements Elicitation 

The requirements for the proposed enterprise system were gathered by interview, obser-
vation and studying existing processes, systems and documents. 

3.2 Requirements Identification and Analysis 

The cross-cutting functional requirements include add information, access information, 
edit information, and delete information while the non-functional requirements  



484 E. Okewu 

include quality requirements that span performance, security, usability, aesthetics,  
availability, reliability, scalability, fault tolerance, modifiability, portability and  
interoperability. The enterprise system incorporates mechanisms that respond to these 
requirements. 

3.3 Requirements Specification 

The study captured the requirements in an elaborated format. Table 3 shows detailed 
explanation of functional requirements in the software requirements specification. Other 
non-functional requirements captured include training, coaching and mentoring of end-
users as effective change management tools for the transition from disparate legacy sys-
tems to the enterprise platform. We equally captured other socio-cultural requirements as 
enshrined in the 25-year strategic plan document. Of particular mention is the university 
policy on land space utilization in response to it geographic challenge which stipulates 
that for the next 25 years, the University has resolved to no longer allow infrastructural 
facility that is less than a 10-storey building on any of its lands in all campuses because 
of the constraint of land and spaces. However, donors can be encouraged to pull re-
sources together to achieve this goal in phases. From the requirements engineering point 
of view, this policy lends credence to the integration of virtualization into the enterprise 
architecture to conserve space occupied by servers.  

Table 3. Functional requirements 

Requirement 
ID 

Requirement Brief Description 

R01 Add Information The system shall allow end-users to add 
information to the enterprise system 

RO2 Access Informa-
tion 

The system shall allow end-users to 
retrieve and view information from the 
proposed enterprise system 

RO3 Edit Information The system shall allow end-users to edit 
information on the enterprise system. 

R04 Delete Information The system shall allow end-users to 
delete information from the enterprise 
system. 

 
The above crosscutting functions of the enterprise system are represented using 

Use Case modeling as shown in Fig. 1. Use case diagram captures the functional as-
pects of a system by visually representing what transpires when an actor interacts with 
the system [27]. 
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Fig. 1. Use case diagram for the enterprise system 

3.4 System Modeling 

Both system architecture and software architecture were designed and documented 
using UML notations such as component diagram, class diagram, sequence diagram, 
collaboration diagram, among others to highlight components of the proposed solu-
tion and their relationships. However, while in this report the system architecture is 
depicted as a multi-tier structure, the software architecture highlights crosscutting 
functions using algorithm design. The deployment diagram is shown in Fig. 2 indicat-
ing that users can access the system through personal computers, phones, payment 
systems (ATM/POS) and biometric readers. 

 

 

Fig. 2. Enterprise system deployment diagram 

We considered that an n-tier web-based enterprise system that supports component 
reusability and distributed computing would best serve the interest of the university 
given the challenges associated with current disparate legacy systems found all over 
the campus [25]. Hence, we designed the n-tier enterprise architecture in Fig. 3 for the 
proposed solution, which incorporates mechanisms that respond to user requirements. 
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Fig. 3. Enterprise system multi-tier architecture 

For optimal efficiency and superior value addition to the 25-year strategic plan of 
the university that is largely ICT-driven, the study views the above University of La-
gos client-server paradigm as processes rather than machines or hosts thus reducing 
number of physical machines in the Data Centre.  

Virtualization [28,29] will facilitate centralized, cost-effective and efficient man-
agement of the university’s IT infrastructure in the hope of lending greater support to 
the realization of the 25-year strategic plan. Hardware virtualization and storage vir-
tualization were used to scale up efficiency and effectiveness [30,31]. 

The software architecture is depicted in using class diagram and algorithm design. 
Rights (add, access, edit, delete) are assigned to users based on their respective roles 
in the university. Fig. 4 shows the class diagram. 

 

 

Fig. 4. Class diagram for the enterprise system 

The corresponding algorithm designs for the crosscutting functions (addEntre-
priseInfo, accessEntrepriseInfo, editEntrepriseInfo, deleteEntrepriseInfo) are as 
follows: 
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Procedure addEntrepriseInfo() 
   entrepriseInfo ← " " 
   while (not endOfEntrepriseInfo()) 
   entrepriseInfo ← addInput() 
return(entrepriseInfo) 
 
Procedure accessEntrepriseInfo() 
   while (not endOfEntrepriseInfo()) 
   getInfo(entrepriseInfo) 
return 
  
Procedure editEntrepriseInfo() 
   while (not endOfEntrepriseInfo ()) 
   getInfo(entrepriseInfo) 
   editInfo(entrepriseInfo) 
return(entrepriseInfo) 
 
Procedure deleteEntrepriseInfo () 
   while (not endOfEntrepriseInfo ()) 
   getInfo(entrepriseInfo) 
   deleteEntrepriseInfo() 
return(entrepriseInfo) 

3.5 Requirements Validation 

The architectural requirements were validated using test scenarios and prototype with 
a view to minimizing errors that would surface during implementation [8]. In this 
light, we concentrated on process-correctness and requirements-compliance of the 
enterprise architecture by examining the various software representations - require-
ments documents and design documents. The key concern was to ascertain that user 
requirements had been well catered for in each software representation at each stage 
so that the ultimate software product will comply with both operational needs of users 
and emergent properties. 

3.6 Requirements Management 

In the course of developing the system, some user requirements changed and were 
appropriately documented and approved by relevant authorities before affecting them 
technically. The fluid macro-economic environment also impacted on cost of items 
required to actualize the task. Specifically, rising costs meant budget had to be ad-
justed and approval sought from concerned authorities. The end game was to ensure 
that built system did not deviate significantly from users' expectations even within the 
context of an unstable environment. 
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4 Results and Discussions 

Amid concerns that operations of the University of Lagos are constrained by limited 
funding by the Federal Government in the light of its harsh economic realities, every 
project in its strategic plan has to align with its economic and physical realities. 
Hence, the university's socio-cultural context cannot be neglected in the execution of 
any of its projects; the n-tier enterprise application project is no exception. From the 
experimental design (test bed) set up in University of Lagos, two outcomes emerged: 
one, a virtualized enterprises architecture and two, a compendium of requirements 
elicitation lessons learnt which is a vital guiding tool for requirements engineers and 
software project managers taking up task in an emerging market like Africa [32,33]. 

4.1 Virtualized Servers in Enterprise Architecture 

The constraint posed by the coastal nature of the university means that available space 
needs to be optimized. With virtually every department/unit eager to have its server 
and consequent competition for space, virtualization becomes a veritable requirement 
and space optimization techniques that reduces the amount of physical servers in the 
Data Centre. So far, 12 technical staff has been trained in Linux, with professional 
certification obtained. Higher certification training is underway. Linux is strategic to 
server virtualization and management plan of the university. While we re-organize 
architecturally, we also reposition the human resources. 

4.2 Requirements Elicitation Lessons Learnt 

It was realized in the course of the study that requirements elicitation and solution 
delivery was not only shaped by the demands of the unique physical environment but 
success was also determined by the way and manner the end-users were handled [4,5]. 
End-users cooperated more when tactfully communicated to. The study therefore 
unveiled new end-users handling measures for eliciting requirements. The following 
findings have been proven to aid users involvement, requirements gathering and  
maximum co-operation during requirements elicitation. 

• End-users want to be respected by solution providers. 
• End-users are naturally good but if treated shabbily, will display the other side and 

not cooperate. 
• There are sometimes resistances from end-users owing to perceived pains the 

project may inflict on them. 
• Resistance to change may be due to economic, social or psychological factors. 
• Some end-users are technophobes (hate or fear tech.) 
• Change management techniques (training, coaching, mentoring, etc.) help in miti-

gating resistance and technophobic levels. 
• End-users appreciate a well-rounded professional with hard skills and emotional 

intelligence (soft skills). 
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4.3 Evaluation Threats 

It is possible that an expanded review of RE in different emerging markets may unveil 
new insights. However, the subjects that took part in the experimental survey possess 
requisite practical knowledge of Nigeria as an emerging market. They likewise had 
sufficient practical engagements with the n-tier enterprise application. This provided 
sufficient premise to objectively assess the impact of environmental constraints on 
requirements gathering. Hence, there is adequate reason to take their views seriously 
[34], [36,37]. 

Moreover, only 32 university staff members were interviewed and observed in the 
requirements elicitation process, which could in a sense limit the statistical signific-
ance of the outcome [58],[79]. Nonetheless, the result of the survey clearly indicates 
socio-cultural constraints and people management impact on requirements engineer-
ing. This is considered to be a good result because at this point in the research, the 
core objective is to gain a first impression of the influence of project environment on 
successful software delivery. Therefore, despite the limitation of using a limited num-
ber of evaluators, there is sufficient ground to infer that there is a positive and prefe-
rential disposition to factoring environmental constraints in requirements gathering. 
We can thus generalize that the environment of an emerging market impact on re-
quirements engineering. 

5 Conclusion 

In this study, we shared industrial experience of gathering requirements in a software 
engineering project for implementing an n-tier enterprise application in a Nigerian 
university. The outcome shows that the environment of a software project can impact 
on requirements gathering and by extension, software product delivery. In order to 
succeed in deploying enterprise architecture in this case study, we gathered stake-
holder’s functional requirements, non-functional quality attributes and the social-
cultural requirements of University of Lagos. We secured an understanding of the 
socio-cultural requirements by studying the behavioral pattern of members of staff 
towards ICT infrastructure procurement as well study the geographical terrain and its 
impact on the overall 25-year strategic plan of the university. Ultimately, the study 
designed and implemented an enterprise application that aligns the ICT strategy of the 
university to its corporate objectives and strategy. Our recommendation to software 
project stakeholders in an emerging market like Africa is that in as much as a  
well articulated RE document is a sine qua non for successful software project man-
agement and software delivery, there is need to factor in both microeconomic and 
macroeconomic variables during the RE stage especially in the context of a relatively 
unstable economic climate. 
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Abstract. The nodes of a communication network use network cod-
ing technique for generating packets for output links by systematically
processing the packets received on its input links such that the original
packets should be recovered by the destination nodes. Under low traf-
fic conditions higher bandwidth efficiency and power efficiency can be
achieved using network coding but the performance degrades as the traf-
fic in the network increases. Overall performance of the network can be
improved if the node is able to take a decision about whether to use or not
to use network coding under the current condition of the network. This
work presents a scheme for finding out a threshold value below which
network coding should be used and above the threshold normal forward-
ing operation should be adopted by the nodes. The performance of the
proposed algorithm on Cross topology under different network coding
schemes has been tested under simulation environment i.e. on NS-3. Sig-
nificant improvement has been observed as compared to only network
coded systems as well as the traditional store and forward systems.

Keywords: Maximum Flow Min Cut (MF-MC) · Network Coding
(NC) · Coding Gain (CG) · Throughput · XOR · Linear Network Coding
(LNC) · Random Linear Network Coding (RLNC)

1 Introduction

Wireless network has become the need of the hour and the sheer reason is that
they provide support for mobility and Internet Connectivity at any time and
at any place [3]. But there are constrain such as transmission rate achieve by
wireless is very less as compared with the wired network [1]. Every time various
algorithms tries to improve this constrain but till now it hasnt been achieved
c© Springer International Publishing Switzerland 2015
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effectively [5]. Wireless network still lacks in various areas such as throughput,
Security, and robustness [6][9][10] .

NC is indeed a promising way to move a step ahead as compared to previous
ways of improving throughput in wireless network [7]. In NC, the intermediate
or relay node combines packets from different sources and sends it to various
destinations in a single transmission, thus improving the throughput of the net-
work [8].

To understand NC in a more comprehensive ways, consider the diagram

Fig. 1. Scenario without Network Coding

Fig. 2. Scenario with Network Coding

In fig.1, every packet that moves from node A to node B had to go through
from relay node C. The packets are transmitted by relay node C as it arrives.
For sending a packed named ‘a’ from node A to Node B takes 2 transmissions
similarly for sending a packet ‘b’ from node B to node A takes 2 transmissions
i.e it takes 4 transmissions to send packet ‘a’ and packet ‘b’ from node A to
node B through node C i.e first transmission will be from Node A which will
send packet ‘a’ to relay node C, second transmission will be from Node C which
will forwards the packet ‘a’ to Node B, third transmission will be from Node B
which will send packet ‘b’ to relay node C, and Fourth transmission will be from
Node C which will forwards the packet ‘b’ to Node A [4]. Whereas, in fig 2. it
takes 3 transmissions i.e first transmission will be from Node A which will send
packet ‘a’ to relay node C, second transmission will be from Node B which will
send packet ‘b’ to relay node C, and third transmission will be from Node C
which combines (XOR) the packet and send to both Node A and Node B.Thus
the CG for fig.1. is 4/4=1 and the CG for fig.2. is 4/3=1.3, which clearly shows
that the performance of a network improves as soon as NC approach is applied
as it decreases the no of transmission and thus increases the throughput of the
network [2][11].

The presented examples are indeed simple scenarios, imagine a complex sce-
nario like big networks topologies containing hundreds of nodes. Now that sit-
uation will be altogether different, here in this situation if a congestion in the
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network increases the throughput gain of NC techniques will change drastically.
We will be discussing the changes in the throughput and solution to overcome
this problem in the coming sections. This paper is organized in following man-
ner. In section 2, the paper formulates the problems concern with NC in the
context of various wireless topologies. Section 3 concern with the algorithm we
designed. Simulation Result is presented in Section 4. Finally paper concludes
with conclusion in section 5.

2 Problem Description

NC is undoubtedly a better solution for increasing the throughput in various
scenarios and in various topologies. The CG in the Table I. clearly shows the
difference when NC is applied and when Without-NC is applied in terms of
transmission in various topologies.

Table 1. Comparing various Topologies and CG

Topology W–NC Trans. NC Trans. CG = W–NC Trans./NC Trans.

Chain 4 3 1.33
X 4 3 1.33
Cross 8 5 1.6

The performance degrades as the no of flows increases. As the no of flows
increases the no of packet drops also increases in the case of congestion. When
the congestion occurs, in Without-NC case, the no of retransmission and the time
taken for the retransmission is less as compared to NC scenario. In Without-NC
scheme, if a packet is corrupted or dropped, an negative Ack is sent to relay
node in order to send that packet again, whereas in NC scheme if something
goes wrong within a coded packet the whole of the coded packet is sent again,
which is a burden to the system and which accounts for more of congestion and
less of throughput. In the next section we have elaborates the technique used in
this paper to overcome this problem.

3 Mathematical Solution

To prove above we have taken an arbitrary directed graph X with capacity ‘c’ of
each edge and tried to prove that MF-MC can eventually help us to determine
the maximum flow that a network can have. Having that, we can find out the
threshold of a network at which we have to stop NC and switch to Without-NC
mode, but along with MF-MC algorithm there are various constrains on each
node i.e source, receiver and relay (intermediate) nodes that are to be checked
continuously for better throughput. We have presented the following iterative
algorithm given below to better gauge the network.
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A network in a directed graph (digraph) X=(V, A),with a capacity function
c: A → R assigning arcs to non negative real values. V can be partitioned into
three sets: the source U, the sink Y and the intermediates I. Where, U and Y
must be non empty. For a network, we have associated a flow f:V → R assigning
arcs to non negative real values such that 0 � f(a) � c(a) for any a ∈ A and

fin(v) = fout(v)for all v ∈ I, and (1)

fin(v) =
∑

uv∈A

f(uv) and fout(v) =
∑

uv∈A

f(uv) (2)

In other words, the flow over any arc is no more than its capacity, and the inflow
is equal to the outflow on the intermediates. The value of a flow f, denoted val f,
is defined as

valf =
∑

x∈X

fout(x) − fin(x) (3)

To obtain the maximum value attained by any flow: A cut (S, Ŝ) in a network
is the set of arcs {sŝ ∈ A/s ∈ S, ŝ ∈ Ŝ} where X ⊆ S ⊆ V − Y and Ŝ = V − S.
The capacity of a cut K, denoted cap K, is defined as

CapK =
∑

a∈K

c(a) (4)

Finally, for each cut K = (S, Ŝ) we can define an anticut R̆ = (Ŝ, S) = {ŝs ∈
A/s ∈ S, ŝ ∈ Ŝ}.

Step 1: Now we have to find out that the maximum of all flow values (i.e
the value of the maximum flow), is equal to the minimum of all cut capacities
(i.e, capacity of minimum cut). As S is comprised of sources and intermediates,
clearly

valf = fout(X) − fin(X) = fout(S) − fin(S) (5)

Since intermediate contributes nothing to the flow value. Now consider an
arc with both endpoints in S: its flow is counted in both fout(S) and fin(S), and
thus makes no net impact on the flow value. Therefore the only arcs flows which
positively impact val f are those originating in S and terminating in Ŝ, which
are precisely the flow over the cut K. thus we conclude that

V alf �
∑

a∈K

f(a) �
∑

a∈K

c(a) = CapK (6)

Step 2: The next step is somewhat more complicated and here we want to
prove that if f∗ be the maximum flow and K∗ is the minimum cut on the
network. Then valf∗ � capK∗. Consider a u,v-path as a set of intersecting
arcs connecting vertex u to vertex v, taken Non- regard to arc direction. Given
u,v-path Q and flow f on a network, let the f-augment of Q, shown as lf(Q), be
represented as

lf(Q) = mina∈Q lf(a) (7)
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lf(a) = {c(a) − f(a)}, if ‘a′ points towards v. (8)

lf(a) = {f(a)}, if ‘a′ point towards u. (9)

An x,y-path is f-augmenting iff ‘x’ is a source, ‘y’ is a sink ,and the ‘f’ augment
will be positive value. Given ‘f’ augmented path Q, we can construct a new flow
f̈ with val f̈=val f+ lf(Q) if it is a forward arc, or decrease the flow by lf(Q) if
it is a reverse arc.

Step 3: For a network there exist flow f and cut K on the network such that
val f= cap K. ‘f’ be a flow such that there are no f-augmenting paths in the
network. Let S be a set of containing the network resources and all vertices
v such that there exists an x, v-path from some source x to v with positive
f-augment. Note, then, that S contain the network sink, and let K=(S, Ŝ). For
the sake of contradiction, we have put f(a) < c(a) for some a∈ K. Let a= sŝ,
and note that an x, s-path from source x to s with positive f-augment may be
extended to an x, ŝ-path also with positive f-augment. Thus ŝ ∈ S, which is a
contradiction, that f(a)= c(a) for all a ∈ K. Similarly, s(ā) = 0 for all ā ∈ K̂.
Thus combining step1 and step 3 we came to conclusion that for any network,
the value of the maximum flow is equal to the capacity of the minimum cut. Let
f∗ be the minimum flow and K∗ the minimum cut on a given network. By step 1
and step 3 there exist some flow f and cut K such that cap K=valf � capK∗, that
no cut can have capacity less than the minimum cut, so in fact valf = capK∗.
Step 2 states valf∗ � capK∗ = valf , but no flow can have value greater than
the maximum flow, so valf∗ = capK∗.

Step 4: Now in this step the value of max flow i.e Max. val f= Th (Threshold
value of network) i.e the maximum flow of a network is equal to the threshold
value of the network. Till this Threshold the NC will be applicable but as soon
as the value of val f exceeds the threshold the NC will be stopped and a Without-
NC steps will be followed i.e store and forward technique will be followed.

If (valf � Th)
Follow NC;
else
Follow Without-NC;

Here step 1-3 clearly shows that MF-MC can clearly proves to be a logical
approach to find out the no of flows upto which NC should be applied, step 4 find
out when to switch from NC scenario to Without-NC scenario so that throughput
should not decrease. For the same graph X, there are various constrains on
each node that are needed to be checked continuously before applying the MF-
MC algorithm, for achieving considerable throughput and less fluctuation in
throughput when we switch from NC to Without-NC. These constrains are as
follows:

Constrain 1: Given a node in a graph such as X = (V,E, Vout, Vin), where
‘V’ represents the set of nodes, ‘E’ represents set of edges, Vout is the upload
capacity of a node and Vin is the download capacity of a node. The edge rate
vector f(e) is said to be achievable if it satisfy the constrains put on upload and
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download capacity such that sum of all the edge rate at a node should be less
or equal to that of Vin entering the node and Vout leaving the node i.e

∑

e∈Out(v)

f(e) � VOut(v) (10)

∑

e∈In(v)

f(e) � VIn(v) (11)

Constrain 2: For source x S there are various corresponding receivers, let it
be Xr . Any node that is not the part of source set or receiver set is called relay
node or intermediate node and is represented by Hr. We have considered as a
non-reducible edge rate vector. Then sum of all outgoing edge rate of relay nodes
should be equal to Z times sum of all incoming edge rate of relay nodes, where
Z= | Xr | i.e

∑

h∈Hr

∑

e∈Out(h)

f∗
z (e) � Z.

∑

h∈Hr

∑

e∈In(h)

f∗
z (e) (12)

∑

h∈Hr

∑

e∈Out(h)

f∗
z (e) � Z.

∑

h∈Hr

min[Vin(h),
1
Z
Vout(h)] (13)

Table 2. Modified MF-MC algorithm

INPUT:Graph X
BEGIN

1 IfConstrain 1: TRUE
2 then Constrain 2
3 else exit;
4 If Constrain 2: TRUE
5 then Constrain 3
6 else exit;
7 If constrain 3: TRUE
8 Check: Step 1 to Step 4
9 If (valf ≤ Th)
10 Follow NC;
11 else
12 Follow Without-NC(Non-NC);
13 else exit;
END

Modified MF-MC algorithm depicted in Table 2. Shows, step by step manner
in which the algorithm is applied over the graph. First of all, at the verge of
switching from NC scheme to Without-NC scheme the graph is checked for the
constrains i.e whether the graph follow all the properties (10-13) before switching
or not, if it follows all the constrains, then only the switching takes place from
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NC scheme to Without-NC scheme at ‘Th’ value. If these properties are not
satisfied that will prompt us to slow the flow of packet from that particular
route.

4 Simulation Results

To gauge the performance of the network, we have deployed a test-bed in NS-3,
considering Cross topology. Let’s discuss about the five wireless nodes arranged
in Cross-topology as shown in fig.4., here all the four nodes send their data
through Node n2. Here the node n2 performs NC schemes based on packet send
by node n1 and n3 and then broadcast the combined packets to node n1 and node
n3 simultaneously. Similarly, it apply same operation of combining the packet
received from node n4 and n5. As the node n5 can hear or guess the packet send
by node n4 (packet ‘a’) and as n1 can hear (guess) the packet send by node n3
(packet ‘b’). Based on these guessing the node n5 and n1 can decode the packets
broadcasted by node n2 e.g based on hearing node n5 knows what packet is send
by node n4 (packet ‘a’) and it also receives the coded packet send by node n2
(packet (‘a’ NC ‘b’)), so it will find out the packet send by n4 (packet ‘b’) by
simply negating it i.e [‘a’-(‘a’ NC ‘b’)] = ‘b’, so at the end node n5 has both the
packets ‘a’, ‘b’, similarly node n1 can decode both the packets ‘a’, ‘b’.

Fig. 3. Cross-Topology

Let see the effects of various NC-schemes on Cross-topology and try to find
out the reasons for their changes. Cross-topology Taking the Cross-topology into
the consideration for simulation, we have deployed nodes, which are placed in
Cross-topology, then we have applied Modified MFMC algorithm shown in Table
II. For Cross topology, the threshold value, comes out to be 29 i.e Th=29. After
the threshold value, when we have increasing the no of flows, the throughput of
the network started decreasing in an unprecedented manner as shown in Fig. 4,
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Fig.5 and Fig.6 respectively. It should be noted that, the degree of decrement in
the graph after the ‘Th’ value, not only depends on the type of topology we are
using but it also depends on the type of NC scheme that we have used.

4.1 Throughput vs Flow for Cross-Topology Using XOR

Before the threshold has reached i.e at ‘Th’=29, there was unprecented increase
in the throughput gain of NC-XOR (36.6%), but after the threshold value i.e ‘Th’
value, throughput value decreased sharply (57.07%) as shown in Fig. 4, the rea-
son lies in inability of NC-XOR to deal with large congestion. But before thresh-
old the NC-XOR scheme out performs the without-NC in terms of throughput,
which has throughput gain of (28.8%). So at ‘Th’=29 we have applied Mod-
ified MF-MC algorithm which has the throughput loss of 4.96% as compared
with throughput loss in NC-XOR scheme which turn out to be 57.07% after the
threshold value. Thus Modified MF-MC has improved the throughput loss, by
switching from NC scheme to without-NC scheme.

Fig. 4. Throughput Vs No of Flows for XOR scheme in Cross-topolology

4.2 Throughput vs Flow for Cross-Topology Using Linear Network
Coding

In the Fig.5, the throughput of NC-LNC surges by 43.17%, before threshold i.e
at ‘Th’=29 and decreses after the threshold is reached by 59.86%. Cross topology
has better guessing capability, so when congestion starts, it has to guess more
and more, to find what packets other nodes hold which incurrs more and more
time, as a result there is sudden decrease in throughput after the ‘Th’ value
is reached.The second reason which adds to loss of throughput lies in the fact
that in LNC, for adding packets various techniques are used such as Galois field
theory, once the threshold is reached and the packet starts colliding and receiver
starts sending Ack. To generate and send the lost packet this whole process



500 P.S. Pandey et al.

Fig. 5. Throughput Vs No of Flows for LNC scheme in Cross-topolology

of forming packet using Galois theorem starts again which is indeed a time
taking process, which ultimately decreases the throughput of the system drasti-
cally. So at ‘Th’=29, we have applied the Modified MF-MC algorithm shown in
Table.II.The Modified MF-MC algorithm has throughput loss of 3.32%, as com-
pared with throughput loss in NC-LNC scheme which turn out to be 59.86%
after the threshold value. Thus, Modified MF-MC has considerably improved
the throughput loss, by switching from NC scheme to without-NC scheme.

4.3 Throughput vs Flow for Cross-Topology Using Random Linear
Network Coding

As shown in Fig.6, before the threshold is reached i.e Th=29, there is vast differ-
ence between the throughput gain achieved by the Without-NC scheme (28.8%)
and throughput gain achieved by NC-RLNC scheme (45.67).The reason for this

Fig. 6. Throughput Vs No of Flows for RLNC scheme in Cross-topolology
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difference lies in the fact that NC-RLNC scheme combines the packets with the
random coefficient and at the receivers end this helps in quickly decoding the
combined packets efficiently, hence the throughput increases. After the threshold
i.e at Th=29, there is sudden decrease in the throughput of NC-RLNC scheme
(63.52%), the reason behind this decline in graph lies in the fact that, Galois
theorem is applied to generate coefficient randomly and then these coefficient are
saved into the header of the combined packet, its indeed a time taking process,
so when there is packet loss, the required time to combine packets increases at a
drastic rate and hence we can see a drastic decrease in throughput as soon as ‘Th’
value is reached. So at this point we have applied Modified MF-MC algorithm to
improve the throughput. The Modified MF-MC algorithm has throughput loss
of 4.09%, as compared with throughput loss in NC-RLNC scheme which turn
out to be 63.52% after the threshold value.It can be compared in all the three
graphs i.e Fig. 4, Fig. 5, Fig. 6 that, before the ‘Th’ value, the throughput value
of RLNC will be greater than the throughput value of LNC and throughput
value of LNC will be greater than throughput value of XOR. But the scenario
changes after the threshold value is reached the depreciation of throughput loss
value of RLNC will be greater than that of LNC and similarly the depreciation
of throughput loss value of LNC is greater than that of XOR. Thus we have
attained a comparative increase in throughput in all the three scenarios after we
have applied Modified MF-MC.

5 Conclusion

In this paper, we have gauged the efficiency of NC schemes in terms of through-
put in Cross topology and come to a conclusion that as the no of flows moves
beyond the threshold of Cross topology, the performance in terms of throughput
reduce. The sear reason behind this scenario is increases in congestion. Different
NC schemes behave differently in Cross topology at the time of congestion. Our
result shows that, calculating the threshold of the topology by applying Modi-
fied MF-MC algorithm in a network and then applying constrains to check the
congestion help the network to determine the threshold before hand and which
ultimately helps in switching between NC and without-NC modes .Thus limiting
the throughput loss and decreases the packet drop rate in a wireless scenario in
a best possible manner.
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Abstract. A fact that is known both by researchers and by industry
professionals is that exhaustive software testing is impractical. Therefore,
one of the most studied activities of software testing process is the gener-
ation/selection of test cases. However, selecting test cases that reveal the
greatest number of defects within a software is a challenging task, due
to the significantly high amount of entries that the system can receive,
and even due to the different characteristics of software products in sev-
eral application domains. This work presents a new algorithm, called
T-Tuple Reallocation (TTR), to generate Mixed-Level Covering Array
(MCA) which is one of the techniques of combinatorial designs that aims
at test case generation. After studying various algorithms/techniques to
generate combinatorial designs, starting with pairwise design, TTR was
proposed aiming at decreasing the amount of test cases produced to test
a software product. The new algorithm was able to create shorter sets of
test cases in comparison with classical algorithms/tools proposed in the
literature. Although TTR, in general, demanded longer time to generate
the sets of test cases, this rise in time can be compensated by a smaller
number of test cases so that less time is required for executing them. In
the end, this may imply less time for accomplishing the testing process
as a whole.

1 Introduction

Exhaustive test case execution is not feasible in practice [11,13]. There is not
enough time to execute all test cases if we desire to generate all the possibilities
of values of input variables of all functions/methods of an Implementation Under
Test (IUT). Thus, generation/selection of test cases comes to address this issue:
how to select input values1 in order to detect the greatest number of defects
within the software product?

1 A test case is usually defined as a set of test input data and their respective expected
results. However, in the context of combinatorial designs, it is usual to consider a
test case only as the test input data generated by the algorithms, being the expected
results omitted. Thus, we will take this into account in this work.
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Software testing community has been used combinatorial designs as a means
to generate shorter and more efficient test suites [10]. These techniques have been
found to be effective in the discovery of faults (defects) due to the interaction of
various input variables. Studies like [6] corroborate this fact where the authors
found that a considerable number of software failures are triggered due to the
interaction of 6 parameters.

Mixed-Level Covering Array (MCA) is one combinatorial design technique that
allows factors (parameters) to assume levels (values) from different sets. MCAs
seem to be the most popular choice of combinatorial designs among software
testers because they are generally smaller than Mixed-Level Orthogonal Arrays
(MOAs) and more adequate for testing [10].

In t-wise or t-way testing, a set of input data is selected to guarantee a
level of interaction, also called the strength, between the values of the factors
(parameters). Even though there are several studies to generate t-way MCAs
[1–4,7,9,12,15], it is interesting to pursue the investigation of new approaches
that are able to derive smaller test suites to decrease the amount of time required
by the entire software testing process.

In this paper we present a novel algorithm, called T-Tuple Reallocation
(TTR), to generate t-way MCAs. After studying various algorithms/techniques
to generate combinatorial designs, starting with pairwise design, TTR was pro-
posed aiming at decreasing the amount of test cases produced to test an IUT. The
new algorithm was able to create shorter sets of test cases in comparison with
classical algorithms/tools proposed in the literature such as the In-Parameter-
Order-General-Fast (IPOG-F) [3], the IPO implemented within the TConfig tool
[16], and the jenny tool [5]. Although in some cases TTR demanded longer time
to generate the sets of test cases, this rise in time can be compensated by a
smaller number of test cases so that less time is required for executing them.
This may decrease the necessary time to accomplish the testing process as a
whole.

This paper is structured as follows. Section 2 provides an overview of com-
binatorial designs. Section 3 presents in detail our algorithm, TTR. Section 4
shows the application of TTR and compares TTR with some other classical
algorithms/tools in the literature. In addition to t-way MCAs, we also present
a comparison regarding the generation of pairwise (t = 2) MCAs. Section 5
presents related work. In Section 6, we conclude our work and present future
directions to follow.

2 Background

This section presents an overview of combinatorial designs. These are a set
of techniques for test case generation that allow the selection of a small set
of test cases even when the input domain, and the number of subdomains in its
partition, is large and complex [10].

Some basic definitions follow. Consider a program P that takes k inputs
corresponding to variables X1,X2, ...,Xk. These input variables are known as
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factors or parameters. Each value assignable to a factor is known as a level or
simply value. A set of levels, one for each factor, is a factor combination or run.

An Orthogonal Array (OA) is an N ×k matrix in which the entries are from a
finite set L of l levels such that any N × t subarray contains each t-tuple exactly
the same number of times. Such an array is denoted by OA(N, k, l, t), where N
is the number of runs, k is the number of factors, l is the number of levels, and
t is the strength of the OA.

Orthogonal Arrays assume that each factor, fi, will be assigned a value from
the same set of l levels. This is not realistic and thus Mixed-Level Orthogonal
Arrays (MOAs) come into picture for situations where factors may be assigned
values from different sets. Such an array is denoted by MOA(N, l1

k1 l2
k2 ...lp

kp , t),
meaning N runs where k1 factors are at l1 levels, ..., kp factors are at lp levels.
As before, t is the strength.

Both OA and MOA are examples of balanced designs, i.e. any N ×t subarray
contains each t-tuple exactly the same number of times. In software testing, the
balance requirement is not always essential. If an IUT has been tested once for
a given pair of levels, there is usually no need for testing it again for the same
pair unless the IUT is known to behave nondeterministically. For deterministic
applications, the balance requirement may be relaxed and unbalanced designs
are adequate choices.

A Covering Array (CA) is an example of unbalanced design. A Covering Array
CA(N, k, l, t) is an N × k matrix in which the entries are from a finite set L
of l levels such that each N × t subarray contains each possible t-tuple at least
a certain number of times. In other words, the number of times the different
t-tuples occur in the N × t subarrays may vary. This difference often leads to
combinatorial designs smaller in size than OAs.

A Mixed-Level Covering Array, MCA(N, l1
k1 l2

k2 ... lp
kp , t), is analogous to an

MOA in that both allow factors to assume levels from different sets. MCA is also
an instance of unbalanced design. MCAs are generally smaller than MOAs and
hence more interesting for testing purposes. Our algorithm, TTR, can generate
t-way MCAs.

3 The T-Tuple Reallocation (TTR) Algorithm

TTR allows the generation of combinatorial designs by the t-way testing app-
roach. A high abstract description of TTR is shown in Algorithm 1. The general
concept of TTR is as follows. The construction of each row of the solution is
made by reallocating t-way tuples from one matrix (α) to other matrix (M) so
that each reallocated t-way tuple covers the largest number of the remaining
uncovered tuples considering a parameter called a goal. Goals are calculated by
the simple combination of strength and value of the number of factors covered
by the tuple at certain step of the process (see Section 3.3).

T-way testing is about covering all combinations of factor’s levels according
to the strength t. Thus, the TTR algorithm follows the following steps: (i) it finds
all the possible t-way tuples which have not been covered. The Constructor
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Algorithm 1. The TTR algorithm
1: α ← constructor(f, t)
2: M ← calculateInitialSolution(α)
3: while α �= ∅ do
4: ζ ← calculateZeta(M)
5: (M, α) ← main(M, α)
6: end while

procedure thus creates the α matrix; (ii) it generates an initial solution, a matrix
M ; and (iii) it changes and reallocates t-way tuples aiming at a final solution by
means of the Main procedure. Then, we have the final set of test cases which
is the updated M . These steps are detailed below where we will use the factors
and levels presented in Table 1 and t = 2.

Table 1. Example of factors and levels

Factor Level

A 1, 2
B 1, 2
C 1, 2, 3

3.1 The Constructor Procedure

According to the specified input (factors and levels), the Constructor procedure
aims to generate all t-way tuples to be covered. Such t-way tuples is represented
by a matrix, α2, whose order is |C| × (f + 1) where C represents all the t − way
combinations of the factors’ levels, t is the strength, and f is the number of
factors.

Each element of α is a t-way tuple which has not yet been covered. Every
αi,j+1 element is a value used as a flag which aims at helping the process to
fit the tuples in the final solution. Figure 1 shows the α matrix for the example
presented in Table 1 and t = 2. Note that the combinations are due to the levels
of the factors“AB”, “AC” and “BC”. Initially, all flags are false. Algorithm 2
shows the Constructor procedure.

2 In fact, α is implemented as a linked list that decreases. Although the number of
columns is already known beforehand (f + 1), the number of rows (|C|) depends
on all t-way combinations of factor’s levels. During the reallocation process, TTR
removes the “rows” of α until it is empty.
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Fig. 1. The α matrix

3.2 Initial Solution

The solution is represented by a matrix M of order ntc × (f + 1) where there
are ntc combinations of the factors’ levels (i.e. test cases) and f factors3. Each
element mi,j of M is a level i of a factor j. The (f + 1)th column is not used
to represent a factor but rather it is a goal for a given tuple, i.e. every element
mi,j+1 corresponds to the ζ value associated with a tuple (see Section 3.3).
There is an initial solution for the matrix M which is obtained by selecting the
combinations of factor’s levels Ck (Ck ⊆ C) within the α matrix having the
largest number of uncovered t-way tuples. All tuples in Ck will be considered
in the initial solution, respecting the order of input of factors/levels to TTR as
illustrated in Figure 2.

Fig. 2. The matrix M : initial solution

3 As well as α, M is implemented as a linked list but which may grows. Although the
number of columns is already known beforehand (f +1), the number of rows (ntc) is
precisely the number of test cases. Thus, the number of “rows” of M may be greater
in the final solution.
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Algorithm 2. The Constructor procedure
1: control ← false
2: Auxiliar[tuples]
3: numberLevels ← 0
4: for combination C in matrix α do
5: control ← false
6: for Factor F do
7: numberLevels ← F.getSizeLevels() //number of levels in factor F
8: if control == false then
9: Auxiliar ← creatorTuple(F ) //create an tuple for each level in F

10: control ← true
11: else
12: size tuple ← auxiliar.size() ∗ numberLevels
13: aux[tuples]
14: for tuple T in array Auxiliar do
15: for level n in T do
16: aux.add(l)
17: end for
18: end for
19: Auxiliar ← aux
20: cont ← 0
21: while true do
22: for level N in factor F do
23: Auxiliar[cont] ← N
24: cont ← cont + 1
25: for cont == size tuple do
26: stop
27: end for
28: end for
29: for cont == size tuple do
30: stop
31: end for
32: end while
33: end if
34: end for
35: end for

3.3 Goals

The criterion for changing the current solution is the ζ parameter which means a
goal to be achieved by the solution. The final solution, i.e. the set of test cases,
is represented by the matrix M . For each t-way tuple there is an associated
goal (ζ).

Considering that the aim is to cover the greatest number of uncovered tuples,
ζ is calculated according to the maximum number of uncovered tuples that a
certain t-way tuple can address. In order to find ζ we take into account: (i) the
disjoint factors covered by the t-way tuple represented by x; (ii) the combinations
that have no more tuples to be covered represented by y; (iii) the strength t.
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Thus,

ζ =
(

x

t

)

− y.

Let us consider Table 1 again and t = 2. According to α (Figure 1), the initial
solution M (Figure 2) is composed of the tuples from factor combination “AC”.
This is because from “AB” we have 4 tuples, from “AC” we have 6, and from
“BC” there are also 6 tuples as we see in α. As “AC” comes first than “BC”,
the algorithm picks “AC” as the first factor combination and |Ck| = 6.

The amount of disjoint factors, x, is equal to 3. Starting with “AC”, the
next factor combination that provides the greatest number of uncovered tuples
is “BC” (6). Thus, we have all the 3 factors from “AC” and “BC” which explains
x = 3. As t = 2, we have

(

3
2

)

= 3. However, one (“AC”) out of the three factor
combinations has been covered then it is only needed to cover two combinations.
Thus, y = 1. Therefore, for each t-way tuple in the initial solution M :

ζ =
(

3
2

)

− 1 = 2.

This explains the goals (ζ) in Figure 2. It is very important that y is sub-
tracted in order to find ζ. It this is not done, the goal will never be reached
because there is no uncovered tuple corresponding to that combination.

Next section we will describe the Main procedure of the TTR algorithm.

3.4 The Main Procedure

The Main procedure takes the initial solution and finds the final one, i.e. the set
of combinations of factors’ levels which are indeed the definitive set of test cases.
Algorithm 3 presents the Main procedure of TTR. After the construction of the
α matrix, the initial solution, and the calculation of goals of all t-way tuples, the
Main procedure selects the combination with the greatest amount of uncovered
tuples (line 3). However, these tuples will not be reallocated from α to the M
matrix at once. They will be reallocated gradually, one by one, as the goals are
achieved (line 10).

Figure 3 helps understanding the concepts of the Main procedure. All matri-
ces in this figure are snapshots of the matrix M . In part (a) of Figure 3, we have
the initial solution. While there exists tuples in α, the Main procedure works.
Thus, Main gets from α the highest amount of uncovered tuples. In the example
(Table 1), the tuples due to the “BC” factor combination are selected. Every
tuple due to “BC” is thus compared with the initial solution M .

When an uncovered tuple “fits” in a tuple already in M in order to define
a complete test case, i.e. a row of M with all levels of factors set, this means
that by the insertion of the uncovered tuple, the goal for the tuple already in
M was reached. Let us consider the first tuple due to “AC” in M , tAC = (1, 1),
and the first uncovered tuple due to “BC” in α, tBC = (1, 1). The insertion of
tBC = (1, 1) into M is accepted because this reaches ζ = 2. In other words, by
the insertion of tBC = (1, 1), we have a complete test case τ = (1, 1, 1). Thus
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Algorithm 3. The Main procedure
1: control ← false
2: aux ← 0
3: while !(α.isEmpty()) do
4: aux ← α.getBigCombination() //combination with highest number of tuples
5: Aux[ ] ← α.getBigCombination()
6: while !(Aux[ ].isEmpty()) do
7: i ← 0
8: if i == solution.getSize() then //number of lines in solution
9: control ← true

10: for all tuple x in array Aux[ ] do
11: if x fit in the test i of solution then
12: if solution[i, x.getCombination()].reachesGoals() then
13: solution.add(x)
14: α.remove(x)
15: end if
16: else
17: if control == true then
18: α.markTuple(x) //”mark” the tuple x and keep in matrix α
19: end if
20: i ← i + 1
21: end if
22: end for
23: end if
24: end while
25: end while

the other 2 factor combinations (“AB” ⇒ tAB = (1, 1); “BC” ⇒ tBC = (1, 1))
are covered and the goal is achieved. Part (b) of Figure 3 shows M after these
first insertions.

After updating M , the new values of ζ are calculated. Part (c) shows the
new values of ζ (see rows 3 and 6). Thus the steps described above are repeated
with the insertion/reallocation of tuples in M . Once an uncovered tuple from
α is included in M , this t-way tuple is excluded from the α matrix as well as
all other tuples in α covered with this (complete) test case. The final set of test
cases is the matrix M shown in part (d) of Figure 3.

There is still a possibility that a certain uncovered tuple does not fit in
M . Hence, the flag of this row in α is marked as true so that this tuple can
be compared with a row of M since Main continues processing while there are
uncovered tuples. Figure 4 shows the α matrix after the first interaction. Note
that, up to this moment, tuples (1,3) and (2,3) due to “BC” do not fit in any
tuple already in M (see values true).

This exception related to tuples tBC = (1, 3) and tBC = (2, 3) occurs because
the test cases generated by these tuples, and which are in M , cover tuples already
covered in the α matrix (tAC = (1, 1) and tAC = (2, 2)). If we consider the test
case created by tuple tBC = (1, 3) and row 3 of the M matrix, only one tuple of
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Fig. 3. The final solution M : set of test cases

Fig. 4. The α matrix after the first interaction of Main

α (tBC = (1, 3)) has not already been covered since there are no more tuples for
“AC” and “AB”. Therefore, the objective for that line (ζ = 2) was not achieved
and these tuples can not be found and removed from the α matrix. Thus, we
need to recalculate the goal according to a factor combination already covered.

4 Application and Comparison with Other Algorithms

In this section, we present several comparisons between TTR and traditional
algorithms/tools for generating test cases based on the creation of combinatorial
designs. The algorithms/tools we compared TTR with are:

– IPO-TConfig. Version 2.1 of the TConfig tool [16] can generate from 2-way
to 6-way MCAs based on IPO. However, it is not evident whether TConfig
has implemented IPOG [7], IPOG-F [3] or whether it has a new algorithm
for generating MCAs with strength more than 2. Thus, we will call this
algorithm IPO-TConfig;
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– Recursive Block Method (RBM). It is another algorithm implemented
within the TConfig tool. In this case, RBM can generate only 2-way (pair-
wise) MCAs;

– IPOG-F. This refers to our own implementation of the IPOG-F [3] algo-
rithm;

– jenny tool [5].

Our results presented in this section were obtained with the following plat-
form: AMD Athlon 64-bit X2 Dual Core Processor 4800+ 2.50 GHz and 3.00
GB RAM, MS Windows 7 Enterprise Operating System.

In Table 2, we compare TTR with IPOG-F and jenny. Note that for both
IPOG-F and jenny, we have an interval (a lower and upper limit). This means
that IPOG-F and jenny are sensitive to the order in which the factors and levels
are input to them. Let us consider the first instance in Table 2: 223242 with
t = 2. Thus, a test designer may enter factors and levels according to the follow-
ing orders:

- 2 2 3 3 4 4 (factor 1 → 2 levels, factor 2 → 2 levels, factor 3 → 3 levels,
factor 4 → 3 levels, factor 5 → 4 levels, factor 6 → 4 levels),

- 2 3 2 3 4 4 (factor 1 → 2 levels, factor 2 → 3 levels, factor 3 → 2 levels,
factor 4 → 3 levels, factor 5 → 4 levels, factor 6 → 4 levels),

- 2 3 3 2 4 4 (factor 1 → 2 levels, factor 2 → 3 levels, factor 3 → 3 levels,
factor 4 → 2 levels, factor 5 → 4 levels, factor 6 → 4 levels),

- 4 3 2 3 2 4 (factor 1 → 4 levels, factor 2 → 3 levels, factor 3 → 2 levels,
factor 4 → 3 levels, factor 5 → 2 levels, factor 6 → 4 levels),

- 4 4 3 2 3 2 (factor 1 → 4 levels, factor 2 → 4 levels, factor 3 → 3 levels,
factor 4 → 2 levels, factor 5 → 3 levels, factor 6 → 2 levels).

In all these cases, TTR generates exactly 16 test cases. However, IPOG-F
generates 20, 19, 17, 24, and 18, respectively. On the other hand, the jenny tool
creates 18, 18, 17, 20, and 16 test cases. This feature of TTR is very important
because it is not interesting that the same instance generates different sizes of
test suites in accordance with the order in which factors and levels are input.
The test designer does not know beforehand which is the order he/she shall
enter factors/levels and it is not interesting, from the practical point of view, to
demand that he/she knows this. The test designer only desires to realize what
are the test cases generated by the combinatorial design algorithm. In Table 2,
we run 5 times the same instance in order to fill the table.

In Table 3, we added IPO-TConfig. Note that TTR generated equal or smaller
set of test cases in almost all instances we used comparing it with the IPO-
TConfig. There is even two instances, 22324252 with t = 5 and t = 6 (Table 3),
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Table 2. Comparison between TTR, IPOG-F and jenny: strengths from 2 to 6

Strength Instance IPOG-F Jenny TTR

2 223242 17 �� 24 16 �� 20 16
3 223242 55 �� 62 57 �� 60 51
4 223242 153 �� 175 156 �� 160 146
5 223242 288 �� 306 326 �� 338 288
6 223242 576 576 576
2 22324252 27 �� 29 29 �� 32 25
3 22324252 129 �� 136 129 �� 135 109
4 22324252 479 �� 522 488 �� 501 445
5 22324252 - 1537 �� 1586 1377
2 2232425262 40 �� 47 44 �� 47 39
3 2232425262 234 �� 263 243 �� 258 217
2 223242526272 58 �� 62 59 �� 62 56
3 223242526272 415 �� 464 419 �� 428 372
2 22324252627282 80 �� 84 79 �� 82 75
2 2232425262728292 101 �� 113 100 �� 111 100
2 2232425262728292102 127 �� 140 128 �� 137 134

that IPO-TConfig did not finish to run. This shows the potential of our algo-
rithm to be more scalable especially for critical and more complex applications.
Comparing with jenny, TTR had equal but in many instances much more better
performance in terms of shorter test suites sizes.

Table 3. Comparison between TTR, IPOG-F, IPO-TConfig and jenny: strengths from
2 to 6

Strength Instance IPOG-F IPO-TConfig jenny TTR

2 223242 27 20 18 16
3 223242 59 61 60 51
4 223242 169 175 157 146
5 223242 304 304 327 288
6 223242 576 576 576 576
2 22324252 55 29 31 25
3 22324252 163 136 132 109
4 22324252 585 522 488 445
5 22324252 1785 - 1586 1377
6 22324252 4541 - 4133 3694
2 2232425262 85 46 45 39
3 2232425262 321 263 243 217
2 223242526272 135 60 59 56
3 223242526272 321 263 419 372
2 22324252627282 175 84 82 75
2 2232425262728292 217 113 102 100
2 2232425262728292102 290 140 128 134
2 2232425262728292102112 263 168 160 185
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We also accomplished a comparison considering only pairwise testing. In this
case, we could compare TTR not only with IPOG-F and IPO-TConfig but also
with RBM implemented within TConfig. Table 4 shows the results. There is no
instance in which RBM is better than TTR: our algorithm is equal or superior
to RBM.

Table 4. Comparing TTR with IPOG-F, IPO-TConfig, RBM: strength = 2 (pairwise
testing)

Strength Instance IPOG-F IPO-TConfig RBM TTR

2 31415261718191 103 74 72 72
2 4151618291 110 79 72 72
2 21314161 24 24 24 24
2 41526171 55 48 49 43
2 214161 24 24 24 24
2 223242 27 20 24 16
2 22324252 55 29 45 25
2 2232425262 85 46 78 39
2 223242526272 135 60 91 56
2 22324252627282 175 84 120 75
2 2232425262728292 217 113 153 100
2 2232425262728292102 290 140 230 134
2 2232425262728292102112 263 168 231 185

The results presented in Tables 2, 3, 4 demonstrated to us the feasibility
of our approach by creating shorter sets of test cases. This is important in the
current state of the practice because shorter test suites means, in general, less
time to execute them.

In Table 5, we compare the time to generate the test suites between TTR,
jenny and IPOG-F. The jenny tool had a better performance in relation to the
time to generate the test suites. One possible explanation for this fact, although
can not be the only reason, is because jenny was developed in C language and
TTR has been developed in Java. However, as already pointed out, TTR gener-
ated less test cases in all the instances.

IPOG-F has already had better performance than TTR. The explanation
about this fact is because IPOG-F changes every test case (row) during its
processing while TTR only changes such a test case if certain criterion is reached.
But, again in Table 5, TTR generated shorter test suites in all instances. Thus,
this issue can be compensated due to the shorter sets of test cases. As we have just
pointed out, less test cases means, in general, less time to execute them. Although
we have tools and frameworks that allow automated test case execution, in many
situations it is necessary the testing team to analyze the report of the test cases
especially for system and accepting testing. More test cases means greater reports
to analyze.
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Table 5. Comparing TTR with jenny and IPOG-F: time to generate the test suites.
ms = millisecond

Strength Instance jenny Time[ms] IPOG-F Time[ms] TTR Time[ms]

2 223242 18 2 27 165 16 109
3 223242 60 6 59 347 51 438
4 223242 157 24 169 486 146 1187
5 223242 327 57 304 889 146 953
6 223242 576 81 576 265 576 47
2 22324252 31 4 55 157 25 328
2 2232425262 45 10 85 406 39 969
2 223242526272 59 23 135 545 56 987

5 Related Work

In this section, we present some important studies related to our research. The
Tabu Search Algorithm Approach (TSA) makes use of the meta-heuristics Tabu
Search (TS). TS has been applied to many problems in the field of Artificial
Intelligence. This meta-heuristic provides a solution to a problem by means of
neighborhood functions: (i) a routine for setting an initial solution; (ii) the size
of the Tabu list; (iii) the use of a mixture of neighborhood functions; (iv) a
validation function; (v) a fine-tuning process, the selection of probabilities for
each neighborhood function based on a complete test set of discrete probabilities.
Like TSA, our algorithm also has an initial solution. But instead of working with
neighborhood functions, we use the concept of a goal (ζ) to be achieved in order
to change the initial solution and derive the final set of test cases.

In-Parameter-Order (IPO) [8] is one of the most popular pairwise (2-way) test
case generation within the combinatorial designs field. In summary, it works as
follows. In a system with two or more factors, IPO strategy generates the pairwise
testing for the first two factors, extending the set of test cases generated by a
set of pairwise testing for the first three factors, and so forth for each additional
parameter by means of two steps: (i) the horizontal growth, which consists in
adding one more element in the test case; (ii) the vertical growth which adds
one more test case in all tests.

Other algorithms have been proposed as an extension of IPO such as the
In-Parameter-Order-General (IPOG) [7] and the In-Parameter-Order-General-
Fast (IPOG-F) [3]. IPOG-F is an adaptation of the IPO strategy for t-way
testing. As IPO strategy, it builds the initial solution by means of horizontal
and vertical growths, however, rather than performing comparisons, IPOG-F
algorithm makes use of two auxiliary matrices which help in choosing the best
value for the modified solution.

The difference between our algorithm, TTR, and the algorithms based on
IPO is that TTR does not use auxiliary matrices and defines a more judicious
criterion to extend/change the test cases than the IPO-based ones. The IPO-
based algorithms alter all elements of a solution corresponding to one column
(factor) and they use auxiliary matrices to do so. Thus, TTR demands less
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memory to run. This can explain why in some instances, IPOG-F (Table 2) and
IPO-TConfig (Table 3; see remark below) were not able to finish.

There are several free/open source and commercial tools available for gener-
ating MCAs. TConfig [16] is one of such as tools. It has an IPO implementation
for 2-way to 6-way4 testing and also the RBM algorithm. In our implementation
of TTR, we can generate t-way MCAs and, as seen in Section 4, TTR generated
equal or smaller set of test cases in almost all instances we used comparing it
with the IPO-TConfig. There is even two instances, 22324252 with t = 5 and
t = 6 (Table 3), that IPO-TConfig did not finish to run even that we let the tool
running for 2 days. In relation to the RBM algorithm implemented in TConfig,
TTR had equal or better performance considering all instances (Table 4).

jenny [5] is a tool initially conceived for regression testing but its reasoning
lies with the combinatorial design purpose for test case generation: try to avoid
exhaustive testing. Our algorithm TTR had equal but in many instances much
more better performance than jenny with respect to the size of the test suites.

6 Conclusions

In this paper, we presented a new contribution to the exhaustive software testing
problem. Our new algorithm, TTR, is able to generate t-way MCAs for com-
binatorial design testing. Different from other classical algorithms proposed in
the literature, like the ones based on IPO, TTR does not make use of auxiliary
matrices and has a more rigorous criterion to change the test cases. Thus, in
comparison with such algorithms, TTR demands less memory to run.

TTR outperformed classical algorithms/tools proposed in the literature such
as IPOG-F [3], IPO and RBM implemented within the TConfig tool [16], and the
jenny tool [5] with respect the size of the test suites created. For real projects,
this is something interesting because less test cases to run means, in general, less
time demanded by the entire software testing process. In addition, TTR is case
insensitive to the order in which factors/levels are input. This is another advan-
tage over other previous approaches because a test designer must not have to be
concerned with the order to input data for a combinatorial designs algorithm.

Future directions follow. We must try to improve the time performance of
TTR. In order to do this, we will create a new version of the algorithm with
parallel implementation (threads). We must also make an algorithm complexity
analysis in order to compare TTR with others algorithms presented in the lit-
erature. We will apply TTR to generate test cases for software embedded into
computer of space systems such as balloon applications [14].
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Abstract. Until now, is well-known that Requirements Engineering
(RE) is one of the critical factors for success software. In current lit-
erature we can find several reasons of this affirmation. One particular
phase, which is vital for developing any new software application is the
Requirements Elicitation, is spite of this, most of the development of
new software fail because of wrong elicitation phase. Several proposals
exist for Requirements Elicitation in Software Engineering, but in the
current software development market is focusing on the development of
Web and mobile applications, specially using Model-Driven methods,
that’s the reason why we asume that it is necessary to know the Elici-
tation techniques applied in Model-Driven Web Engineering. To do this,
we selected the most representative methods such as NDT, UWE and
WebML. We have reviewed 189 publications from ACM, IEEE, Science
Direct, DBLP and World Wide Web. Publications from the RE litera-
ture were analyzed by means of the strict consideration of the current
techniques for Requirements Elicitation.

Keywords: Model-driven web engineering · Requirements · Elicitation

1 Introduction

Recently, it has emphasized the success that Model-Driven Development (MDD)
have had for Web application development, the so called Model-Driven Web
Engineering (MDWE), this is mainly because with the use of models it is possible
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to represent (modeling) the user needs (goals) without neglecting the organiza-
tional objectives, the software architecture and the business process and from this
representation generate the Web application source code. Several MDWE meth-
ods [1] have been emerged for the development of Web applications using models
to do it, but only some of them strictly complied with the proposal of the Object
Management Group (OMG) for Model- Driven Development named Model-
Driven Architecture (MDA) [2]. The basic idea of the use of MDA starts from
the Computational Independent Model (CIM), in this first level, the application
requirements must be elicited and defined, such that we can generate through
model-to-model transformations (M2M) the Platform Independent Model (PIM)
to finish in the Platform Specific Model (PSM) with the source code. Regret-
tably, most of the MDWE methods only implements MDA from PIM to PSM
leaving aside the requirements phase (CIM level) despite this is a critical phase
on which the succes of the development depends directly [3]. This fact can bee
seen in their support tools i.e., code generation tools and modeling tools.

Bearing these considerations in mind, in this work is presented a review
regarding the current state of the implementation of the Requirements Elicita-
tion techniques in the most well-known MDWE methods according to [1], these
are NDT [4], UWE [5] and WebML [6]. Moreover, the tools used or developed
for support this phase on each method is analyzed. Requirements Elicitation
is a technique to collect the requirements, this is the main movement in the
Requirements Engineering process [7]. It try to find out the needs and collecting
the appropiate software requirements from the stakeholder’s. Therefore, this is
a complex process as it decides which techniques to be used in a project, deter-
mining, learning, acquiring, discovering the appropriate techniques, so this may
negatively influence the development process which results in system failures.
Importantly, we do not pretend to stablish a full critic approach since Require-
ments Engineering is more complex and is sub-divided in another phases like
analysis, management and so on. But we emphasize on Requirements Elicita-
tion techniques, because it is the starting point in any development process, and
MDWE methods should adopt or develop new techniques for its appliance in
Web application development in order to avoid problems like the system may
be delivered late, it will be may be more costly than the original estimation,
end-user and customer will not be satisfied, system may be unreliable and there
may be regular system defects [7].

The rest of the paper is organized as follows: Section 2 presents Require-
ments Elicitation techniques used for the analysis detailed in this work. Section 3
describes our analysis of MDWE methods and its Requirements Elicitation tech-
niques. Finally, the conclusion and future work is presented in Section 4.

2 Requirements Elicitation Techniques

Requirements Elicitation is used to discover what problems need to be solved [3],
and to identify the stakeholders, the objectives that the software system must
attain, the tasks that users currently perform and those that they might wish
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to perform. This phase is often carried out through the application of vari-
ous techniques, named direct and indirect approach. Direct approach classifies
the methods by whom we interact with the domain expert. In direct approach
the purpose is to enhance the understanding of the problems of system that
is currently in used. Most common techniques used are interviews, case study,
prototyping. With these tools a comprehensive analysis of total procedure can
been done. Indirect approach are used in order to obtain information that cannot
be easily articulated directly. Questioners, documents analysis are its examples.
Important thing in this approach is, how things are clarify by using figures and
statistics. In it a large quantity of data can be gathering from an alyzing the
documents. The results acquire from this type of investigation are easy to mea-
sure and an applicable test suggestion can be driven from them [7]. Next are
described the techniques used to analyze the MDWE methods selected on this
work:

Interviews. The interviews are probably the most traditional and commonly
used technique for requirements elicitation due to interviews are essentially
human based social activities, they are inherently informal and their effec-
tiveness depends greatly on the quality of interaction between the partici-
pants. Interviews provide an efficient way to collect large amounts of data
quickly. The results of interviews, such as the usefulness of the information
gathered, can vary significantly depending on the skill of the interviewer [8].
There are fundamentally three types of interviews: unstructured, structured,
and semi-structured. The latter generally representing a combination of the
former two.
Questionnaires. These are mainly used during the early stages of require-
ments elicitation and may consist of open and/or closed questions. For them
to be effective, the terms, concepts, and boundaries of the domain must
be well established and understood by the participants and questionnaire
designer. Questions must be focused to avoid gathering large amounts of
redundant and irrelevant information. They provide an efficient way to col-
lect information from multiple stakeholders quickly, but are limited in the
depth of knowledge they are able to elicit.
Observation. In observation methods, the knowledge engineer observes the
expert performing a task. This prevents the knowledge engineer from inad-
vertently interfering in the process, but does not provide any insight into
why decisions are made [7].
Prototyping. This technique has been used for elicitation where there is a
great deal of uncertainty about the requirements, or where early feedback
from stakeholders is required. Actually this is the process to build the model
about the system, prototypes help the system designers to build the infor-
mation system according the requirements and easy to manipulate for end
users. Even so, this is an iterative process and it is also part of the analysis
phase of system development life cycle [7].
Brainstorming. This is a process where participants from different stake-
holder groups engage in informal discussion to rapidly generate as many
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ideas as possible without focusing on any one in particular. It is important
when conducting this type of group work to avoid exploring or critiquing
ideas in great detail. It is not usually the intended purpose of brainstorm-
ing sessions to resolve major issues or make key decisions. This technique
is often used to develop the preliminary mission statement for the project
and target system. One of the advantages in using brainstorming is that it
promotes freethinking and expression, and allows the discovery of new and
innovative solutions to existing problems [8].

3 The Analysis

The purpose of this paper is to provide state of the art regarding Requirements
Elicitation techniques used by MDWE methods as well as the tool support their
offer. The method we use is described as follows: i) Definition of Research Ques-
tions (RQ’s), ii) Definition of Search Sources, iii) Elaboration of Search String by
means of the keywords extracted from the RQ’s, iv) Filtering of the Documents
Found and v) The Analysis.

Definition of Research Questions

In general, this study aimed to answer the following RQ’s:

1. Which Requirements Elicitation techniques are currently supported for
Model-Driven Web Engineering methods?

2. Which methods provide tool support for Requirements Elicitation tech-
niques?

Definition of Search Sources

With regard to the selection of search sources, in our work we used direct search
in CONRICYT1, ACM2, IEEE3, Science Direct4, digital library of scientific lit-
erature: DBLP5 and Google Scholar6, used in order to obtain grey literature
such as Thesis, Technical Reports, etc. In addition, we look into some of the
most representative conferences such as ICWE (International Conference on Web
Engineering), International Conference on Web Information System Engineering
(WISE) and RE Conference (Requirements Engineering Conference). In accor-
dance with the work of Brereton [9], these libraries were chosen because they
are some of the most relevant sources in Software Engineering.

1 http://conricyt.mx
2 http://portal.acm.org
3 http://ieeexplore.ieee.org
4 http://sciencedirect.com
5 http://informatik.uni-trier.de
6 http://scholar.google.com

http://conricyt.mx
http://portal.acm.org
http://ieeexplore.ieee.org
http://sciencedirect.com
http://informatik.uni-trier.de
http://scholar.google.com
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Elaboration of Search String

The structure of the RQ’s were used as a basis to extract some keywords, which
were then used to search for documents. We initially had the following keywords:
Web, engineering, requirements, elicitation, MDWE, method and tool. However,
in order to obtain more concrete and specific results in the field, we decided to
link Web with the keywords engineering and requirements, requirements with
the keyword engineering, and the keyword Web with the keywords engineering
and methods. In this respect, the choice of concatenating Web with engineering
was motivated by our goal, which was to retrieve papers specifically focused on
Requirements Elicitation techniques applied in MDWE. Finally, we elaborated
three search strings which were used in the search sources previously defined.

Filtering of the Documents Found

The procedure (inclusion and exclusion criteria) for the examination of the doc-
uments found was defined as follows: first of all the title and abstract of the
documents were read, only those that we considered relevant just in the case
if some of the terms used in the search strings appeared in the title or the
abstract. Then, the introduction and conclusion to those primary studies deal-
ing with specific Requirements Elicitation issues were read, e.g. those papers
concerning elicitation applied in a WE method. Finally, the whole document
was then read in order to discover those documents that use Requirements Elic-
itation techniques (or some of them) along with whether they had any kind of
tool support. At the end, only 16 papers were fully-readed.

The Analysis

This section presents and analyses the results obtained after performing the
review. Features (derived from RQ’s) such as Requirements Engineering tech-
niques and tool support are described for the NDT, UWE and WebML meth-
ods. These methods were selected since there are those approaches that have
been constantly being improved by research groups and software development
enterprises. Moreover, there have been several applications of those methods in
real-world projects.

NDT covers the whole life cycle process in the development of Web applica-
tions, including testing or quality assurance phases. In the NDT method, the
RE process consists of three phases (capture, definition, and validation) by
means of use case diagrams and a set of textual templates [10]. For Require-
ments Elicitation, this approach uses Interviews and Questionnaries. The
tool support for the Requirements Engineering [11] is covered by NDT-Suite
[12]. NDT hampers the development of a complex Web application, since
templates are difficult to complete as they require intensive interviews [13].
Furthermore, the requirements are difficult to maintain in NDT owing to the
use of textual templates for their specification.
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UWE is a method entirely based on UML [14]. It covers the whole life cycle
of the development of Web applications and RIA 7 development too. UWE
is based on MDA [15], therefore, requirements are considered in the CIM in
order to show what the Web application is expected to do without showing
details of how it is implemented. This method proposes the use of interviews,
questionnaires and checklists as Requirements Elicitation techniques [13].
A plugin called MagicUWE was developed to be used with the CASE tool
MagicDraw. Unfortunately, requirements elicitation support is missing in
this tool.
WebML is a visual language for specifying the content structure of a Web
application and the organization and presentation of such content in a hyper-
text [16]. Requirements are specified by using UML use case and activity dia-
grams. Regarding to Requirements Elicitation techniques, the authors states
that this approach uses Interviews. However, in the last years, WebML has
worked on implementing the semantics of the Business Process Modeling
Notation (BPMN) through Model-Driven Web application generation, the
approach transforms BPMN models into Web application models specified
according to the WebML notation and then into running Web application
[17]. WebML has tool support: WebRatio [18] and WebRatio BPM. The sup-
port that WebRatio offers to WebML is mainly focused on providing facilities
for the automatic generation of J2EE code.

Discussion

UWE and NDT are those methods which have placed greater importance on
Requirements Engineering by defining a set of formal guidelines to be used.
In both approaches, the requirements are considered since the early stages of
the Web application development process, thus making the development and
maintenance of Web applications easier, whilst fulfilling the project budget.

The techniques applied to each approach in the Requirements Elicitation can
be seen in Table 1, these are are Interviews, Questionnaires, Observation, Pro-
totyping and Brainstorming. There is a trend towards the use interviews, since
this technique is used by WebML, NDT and UWE for Requirements Elicitation.

Table 1. Search results by source

Method/Tech. Interviews Questionnaires Observation Prototyping Brainstorming

NDT + - - - +

UWE + + - + -

WebML + - - - -

The techniques presented in this section have advantages and disadvantages,
i. e., the use of interviews generates a lot of text, so, in a complex Web application
7 Rich Internet Aplications
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development process is a disadvantage because it is difficult to maintain. This
technique could, nevertheless, be extremely useful and comprehensible in the
development of simple Web applications.

Another important issue that we have seen in this study is the fact that these
Model-Driven methods are starting to offer support for RIAs (Rich Internet
Applications) which are Web applications emulating desktop software behavior.
Moreover, with regard to requirements specification for RIAs some of this meth-
ods can easly offer this support due to the use of UML for requirements, for
instance UWE and NDT, both of them can easy extends UML to cover special
issues regarding RIAs or extending its metamodel. In [19], the authors presents
a solution for the treatment of Web Requirements in RIA for NDT method.
For this aim they present WebRE+, a requirement metamodel that incorporates
RIA features into NDT modelling capabilities. WebML offer limited support
for RIAS by means of its Model-Driven tool named WebRatio which actually
includes already support for basic RIAs and AJAX behavior. The tool can also
be used together with RUX-Tool [20] if very advanced and complex dynamic
pages are needed. Furthermore, WebML now evolved into IFML (Interaction
Flow Modeling Language)8, which is since March 2015 an OMG standard. IFML
is a more comprehensive language that will natively include custom event man-
agement and rich interaction (not bound only to web interfaces). In this respect,
IFML can have a great aceptation within the community because in the methods
presented in this work is not common the use of standar notation for modelling
the behavior of Web applications interfaces.

On the other hand, the dissemination of the different methods is a highly
important issue since it assists in the realization of important advances in the
standardization of Web application development. The normalization of the way
in which requirements (the words/terms used to denominate the Web require-
ments) are denominated by each method it is necessary because all disciplines
need a mutual terminology, which is required to allow researchers to understand
and cooperate with each other, thus providing the basis needed to improve the
research area. This will help to the methods be well known in both the academic
world and the software industry. In this respect, it is worth mentioning the sup-
port offered by NDT, UWE and WebML through their websites because all of
them provide everyone who visits their websites with examples, published papers
and their respective tools, with the exception of WSDM, which only offers the
downloading of published papers because the tools license is not free. In the
particular cases of NDT, UWE and WebML, they provide guided step-by-step
examples with which to study and practice the development of Web systems
using their respective support tools. This confirms why these approaches are
those most frequently used in the development of Web applications in academic
and industry.

We have seen that different techniques and approaches have different and
relative strengths and weaknesses, and may be more or less suited to particular
types of situations and environments. Likewise some techniques and approaches

8 www.ifml.org

www.ifml.org
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are more appropriate for specific elicitation activities and the types of infor-
mation that needs to be acquired during those activities. With regard to tool
support, all the methods described in the previous section have a tool support
for its methodology. NDT its supported by NDT-Suite, WebML is supported
by WebRatio and UWE by MagicUWE. With regard to the Requirements Elic-
itation support tool, only NDT and UWE have it. NDT does this using the
NDT-Suite, UWE provides a tool that consists of a MagicDraw plugin.

4 Conclusions and Future Work

Requirements Elicitation is the first stage of Requirements Engineering that
requires the use of certain techniques. Selecting the right techniques has a perti-
nent influence on the quality of a software system. According to [21], the success
of this stage does not depend entirely on the selection of techniques, because,
due to the heterogeneity of stakeholders, this process must be carefully han-
dled by effectively applying the appropriate techniques towards the people. This
paper has presented a review about the MDWE methods that offers Require-
ments Elicitation support, we analized its techniques and tools. Elicitation tech-
niques (interviews, scenarios, prototypes, etc.) were investigated, followed by
representations, models and support tools. The review results suggest that elici-
tation techniques appear to be relatively mature, although new areas of creative
requirements are emerging in order to improve current MDWE methods.

A conclusion that comes out of the analysis performed is that the use of
common models and languages is recommended due to this fact will improve the
use of the same terminology for requirements, because a topic we found is the
different terminolgoy used by the MDWE methods to name their types of require-
ments. Therefore, if standard concepts are promoted in Web requirements we can
stablish a universal forms for modeling requirements. In this respect, although
studies have been conducted regarding the benefits of MDD in a development
process [22], few refer to the WE domain, among which are the works presented
in [23] and [24], thats the reason why it is necessary to conduct more studies
with regard to MDD in WE through empirical studies in order to validate and
support the potential application of these methods.

Finally, the use of current Web interface techniques for modelling the behav-
ior of the Web application is not common among the methods analyzed. This
leads to possible research lines in which mechanisms to represent the behavior
are studied to find a form to stadarize the its representation, for instance with
the new standar IFML (Interaction Flow Modelling Language).

For future work, we are collaborating with ProTech I+D, which is a software
factory, in order to develop a tool for support Requirements Elicitation during
its development process. The basic idea is that the tool must be compatible
with the WebML approach due to this is the one we detected that does not
have a well defined Requirements Engineering phase, basically is only focused
on its development tool Webratio (used for Web application development and
the letaest version for mobile application development), thus, we think that we
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can integrate our tool for Requirements Elicitation support withs its approach
for MDWE.
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4. Garćıa-Garćıa, J.A., Escalona, M.J., Ravel, E., Rossi, G., Urbieta, M.: NDT-
merge: a future tool for conciliating software requirements in mde environments. In:
Proceedings of the 14th International Conference on Information Integration and
Web-based Applications & Services, IIWAS 2012, pp. 177–186. ACM, New York
(2012)

5. Koch, N., Kraus, A., Hennicker, R.: The authoring process of the UML-based web
engineering approach. In: First International Workshop on Web-Oriented Software
Technology (2001)

6. Brambilla, M., Fraternali, P.: Large-scale model-driven engineering of web user
interaction: The WebML and WEBRATIO experience. Science of Computer Pro-
gramming 89, 71–87 (2014)

7. Khan, S., Dulloo, A.B., Verma, M.: Systematic review of requirement elicitation
techniques. International Journal of Inform ation and Computation Technology 4
(2014)

8. Agarwal, R., Tanniru, M.R.: Knowledge acquisition using structured interviewing:
An empirical investigation. J. Manage. Inf. Syst. 7(1), 123–140 (1990)

9. Ceri, S., Brambilla, M., Fraternali, P.: The history of webml lessons learned from
10 years of model-driven development of web applications. In: Borgida, A.T.,
Chaudhri, V.K., Giorgini, P., Yu, E.S. (eds.) Mylopoulos Festschrift 2009. LNCS,
vol. 5600, pp. 273–292. Springer, Heidelberg (2009)

10. Escalona, M.J., Aragón, G.: Ndt. a model-driven approach for web requirements.
IEEE Transactions on Software Engineering 34(3), 377–390 (2008)

11. Escalona, M.J., Mej́ıas, M., Torres, J.: Developing systems with ndt & ndt-tool.
In: 13th International Conference on Information Systems Development: Methods
snd Tools, Theory and Practice, Vilna, Lithuania, pp. 149–59 (2004)
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Sánchez-Figueroa, F.: Automatic generation of rias using rux-tool and webratio.
In: Gaedke, M., Grossniklaus, M., Dı́az, O. (eds.) ICWE 2009. LNCS, vol. 5648,
pp. 501–504. Springer, Heidelberg (2009)

21. Mishra, D., Mishra, A., Yazici, A.: Successful requirement elicitation by com-
bining requirement engineering techniques. In: First International Conference on
the Applications of Digital Information and Web Technologies, ICADIWT 2008,
pp. 258–263, August 2008
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Abstract. A good traceability business process (BP) regards a powerful tool for  
industrial and manufacturing organizations to pursuit effective productivity.  
However, there is a lack of a common understanding among its key stakeholders 
on implementing a proper traceability BP. In this paper, we propose the use of 
software engineering approaches, namely the design of a process-level logical ar-
chitecture for the traceability BP. This logical architecture captures the main activi-
ties, responsibilities, boundaries, and services involved in the traceability BP. The 
logical architecture was derived based on a use case model that arose from the re-
quirements elicitation of activities as the ones proposed by the GS1 standard. 

Keywords: Traceability · Business process · Industrial · Logical architecture · 
Use case model 

1 Introduction 

Manufacturing organizations increasingly strive to maximize productivity and reduce 
costs, which means producing more, faster, more efficiently and with higher quality, 
in order to increase profits. Traceability business processes (BP) [1-3] play an impor-
tant role on assisting manufacturing organizations improving their performances re-
garding those concerns.  One of the major goals of traceability BP is to ensure the 
persistence of relevant information related to the main activities of an organization 
[4]. Thus, traceability BP allows locating and recalling defective products throughout 
the supply chain. The fast recall of these products helps reducing the potential nega-
tive economic impact of their defects, and preserving consumers’ trust on the quality 
of their favorite brands, as well as their confidence in the systems that are designed to 
protect their safety [5]. The recalling of defective products is as more important as the 
physical integrity of their users is com-promised. The contribution of traceability BP 
to more efficient production processes lies in identifying stages in the production 
process that cause defects on the products [1-3]. Such identification supports continuous 
improvement of the production process, responding to demands for more efficiency [4]. 
                                                           
   This research is sponsored by the Portugal Incentive System for Research and Technological 

Development PEst-UID/CEC/00319/2013 and by project in co-promotion nº 36265/2013 
(Project HMIExcel - 2013-2015). 



 Deriving UML Logical Architectures of Traceability Business Processes 529 

In logistics, traceability data can be used to optimize routes (of traceable items –
shipments like truckloads, vessels, certain amounts of pallets of various items, logistic 
units like pallets or containers, or trade items, which are further on defined in this pa-
per [5], and to improve planning and management, primarily due to improved links with 
other organizations with which there is collaboration [4]. In accounting, this data can be 
used for inventory, or by monitoring applications to identify process inefficiencies [4]. 

According to [5], obtaining an integrated and holistic view of traceability requires 
all stakeholders to systematically connect the physical flow of traceable items (the 
physical flow may be a truck with bulk goods or a truck containing big bags of seeds 
[6] with the flow of information about them (traceability data). Such view is best at-
tained through a common process language.  

The GS1 global standard for traceability [6] is thus the starting point for this re-
search and was used as input for the execution of a requirements elicitation approach. 
The use of the global standard allows that the elicited activities encompass all phases 
and activities of the traceability BP, where it is assumed that every standard results 
from consensus and validation from the entities regarding the given industry and that 
key requirements are addressed. 

The main purpose of this research is to design a non-fragmented traceability BP 
view for software modeling in the industrial context of full supply chain traceability, 
which means that this view suits the purpose of supporting further development of full 
supply chain traceability process automation (software) tools. This view also includes 
the functional requirements of a global traceability BP for full supply chain traceabili-
ty, which allows contributing with an understanding on the meaning of traceability 
process concepts Martins and Machado referred in [4] and the common process lan-
guage mentioned in [5]. This common understanding (i.e., process language) is ob-
tained by creating and transforming a model that captures functional requirements a 
general traceability process for full industrial supply chain traceability shall meet to 
satisfy its user needs.  

This paper is structured as follows: section two addresses some related work and 
describes one of the main traceability standards for the industrial context; section 
three identifies functional requirements of the traceability BP for the industrial con-
text and presents their modeling in a UML use cases diagram; section four illustrates 
the transformation of standard-based business process requirements for full supply 
chain traceability into a logical architecture of the traceability BP; and section five 
presents the conclusions of this research.  

2 Related Work 

In general, traceability can be understood as the ability to trace the history, application 
or location of what is under consideration [7]. In manufacture, traceability regards the 
process to track a product batch and its history throughout the whole or a part of a 
production chain from raw material to consumer (chain traceability), or internally in 
one of the steps (non-continuous operations performed at a particular location) in  
the chain (internal traceability) [8]. Traceability allows: (i) identify the source of all 
materials and parts of a product (materials, intermediate and finished products) [6]; 
(ii) processing the entire history of the life cycle of the product [8] ; and (iii) the  
distribution and location of the product after delivery [7, 8]. Thus, traceability must be 
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ensured throughout all stages of the supply chain, like transport, storage, processing, 
distribution and sales [8]. According to [8], traceability is only achieved through the 
unique identification of the products. Traceable items can be located at places of pro-
duction, handling, storage and sale, each of which represents a traceable item location 
[5]. Different types of traceability can be found in the literature, as for example: for-
ward and backward traceability, active and passive traceability [9], vertical and hori-
zontal traceability [10], and internal and external traceability [6]. External traceability 
is particularly relevant for this research. 

In [11] it is specified  a mapping technique and an algorithm for mapping business 
process models, using UML activity diagrams, and use cases, so functional require-
ments specifications support the enterprise’s business process. In [12] business  
process models are derived from object-oriented models. KAOS, a goal-oriented re-
quirement specification method, provides a specification that can be used in order to 
obtain architecture requirements [13]. On other perspective, Tropos [14] uses notions 
of actor, goal and (actor) dependency as a foundation to model early and late require-
ments, architectural and detailed design, and [15] models business goals and derives 
system requirements, but it outputs a UML state chart. In [16], a methodology is pro-
posed where a business process reference models is used in the first phase of software 
development. Then, the business model is modified in order to fulfill customer’s and 
organization’s needs, and ends with an implemented software system.  

The Four-Step-Rule-Set (4SRS) method [17] allows the transformation of user 
product requirements into an architectural model representation. The method is tradi-
tionally applied in a product-level perspective including variability, recursive mechan-
isms and class diagrams generation. In its process-level perspective, the method is 
traditionally applied for creating context for product design in ill-defined contexts and 
specifying participants in service-oriented contexts. In this research, we issue logical 
architectures for a representation of standard-based activities instead of using them in 
context of product design. Thus, we use the same rationale as in [17] but the use case 
model used as input are standard-based activities rather than user process requirements. 

Terzi [18, 19] address the interoperability and lack of knowledge problem. Know-
ledge problem was tackled through the “development of a reference meta model for 
product traceability”, focused on product data structure requirements. He also pursued 
the interoperability along the diverse enterprise applications, in particular at a manu-
facturing stage, for managing the product traceability along the entire product life 
cycle. Jansen-Vullers [9] relies on case studies to create a traceability reference mod-
el. As a result an approach to design IS solutions for traceability is proposed. Starting 
with a model of the goods flow. This model depicts the processes that transforms 
manufacturing products, through a sequence of operations. The model is then  
translated into a reference data model that is the basis for designing an information 
system for tracking and tracing. The intention of Gampl's study is to approach a ty-
pology for traceability systems. To achieve that, he surveyed traceability systems, on 
German food industry, and create a detailed description for traceability systems in 
terms of dimensions and aspects [20]. Panetto [21] maps the “IEC 62264 standard 
models to a particular view of Zachman framework in order to make the framework 
concrete as a guideline for applying the standard and for providing the key players in 
information systems design with a methodology to use the standard for traceability 
purposes”. On this study Panetto was able to rely on a standard to obtain a abstract 
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model of traceability. Sobrinho on his research modeled an information system aimed 
at the maintenance of traceability data in the Brazilian wine industry, according to the 
principles of a service-oriented architectures [22]. 

The research in [23-25] describes domain-specific implementations of traceability 
processes in healthcare and in food industry, respectively. Manikas in [26] presents an 
activity-oriented web application for supply chain traceability for agricultural indus-
tries that relies on the Traceability Data Pool (TDP) model. In [27], a framework 
based on event-driven process chains (EPCs) methodology, the entity-relationship 
model (ERM) and activity-based costing (ABC) is used to define and analyze the 
current state of a supply chain and design a future system to develop business process 
reengineering for a supply chain of fourth range vegetable products. 

3 Modeling Traceability with Use Cases  

This research was divided in three main phases. This research began by identifying 
the key requirements of the global traceability BP. The requirements elicitation was 
based on the GS1 global traceability standard [6] and on literature review. Initially, 
we used the set of subprocesses from the GS1 global traceability standard previously 
described. However, the standard is highly generic and does not provide detail about 
some of the main activities of a generic traceability process. Thus, requirements elici-
tation was also supported by the domain knowledge and strengthened by the profes-
sional experience of the authors namely from the automotive industry. In the end of 
this phase, the requirements of the traceability BP were gathered and represented in 
the form of use cases, using the Unified Modeling Language (UML) [28]. UML use 
cases are mandatory input for the 4SRS method. The 4SRS method has proven suc-
cessful in the design of Information Systems to represent the requirements for process 
execution, thus chosen to be executed to the standard-based logical architecture de-
sign. The activities were organized by their detail level where, as in [29], functional 
refinement of use cases was the used strategy to provide different levels of abstraction 
to modeling (in the case of the present research, the traceability BP modeling). This 
strategy allows adding requirements incrementally and facilitates their interpretation. 

The first phase of our approach was to model the GS1 global traceability stan-
dard’s subprocesses and steps by using use cases diagrams. This model allows to  
develop a first draft of the standard subprocesses and steps’ representation. Addition-
ally, another main contribution regards the identification of insufficient information  
to develop an adequate and complete use case model. The identified use cases  
are depicted in Table 1. These use cases can be used as the starting point for the  
development of any use case model. 

It must be pointed out that in [6] one of the presented subprocesses is called Recall 
Product. In early versions of the global standard, this subprocess was included in the 
Use Information ({UC5}) subprocess. At the time of this research, Recall Product 
was not a subprocess that the interviewed stakeholders wished to address because 
their concerns regarded other subprocesses. For this reason, Recall Product subpro-
cess was not included in the model. However, our proposed approach may easily in-
clude Recall Product subprocess within the use case model and use it in the logical 
architecture derivation in future works. 
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Table 1. Identified use cases from the GS1 global traceability standard 

Standard Subprocess Use Cases with Full Infor-
mation 

Use Cases with Insufficient 
Information 

Plan and Organize ─ Manage traceability data 
─ Link traceability phases 

─ Create traceability plan 

Align Master Data ─ Identify Traceability 
Partner 

─ Identify Physical Loca-
tions 

─ Identify Assets 
─ Identify Trace Items 
─ Exchange Master Data 

─ Assign Traceability 
Partner Data 

─ Assign Physical Loca-
tions Data 

─ Assign Assets Data 
─ Assign Trace Items Data 
─ Send Master Data Re-

quest 
─ Respond to Master Data 

Request 

Record Traceability Data ─ Apply the identification 
to the identification car-
rier 

─ Capture the identifica-
tion of the traceable item 

─ Collect traceability data 
─ Store traceability data

─ Assign identification to 
traceable item 

─ Collect traceability data  
─ Share traceability data 

Request Trace (no use cases were direcly 
used) 

─ Send a trace request  
─ Reply to a trace request 

Use Information (no use cases were direcly 
used) 

─ Monitor the traceability 
process 

Recall Product (was not included yet in the 
approach) 

(was not included yet in the 
approach) 

 
Based in the insufficient information from subprocesses and steps that were identi-

fied, new inputs are required that are directly related to the real industrial case study 
where the approach was adopted. We present the applicability of the approach in a real 
industrial case study, namely in automotive industry. Thus, it is presented a use case 
model in Fig. 1 that represents the applicability of our approach to the automotive in-
dustry (and ultimately to the organization that regards the presented real industrial 
case). This use case model captures the functional requirements of all phases and 
main activities of the global traceability BP. This model also relates these phases with 
the corresponding stakeholders. 

The first-level use cases model (sometimes called level zero) of the traceability BP 
directly corresponds to the 5 sub-processes proposed by the GS1 global traceability 
standard (see Fig. 1). All these use cases were decomposed in order to organize them 
hierarchically in activities at the same level of abstraction. Each use case from this 
model was textually described as well.   

If, for this level of abstraction, modeling of use cases was performed directly from 
the global standard subprocesses, refining these use cases was not possible to derive 
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The refinement of this use case gave origin to use cases {UC1.1}, {UC1.2}, 
{UC1.3} and {UC1.4} (see Fig. 2) and all of them were also refined (except for 
{UC1.3}), i.e., a third-level of abstraction was modeled. Use case {UC1.1} Under-
stand business area (included additional lower-level use cases regarding its functional 
decomposition) was completely modeled and specified based on interviews with some 
stakeholders from the specific industrial context and literature review, which is to say, 
no input at all from the global traceability BP subprocess. Some of the use cases from 
the decomposition of {UC1.2} Manage traceability data and {UC1.3} Link traceabil-
ity phases were modeled entirely based on the steps from the subprocess and others 
from interviews and literature review inputs, which is to say that overall {UC1.2} was 
partially based on the standard. Use case {UC1.4} Create traceability plan was based 
on the standard, but its specification was strengthened with interviews and literature. 

 
{UC2} Align Master Data 
The refinement of this use case gave origin to use cases {UC2.1}, {UC2.2}, {UC2.3}, 
{UC2.4} and {UC2.5} (see Fig. 3) and all of them were also refined, i.e., a third-level 
of abstraction was modeled. Use cases {UC2.1}, {UC2.2}, {UC2.3}, {UC2.4} and 
{UC2.5} were entirely based on the standard subprocess, but refinements from all of 
them were partially or not at all specified based on the standard steps, thus interviews 
and literature were input for all of third-level use cases. 

 

 

Fig. 3. {UC2} Align master data use case model 

{UC3} Record Traceability Data 
The refinement of this use case gave origin to use cases {UC3.1}, {UC3.2}, {UC3.3}, 
{UC3.4}, {UC3.5} and {UC3.6} (see Fig. 4) and only {UC3.4} Collect traceability 
data required additional refinements. Use cases {UC3.2} Apply the identification to 
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the identification carrier, {UC3.3} Capture the identification of the traceable item, 
{UC3.4} Collect traceability data and {UC3.6} Store traceability data were entirely 
based on the standards subprocesses. Use cases {UC3.1} Assign identification to tra-
ceable item and {UC3.5} Share traceability data were based on the standard subpro-
cesses, but its specification was strengthened with interviews and literature. This was 
the case (but regarding standard steps) for all the use cases from the refinement of 
{UC3.4} Collect traceability data as well. In conclusion, in {UC3} all the use cases 
were at least partially based on the global standard. 

 

 

Fig. 4. {UC3} Record traceability data use case model 
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Fig. 5. {UC4} Request trace use case model 
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The refinement of this use case gave origin to use cases {UC4.1}, {UC4.2} and 
{UC4.3} (see Fig. 5), where in this case no additional refinements were required. Use 
cases {UC4.1} Send a trace request and {UC4.2} Reply to a trace request were based 
on the aggregation of two standard steps, but its specification was strengthened with 
interviews and literature. This aggregation of steps implied changes on the use case 
actor, since the assigned role had to be analyzed for addressing both use cases that 
were aggregated. Use case {UC4.3} Consult the state of trace requests was completely 
modeled and specified based on interviews with some stakeholders from the specific 
industrial context and their explicit identified need for monitoring traces, which is to 
say, no input at all from the global standard. 

 
{UC5} Use information  
The refinement of this use case gave origin to use cases {UC5.1} and {UC5.2} (see 
Fig. 6) where in this case no additional refinements were required. Use case {UC5.1} 
Monitor the traceability process was partially based on the standard subprocess and 
steps, where its specification was strengthened with interviews and literature. Use 
case {UC5.2} Consult trace requests with reply was completely modeled and speci-
fied based on interviews with some stakeholders from the specific industrial context 
and literature review, which is to say, no input at all from the global standard. 

 

 
Fig. 6. {UC5} Use information use case model 

The overall use case model is composed by 64 use cases. Within these use cases, 
the model included 49 leaf use cases and they were used as input in the 4SRS execu-
tion.  In summary, 18 of the elicited use cases were directly obtained from the stan-
dard, 22 were partially obtained from the standard (i.e., with additional inputs from 
other sources like literature and stakeholder’s needs) and 24 were obtained only from 
literature and meetings with stakeholders. Additionally, it is easily depicted that the 
standard (in this case, GS1) is too generic to be modeled in use cases and its use is 
input mainly within higher-level use cases from the model. 

4 Deriving a Logical Architecture for Traceability 

In this section is presented the logical architecture derived from the use case model 
from the real case study in industry presented in the previous section. A transformation 
method, the process-level 4SRS [17], is used in order to derive a logical architecture 
for the traceability BP. The 4SRS method receives as input a set of functionally  
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decomposed use cases (also called leaf use cases) that describe the process require-
ments. These use cases are refined through successive iterations of the 4SRS method 
and in the end a logical architecture of that process is obtained. Consider an AE (Arc-
hitectural Element) as the elementary piece of a logical architecture (a logical architec-
ture is also composed of associations between the AEs and packages, nevertheless 
associations cannot exist without AEs and packages are not expressive unless they 
contain AEs). Each AE should have a well-defined set of responsibilities, well defined 
boundaries and a well-defined set of interfaces, which define the services the architec-
tural element provides to the remaining AEs [30].  

The 4SRS is composed of 4 steps (with 10 micro-steps), briefly described as fol-
lows [17]: Step 1 – Architectural Element Creation: In this step, three types of AEs 
(interface – i-type, control – c-type, and data – d-type) are created for each use case; 
Step 2 – Architectural Element Elimination: In this step, it is decided which AEs 
created for each use case are maintained or eliminated, taking into account the entire 
system,  This step is divided into eight micro-steps, Micro-step 2i – Use Case Classi-
fication, Micro-step 2ii – Local Elimination, Micro-Step 2iii – Architectural Element 
Naming, Micro-step 2iv – Architectural Element Description, Micro-step 2v –  
Architectural Element Representation, Micro-step 2vi – Global Elimination, Micro-
step 2vii – Architectural Element Renaming, Micro-step 2viii – Architectural  
Element Specification; Step 3 – Packaging and Aggregation; The AEs that were 
maintained after the execution of step 2 should give origin to packages (or aggrega-
tions) semantically consistent; Step 4 – Architectural Element Association This last 
step supports the introduction of associations between AEs. This step is divided into 
two micro-steps (optional): Micro-step 4i – Direct Associations and Micro-step 4ii – 
Use Case Model Associations. The main output of these four steps is a logical  
architecture, which captures the main responsibilities and boundaries of a traceability 
process. This model provides a non-fragmented view of the main activities that make 
up the traceability BP. The specification of traceability process requirements and the 
logical architecture of this process are described in detail in the following sections. 

The execution of the 4SRS over the 49 leaf use cases from this real case study  
resulted in a logical architecture composed of 79 AEs and 390 associations between 
them. The logical architecture of the standard-based global traceability BP for  
industrial supply chains comprises a set of abstractions supporting the functional  
requirements of that process or the activities that comprise that process. AEs were 
aggregated according to their semantics, which means a package aggregates AEs that 
cooperate for the execution of the same activity from the traceability BP. For instance, 
the AEs related to the activity represented by the use case {UC3.4} Collect traceabili-
ty data are contained by the package with the same name ({P4} Collect traceability 
data). If the use cases in Fig. 1 (representing the GS1 global traceability standard 
subprocesses) correspond to the highest abstraction level of business process func-
tional requirements, the use cases in Figs. 6 (representing the GS1 global traceability 
standard activities) through 10 correspond to the second highest abstraction level.  

Overall, we obtained 41 AEs of i-type, 19 AEs of c-type, and 19 AEs of d-type, 
which implies that this process is extremely dynamic. Such was expected from the 
nature and purpose of traceability itself. An interesting fact of this result is that 19 
AEs are of d-type, and therefore have no computer support. This means that there are 
plenty of traceability key activities that depend on human decision. 
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Fig. 7. Subset of the information model regarding package {P4} 

The set of AEs contained by each package determines the detailed scope of  
package {P4} Collect traceability data, represented by means of the contained AEs. 
Hereupon the execution of the 4SRS allows identifying the responsibilities of high 
abstraction level activities (in this case the activity of collecting traceability data, 

 
 
 
 
 

 

 



 Deriving UML Logical Architectures of Traceability Business Processes 539 

previously represented by the use case {UC3.4} Collect traceability data) and their 
association with other traceability process activities and subprocesses. For instance, in 
package {P4}, these responsibilities are: (i) the decision about the traceable item iden-
tification; (ii) the identification carrier creation; (iii) the capture of the traceable item 
identification; (iv) the decision on how maintain the traceability data, among others. 

The package {P4} Collect traceability data is perhaps the most complex of this ar-
chitecture, although all are irreplaceable. It consists of 17 AEs. Besides the number of 
AEs, the complexity of this package lies in the significant number of associations 
between other packages, which increases their dependency of this package on the 
proper functioning of the outer AEs.  Referring to the premise for the clustering of 
AEs into packages, the execution of the 4SRS method managed to conceptualize a big 
picture of the group of activities, and thus identify some challenges related to this 
abstraction. In the particular example of package {P4} Collect traceability data, those 
challenges are: (i) the need for interoperability between data collection mechanisms; 
(ii) the need for orchestrating traceability data collection at all stages of the BP; and 
(iii) the need for determining the life-cycle of the trade item in real-time. 

As mentioned in the description of the 4SRS, there are two types of associations 
between two AEs: direct association and use case model association. The first type 
(solid line) indicates that two AEs are originated from the same use case. The second 
type (dashed line) indicates that two AEs are somehow related. These relations are 
detailed in the textual description of use cases that originated them. Considering the 
example of package {P4} (see Fig. 7) it is possible to clearly identify the roles of the 
different associations. An example of these associations is depicted in Fig. 8. 

 

 

Fig. 8. Direct associations and use case associations 

Considering the example presented in Fig. 8, there is an activity deciding which 
traceability data to include on the identification carrier of the traceable item (per-
formed in {AE3.2.c} Decide data to Include in the identification carrier). Additional-
ly, there is an activity regarding the creation of the respective identification carrier of 
that item (performed in {AE3.2.i} Create identification carrier). Both activities origi-
nated in the same use case. Another required activity regards collecting data about the 
transformation of a traceable item (performed in {AE3.4.3.i2} Calculate trade item 
path (lifecycle)). The latter has an association with {AE3.2.i}, requiring the result of 
the activity of {AE3.2.i} to perform its activity. All associations within the architec-
ture should be thoroughly analyzed, because the existence of anomalies in one  
AE may imply anomalies in the AE associated with it. Therefore, all identified de-
pendencies must be assured in of the traceability BP implementation, guaranteeing 
communication between the various parts of the process. 
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In conclusion, the proposed process modeling approach allows identifying the tra-
ceability process key elements. Through the creation of AEs, it is possible to capture a 
well-defined set of responsibilities, the boundaries of each element of the process, and 
a set of well-defined interfaces that define the services that this AE provides to other 
AEs. Thus, it is possible to promote interoperability between the traceability BP sub-
processes, including internal and external traceability. This is essential to get a holis-
tic view of the traceability BP. Without such view, any attempt to implement the BP 
is likely to fail. 

5 Conclusions 

This paper highlights the potential of traceability to support the sustainability of in-
dustrial organizations. Currently, the traceability process implementation presents 
many challenges particularly in regard to the common understanding among key 
stakeholders. To address this problem a logical architecture that supports the func-
tional requirements of the traceability BP was proposed. This architecture is the main 
contribution of this research. This architecture resulted from the application of 4SRS, 
which is a new and systematic approach in the area of Industrial Engineering. On the 
one hand, it is aligned with the GS1 global traceability standard. On the other hand, it 
captures the traceability BP main activities allowing either an alignment among 
stakeholders about the main activities either a common vocabulary for understanding 
the scope and the traceability responsibilities. In this research work, an approach was 
proposed to improve the overall vision and knowledge about the traceability BP in an 
industrial environment. The literature review (in particular, the works of [4, 5, 31]) 
allowed realizing that many of the gaps and constraints of the traceability BP reside in 
the lack of a common understanding among its key stakeholders. Facing such percep-
tion, this work proposed the development of a logical architecture that captures the 
main activities, responsibilities, boundaries, and services involved in the traceability 
BP. The 4SRS method was used to derive this architecture. This method is typically 
used in the design of Information Systems to represent the requirements for process 
execution. 

The requirements elicitation involved a detailed analysis of the GS1 global tracea-
bility standard, where a set of key use cases that capture the functional requirements 
of traceability BP were presented. The use of this standard was useful only in a very 
embryonic moment of the requirements elicitation phase, since its high degree of 
generalization did not allow a proper functional refinement, so we other sources of 
information were used (case studies, the authors' experience, among others). The in-
clusion of an industrial traceability standard promotes the use of best practices that 
result from consensus and validation of various industry bodies. This is certainly an 
added-value in our approach. Also during modeling, high complexity was found with-
in the main activities that comprise the traceability BP. The use cases' functional re-
finement proved to be a useful exercise to minimize this constraint, which includes 
the detailed description of the 64 use cases to help in this matter. The use of  
the standard (in this case, GS1) is input mainly within higher-level use cases from the 
model, although our model was composed by use cases directly obtained from the 
standard regarding first-, second- and third-level use cases. 
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The logical architecture inherits the benefits of the proposed use cases. The 4SRS 
had never been used for this particular context. However, this method has proved very 
useful since it has formalized and guided the development of our architecture. Some 
subjectivity can be pointed to the application of 4SRS. To minimize this subjectivity 
we made some iterations and revisions. A logical architecture of the traceability BP 
composed by 79 AEs was proposed, promoting an object-oriented vision. These AEs 
are the fundamental elements in order to enable this architecture addressing the origi-
nal problem. What distinguish an AE of any other are mainly three aspects: (i) each 
AE has a well-defined set of responsibilities; (ii) each AE has well-defined bounda-
ries; and (iii) each AE has a set of well-defined interfaces, which define the services 
that the AE provides to the remaining AEs. By capturing the behavior of the traceabil-
ity BP, this approach reduces the process ambiguity. Knowing the AEs (and logical 
architecture as a whole) is useful both for organizations without a formalized tracea-
bility BP as for organizations with mature and well established traceability BP. Thus, 
this architecture could serve as a guide for new traceability BP implementations 
and/or as an element to assess how well established is a traceability BP. In summary, 
our systematic approach offers an integrated, comprehensive and holistic overview of 
the traceability BP that allows to delineate and also detailing the scope of traceability. 
With the use of the 4SRS we assure a scalable and reusable logical architecture. This 
method allows adding other activities to the logical architecture. 

In the proposed model, Recall Product subprocess was not included. However, our 
proposed approach may easily include Recall Product subprocess within the use case 
model and use it in the logical architecture derivation in future works. In the future we 
intend to evaluate the logical architecture proposed based on the behavior of a tracea-
bility BP already implemented. This study should help align the logical architecture 
with some traceability organizational practices. 
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Abstract. Together with the expansion of the WWW we are seeing the
expansion of mobile devices that are becoming more and more pervasive.
Mobile application development is becoming more and more complex as
users of mobile applications are demanding more high quality software.
Our contribution is to frame the positive and negative aspects of native
and multiple targeted mobile applications that should be considered by
the involved stakeholders more particularly the software organization
decision-makers.
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1 Introduction

The challenge of mobile application development has several consequences for
software professionals [51]. Mobile applications include traditional applications
rewritten to run on mobile devices and applications that make use of features
related to the mobile context, i.e., information originated in the computing envi-
ronment allowing behavior adaptation [37]. Behavior adaptation is included in
the general class of context-aware applications and inherits the complexity and
peculiarities of development related to sensing aspects [4].

Device characteristics, for example screen size, low-power CPU, and network
issues such as lost connections and reduced bandwidth influence application
requirements. Due to the inherent complexity of these applications, the develop-
ment should be supported by adequate software engineering methods [52]. Thus,
new professional skills are required in mobile application development.

Another defiant matter in mobile application development is related to the
diversity of technologies and vendors. The heterogeneity of devices and operating
systems, also known as platform fragmentation [8], affects in some extent all
mobile platforms. Native applications development is an important development
option due, mainly, to the mentioned heterogeneity. However, while there are a
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O. Gervasi et al. (Eds.): ICCSA 2015, Part IV, LNCS 9158, pp. 544–558, 2015.
DOI: 10.1007/978-3-319-21410-8 42



Native and Multiple Targeted Mobile Applications 545

few iOS type of devices, Android targets thousands1. The platform fragmentation
is not always a problem, for example it allows the market expansion giving to
users and vendors a broader range of choices and personalization.

The heterogeneity in mobile application domain influences the portability
[26] of mobile applications. The attempts to apply solutions to manage porta-
bility issues similar to those of the desktop domain are not equally effective due
to technological aspects and specific strategies of mobile platform vendors [1].
Quality aspects of mobile applications have been a concern of some industry
initiatives [30].

Essentially, the software development can follow a single or multiplatform
(cross-platform) strategy [6]. Web applications have the characteristic of cross-
platform compatibility [28] and their increased complexity [17] are managed by
methodologies in a research area known as Web Engineering [20]. The particu-
larities of Mobile Web applications have created additional demands for devel-
opment methodologies [23].

Model-driven Engineering (MDE) has been presented as a possible solution to
mitigate, among other aspects, software complexity [18] and platform fragmenta-
tion problems [43]. MDE includes various model-driven approaches for software
development, including model-driven architecture, domain-specific modeling and
model-integrated computing [24].

A great number of decision-making factors are involved in software projects.
Some of these factors are discussed in the work of Vijayasarathy and Butler [50].
The authors discuss the influence of project, team, and organizational aspects in
the choice of software development methodologies. However, other dimensions
can be considered when software organizations have to make decisions about
which development approach should be adopted. Such examples are team tech-
nical skills and technological aspects. As we discussed above and according to
the related literature, the mobile application development presents an inherent
complexity due to the particularities of this domain. Our contribution in this
paper is an analysis of different options for mobile application development in a
synthetic context. Our analysis involves solutions based on native and multiple
targeted development. Here we loosely refer to (i) “Native” when the develop-
ment is directed towards a single target e.g. Android and (ii) “Multiple Targeted
Development” - MTD when the development effort is directed towards a plat-
form that will redirect the resulting artifacts towards two or more targets, e.g.
Android and iOS. We do not discuss the meaning of Java or C++ being more
or less “native” [11,16]. Our analysis identified two approaches for MTD: ad-hoc
and principled. We consider MDE the only principled MTD option despite the
original ambition of the Web, which we consider one of the ad-hoc options. We
discuss part of the technological aspects involved in the mobile application devel-
opment. Among other stakeholders, we expect to help the software development
decision-makers of software organizations.

1 opensignal.com/reports/2014/android-fragmentation/

opensignal.com/reports/2014/android-fragmentation/
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This paper is structured as follows. In Section 2, we give an overview of the
role of the Web Engineering in mobile application development. In Section 3,
we discuss the different options for mobile application development. Section 4
presents the final considerations.

2 The Role of the Web Engineering in the Mobile
Application Development

Our work does not have a focus on the mobile native development options. On the
other hand, we have a certain focus on web based mobile software development.
Our work wants to compare the native software development with MTD. We
refer to the native development options generically by referring to their Software
Development Kits (SDKs) (and sometime native APIs or tools). The native
development options are not as intricate as the MTD and here we briefly discuss
web-based development, unarguably the main MTD option. As we will see on
Section 3.2, MDE is not currently such a popular option for mobile platforms.

The advent of new application classes has created new challenges for the Web
Engineering. An example is Rich Internet Applications (RIAs). RIAs represent a
web application class that has a better responsiveness and a more extended user
experience than usual Web applications [32]. RIAs involve a heterogeneous set of
solutions aiming to add new characteristics to Web Applications. These charac-
teristics comprise four fundamental aspects [48]: Rich Presentation, Client Data
Storage, Client Business Logic, and Client-Server Communication. The peculiar-
ities of RIA development led to the proposal of new methodologies in Web Engi-
neering. Figure 1, adapted from the work of Escalona and Aragon [17], depicts
the scenario of web methodologies since 1993, where we included the proposed
RIA oriented methodologies since 2006. As we can observe, RIA methodologies
(the italic names) basically consist of extensions of existent approaches, providing
abstractions to model the structure and the behavior of application components.
We refer to the work of Casteleyn and others [7] for a deeper overview of the
research involving RIAs.

The adoption of the new characteristics related to the four fundamental
aspects listed above did not stop new demands. The need for designing RIAs
that could run in multiple devices with screens of different characteristics, such
as mobile devices, led to the search of specific web methodologies (for example,
UWE + RUX [41], WebML + RUX [29], and AlexandRIA [12]). The integra-
tion of cloud computing paradigm in the mobile application development have
resulted in specific approaches such as MobiCloUp! [13].

On the other hand, The World Wide Web Consortium (W3C) proposed a
specific recommendation2 for mobile web applications development. Also, the
HTML5 standard and several W3C specifications have introduced features that
support mobile applications characteristics as presented in Table 1. Some spec-
ifications are currently being developed.

2 www.w3.org/TR/mwabp/

www.w3.org/TR/mwabp/
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Fig. 1. Web methodologies including those for RIAs (Adapted from the work of
Escalona and Aragon [17])

3 Mobile Application Development

There are some works comparing native and web-based development (e.g. [8,45]).
Tools supporting multiple targets have also been evaluated for ad-hoc multiple
targets (e.g. [22,39]) and for MDE tools (e.g. [43]). Our discussion considers
these different options for mobile application development.
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Table 1. HTML5 features and W3C specifications related to mobile application devel-
opment

Feature Purpose
Offline support a Provide mechanisms to manage application data when

it is offline.
Device APIs b A series of APIs to interact with devices services, for

example, the Vibration API and the Battery Status
API.

Geolocation API c Provide access to geographical location information
associated with the hosting device.

Web NFC API d Provide access to the hardware subsystem for Near Field
Communication (NFC), an interface and protocol for
simple wireless interconnection.

Web Telephony API e Define an API to manage telephone calls.
DeviceOrientation
event specification f

Define new DOM (Document Object Model) events that
provide information about the physical orientation and
motion of a hosting device.

Touch events specifi-
cation g

Define a set of low-level events that represent one or
more points of contact with a touch-sensitive surface,
and changes of those points with respect to the surface
and any DOM elements.

a http://www.w3.org/TR/offline-webapps/
b http://www.w3.org/2009/dap/
c http://www.w3.org/TR/geolocation-API/
d http://www.w3.org/TR/nfc/
e http://www.w3.org/TR/telephony/
f http://www.w3.org/TR/orientation-event/
g http://www.w3.org/TR/touch-events/

According to a proposed mobile architecture with 6 categories3, mobile appli-
cation classes include Native, Web (named No client), HTML5, Special, Hybrid,
and Message applications. We consider HTML5 based applications a specific case
of Web applications. Hybrid applications are those developed combining the use
of native and Web technologies. Special is a category that includes applications
developed in specific (maybe proprietary) languages and tools (e.g. Adobe Flash
applications developed in ActionScript language in Apache Flex or Adobe Flash
Builder tools). Message applications are based on legacy frameworks such as
SMS and MMS for data exchange. We refer to Hybrid and Special Applications
as Alternative Applications.

Several platforms and tools are involved in the mobile domain. In Figure 2,
we illustrate the historical scenario of platforms (green lines), cross-platforms

3 www.gartner.com/newsroom/id/2209615

http://www.w3.org/TR/offline-webapps/
http://www.w3.org/2009/dap/
http://www.w3.org/TR/geolocation-API/
http://www.w3.org/TR/nfc/
http://www.w3.org/TR/telephony/
http://www.w3.org/TR/orientation-event/
http://www.w3.org/TR/touch-events/
www.gartner.com/newsroom/id/2209615
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Fig. 2. Platforms and tools for mobile application development

tools (blue lines), and standards (gray lines). We can realize that the platforms
proposed in the last years (e.g. Tizen, Firefox OS, and Ubuntu Touch) have
openly allowed the use of HTML5 as a development option. The first public
working draft of the HTML5 standard was proposed by Web Hypertext Appli-
cation Technology Working Group (WHATWG4) in 2008 and became a W3C
recommendation in 2014.

3.1 Native Development

Native applications are generally developed5 by using a specific SDK provided
by a platform vendor. Table 2 depicts in a simplistic way the main characteristics
of the SDKs of some mobile platforms.

Table 2. SDK main characteristics

Platform Programming
Language

GUI development IDE

Android Java, C, C++ Android UI, Mate-
rial Design

Eclipse, Android
Studio

iOS Objective-C, Swift Cocoa Touch Xcode

Windows Phone Multiple XAML, DirectX,
WinJS, Modern UI

Visual Studio

4 www.whatwg.org
5 See Section 3.2, for MDE tools that generate native applications

www.whatwg.org
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As we can see, each platform has distinguishing characteristics and a specific
IDE. From the organizational perspective, this can require particular developer
skills and additional efforts in training. Furthermore, the specificity of GUI toolk-
its is a known issue for MTD [6].

The hardware advances of mobile devices such as multicore CPUs and GPUs
are creating new improvement opportunities for native mobile applications. Some
types of applications (e.g. 3D games and image processing) can benefit more from
multiprocessing and advanced graphical processing features. Moreover, perfor-
mance of these applications can benefit from the fact that the programming
languages used to build native applications are generally compiled or have most
of the advantages of a compiled framework.

Concerning the application usability, native applications fits platform look-
and-feel. This means that the user interface presents a consistent aspect and
behavior across applications of the same platform.

3.2 Multiple Targeted Development

The development of software that is easy to port or deliberately targeted for
multiple platforms is known as cross-platform development [6]. Here, we discuss
ad-hoc efforts and MDE that we consider a more principled effort.

Ad-hoc Multiple Targeted Development. Wasserman [52] mentions two
MTD options for mobile application development: web applications and cross-
platform development tools that allow the building and maintenance of multiple
platform versions of an application developed from the same code base.

Web applications are developed through web technologies such as HTML,
CSS, and JavaScript. HTML allows the specification of content and structure,
CSS, the presentation, and JavaScript, the behavior of web applications.

JavaScript engine performance has been part of the focus in the so-called
browser wars [42]. The release of JavaScript V8 engine in Google Chrome in the
desktop side was accompanied by a similar change in the mobile one. WebKit
Web browser engine used in the construction of several mobile browsers is boost-
ing the performance of its JavaScript engine SquirrelFish Extreme (SFX). Both
engines use the strategies of compiling JavaScript to native machine code and
inline caching.

Web applications have a particular look and feel that can rely on specific
UI frameworks (e.g. JQuery and Scriptaculous). On the other side, a particular
Web application can present issues such as look and feel inconsistencies or lack
of functionalities across different web browsers [33].

One of the early obstacles for mobile web applications was the access to
device-specific features. For example, the touch screen is the prevalent interaction
method of mobile devices. Nevertheless, due to limitations of HTML language,
Web browsers were not able to recognize gestures properly. With the proposal of
Touch events specifications for the HTML5 (Table 1), mobile web applications
can have their demands of multi touch events supplied.
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Alternative mobile applications performance varies considerably depending
on the tool adopted [39]. However, the choice criteria of these tools are not so
clear and depend on application requirements and development strategies. So
benchmark proposals are needed for performance evaluation of mobile applica-
tions features such as those adopted in JavaScript evaluation (e.g. SunSpider
and V8).

The user interface of Alternative mobile applications relies on web based wid-
gets (e.g. PhoneGap), external libraries implemented in programming languages
such as JavaScript to render platform GUI elements (e.g. MoSync) or access to
platform GUI widgets through their own APIs (e.g. Titanium). Some tools allow
the customization of web-based widgets by Cascading Style Sheets (e.g. Adobe
Flash Builder). This permits development of custom user interface widgets but
possibly increasing the development effort [39].

The application deployment in online stores encompasses particular packag-
ing and signing formats [14]. Online stores often reject applications that down-
load executable code or interpret code not contained within the application
archive [39]. In order to avoid rejection, cross-platform tools generally offer dif-
ferent strategies to package and sign applications to the target platform. One is
to compile and package the particular source code to the specific platform code
(e.g. the MoSync strategy). Another is to wrap the application in a native for-
mat, for example, a mobile web application can be wrapped in a native format
where the native portion only invokes an installed web browser or this appli-
cation embeds a Web View, a kind of component used for the development of
functionally limited browsers [47], to access the server side functionalities.

The access to device features in alternative applications is usually performed
by the interaction with native APIs. This is often made through external libraries
implemented in programming languages such as JavaScript or proprietary frame-
works.

Cross-platform tools use different approaches for MTD. Bellow, we briefly
present some approaches discussed in the literature [22,39,43]. It is important to
note that the same tool can use multiple approaches (for example, Marmalade
can be used in the development of Hybrid applications through wrapping or
retargeting).

- Code interpretation: An interpreter executes instructions directly without
previous compilation, in other words not demanding the translation of a
language into a format more amenable to execution [3]. The application is
often executed in a runtime environment called Virtual Machine (VM) [46]
that can require a particular instruction set such as bytecodes [53] for the
purpose of increase performance and reduce platform dependence. Sample
tools: Titanium, RhoMobile.

- Retargeting: Sometimes referred as cross-compilation, it is an approach in
which the source code is typically translated to a common format called
Intermediate Representation (IR) that is used for generating platform-
specific applications [25]. Sample tools: MoSync, Marmalade.
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Table 3. Summary of the characteristics of the Ad-hoc MTD approaches

Approach Possible advantages Possible drawbacks

Web development Some standards (such as those
from W3C) guide the appli-
cation development. Improved
application portability.

Look and feel inconsistencies.
Lack of functionalities. The
access to device-specific fea-
tures can be difficult without
proper API support.

Code interpretation Increase of application porta-
bility. The same source-code
base can be used in develop-
ment for multiple platforms.

Performance of pure inter-
preters is typically lower than
static and JIT compilers [44].

Retargeting The same source-code base is
used to generate native applica-
tions to each platform. Advan-
tages of native applications.

Increased complexity of the
compiler development. Each
backend must be optimized to
deal with platform specificities
when dealing with the same IR
[25].

Wrapping The application can be dis-
tributed in online stores.

Similar to those of Web devel-
opment. The access to device-
specific features must be
managed by specialized APIs.

- Wrapping: Consists on using a wrapper, a native container encapsulating a
Web-based application. Sample tools: Phonegap, Marmalade.

Table 3 summarizes possible advantages and drawbacks of the Ad-hoc MTD
approaches.

Model-Driven Engineering. MDE defines a set of approaches in which
abstract models of software systems are designed and systematically transformed
into concrete implementations [18]. It is based on the premise that ”everything is
a model” in software development [5]. Some studies [19,24,36,49] have discussed
advantages and drawbacks in the adoption of MDE practices in software indus-
try in general. Suggested advantages of using MDE techniques are improvements
in productivity, portability, reusability, and reusability [18]. However, a series of
problems can negatively hinder or prevent MDE adoption such as the additional
effort required by modelling activities and the lack of appropriate skills, mixing
technological and human factors [49].

Kraemer [27] proposes Arctis, an MDE-based tool for Android application
development. Arctis uses UML activity diagrams and state machines to generate
application code. State machines are used to establish the external contracts of
the activity models.
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IBM Rational Rhapsody6 is a commercial tool that allows the development
of embedded, real-time and mobile applications through UML or SysML stat-
echarts. Models can be simulated and used to generate application code. It is
possible to synchronize changes in model and code.

Domain specific languages (DSLs) have been used by different MDE method-
ologies. The MD2 approach [21,22] is based on a DSL designed for description of
data-driven business applications that are compiled for Android and iOS native
code. Mobl [23] uses a declarative DSL to allow the implementation of mobile
web applications. Applications built in Mobl are based on HTML5, CSS and
Javascript.

Cugola and others [15] present SELFMOTION, an approach for the develop-
ment of adaptive mobile applications using service compositions. These applica-
tions are adaptive with respect to the deployment environment and the external
resources and third-party applications they rely upon. The application behav-
ior is described as a set of abstract actions in a declarative language. Abstract
actions are then transformed in concrete actions. SELFMOTION applications
are executed by a specific middleware.

Miravet and others [35] propose DIMAG, a framework for declarative spec-
ification of client-server mobile applications. The workflow of the application is
modelled as a state machine whereas the user interface is described in a XML-
based specific language. A code generation strategy is used according to the
target platform and device characteristics.

Genexus X Evolution7 is a commercial MDE tool based on objects involving
patterns related to user interface widgets and data views described in a propri-
etary language to define an abstract mobile application. This abstract description
can be compiled for native code in Android, iOS and Blackberry or to HTML5.

Table 4 summarizes the characteristics of the MDE tools for mobile appli-
cation development. Tools such as IBM Rational Rhapsody and Genexus X
Evolution are commercial products that have some reports of successfully use
in industry8. Arctis was initially proposed as a research tool and now it is part
of Reactive Blocks Eclipse Plugin9 that has free and commercial versions. The
remaining tools are results of academic research.

Most of the MDE-based tools are based on DSL approaches and support at
least the access to device features of geolocation.

In spite of the importance of MDE approaches to control platform fragmen-
tation and complexity problems of the mobile application domain [43], the MDE
techniques are considered in early stages or not relevant in general practice [22].
However, technical factors are not the only to be considered in the adoption of
MDE approaches. Organizational, managerial and social aspects such as motiva-
tion, commitment, and support to process changes are important for successful

6 http://www-03.ibm.com/software/products/en/ratirhapfami
7 http://www.genexus.com/genexus-versions/genexus-x-evolution-3?en
8 See for example, http://www-03.ibm.com/software/businesscasestudies/us/en/

andhttp://www.genexus.com/success-stories/success-stories?en
9 http://www.bitreactive.com

http://www-03.ibm.com/software/products/en/ratirhapfami
http://www.genexus.com/genexus-versions/genexus-x-evolution-3?en
http://www-03.ibm.com/software/businesscasestudies/us/en/ and http://www.genexus.com/success-stories/success-stories?en
http://www-03.ibm.com/software/businesscasestudies/us/en/ and http://www.genexus.com/success-stories/success-stories?en
http://www.bitreactive.com
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Table 4. Comparison of tool characteristics

Tool Model Platform Device feature
supported

Arctis UML Activity, State
Machine

Android Geolocation

IBM Rational Rhap-
sody

Statechart Android All provided by
Android SDK

MD2 DSL Android, iOS Geolocation

Mobl DSL Android, iOS Geolocation

Genexus X Evolu-
tion

DSL Android, iOS,
Blackberry OS,
HTML5

Geolocation, Cam-
era

DIMAG DSL, State machine Android, Java ME,
Windows Mobile

Not specified

SELFMOTION DSL Android Geolocation, Cam-
era

adoption of MDE practices [24]. From the reviewed literature, we can observe
that the efforts to learn the modelling languages are not clear. Thus, additional
empirical studies of MDE tools are needed.

4 Related Work

Some authors have discussed different aspects involved in mobile application
development, mainly comparing native and web options.

Charland and Leroux [8] discuss the strengths and weakness of native and
Web development options. These options are analyzed according to performance,
user experience, and developers skills criteria. The authors mention that, in gen-
eral, Web applications are cheaper to develop and deploy than native applica-
tions. However, the paper does not present MTD as we consider.

Serrano and others [45] evaluate the different technologies for developing
mobile web applications. Frameworks are compared through different criteria
such as programming languages, platforms, and access to hardware features.
Most of the analyzed frameworks converge to the use of HTML5. Our analysis
considers other types of mobile applications such as multiple targeted applica-
tions.

Orht and Turau [39] and Heitkotter and others [22] compare several features
of cross-platform tools for mobile application development. Although the cross-
platform approach may become an option for native development, some issues
related to development support, hardware resource consumption and User Expe-
rience must be solved. Ribeiro e Silva [43] also compare cross-platform tools, but
differently from Ohrt and Turau and Heitkotter and others, they included two
MDE tools based exclusively on DSL approaches. In our discussion, we include
MDE tools based on other modeling approaches.
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5 Conclusion

The application requirements are the bottom line in a choice of native or multiple
targeted mobile application development. Some application classes, for example
games, have particular User Experience demands (e.g. look and feel) that can
be decoupled from specific platform considerations. The choice of a strategy for
mobile application development and software development in general must be
reflected from a specific organizational point of view comprising, the managerial
and technical issues. The organization must evaluate, among others, the market
options, the development skills, and the project characteristics. This reasoning
also applies when existing applications are ported to mobile environments (see
for instance, the experience of Facebook10). Our contribution with this paper is
an analysis of different options for mobile application development in a synthetic
context. We assumed a basic knowledge of native mobile approaches and, based
on our concepts of MTD options, we discussed some of their advantages and
drawbacks.

The characteristics available for the developer in native and web development
are converging. Arguably Web and native development will never be equivalent,
however considering this convergence, the impact of the choice is diminishing.
We are now investigating how to couple some of the tools we already developed
with the processes and techniques of Software Product Line (SPL). A definition
for SPL is “a set of software-intensive systems sharing a common, managed set of
features that satisfy the specific needs of a particular market segment or mission
and that are developed from a common set of core assets in a prescribed way”
[10]. SPL research involves broad concerns [34] such as Requirements Engineer-
ing [2], Variability Management [9] and Testing [38]. In particular, SPL is an
important approach for multiple targeted mobile applications and this seems an
important direction for mobile application development in general [31,40].
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Abstract. Tourist Spot Recommender Systems (TSRS) help users to find the in-
teresting locations/spots in vicinity based on their preferences. Enriching the list 
of recommended spots with contextual information such as right time to visit, 
weather conditions, traffic condition, right mode of transport, crowdedness, secu-
rity alerts etc. may further add value to the systems. This paper proposes the 
concept of information enrichment for a tourist spot recommender system. Pro-
posed system works in collaboration with a Tourist Spot Recommender System, 
takes the list of spots to be recommended to the current user and collects the cur-
rent contextual information for those spots. A new score/rank is computed for 
each spot to be recommender based on the recommender’s rank and current con-
text and sent back to the user. Contextual information may be collected by sever-
al techniques such as sensors, collaborative tagging (folksonomy), crowdsourc-
ing etc. This paper proposes an approach for information enrichment using just 
in time location aware crowdsourcing. Location aware crowdsourcing is used to 
get current contextual information about a spot from the crowd currently availa-
ble at that spot. Most of the contextual parameters such as traffic conditions, 
weather conditions, crowdedness etc. are fuzzy in nature and therefore, fuzzy in-
ference is proposed to compute a new score/rank, with each recommended spot. 
The proposed system may be used with any spot recommender system, however, 
in this work a personalized tourist spot recommender system is considered as a 
case for study and evaluation. A prototype system has been implemented and is 
evaluated by 104 real users. 

Keywords: Recommender systems · Information enrichment · Crowdsourcing · 
Tourism · Fuzzy inference 

1 Introduction 

The Location Based Services (LBS) has become quite popular on small computing 
handheld devices in terms of location aware advertising, security alerts, news updates, 
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disaster management, geo-fencing, location based recommender and so on. A location 
based recommender system is an important application which generates personalized 
list of recommendation based on user’s position. Location based recommender sys-
tems are most beneficial for tourist in recommending interesting locations/spots in 
vicinity of their current position.  

List of recommended spot without considering the current context may not be very 
beneficial to the user. For example, a user asking for nearby restaurant may be rec-
ommended with a popular restaurant in the vicinity without considering the fact that it 
may be fully reserved for a party or it may be undergoing renovation. In such situa-
tions, the current contextual information regarding to be recommended spots may add 
a lot of value to the spot recommender service. Identifying information suitable for 
integration with the recommended spot is important to improve the effectiveness of 
recommendation. Unusual contextual conditions such as construction at a site, a spot 
is closed on the day of query etc. if provided to user can help user significantly. In 
addition, most of the contextual information about a spot such as traffic conditions, 
weather conditions, crowdedness etc. changes regularly, therefore the need to collect 
information at current time arises.  

Contextual information may be gathered using several techniques. Some type of the 
contextual information such as weather conditions, temperature, traffic conditions etc. 
may be gathered using sensors. Some information which are available on web and does 
not change frequently may be crawled from web. Collaborative tagging may also be used 
to gather contextual information. Some type of contextual information such as a spot is 
not safe to visit at evening, services at a spots are temporarily unavailable, a restaurant is 
fully reserved, a road to reach a spot is closed, a spot is not worth visiting etc. are difficult 
to collect from the traditional sources. However, we believe that human gather such type 
of information about their vicinity through multiple sensors like vision, touch and audi-
tion etc. and use their intelligence to understand them and share them with others. This 
paper presents a contemporary approach to gather the information about a spot using 
location aware crowdsourcing approach. Location aware crowdsourcing is an approach 
to collect information from the people who are present at that spot at current time in order 
to find the current context. However, some of the information may be captured from 
sensors or other techniques of information acquisition. 

This paper focuses on information enrichment of a push-based personalized tourist 
spot recommender system (TSRS). This recommender system will recommend the 
popular spot in the vicinity of a tourist ranked on the based on his/her personal prefer-
ences. The additional information may be annotated separately with the recommended 
spot or they may be integrated with the recommendation rank. However, in this  
work we choose to integrate the additional contextual information along with personal 
preferences and reorder the list for recommendation. Integrating the additional infor-
mation with personal preferences may filter out those spots from the list of recom-
mended spots which are not worth visiting currently due to some or the other reasons. 

As mentioned earlier, most of the contextual parameters and personal preferences are 
fuzzy in nature, therefore the fuzzy inference system is used to get a new score/rank for 
each spot belonging to the recommended list of spots and then the list is reordered based 
on this new score/rank. 
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Rest of the paper is structured as follows- section 2 provides background and relat-
ed work. Section 3 presents overall design of the proposed system. Section 4 contains 
experiment settings and results, section 5 discusses evaluation of the system and sec-
tion 6 concludes the paper.   

2 Background and Related Work 

In this section we present the related research in location recommender system and 
crowdsourcing. Also, a brief overview of fuzzy inference system is given.  

2.1 Location Based Recommender System 

Earlier research in location/spot recommender system includes tourist application 
such as “COMPASS [18] which is point of interest (POI) recommendation for mobile 
tourists. The data in this type of approaches is usually gathered and tested on some 
test users. In such applications, test users are provided with GPS enabled devices and 
catalogs of POIs are created where users could vote for different POIs, such as restau-
rants, tourist attractions etc. Authors in [9] created a similar type of system for  
restaurant recommendation, where test users could vote for restaurants and receive 
recommendation. For recommendation, collaborative filtering approach is used. First, 
a list of POIs in the surrounding of the user is computed. All users who had casted a 
vote on these POIs is taken into consideration for collaborative filtering and the  
N most similar of them are used to derive a rating.  Various other location recom-
mender systems includes mobile tourist guide system [7], [15] etc. Earlier some work 
is done in user profile enrichment [5] and geo-tagged images [3], [13] authors clusters 
a large-scale geo-tagged web photo collection into groups by location and then find 
the representative images for each group. A user can provide either a photo of the 
desired scenery or a keyword describing the place of interest, and the system will look 
into its database for places that share the visual characteristics. Tourist destination 
recommendations are produced by comparing the query against the representative 
tags or representative images. To the best of our knowledge, the preliminary work on 
information enrichment techniques, to ease the selection of a location from the list of 
recommended nearby interesting location is only discussed in our previous work [17]. 

2.2 Crowdsourcing 

According to Brabham et. al [2], crowdsourcing is an online, distributed model for 
problem solving and production such that a company’s production cost is substantially 
reduced. Crowdsourcing approach addresses a problem by utilizing the wisdom of 
crowd. In this approach an organization takes up a job and instead of getting it done by 
employees, outsource it to an undefined (and generally large) network of people in the 
form of an open call. The important precondition of crowdsourcing is the use of the 
open call format and the large network of potential laborers [10]. The problem is 
broadcasted by the source to a group of unknown people (crowd) for solution and 
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crowd solves the problem and submits their solution back to the source. These solu-
tions are now owned by the source and crowd may be remunerated monitory or with 
prizes etc. Intellectual satisfaction is one of the most important motivations for crowd 
in some cases. Crowdsourcing is useful when the task can be divided in subtasks and 
single person or computer cannot perform the task. Some of the popular crowdsourcing 
systems are-Wikipedia [19], Yahoo! Suggestion Board [20], Threadless [21], 
iStockphoto [22], InnoCentive [23], Sheep Market [24], Yahoo’s flickr  [25], 
MobiMission  [8], Gopher game [4] and CityExplorer [14] etc. Fig 1. shows the over-
view of crowdsourcing system. The requestor, platform & workers are main 
stackholders of the system. Initially, a requester submits the task/job to the platform. 
All the task management activities are performed by the platform. A popular example 
of crowdsourcing platform is Mturk- Amazon mechanical turk, which is a highly-
available, cheap, programmable prototyping platform for crowd computing [26]. 
Workers/ crowd resources (sometimes also known as turkers) work on the tasks and 
return the solution back to the platform.  

The use of WWW and the mobile phone with GPS facility has opened opportunities 
for mobile location aware crowdsourcing in which workers always carry their phones 
with them to provide them the chance to contribute at any time.  In location aware 
crowdsourcing, location is used as criteria to distribute tasks to the workers. To under-
stand the concept of location aware crowdsourcing, consider a scenario –“Jane is an 
hour’s drive from some great sunset points. She decides to visit a sunset point, but she 
is not sure which one of these sites to go. She is not sure about mode of transport avail-
able, crowdedness and the current weather conditions nearby those sites. She decides 
to ask the crowd present on these places about the weather conditions, transportation 
mode and crowdedness. Within a few minutes she gets back information from other 
people around these sites that help her to decide which of the sunset points to visit". 
This scenario implies that location aware crowdsourcing may be useful to get real time 
information. 

 

Return Answers Find Task 

Collect Answers Submit Task 

Requestor 

Platform 

(Publish Tasks) 

Workers 

 

Fig. 1. Crowdsourcing Architecture 
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Various researchers focused on crowdsourcing based on the use of mobile phones. 
txteagle [6], is a mobile crowdsourcing system that allows crowd workers to earn 
money by completing simple tasks such as translation, transcription, and filling out 
surveys by using their mobile phones.  Fashism [28], is a fashion web site allows 
customers to get comments on their fashion style while doing shopping by sending a 
dressing-room photo to the community and getting votes and get comments back from 
the crowds in real time. Google exploits the crowdsourcing idea to collect the road 
traffic data and provide the traffic conditions. The live traffic data is collected from 
the user's having Google Map [27] on their phone.  Askus [12] is a mobile platform 
for supporting networked action which allows specifying tasks, which are then 
matched by the system to specific service person based on geographic location. But 
none of these examples exploits the user’s physical location and context in real sense. 
Some of the tasks like one described above are location dependent and requires to 
find people nearby a particular location. Also, such tasks have time constraints which 
need to be satisfied. 

2.3 Fuzzy Inference System 

A fuzzy system [11], [16] can model the quantitative aspects of human knowledge 
and reasoning process without using precise quantitative analysis. Fuzzy inference is 
a process of transforming a given input to an output using fuzzy logic. This process 
involves the membership functions (A membership function defines how each point 
in the input space is mapped to a membership value between 0 and 1), fuzzy if-then 
rules and fuzzy operators. Fuzzy inference is mainly divided into five parts: 
 

Fuzzyfication: When the crisp inputs are provided to the fuzzy inference system, the 
system determines the degree to which the given inputs belong to each of the fuzzy 
set. his process is achieved via membership functions. 
Fuzzy Rule Antecedent Matching: Fuzzy inputs and the degree to which each part 
of the rule antecedent has been satisfied are known by this time. If antecedent com-
prises of more than one part, the fuzzy operators (min, prod etc.) are applied to get a 
single result. This single number can now be applied to the output function. 
Fuzzy Implication: In this step the consequent part is evaluated. The input to this 
step is the single value from the previous step and output is a fuzzy value. Implication 
is evaluated for each rule using methods like min and prod etc.  
Aggregation of Consequents: To make the final decision all the matched rules must 
be aggregated. By this process output is aggregated to a single fuzzy value. Example 
of aggregation methods are max, prober and sum etc. 
De-fuzzyfication of Output: The output of previous step is a single fuzzy value 
which is now converted to a crisp value. 

Fuzzy inference systems are generally of two types - Mamdani type and Sugeno 
type [16]. These two types differ in the de-fuzzyfication parts. In Mamdani type infer-
ence output is a fuzzy value and needs to be converted to crisp value. In Sugeno type 
output membership function is either linear or constant.  
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3 Overall System Design 

This section presents the overall design of proposed system. The proposed system 
design is shown in fig 2. The proposed system consists of four sub parts namely mo-
bile client, Spot recommender, crowd resources and Information Enrichment System 
(IES).  
 

 

Fig. 2. Proposed Systm Design 

The system works as follows- 

1. The tourist spot recommender system (TSRS) reads current position of user. Based 
on user’s current position and personal preferences it finds the list of spots (say LT) 
in vicinity of the user for recommendations (Assuming a push based service). 

2. TSRS sends each spot Li ∈LT with its rank to Information Enrichment System 
(IES). 

3. TSRS reorder the list LT of spots and recommend them to user 
4. The crowdsourcing platform aggregates the answers from crowd at spot Li and 

sends them to fuzzy integrator along with the rank of Li obtained from TSRS com-
puted in step 1. 

5. IES’s Crowdsourcing platform having a predefined set of questioner selects crowd 
currently present at spot Li and distributes the questioner to them. 

6. Crowd resources present at spot Li answers the questioner with respect to spot Li. 
7. Fuzzy integrator based on the inputs from crowdsourcing platform and rank of spot 

Li, computes a new rank of Li and IES it back to the TSRS. 
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3.1 Mobile Client with Web Interface 

Client is a mobile user who is the target user for pushing the tourist spot recommenda-
tion based on his/her personal preferences and current geographical location. Client is 
a registered user of the system. A new system is developed where crowd resources 
and requestors may register as fresh users. Current position of the registered user can 
be automatically obtained by GPS enabled device. The client gets the list of recom-
mended spots ordered on the basis of personal preferences and current contextual 
information.  Client requestor can also see the special information annotated with the 
rank which includes right time to visit, right transportation mode, security alerts or 
any other relevant information about the spots [17]. 

3.2 Tourist Spot Recommender System (TSRS) 

Tourist Spot recommender system generates the personalized list of recommended 
spots LT nearby client’s current position. A personalized spot recommendation strate-
gy similar to one proposed and implemented in [9] is implemented to obtain personal-
ized tourist spot recommendations.  However, any other existing spot recommender 
system or POI recommender system can also be plugged in here. When a mobile cli-
ent checks in to a new location, the TSRS subsystem generates a ordered list LT of 
popular tourist spots in proximity based on the user’s personal interest and past pref-
erences. In the proposed work, TSRS generates the list LT of recommended tourist 
spots and request the Information Enrichment System (IES) to gather the additional 
information about each spot in the list LT at current time. The IES gathers the contex-
tual information of each tourist spot in list LT using crowdsourcing approach and 
computes a new rank based on old rank computed by TSRS and gathered contextual 
information. IES sends back the new rank and some additional information back to 
TSRS. After getting back the new rank and additional information about each tourist 
spot in the list, TSRS reorder the list on basis of new score and augment it with the 
information obtained and push the recommendation to the mobile client.  

3.3 Information Enrichment System (IES) 

Information enrichment system consists of two sub systems namely crowdsourcing 
platform and fuzzy integrator. Details of these two sub systems are given in following 
subsections. 

Crowdsourcing Platform 
This section discusses the crowdsourcing platform for gathering contextual infor-
mation about a spot at a specific time. The platform consists of following parts.  

Questionnaire Design 
The proposed crowdsourcing platform contains a predefined set of general questions 
about spots. This set of questions is sent to the crowed resources who answer them  
in context to their respective spot Li. Seven sample questions shown in fig. 3 are  
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considered for experiment purposes. However, other relevant questions may further 
be added or modified based on crowd’s feedback. 

 

 

Fig. 3. Sample Questioner Form 

Database  
The database contains information about the registered users to the system. The pro-
posed system obtains the current position (latitude, longitude, timestamp) of the regis-
tered users as soon as they checks-in to the system and keep this updated information 
in database. The registered user can play role of client as well as crowd resource. This 
database also contains the updated contextual information about popular tourist spots 
in a geo-spatial region. This information is proactively gathered from the crowd avail-
able at that spot every few minutes. Data of last few hours for every spot is main-
tained in the system.  

Crowd Resource Selection and Task Distribution  
To gather contextual information about a spot we need to find the crowd resource at 
that time. The selection of crowd resources is made primarily based on their current 
geographical location. The registered resource people, who are present in the vicinity 
of tourist spot Li at current time, are selected to answer the questions about spot Li. A 
distance threshold of 300 meters is chosen for selection of crowd i.e. the registered 
users present within a radius of 300 meters of a spot Li are requested to contribute the 
information. The crowdsourcing platform distributes the questionnaire to the crowd 
resources for each spot Li on regular interval. The responses from these resources 
about spot Li are then aggregated by result aggregation subsection.  

To motivate the crowd some incentive model should be identified. In this work, we 
assumed that crowd is willing to answer the question for community service and a 
simplest crowd incentive model discussed here is used. However, in future a 
crowdsourcing incentive model which can motivate several crowd resources to con-
tribute information will be studied. In proposed system a score is maintained for each 
crowd resource person. Initially score for a new resource person is set to zero. When-
ever a resource person submits the answer his/her score is incremented by 2 points for 
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every answer which is considered correct by the aggregator and the score is decre-
mented by 1 as a penalty for every answer which is not considered as correct by the 
aggregator.  

Responses from the crowd resources may come in few minutes depending on the 
crowd’s speed to answer. However, most of the information collected here does takes 
some time to change and therefore, in order to improve response time information 
about the popular spots is collected proactively on regular intervals, say every 15 
minutes. Since, system always contains the updated information about the spot, it can 
be returned to TSRS subsystem in real time as soon as the client arrives at some spot 
and TSRS requests for information. 

Result Aggregation  
To aggregate the answers sent by crowd regarding spot Li, some techniques which can 
ensure the correctness of the results should be applied. In proposed systems, the answers 
from majority of trustworthy resource persons (one with high reputation score) are con-
sidered to be the correct answers for simplicity. For quality control in crowdsourcing, 
for each resource person we estimate and maintain a trust score based on their past in-
teraction with the crowdsourcing platform and which corresponds to their trustworthi-
ness. The trustworthiness of user ui is computed as shown in equation (1).  
 ℎ ∗ 1 ∗    (1) 
 

Here β is a parameter which can be dynamically adjusted to give precedence to 
promptness of response or reputation. Initially trust score of each contributor is 10 at 
system startup and promptness of response may be given higher weightage then the 
reputation by adjusting the value of parameter β. The initial prompt answers from 
majority are considered correct and their reputation score is incremented by .5. For 
each user whose answer is considered correct by aggregator always gets an increment 
of 0.5 in their reputation score. If the answers are not considered correct their reputa-
tion score is decremented by 0.1. The trust score cannot go below -10. After some 
time, the value of β may be adjusted to give higher weightage to reputation. The ag-
gregated answers from crowdsourcing platform are sent to the fuzzy aggregator. The 
set of correct answers arrived in last 15 minutes for each tourist spot Li are aggregat-
ed. 

Fuzzy Integrator 
As traffic conditions, weather conditions, crowdedness, security and the user preference 
for a spot are all fuzzy in nature, therefore, fuzzy inference system is used for computing 
the new rating for each tourist spot Li. The fuzzy integrator computes the new rating of 
each tourist spot Li on the basis of fuzzy context parameters (traffic conditions, weather 
conditions, crowdedness, security) sent from crowdsourcing platform and the rank of  
spot Li computed by personalized tourist spot recommender system. The other non fuzzy 
information about each spot is annotated with newly computed rank and returned back to 
TSRS. The details of fuzzy integrator are as follows. 
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Other non fuzzy context parameters such as right time to visit, right transportation 
mode and other comments are annotated directly with the spot Li. 

3.4 Crowd Resources 

The crowd resources are registered users on the proposed system. This has already 
been mentioned that the proposed system can find the current geographical position of 
the registered user as and when he/she check-in at a spot. The resource person gets the 
alert for a task anytime anywhere and resource person may choose to perform the task 
or cancel it. If the resource person chooses to perform the task he/she is provided with 
a simple interface containing the predefined set of questions and user answers with 
those questions in context to his/her current location. These responses from crowd 
resource are stored in the database along with crowd resource person’s userid, latitude 
and longitude of current location and timestamp. The answers submitted by the crowd 
resources come back to the platform and the platform then aggregates the responses 
from several crowd resources as discussed earlier [17]. 

4 Implementation, Experiments and Results 

In this Section, we first present the implementation details. Second, we introduce 
experimental settings and third, some results are reported. 

4.1 Implementation 

In order to show the feasibility of the proposed concept, a prototype of proposed in-
formation enrichment system is implemented. TSRS, crowdsourcing platform and 
fuzzy integrator modules resides on server side.  An Android application is devel-
oped to simulate crowd platform. For computing fuzzy crowd-source score, 
MATLAB fuzzy tool box is used. 

Most Android devices allow determining the current geo-location. This can be 
done via a GPS (Global Positioning System) module, via cell tower triangulation or 
via WiFi networks.  This system has used the GPS receiver in the Android device to 
determine the best location via satellites. When TSRS receives the request, it gener-
ates the list of top ten locations nearby user’s current location for recommendation 
based on user’s personal preferences. Personalization is achieved based on the user’s 
profile information and his/her feedback for already visited locations in past. Location 
similar to the one’s user has visited and liked in past are given higher preference. 
Similarity is computed using Persons’s correlation coefficient method. A very basic 
personalized location based recommender system TSRS is developed using Java. 
However, any other type of recommender system for locations can be used to gener-
ate basic recommendations. The top four out of ten locations for some users are 
shown in table 1. MYSQL database management system is used for storing the data.  

The registered resource person, when checks in at a new location get the questioner 
interface as a task. A registered user receives questioner interface only once for every 
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location. However, if the user voluntarily wants to resubmit the answer for same loca-
tion again, he/she may chose to answer the same set of questions after an interval of 
30 minutes. The interface is developed in Android Software Development Kit (SDK) 
in Eclipse IDE. To retrieve user’s current location, android.location API has been 
used. The answers for questioner with respect to their current location of user along 
with latitude, longitude of the locations, the timestamp and user id are submitted to 
the crowd platform and stored in the database. The fuzzy integrator is implemented in 
MATLAB. 

The registered resource person, when checks in at a new location get the questioner 
interface as a task. A registered user receives questioner interface only once for every 
location. However, if the user voluntarily wants to resubmit the answer for same loca-
tion again, he/she may chose to answer the same set of questions after an interval of 
30 minutes. The interface is developed in Android Software Development Kit (SDK) 
in Eclipse IDE. To retrieve user’s current location, android.location API has been 
used. The answers for questioner with respect to their current location of user along 
with latitude, longitude of the locations, the timestamp and user id are submitted to 
the crowd platform and stored in the database. The fuzzy integrator is implemented in 
MATLAB. 

4.2 Experimental Settings 

For assessment of proposed system, 104 volunteer users have been registered (73 males 
and 31 females) as crowd resource. Each volunteer user carry a GPS enabled android 
mobile phone along with them. All the users are residents of Delhi or nearby cities. For 
experiments, volunteers are randomly divided into groups of 10-12 users each and they 
are requested to visit the top popular locations of Delhi for a span of two weeks in group 
(so that we can get response from at least some users for every location). Platform fires 
the job request (consisting of questions shown in fig. 3) for each popular location re-
peatedly to crowd user present at that location in every 15 minutes. The volunteer users 
answered the questions sent in context to the current location. The answers submitted by 
those users are stored in database. The TSRS when wish to send the recommendation to 
some user say ux, prepares the personalized list of locations LT nearby user ux’s current 
location on the basis of his/her personal preferences. 

This list LT is sent to the information enrichment system. For each location Li∈LT, 
crowdsourcing platform’s aggregation sub module queries the database and takes the 
answers received for location Li in last 15 minutes, aggregate them. The aggregated 
answers about each location Li along with the rank of Li computed by TSRS are for-
warded to fuzzy integrator. The fuzzy integrator computes the new rank for each loca-
tion Li using fuzzy context parameters and annotates other non fuzzy parameters. The 
newly computed rank and the additional information is sent back to TSRS for each 
location Li∈LT. TSRS reorders the list based on new rank and recommends them to 
the user ux.  
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Table 1. Sample Result Generated by TSRS 

S. 
No. 

User 
Id 

Current 
Location of 

Mobile 
Client 

Requestor 

Top 4 Recommended Locations By TSRS 

Loc-1 Loc-2 Loc-3 Loc-4 

1 11 Lotus Tem-

ple Delhi 

ISKON 

Temple (0.8) 

Tughlaqabad 

Fort (0.73) 

Qutub 

Minar (0.6) 

KalkaJi 

Temple 

(0.4) 

2 26 Patiala House 

Court Delhi 

Sacred Heart 

Cathedral 

(Church) 

(0.72) 

India Gate 

(0.7) 

British 

Council 

(Library) 

(0.4) 

National 

Gallery of 

Modern Art 

(0.32) 

3 19 TGIP Mall 

NOIDA 

Grate India 

Place Theme 

Park (0.8) 

Haunted 

House (0.7) 

Tughlaqab

ad Fort  

(0.4) 

ISKON 

Temple 

(0.39) 

4.3 Results 

The sample result for user id 19 is shown in table 2. The first row in table shows user 
id of client requestor requesting the recommendation. The second row contains the 
current location of requestor; third row contains the top four recommended locations 
with rating generated by TSRS (the rating of a location based on users’s preference). 
Finally, the last row contains new score computed by information enrichment system 
and the additional non fuzzy information with each recommended location. This re-
sult shows that the new rank is different from the original rank computed based on 
personal preference. The current context may modify the order of list based on the 
feedback of users currently present at a location. 

Table 2. Information Enrichment 

User Id-19 

Current Location of user: TGIP Mall NOIDA 

TSRS 

Rank 

Grate India Place 

Theme Park (0.8) 

Haunted House 

(0.7) 

Tughlaqabad Fort 

Complex (0.4) 

ISKON Temple 

(0.39) 

New 

Rank 

Based 

on 

Current 

Context 

Tughlaqabad Fort 

Complex (0.75) 

Best time to Visit: 

Afternoon 

Transportation 

Mode: Public 

Comments: Click 

here to see other 

comments 

Grate India Place 

Theme Park (0.62) 

Best time to Visit: 

Evening 

Transportation 

Mode: Personal 

Comments: Click 

here to see other 

comments 

Haunted House 

(0.51)                

Best time to Visit: 

Evening 

Transportation 

Mode: Private 

Comments: Click 

here to see other 

comments 

ISKON Temple 

(0.32)                

Best time to Visit:  

Morning 

Transportation 

Mode: Public 

Comments: Click 

here to see other 

comments 
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4.4 Evaluation 

With regard to evaluating t
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The system is also evaluated over following evaluation metrics- 
Accuracy: Accuracy is ratio of correctly recommended items and total number of 

recommendations made. Accuracy of the implemented recommender system is 0.94.  

Response Time: To ensure the fast response time, the context information is col-
lected from the crowd proactively every 15 minutes and therefore the IES system 
returns the new rank to recommender system within few seconds. 

5 Conclusions 

In this paper, a novel approach for information enrichment of a recommender system 
is proposed. The new score/rating for each location in recommendation list is comput-
ed based on current context of the location and additional contextual information is 
also annotated along with new score/rating. This may be helpful to enhance user’s 
travel experiences. This concept when tied up with a location recommendation system 
helps mobile users (tourists) in selecting which of the popular location in vicinity 
should be visit. A prototype system is implemented to ensure the feasibility of con-
cept. Also, feedback is obtained for proposed system from 62 real users and more 
than 89% found it useful. In future, we aim to perform more experiments and evalua-
tion in order to verify the scalability of our system. Also, we aim to use some existing 
location based social network so that the problem of cold start may be addressed. 
 
Acknowledgments. We express our gratitude to all the volunteers for their contribution to-
wards the evaluation of proposed system. 
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Abstract. Reversing XML Schema to conceptual model has been a center of at-
tention. Previous researchers use hierarchy structure of XML Schema component 
to generate class diagram. However, hierarchy structure involves only primary 
XML schema components. Our approach involves one more XML schema com-
ponents, which are group of class and attribute with references. This additional 
component enriches class diagram results. In this paper, we construct circulation 
function of Library system to ensure that our formalization method has added a 
component of dependency relationship in class diagram. This rich class diagram 
may useful for other research such as evolution, modification and document  
adaptation in future. 

Keywords: Reverse engineering · Formalization · XML schema · UML class 
diagram 

1 Introduction 

XML is collectively recognized as a standard format for interchange data among hete-
rogeneous application. It has effectively become the typical storage and exchanging 
information in heterogeneous online applications. The standard formats are developed 
and publish in many working group based on respective industry. OASIS and Euro-
pean Union is an example of open community working group that developed their 
industry based XML rules [1], [2]. User can organize their own data based on XML 
data model directly developed by working group. XML rules has known as XML 
schema has been used as the logical schema of XML model. Typically, XML schema 
is describe by one or more XML files and lots of information is stored in unrelated 
application such as namespace or forms. For that reason, it is not normal for user to 
design the schema of XML data themselves.  

Conceptual models are tools to capture requirements of an application developed. 
It helps to interpret the technicality of designer and native understanding of end user. 
In working group of XML based industry, there is no conceptual model documenta-
tion provided [2]–[4]. Many researchers have adapted forward engineering method to 
develop XML conceptual model [5]–[9]. But, only few publication has concern about 
reverse method that more reliable to generate XML conceptual model from XML 
application.  

Reverse engineering process results a few kinds of conceptual model which are 
Class Diagram. [10]–[12], Conceptual XML(C-XML) [13], Entity Relationship  
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Diagram (ERD) [14], ORDB (Object-Relational Databases) [15] and an XML Tree 
Model(XTM) [16]. These few conceptual models are based on hierarchical structure 
of XML schema. However, this hierarchical method does not cover every each com-
ponent of XML schema provided in W3C standard. 

In this research, we face several interesting challenges. (1) XML Schema component 
has not fully transformed to class diagram. (2) Keeping conceptual model easy to gener-
ate and enrich the class diagram components. In this work, we extend our previous work 
to have a complete class diagram generated using XML schema component [17].  

2 Related Work 

XML Schema is the main resource of XML application used as input in this framework. 
XML schema used consists of XML construct which is elements, attributes, type defini-
tions, model group and attribute group. A single XML schema may consist of a few pag-
es of text description of a XML document. The text description is hardly read and hardly 
recognizes if any changes occur. It transform into a graphical form in order to easy un-
derstand using graphical diagram. In this discussion, the most accepted conceptual model 
used in this research is Class Diagram [5], [7], [14], [18]–[21]. 

Yu et al. [22] state that research on reversing does not yet have optimal standard of 
transformation. There are trades off in proposing method which is complexity of 
UML class diagram generated and amount of textual information preserved. Some of 
XML criteria in XML schema transformed are not incorporate in Class Diagram 
component. Salim et al. [10] reverse XML schema to class diagram using thirteen 
building blocks of XML schema without introducing new UML class diagram con-
struct. The result is easy to understand and simple but some XML schema component 
has not yet been transformed which in her view is not very important. et al. [14]  
reverse Data Type Definition(DTD) to generate Class Diagram. However, DTD com-
ponents have less criteria rather than XML Schema. 

Fong et al. [16] has use nearly all the XML Schema components in generate con-
ceptual model. Unfortunately the conceptual model generated is not UML as this 
research focus. Necaksy et al. [11] generate UML class diagram that results a lot of 
UML criteria which is inheritance, class, attribute, association and cardinality and 
nesting join. But, the result does only use a few XML Schema components which are 
element, complex type and nested particle. Table 1 shows xml schema component 
that has been used by previous researchers.  

Earlier transformation method use transformation rules and algorithm [10], [14] , 
[16] to generate UML diagram. Rules and algorithm has been popular used proposed 
method. These method is improved with formal method [11] in giving more accurate 
transformation result with grammar based approach. These grammar based approach 
are based on XML hierarchy structure. However, these hierarchy method does not fully 
incorporate every each of XML schema components as stated in W3C [17].  Therefore, 
component’s formal method based on XML Schema components is proposed to gener-
ate UML diagram. Based on Table 1, every each researcher did not incorporate 
Attribute Group, Model Group and Element/Attribute with ref components into their 
approach. Attribute and Model Group has been proposed in previous paper [18]. 
Therefore, this paper focuses on Element/Attribute with references component.  
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Table 1. XML Schema component involved 

XML Schema component [10] [11] [14] [16] 

Element Yes Yes Yes Yes 

Attribute Yes Yes Yes Yes 

Complex Type Yes Yes Yes Yes 

Attribute Group No No No No 

Model Group No No No Yes 

Particle Yes Yes Yes No 

Simple Type Yes Yes Yes Yes 

Element/Attribute with 
references  

Yes No No No 

 
Element and attribute are main components of XML schema which generate an 

XML document element with its characteristics. Meanwhile Element/Attribute with 
references defines a component that referred from the main component. The functions 
referred from, explain that any modification of the referred component may impact to 
the main component. This is due to the fact of dependency between elements. 

Element and Attribute has been transforming into class if it is a global element. But 
if they have a references Element or Attribute nested to global element, can we show 
the relations within in diagram. Flora et al. [10] suggest artificial naming of this refer-
ence in the class generated but it is not shows the relations graphically. It is important 
to show the relations graphically to maintain the semantic of references element in 
diagram. Therefore, it is important to show in the class diagram the specific relation-
ship of the referred component. 

3 Reverse Method 

3.1 Framework of Reverse Method 

This section will explain briefly about framework to reverse an XML Schema and 
generates UML class diagram. An XML Schema consist rules guiding XML data to 
be use in an application. It describes relationships of XML data. As XML Schema is 
in textual form, it is hard to see and understand directly XML data relationship by non 
XML developer. In order to give understanding and keeping conceptual model update 
of XML Schema that may evolves, a reverse method of generating UML Class Dia-
gram is required.  

XML Schema is the source of this process. It transformed to UML Class Diagram 
component using few Transformation Rule. As informal transformation rules may 
lead to ambiguous results, a formal method is proposed. The formal method is using 
semantic matching between component in XML Schema and UML Class Diagram. 
The formal method used, to ensure the correctness and accurate transformation rules. 
Formalization of transformation rules has been use to generate a class diagram de-
noted as Formal Transformation Rules. The informal transformation rules and the 
formal approach has been discussed in details in [18] where the framework of the 
rules appeared in [23]. 
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Fig. 1. Reverse Transformation Framework 

XML Components consist of Element, Attribute, Complex Type, Attribute, 
Attribute Group, Model Group, Particle, Simple Type and Element/Attribute with 
references. Element, Attribute, Complex Type, Attribute, Attribute Group, Model 
Group, Particle and Simple Type has been explained [18]. Element and attribute with 
references components show the semantic of relation between global element and the 
references. Global element that use the references of element or attribute in its  
declaration show that the referred element or attribute is necessary used in the global 
element. Therefore, this relationship need to be shown clearly in the class diagram 
generated. This proposed relationship is explained in section 3.2. 

3.2 The Transformation Rules (TR) 

In this section, we summarize the transformation rules that are going to be used in this 
work. Previous work, the transformation rules consist of Definition 1 to Definition 11, 
Transformation 1 to Transformation 10 that reflect Model Group, Class, Attribute, 
Particle, Complex and Simple Type and Particle. In this work, Definition 11 and 
Transformation 10 are added. There are 2 category of XML Schema Class which is 
class definition and class references. Class definition has been defines in previous 
work. Class/Attribute reference is a class/attribute that has been referred from a class 
definition. The function is differs with class definition but the relationship with  
the references component is semantically same, aggregates with the class referred.  
Definition 12 explains class/attribute references condition.  

Definition 12. Let “dependency” be an association between classes. Thus it can be 
denoted as n-ary relationship of class. 

  …  

where                         (1)  , … . . ,  
where ∈   ∈  
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Definition 13. Let “Cr” be a group of class or attribute with ref .The group with ref is 
referring another group from its class. It is a subset of class. The Cr has occurrences to 
show number of group that may occur in the class referred. Thus it can be denoted as 

  
                                                    ∈                                                                       (2) 

 
Transformation Rule (TR) 12 defines the dependency relationship between class 

and it’s referred class or attribute. 
 
TR 12. Let Trans( ,  be a transformation rules for dependency in UML class 

diagram if is a subset element of . Thus it can be denoted a 
 
                      , ≪    ⊆                 (3) 

 
Table 2 shows the mapping of formalization Transformation Rules between XML 

Element and Class Diagram. 

Table 2. Mapping XML Schema and Class Diagram based on Definition and Transformation 
Mapping 

XML Element Definition Transformation Rule Class Diagram 

Global Element D7, D9 TR1 Class, Attribute 

Local Element  D7 TR1, TR8 Class, Attribute 

Attribute D7 TR4, TR9 Attribute 

Model Group D6 TR3,TR10 Class 

Attribute Group D5 TR2,TR11 Class 

Simple Type D2, D3 TR5 Class 

Complex Type D2, D4 TR5, TR6 Class 

Nested Element D10 TR7 Association 

Particle D7, D11 T6, T8, T9 Multiplicity, Ordering 
Element/Attribute with 
references 

D12, D13 TR12 Dependency <<uses>> 

 
From this proposed Transformation Rules 12 shows that we have embedded de-

pendency relationship to enrich the class diagram generated. Transformation Rule 1 to 
11 have been explained in previous work [18]. 

4 Modeling Transformation XML Schema 

In this section, we introduce a case study that showed the transformation formaliza-
tion in previous section generates UML diagrams which incorporate one more  
components, which is Element and Attribute with references. We construct a Library 
system on circulation function as case study in Figure 2 based on our university  
library. We extract 3 global elements, a group model and an attribute group as shown 
in Table 3. 
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Table 3. XML schema of circulation function when users borrow a book 
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This case study based on Style Mix design schema [24]. This design uses various 
schema components (attribute/ element declarations, type definitions, model/attribute 
group definitions) to produce schemas. The design benefits moderate reuse of class. 
However, this kind of schema is difficult to read and understand. The difficulties 
make this case study suitable to do the reverse transformation.  

4.1 Algorithm Transformation 

Circulation Function case study is test in 4 steps algorithm followed: 
• Every global XML Schema component transformed into Class and Attributes. 
• Relationship generated. 
• Particle transformed to Multiplicity.  
• Class Diagram generated. 
 
The following subsections discuss in details the steps involved in the transforma-

tion algorithm. 

4.1.1 Every global XML Schema Component Transformed into Class and 
Attributes 

First, convert all global components to be a class. There areBorrow, Circulatio-
nRule,LoanPeriodelement (TR1). After the transformation Class Borrow, Class Cir-
culationRule and Class LoanPeriodis generated. There is an attributeGroup named 
MustAttribute transform to Class MustAttribute (T2). There is a model group named 
UserProfile transform to Class UserProfile (T3). There are 2 simple type named Fac 
and Course also transform into stereotype <<type>>Class Fac and Class Course 
(TR5). Simple type has restricted the value used. Therefore, a class String is generat-
ed to show the inheritance function of this type. 
 

 

Fig. 2. Class with attributes generated 
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Second, convert local element that has no attribute be an attribute (T1). 
Any attribute remain an attribute in class diagram. Figure 2 shows each class trans-
form with their attributes. 

4.1.2 Relationship Generated 
Global class relates with its nested local class using association relationship. If a class 
has a nested Model Group or Attribute Group, aggregation relationship is generated 
(TR10). If the class has nested to other global class, then association relationship is 
used (TR7). If the class has nested other class with references, relationship dependen-
cy <<uses>> is used (TR10). Figure 3 shows relationship generated between classes 
(Dependency and Association). 

Simple type has a class called String which is restricted for Class Fac and Course. 
Therefore, Class Fac and Course is inheriting the attribute of Class String. Figure 4 
shows inheritance relationship between type class, Class String, Class Fac and Class 
Course.  

 

Fig. 3. Relationship generated between Classes shows
Dependency and Association relationship 

 
 
 
 
 
 
 
 

Fig. 4. Type Relationship with inherit-
ance relationship 

 
 
 
 

<<type>> Fac

-FSKTM
-FKEE
-FSTPI
-FKMP

<<type>> Course

-BIT
-BSM
-BDM
-BEE

<<type>> String
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4.1.3 Particle Transformed to Multiplicity  
Particle is use to show the occurrences indicator of an element or group or attribute of 
relate class. Each class that shows occurrences is transform into multiplicity of class and 
attribute. ItemType and CirculationRule has particle that transform into multiplicity. 
ItemType has minimum occurs of 0 and maximum occurs of unbounded transform into 
[0..*]. CirculationRule has one time of minimum and maximum occurrences transform 
into [1..1] (T8). Figure 5 shows each particle generates to multiplicity. 

 
 
 
 
 

 
 

Fig. 5. Particle generated 

 
 

Fig. 6. Particle of Complex Type generated 
 
For particle of complex type, each have sequence particle. The sequence particle is 

transformed into attribute valued {ordered} (TR6). Figure 6 shows sequence particle 
of complex type transformed. 

4.1.4 Class Diagram Generated 
Finally, all these results are combined and generated a complete UML class diagram. 
Figure 7 shows the complete Class Diagram of function Circulation in Library. 

The class diagram generated with our transformation formal method shows that 
dependency relationship is embedded. Previous method has not yet included ele-
ment/attribute with references that transformed into dependency relationship in class 
diagram generated. Therefore, this shows that element/attribute with references are a 
reuse class may function as dependency with the global element declared. This pro-
posed formal rule enriches the reverse transformation of XML Schema. 
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Fig. 7. Class Diagram generated with our formal method 

5 Conclusion and Future Work 

Though reverse transformation method from XML Schema to UML conceptual model 
has been developed previously, they include core component of XML Schema. They 
use hierarchy structure approach that reflect core component of XML Schema.  

Our approach is embedded component used in XML Schema but has not yet been 
included which are model group and attribute group. This component has been  
introduced new relationship in the UML class diagram according to their semantic. 
Formal method is the best approach as it guaranteed the correctness of transformation. 
To ensure correctness of the formal method approach, library case study has been 
experimented. There are 4 simple steps of transformation algorithm has been shown. 
UML class diagram generates shows that the transformation is enriches with depen-
dency association. 

A complete reverse transformation has been proposed and generate a complete 
UML class diagram has been established. Using this transformation, any modifica-
tion, evolution and updating the XML Schema is easier to keep documented and un-
derstanding.  

 

<<type>> Fac

-FSKTM
-FKEE
-FSTPI
-FKMP

<<type>> Course
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Abstract. The human mouth contains many kinds of substances both in liquid 
and gaseous form. The individual concentrations of each of these substances 
could provide useful insight to the health condition of the entire body. 
Ammonia is one of such substances whose concentration in the mouth has 
revealed the presence or absence of diseases in the body. One of such is tooth 
decay (caries) which occurs when there is insufficient concentration of 
ammonia in the mouth. This paper proposes an affordable ammonia 
breathalyzer designed using metal oxide sensor for the detection and prediction 
of tooth caries in humans with a 87% overall success rate. Selection of appro-
priate sensor was done via simulation using feed-forward artificial neural  
network (ANN). The breathalyzer has been designed and constructed to be low-
cost such that it can be used for early detection and prevention of tooth decay. 

Keywords: Ammonia · Breathalyzer · Caries · Odour sensor · Metal oxide 
semiconductor 

1 Introduction 

Tooth decay caused by cavities (caries) is a bacterial infection of the teeth whereby 
the biofilm on the teeth becomes infected. The biofilm thus becomes acid-producing 
(low pH) which then leads to cavitation or decay of the teeth [1,2]. A biofilm is a 
structured community of bacteria embedded within a self-produced matrix and 
attached to a living or inert surface. Anytime there is a fluid, a surface, and bacteria, 
there will be a biofilm. A diseased oral biofilm is one in which there is a population 
shift from normal oral bacteria to the acid-producing (cavity-causing) bacteria that 
cause dental cavities. Dentists have attributed the increase of acid-producing bacteria 
to several factors including absence of enough saliva and poor dietary habits. 
However, an interesting discovery has been the insufficient concentration of ammonia 
in the mouth [3]. In the past, dentists recommended gaggling with urine as a remedy 
for tooth caries. This is because they discovered that the bacteria in the mouth acted 
on the urea in the urine to release ammonia, thereby increasing the concentration of 
ammonia in the mouth [3]. This theory is still in use today as toothpastes are 
manufactured which contain compounds with ammonia by-products to increase its 
concentration in the mouth after brushing. 
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This paper involves the development of an ammonia breathalyzer which was tested 
on candidates with and without tooth caries in order to compare the ammonia 
concentrations in their breath. It was also tested on candidates with a high tendency 
for tooth decay (for instance those who use chewing sticks instead of fluoride-
fortified toothpastes and those who ate a lot of candy). This second test was to test the 
breathalyzer’s capability to predict tooth cavities before they actually occured. The 
breathalyzer is implemented using a metal oxide semiconductor sensor which has 
been trained to identify ammonia in gaseous form (e.g. in human breath). The 
sensor’s sensitivity to ammonia is in the parts per million (ppm) range [4].  

2 Theoretical Background 

Metal Oxide semiconductor odour sensors have been around for years, for example 
see the review by Huang and Wan [5] and also Arshak et al [6]. Semiconducting 
metal oxides have been known to respond to various gases and other volatile organic 
compounds. They have found wide application in food industries [7,8], medical 
applications [9], agriculture [10] as well as the detection of hazardous gases [11]. 

In spite of their wide application, one of the greatest challenges facing the design 
and implementation of breathalyzers is that of cost. Most forms of breathalyzers that 
have been successfully implemented are too expensive for everyday use. As a result, 
their widespread use has been severely limited. The breathalyzer proposed in this 
paper has been designed to address this limitation. The components in the circuitry 
are affordable compared to most of the existing implementations. 

Metal oxide semiconductor (MOS) sensors operate using doped semi-conducting 
metal oxides which employ the principle of resistance change as their method of odour 
detection. MOS sensors are advantageous because of their relatively low cost, high 
sensitivity and quick response time. They also have small size and can operate 
accurately under high temperature and pressure. Thus, the sensor is biased based on the 
detection of the odorant’s intensity which is one of the components of an odour [5]. 

Feed-forward neural networks (as the name implies) allow signal movement in 
only one direction i.e. from input to output. There is no form of feedback associated 
with this type of neural network architecture. They are mostly suitable for pattern 
recognition purposes. There are basically three layers of information processing in a 
neural network. The first is called the input layer which accepts the information to be 
processed. The next is the hidden or process layer which acts on the information 
provided by the input layer along with weights connecting the input and hidden 
layers. The output layer supplies the results of the process layer along with the 
weights connecting the hidden and output layers. A neural network with one hidden 
layer is called a single-layer perceptron, while one with more than one process layer is 
called a multi-layer perceptron (MLP). Fig. 1 shows an MLP with one input layer (3 
nodes), one process layer (4 nodes) and one output layer (2 nodes). For simple cases 
involving pattern recognition, a single-layer perceptron would suffice. However, for 
more complex cases of data classification, a multi-layer perceptron would give more 
accurate results [12]. 
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Fig. 1. Feedforward MLP with one input layer, one process layer and one output layer  

A number of learning methods are available for training neural networks. The two 
most commonly used are supervised learning and unsupervised learning. In supervised 
learning, desired outputs are already known for associated input patterns. Whenever an 
input is applied to the neural network, the network’s parameters are varied based on the 
difference between the desired and actual output of the neural network. Supervised 
learning methods include error-correction learning, reinforcement learning and 
stochastic learning. The aim of supervised learning is to determine a set of weights that 
minimises the error between the actual and desired outputs. A commonly used method 
is the least mean square (LMS) convergence method [13]. Due to the fact that the gas 
sensor’s desirable performance is vital to ensuring that the breathalyzer gives accurate 
results, there is a need to simulate the chosen sensor’s response to molecules of ammo-
nia gas. This was achieved by testing the sensor’s response to ammonia gas using a 
neural network. The results of the neural simulation revealed that the sensor identified 
ammonia in various concentrations with a 92.3% success rate [4]. The sensor being 
used in the design of the breathalyzer is a TGS 2602 MOS sensor manufactured by 
Figaro with ammonia sensitivity of 0.033V/1ppm. 

3 Neural Network Design and Simulation   

The neural network to be designed is to be used for the estimation of varying 
concentrations of ammonia in human breath for the diagnosis of the onset of tooth decay. 
Ammonia (NH3) is one of the compounds whose increasing concentration in the human 
mouth can be an indication of the onset of tooth decay [2]. In other words, the response 
of various kinds of gas sensors was analysed using the neural network to determine 
which one was best suited for measuring oral ammonia in varying concentrations. The 
sensors being tested have an ammonia sensitivity in the range of parts per million (ppm). 
NeuroSolutions version 5 was used as the neural network training software. 

Supervised learning is a method of training neural networks to automatically 
perform tasks whose outcome(s) is/are known. One common use of supervised 
learning is in data classification. The trainer is aware of the correct(desired) results of 
the classification process. The training process will therefore involve the continuous 
minimization of the error between the actual outputs of the neural network (OAn) and 
the desired outputs (ODn). The resulting error is given as: 

 }OD{OA}{E nnn −=      (1) 



590 I.O. Essiet 

The supervised learning paradigm of training neural networks is efficient and of-
fers solutions to several linear and non-linear problems such as classification, plant 
control, forecasting, prediction and robotics [14]. The two most common forms of 
supervised learning include error-correction learning and memory-based learning. The 
method used in this work is the error back-propagation method which is a form of 
error-correction. 

The error back-propagation method involves adjusting network weights in such a 
way that the error between the actual and desired outputs is minimized as much as 
possible [15]. This is done by computing the error derivatives of the associated 
weights. These error dervatives are obtained by error back-propagation. In error back-
propagation, the steepest descent minimization method is used [12]. Assume we  
intend to adjust the weight between two neurons a and b. Weight and threshold  
coefficents can be adjusted according to the following: 
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Where η  is the learning rate ( 0)η >  
While there is no rule-of-thumb guiding the selection of a particular neural network 

model for a specific application, there are factors that can provide insight concerning 
the model that may yield the best results. Some of these include the number of 
training cases, the amount of noise, the complexity of the function or classification 
being learned, and also the method of training [16]. There are important aspects of 
neural network training which must be considered if the network is to yield useful 
results. These include:   
(i) Transfer function: two functions determine the way signals are processed by 
neurons. The first is the activation function which determines the total signal a neuron 
receives. For a neuron a connected to a set of neurons b (for b=1.........N), sending 
signals nb with the strength of the connections being Wab, the total activation Aa(b) is 
given as: 

 =(b)Aa b

N

1b
abnW

=

     (4) 

The second function determining the network’s processing capability is the output 
function. The combination of both the activation and output functions determine the 
transfer function. 

(ii) Interconnected Weights: these exist between the various layers of artificial 
neurons and are used in combination with the transfer function to vary the signals that 
each neuron receives. Assume two interconnected neurons a and b exchange 
information through a common axon. The weight associated with both neurons is 
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given as Wab such that { }0.....1Wab ∈ . The closer the value of Wab is to 1, the greater 

the importance of the associated connection. 
(iii) Neuron (node) Biasing: this is a real-valued factor that is used to vary the 

internal processing operations of a particular node within the network. It is also 
selected in combination with the transfer function. 

(iv) Data Flow: here it has to be determined whether or not data flow is to be 
recurrent. In other words, the designer should ascertain whether data flow within the 
network layers should be fed forward continually or fed back at a point. 

(v)Input Signals: there are a number of input signals that a neural network can 
process. These include binary, bipolar and continuous values. Binary input values can 
be either 0 or 1, while bipolar values are either -1 or 1. Continuous real numbers 
within a certain range constitute continuous input signals. 

The structure of the neural network used is a multilayer perceptron feedforward 
network with 3 inputs and 2 outputs. The inputs and outputs are normalized values of 
both tooth decay and non tooth decay breath samples obtained by using a reference of 
25ppm and 50ppm ammonia concentration for tooth decay and non-tooth decay sam-
ples respectively. These values were obtained according to the following relations: 

 

 
25ppm

(ppm) sampledecay for tooth ion concentrat ammonia Measured
Xtc =      (5) 

 
50ppm

(ppm) sampledecay non tooth for ion concentrat ammonia Measured
X ntc =      (6) 

Sigmoid transfer function is used in the hidden layer neurons and the learning is 
via error back-propagation (EBP) algorithm according to the following expression: 

 )a(1a)a(tE 1212121212 −⋅⋅−=      (7) 

Where E12 is the associated error for output nodes 1 and 2 respectively, t12 is the 
target activation for nodes 1 and 2 (desired outputs), a12 is the activation function for 
output nodes 1 and 2 respectively. The resulting error is then used to obtain process 
layer errors using the following relation: 

 ijj jkik wE)a(1aE ⋅−=      (8) 

Where Ek is error for process node i, ak is activation for node k, Ej is output error of 
node j, and wij is weight connection between nodes i and j.  

Due to the fact that the gas sensor’s desirable performance is vital to ensuring that 
the sensor circuit gives accurate results, there is a need to simulate the chosen sensor’s 
response to molecules of ammonia gas. The training cycle was selected as 1000 
epochs which provided adequate time for the ANN to adjust to changes in associated 
synaptic weights. The weights between a hidden node i and output node j are adjusted 
according to the following expression: 

 ikijij xEηwoldwnew ⋅⋅+=      (9) 
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Where k = 1, 2 and j = 1, 2, … 4 for each set of 100 sample test points, wij is the weight 
between nodes i and j,  Ek is error term calculated for output node j, xi is the output of 
hidden node j and η  is a constant value called the learning rate. The ANN has four hidden 

nodes. For the simulations carried out the learning rate was fixed at η  = 0.01. 

The neural network was used for data classification whereby the sensor’s response 
to ammonia concentration in tooth decay and non-tooth decay breath samples formed 
the target values for training the neural network using supervised training. Tooth 
decay samples have an ammonia concentration of between 0 and 25ppm. Non-tooth 
decay samples have concentrations of 50ppm and above [4]. Two separate data sets 
were obtained from testing various samples of kidney failure and non-kidney failure 
samples with each set containing 100 test points. Each set of 100 test points consists 
of sample measurements being taken using impedance resonance method [17,18]. 
These two sets of test points were used for the neural network training sessions with a 
normalized standard of 0 to 0.5 for non-kidney failure breath samples and 0.6 to 1.0 
for kidney failure samples respectively. The reason for the non-kidney test samples is 
to test the classification accuracy of the chosen sensor (via neural simulation). The 
sample points were normalized according to the following relation: 

 

  (10) 

4 Neural Simulation Results 

The neural network used in this work has three input nodes, four process nodes and 
two output nodes. Its structure on the NeuroSolutions breadboard is shown in Fig. 2. 
The normalised values of the hedonic tone were obtained between 0 and 1 with the 
latter representing extremely bad tooth decay breath samples and the former being 
non-tooth decay samples. Results obtained were for the two categories of odour anal-
ysis i.e. tooth decay and non tooth decay samples. Table 1 shows average overall 
accuracy of neural classification results using the MLP.  
 

 

Fig. 2. Structure of MLP Used in Ammonia Breath Analysis 

1
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Table 1. Confusion Matrix showing Accuracy of Neural Network Results for Ammonia Breath 
Test Samples 

 Tooth 
Decay 

(predicted) 

Non tooth 
decay 

(predicted) 

Accuracy 
% 

Tooth 
Decay 

(actual) 
85 15 85.0 

Non 
tooth 
decay 

(actual) 

11 89 89.0 

Overall 
Accuracy 

 87.0 

5 Design and Construction of Ammonia Breathalyzer Sensor 
Circuit 

Based on the electrical characteristics of the chosen gas sensor, the circuit was de-
signed with a DC power supply of 12V but was regulated to 5V in order to supply the 
sensor circuit and LM324 comparator Integrated Circuit (IC). A red LED was used to 
indicate proper circuit operation. The illumination (or not) of a green LED indicates 
whether the concentration of ammonia in a breath sample is below 0.3V or approxi-
mately 10ppm concentration of ammonia. A breath sample of below 10ppm ammonia 
concentration typically reveals that a candidate either has tooth caries or has the ten-
dency to develop the ailment [1]. One kilo Ohm potentiometer was used to adjust the 
reference voltage so that the circuit can function properly in environments where air 
quality varies. A toggle switch is used for powering on the circuit. The constructed 
prototype circuit is housed in a plastic casing and is shown in Fig. 3. 

6 Discussions of Circuit Testing and Results 

The circuit was left on for 1 to 2 minutes without any sample being introduced to the 
sensor. This was to allow the sensor’s heating element to sufficiently heat up, thereby 
ensuring rapid and accurate results. The circuit gave an output voltage of between 
0.6V and 1.1V (DC) for good breath condition (between 18ppm and 33ppm ammo-
nia), which activated the green Light Emitting Diode (LED). This voltage range is the 
reference for the comparator’s inverting terminal. 

Breath samples of five candidates with oral caries were tested using the proposed 
breathalyzer as well as five candidates without cavities. Each candidate was made to 
exhale through a rubber tube attached to the ammonia sensor for about 10 seconds 
while the circuit’s DC output voltage was monitored to obtain the variation in ammo-
nia concentration over the time interval. The candidates with cavities were each ob-
served to have breath ammonia concentrations of as low as 9ppm (0.3V). This low 
ammonia concentration caused the green LED on the breathalyser to go off, thus  
indicating that oral ammonia concentrations in these candidates was low. The  
candidates without cavities on the other hand had ammonia concentrations of up to 
50ppm (1.65V). Results of breathalyzer tests for both sets of candidates are depicted in  
graphical form in Figs. 4 and 5. 
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Fig. 5. Oral ammonia c

g. 3. Constructed Breathalyzer Circuit 
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From the Figs. 4 and 5, it can be seen that the candidates without tooth decay have 
almost twice the concentration of oral ammonia content compared to those with tooth 
decay, which suggests that a low ammonia concentration in the mouth is a key 
indicator of tooth decay. Also, candidate 3 (Fig. 4) had the worst case of tooth caries 
and also the lowest concentration of oral ammonia among those tested. Candidate 5 
(Fig. 5) had the highest concentration of oral ammonia and practised proper oral 
hygiene. From Fig. 5, candidate 1 had the lowest concentration of oral ammonia even 
though no cavities were noticed. However, the candidate admitted to practicing very 
poor oral hygiene (frequent eating of candy and consumption of sweet drinks without 
regular flouride brushing). This discovery suggests that the proposed breathalyzer can 
be used to also predict the onset of tooth cavities even before they manifest 
physically. 

7 Cost Analysis  

The National Science Foundation reports that a research team at Stony Brook Univer-
sity, New York is working on developing a breathalyser that costs 20 dollars (4,000 
Naira) [19]. This is currently the cheapest breathalyser model so far. However, the 
total cost estimate of the ammonia breathalyser developed in this paper is 12 dollars 
(2,500 Naira) which makes it about 37% cheaper than that being developed at Stony 
Brook University. This makes the breathalyser affordable even in rural healthcare 
centers, especially in Africa and other developing nations. 

8 Conclusion  

Oral ammonia concentration below 18-20 ppm in the human mouth was observed to 
be an indication of tooth caries. Candidates with concentrations higher than this either 
had less severe or absence of tooth cavities. Candidates who practiced proper oral 
hygiene had twice the concentration of ammonia in their breath as those who did not. 
The proposed breathalyzer was also observed to indicate the onset of tooth decay, 
thereby making it suitable for the prediction of future tooth decay. As a result, it can 
be concluded that the breathalyzer can be used both to detect and predict tooth decay 
to a good degree of accuracy. The choice of sensor for the breathalyzer circuit was 
selected using simulation results obtained from neural simulations using NeuroSolu-
tions software, thus making the neural network a valuable tool for real-time imple-
mentation of functional hardware. 
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Abstract. Memory safety breaches have been main tools in many of
the latest security vulnerabilities. Therefore memory safety is critical and
attractive property for any piece of code. Separation logic can be realized
as a mathematical tool to reason about memory safety of programs. An
important technique for modern parallel programming is multithreading.
For a multi-threaded model of programming (Core-Par-C ), this paper
introduces an accurate semantics which is employed to mathematically
prove the undecidability of memory-safety of Core-Par-C programs. The
paper also proposes a design for a hardware to act as an efficient memory
checker against memory errors.

Keywords: Operational semantics · Separation logic · Memory-safety ·
Parallel programs · Digital sequential circuits

1 Introduction

Memory safety breaches were used extensively in many of the latest security
vulnerabilities [10,19,31]. This reflects how critical and attractive the property
of memory safety is for any piece of code. Therefor not only does the absence of
memory safety result in software defect which in turn results in abnormal termi-
nation of program executions, but also this absence can be employed maliciously
towards security vulnerabilities. Memory safety takes several forms including
memory leaks, dangling pointers, and buffer overflows [35].

In presence of shared mutable data structure and to reason about impera-
tive programs, separation logic [26] was designed as enrichment of Hoare logic.
Therefore separation logic may be defined as a mathematical tool to reason about
memory safety of imperative programs. The enrichment included extending the
assertion language with a ”separating conjunction” to express that several sub-
assertions hold for different regions of the memory. Also a ”separating implica-
tion” was added to the assertion language of Hoare logic. Defining assertions
inductively and the new assertions resulted in flexible and precise depiction of
memories with regulated sharing [16].
c© Springer International Publishing Switzerland 2015
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An important technique for modern programming is multithreading [34]. The
use of multiply threads is useful in many direction including (a) building inter-
active servers that are capable of connecting with multiple clients in parallel,
(b)utilizing parallelism of multiprocessors that share memory, and (c) build-
ing complex user interfaces. Hence studying multithreaded programs and their
memory safety are crucial and attract growing interest.

For a multi-threaded model of programming (Core-Par-C ), this paper
presents a formal semantics that is used to mathematically prove the unde-
cidability of memory-safety of Core-Par-C programs. The paper also illustrates
special cases when the memory-safety problem become decidable.

Shared mutable data structures are used by many areas like artificial intelli-
gence and systems programming. These structures are typically mutable because
there are many points for updating and referencing the fields of the data struc-
tures. Techniques for reasoning about this approach have been researched for
many decades. Either extremely complex or not applicable (even to code of
moderate length) techniques are mostly currently used to carry out this rea-
soning process. Very little research were done to achieve such reasoning process
using hardware. However such hardware seems like the convenient solution for
the complexity and scalability issues.

This paper also presents a design for a hardware to act as a memory checker
against memory errors. The hardware is a digital sequential circuit. Basic opera-
tions used in designing the hardware are those used in presenting the separation
logic. Also memory states modeled in the hardware design are those considered in
separation logic. Therefore this hardware may be realized as a main step towards
designing a digital sequential circuit to carry the verifications of separation logic.

More preciously, the second contribution of this paper can be realized as
a first attempt to achieve the separation logic as a reasoning tool for shared
mutable data structures using digital sequential circuites. Four type of commands
are basics for the separation logic: allocation, disposal, mutation, and looking up.
Therefore our proposed technique establish codes to these operations (Figure 5).
There are four states of memory (an empty heap, a singleton heap, a separation
heap, and an error) in separation logic to reason about the memory. The error
memory is a memory being treated illegally (may be under attack) and the
singleton memory has a single allocated cell. The state where many septated
cells are allocated in the memory is denoted by the terminology separation heap.
The four types of commands and that of memory states are the basics of the
design of the proposed digital sequential circuite.

Contributions

This paper has the following contributions:

1. A formal proof that memory safety of multithreaded programs is undecid-
able.

2. A design for a hardware to act as a memory checker against memory errors.
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Paper Outline

The rest of the paper is organized as follows. Section 2 presents the first con-
tribution of this paper; proving the the undecidability of memory safety of mul-
tithreaded programs. Section 3 presents the second contribution of this paper;
a hardware to carry memory checks. Related and future work are discussed in
Section 4. The paper is concluded in Section 5.

2 Memory Checker Using Dynamic Semantics

For a multi-threaded proposed model of programming (Core-Par-C ), this section
presents a formal semantics which is later used to discuss the decidability of
memory-safety of Core-Par-C. The section also proposes solutions to over come
memory-safety difficulties discussed in the section as well. To do so, the memory-
safety in Core-Par-C is defined formally to express that the safety of a program
amounts to being safe through any potential execution of Core-Par-C. This
also amounts to being safe under any potential effects that the semantics of
the parallel command (par) and the memory allocation statement (malloc) may
have. Generally and practically, the concept of memory safety, is undecidable
due to the undecidability nature of termination.

For terminating Core-Par-C programs, this section proves undecidability of
memory-safety. The consequences of this is a believe that any semantics of Core-
Par-C is not able of statically or dynamically detecting memory-safety problems
even for terminating programs.

n ∈ Integers, v ∈ Variables , and ⊗ ∈ {−,+,×}
a ∈ A-expressions ::= v | n | a1 ⊗ a2

o ∈ B-expressions ::= 1 | 0 | ¬o | a1 ≤ a2 | a1 = a2 | o1 ∧ o2 | o1 ∨ o2

c ∈ commands ::= ∗v := a | v := a | malloc(n) | v1 := ∗v2 | free(n) | c1; c2 |
if o then ct else cf | while o do ct | par{{c1}, . . . , {cn}} |
par-if{(o1, c1), . . . , (on, cn)} | par-for{c}.

Fig. 1. Core-Par-C : A Programming Model for Multithreaded Programming
with Pointers

Figure 1 presents the syntax of our model for multithreaded programming
with pointers; Core-Par-C. Variables is a finite set of program variables. There
are three main commands to express the multi-threaded nature of programming.
These commands are par{{c1}, . . . , {cn}} for parallel execution of commands,
par-if{(o1, c1), . . . , (on, cn)} for conditionally parallel execution of commands,
and par-for{c} for executing a randomly-chosen number of copies of c in parallel.
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The following definition (Definition 1) presents the states of our proposed
semantics.

Definition 1. 1. E ∈ Env = Var → Integers.
2. M ∈ Mem = Integers+ ⇀ Integers.
3. P ∈ Ptr = Integers+ → Integers+.
4. A state is either an abort or a triple (E,M,P ).

Boolean and arithmetic expressions semantics are built as usual. However we
dot no allow pointers to get involved in Boolean and arithmetic operations. This
is given in Figure 2. Semantics of statements of Core-Par-C is given in Figure 3.

�n � E = n �v � E = E(v) �1 � E = true �0 � E = false

�a1 ⊗ a2 � E = �a1 � E ⊗ �a2 � E

�¬o � E = if � o � E then false else true

�a1 = a2 � E = if (�a1 � E = �a2 � E) then true else false

�a1 ≤ a2 � E = if (�a1 � E ≤ �a2 � E) then true else false

�o1 ∧ o2 � (E,M,P ) = if (�o1 � (E,M,P )) then � o2 � (E,M,P ) else false

�o1 ∨ o2 � E = if (�o1 � E) then true else � o2 � E

Fig. 2. Semantics of Boolean and Arithmetic Expressions of Core-Par-C

Definition 2 introduces the formal definition of memory safety of Core-Par-C
programs.

Definition 2. A program in Core-Par-C is terminating if it has an execution
path in our proposed semantics (Figures 2 and 3) that does not lead to an abort.
A program in Core-Par-C is memory-safe if for all its possible execution pathes
it is terminating.

Definition 3 presents two programs that paly a vital rule in proving the
undecidability of the memory safety of Core-Par-C programs.

Definition 3. We let unsafe and safe be the Core-Par-C programs defined as
follows:

– unsafe ≡ par{x := malloc(1), y := ∗x}, and
– safe ≡ x := malloc(1); par{z := ∗x, y := ∗x}.

Theorem 11 uses Definitions 2 and 3 to introduce and formally prove the
undecidability of memory safety of terminating and non-terminating Core-Par-
C programs.
1 This theorem can be realized as a generalization of the work in [28].
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v := a : (E, M, P ) � (E[v �→ �a � E], M, P )

E(v) ∈ dom(M)

∗v := a : (E, M, P ) � (E, M [E(v) �→ �a � E], P )

E(v) /∈ dom(M)

∗v := a : (E, M, P ) � abort

E(v2) ∈ dom(M)

v1 := ∗v2 : (E, M, P ) � (E[v1 �→ M(E(v2))], M, P )

M
′
= M ⊗ M

′′
dom(M

′′
) = {p, . . . , p + n − 1}

malloc(n) : (E, M, P ) � (E, M
′
, P [p �→ n])

E(v2) /∈ dom(M)

v1 := ∗v2 : (E, M, P ) � abort

M = M
′ ⊕ M

′′
dom(M

′′
) = {p, . . . , p + n − 1} P = P

′ ∪ {(p, n)}

free(n) : (E, M, P ) � (E, M
′
, P

′
)

c1 : (E, M, P ) � abort

c1; c2 : (E, M, P ) � abort

c1 : (E, M, P ) � (E
′′

, M
′′

, P
′′
) c2 : (E

′′
, M

′′
, P

′′
) � state

c1; c2 : (E, M, P ) � state

�o � E = true ct : (E, M, P ) � state

if o then ct else cf : (E, M, P ) � state

�b � E = false cf : (E, M, P ) � state

if o then ct else cf : (E, M, P ) � state

�c � E = false

while o do ct : (E, M, P ) � (E, M, P )

�o � E = true ct : (E, M, P ) � abort

while o do ct : (E, M, P ) � abort

�o � E = true ct : (E, M, P ) � (E
′′

, M
′′

, P
′′
) while o do ct : (E

′′
, M

′′
, P

′′
) � state

while o do ct : (E, M, P ) � state

(∃ ξ : n → n). cξ(1); cξ(2); . . . ; cξ(n) : (E, M, P ) � state

par{{c1}, . . . , {cn}} : (E, M, P ) � state

par{{if o1 then c1 else skip}, . . . , {if on then cn else skip}} : (E, M, P ) � state

par-if{(o1, c1), . . . , (on, cn)} : (E, M, P ) � state

∃k. par{
k−times
︷ ︸︸ ︷

{c}, . . . , {c}} : (E, M, P ) � state

par-for{c} : (E, M, P ) � state

p
′
= min{p | {p, . . . , p + n − 1} ∩ dom(M) = ∅} M ′ = M ⊗ M ′′

dom(M ′′) = {p′, . . . , p′ + n − 1}
malloc(n) : (E, M, P ) � (E, M

′
, P [p

′ �→ n])

Fig. 3. Semantics of Statements of Core-Par-C
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Theorem 1. The property of memory safety of terminating and non-
terminating programs of the language Core-Par-C is undecidable.

Proof. We suppose that memory-safety is decidable towards a contradiction.
Suppose that ψ(n) is a decidable attribute of natural numbers (n ∈ N). The
attribute ψ(n) can be encrypted by a terminating memory-safe program (P ≡
x := n;S) of Core-Par-C which is Turing complete. A variable r cab be use in
P such that ψ(n) is true (does not hold) if and only if the execution of P ends
in a state whose environment assigns 1 (0) to r. Now we consider the program

P ′ ≡ x := 0; par-for{x := x + 1}; if (r = 1) then safe else unsafe.

Clearly P ′ is terminating. Moreover, P ′ is memory safe if and only if r contains
1 whenever the program terminates. This amounts to the correctness of the
attribute ψ for all natural numbers. This is a contradiction because by [15] there
exists an attribute ψ such that the attribute ∀n(ψ(n)) is proper co-recursively-
enumerable.

The details of the proof of Theorem 1 makes it clear that there are several
sources of memory un-safety in the Core-Par-C programs. These sources are the
semantics of the command malloc and that of the parallel commands:par, par-for,
and par-for. A careful study of the problem reveals that there are restricted ver-
sions of these commands semantics that improves the memory-safety character-
istics of the Core-Par-C programs. Figure 4 introduces these restricted semantics
rules.

Definition 4 introduces the formal definition of conservatively memory-safety
of Core-Par-C programs.

Definition 4. A program in Core-Par-C is conservatively terminating if it has
an execution path in the memory-safe restricted semantics (Figures 2 and 4) that

c1; c2; . . . ; cn : (E,M,P ) � state

par{{c1}, . . . , {cn}} : (E,M,P ) � state

if o1 then c1 else skip; . . . ; if on then cn else skip : (E,M,P ) � state

par-if{(o1, c1), . . . , (on, cn)} : (E,M,P ) � state

par{
µ−times
︷ ︸︸ ︷

{c}, . . . , {c}} : (E,M,P ) � state

par-for{c} : (E,M,P ) � state

p′ = max(dom(M))
M ′ = M ⊗ M ′′

dom(M ′′) = {p′, . . . , p′ + n − 1}
malloc(n) : (E,M,P ) � (E,M ′, P [p′ �→ n])

Fig. 4. Memory-Safe Restricted Semantics of Some Statements of Core-Par-C
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Operation Binary code
Allocation 00
Disposal 01
Mutation 10

Looking up 11

Fig. 5. Codes of The Main Four Operations of Separation Logic

does not lead to an abort. A program in Core-Par-C is conservatively memory-
safe if for all its possible execution pathes, in the memory-safe restricted seman-
tics, it is conservatively terminating.

Theorem 2 uses Definitions 4 to introduce formally the decidability of con-
servatively memory-safety of conservatively terminating Core-Par-C programs.

Theorem 2. The property of conservatively memory safety of conservatively
terminating programs of the language Core-Par-C is decidable.

The proof of Theorem 2 is by contradiction and is similar to that of Theorem 1.

3 Memory Checkers Using Digital Sequential Circuits

Many areas such as artificial intelligence and systems programming use shared
mutable data structures. Such structures are typically mutable in the sense that
there are many points for referencing and updating the fields of the data struc-
ture. For four decades techniques for reasoning about this approach have been
researched. Most of the existing software methods that carrying this reasoning
process are either extremely complex or not applicable even to code of mod-
erate length. Very little research were done to achieve such reasoning process
using hardware. However such hardware seems like the convenient solution for
the complexity and salability issues.

More preciously, this section can be realized as a first attempt to achieve
the separation logic as a reasoning tool for shared mutable data structures using
digital sequential circuites. The separation logic is built on main four type of
commands: allocation, disposal, mutation, and looking up. Therefore our tech-
nique starts by code these operations as in Figure 5. In separation logic the
memory is reasoned about using four states of memory: empty heap, singleton
heap, separation heap, error. The singleton memory has a single allocated cell
and the error memory is a memory being treated illegally (may be under attack).
The separation heap denotes the states where many septated cells are allocated
in the memory.

Figure 7 presents a state diagram explaining effects of four main commands
on the different memory states. Different memory states are represented by the
nodes of the diagram. The the first two digits of the arc labels (denoted later
by x and y) represent the command that transfers the memory from the source
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State Symbol Binary code
Empty heap S0 00

Singleton heap S1 01
Separation heap S2 10

Error S3 11

Fig. 6. Main Four States of Memory and Their Codes

Fig. 7. State Diagram for Effects of Commands on Memory States

state to the target one. The third digit denoted by (MA) is a memory abstraction
where 0 means that number of memory cells ≤ 2 and 1 means that number of
memory cells > 2.

Figure 8 introduces the truth table of the state diagram of Figure 7.
From the truth table of Figure 8, we can conclude that new states of the

memory can be represented as a function of the old states and the inputs which
are the command to be executed and the memory abstraction. More precisely,
the first column representing the new state can be described by the following
equations:

A(t + 1) = DA(A,B, x, y, z) =
∑

(2, 3, 4, 5, 6, 7, 8, 9, 16, 17, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31) =
∏

(0, 1, 10, 11, 12, 13, 14, 15, 18).

This can be represented using the Karnaugh map of Figure 9 which produces
the following equation:

A(t + 1) = DA(A,B, x, y, z) = AB + Az + Ay′ + y′Bx′.

The second column representing the new state can be described by the fol-
lowing equations:
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Present state Input Next state
command code MA

A B x y z A B

0 0 0 0 0 0 1
0 0 0 0 1 0 1
0 0 0 1 0 1 1
0 0 0 1 1 1 1
0 0 1 0 0 1 1
0 0 1 0 1 1 1
0 0 1 1 0 1 1
0 0 1 1 1 1 1
0 1 0 1 0 0 0
0 1 0 1 1 0 0
0 1 1 0 0 0 1
0 1 1 0 1 0 1
0 1 1 1 0 0 1
0 1 1 1 1 0 1
0 1 0 0 0 1 0
0 1 0 0 1 1 0
1 0 0 1 0 0 1
1 0 0 0 0 1 0
1 0 0 0 1 1 0
1 0 0 1 1 1 0
1 0 1 0 0 1 0
1 0 1 0 1 1 0
1 0 1 1 0 1 0
1 0 1 1 1 1 0
1 1 x x x 1 1

Fig. 8. The Truth Table of The Sequential Circuit Representing the State Diagram

B(t + 1) = DA(A,B, x, y, z) =
∑

(0, 1, 2, 3, 4, 5, 6, 7, 12, 13, 14, 15, 18, 24, 25, 26, 27, 28, 29, 30, 31) =
∏

(8, 9, 10, 11, 16, 17, 19, 20, 21, 22, 23).

This can be represented using the Karnaugh map of Figure 10 which produces
the following equation:

B(t + 1) = DA(A,B, x, y, z) = A′B′ + A′x + AB + yz′B′x′.

Now a corresponding digital sequential circuit that respects the truth table
of Figure 8 and the equations A(t+1) and B(t+1) can be built as in Figure 11.
This circuit was build in Logisim using two JK flip-flops. The circuit was tested
for all cases and its correctness was approved.

All in all, what we have presented in this section is a design for a hardware
that is capable of acting as a memory checker against some memory errors. The
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Fig. 9. The First Memory Checker State Diagram

Fig. 10. The Second Memory Checker State diagram

hardware has the form of a digital sequential circuit. Basic operations behind
the design of our proposed hardware are that used in presenting the separation
logic. Also main memory states modeled in our design are that considered in
separation logic. Therefore this hardware is the main step towards designing a
digital sequential circuit to carry the verifications of separation logic.

4 Related and Future Work

This sections reviews work most related to our work. The section also discusses
directions for future work.

Much research discuss the fact that a main source of unreliability in programs
is violations related to memory access [10,19,31]. Research enumerates problems
due to such violations. To avoid such problems many programming languages
(such as C++) dynamically detect memory errors via software checks augmented
to the programming language. Common disadvantages of the software checks
include the reliability on inconvenient metadata, focussing on specific errors,
execution overheads, and the reliability on manually changing the code [1,6,30].

Robustness is not paid enough attention compared to quick allocation with
minimum fragmentation in most runtime systems. Heap corruption and double
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Fig. 11. The Memory Checker circuit

frees due to buffer overflows are caused by most coding applications of malloc;
this is true even for the famous GNU C’s library. Certain methods are used
by some classic garbage collectors and memory controllers [3,27] to support
the software robustness. Much more time is needed for reasonably achieving
garbage collection than that required by malloc/free [13,36]. Techniques such as
DieHard [5] avoids overwrites and invalid and double frees via separating heap
from metadata. However DieHard [5] probabilistically (rather than absolutely)
avoids dangling references. One more advantage of DieHard [5] over similar tech-
niques is that it discovers unauthorized reads and protects heap content from
buffer problems [1,20].

In [29] a static analysis and transformation, MemSafe, for guaranteeing
protecting the memory safety of C is presented. MemSafe can be realized as
a technique for casting temporal errors in the form of spatial errors. Merging
characteristics of pointer- and object-based procedures, MemSafe provides a
convenient representation for metadata. MemSafe provides a simple and opti-
mal data-flow representation removing unnecessary software checks. However
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MemSafe does not treat multi-core programs; it is built for single-core pro-
grams [7,32].

Several unsound methods [9,25,27] for preventing memory crashes in pro-
grams have been proposed. The idea of automatic pool allocation is to separate
regions of memory into pools sharing the same type. This guarantees that dan-
gling references are always replaced only by items of the same type [9]. Unpre-
dictable safely-typed programs result from this method. It is possible to avoid
artificial values and illegitimate modifications for manipulation of unprotected
regions [27]. Most of these methods significantly increase the performance over-
head which may result in faulty program executions. Some methods [25] repair
distinguishable errors via using logging and checkpointing together with a file
system. This is done via rolling back the software and employees an allocator to
avoid defers frees, double frees, pads object requests, and zero-fills buffers [25].
Therefore rolling back techniques [25] are not convenient for softwares with unroll
back-based modifications. The fact that rolling back techniques [25] cannot dis-
close inherent problems resulting in crashes and faulty program executions makes
them unsound [11,17].

For C-like programs, a class of memory and type safety approaches [2,18,
22,33,35] ends program execution when discovering an error. Such approaches,
like Cyclone and CCured, are called fail-stop. In Cyclone, programmers have
an explicit and secure control over memory via a revised accurate type system
attached to C [14]. Cyclone is classified as region-based memory management
technique [12]. In CCured, the code is protected with dynamic test to guarantee
memory safety. This technique also employees static analysis to get rid of tests
at programs points that are guaranteed to be error-free [22]. To prevent dan-
gling references and double frees, CCured uses a garbage collector. Concerning
the underlaying program form, DieHard works with binaries and Cyclone, and
CCured work with augmented versions of the source code. These augmentations
are typically manually made.

The work in [28] focuses on C as the most popular programming tool to
implement imperative systems. The low-level memory access provided by C via
high-level abstractions and types makes it a perfect object of treating memory
problems. The work in [28] relied on the facts that C enables casting, pointer
arithmetic, and memory allocation and deallocation. This is very important to
consider as such activities are not easy to use which leads to program bugs and
security vulnerabilities such as dangling references and stacks overflows. Typi-
cally, memory safety of a program means that memory access errors never occur
at runtime. In [28] memory safety is treated as the restrictive strict definition
applicable for dynamic verifications. In [28], it is shown that generally checking
memory safety is undecidable for C programs, as well for terminating closed
programs. However, using a restricted concept of memory safety, [28] shows that
dynamic verifications of C programs is decidable.

Many techniques were designed to detect both temporal and spatial memory
errors. Protecting safety of heap-allocated objects and working on binaries, [35] is
one of such techniques. Although focussing on store operations, the approach pro-
posed in [35] improves the detection cost via the use of static analysis. Although
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being incompatible as a result of using fat-pointers, the technique presented
in [2], Safe C, protects complete memory safety. Other techniques, such as [24],
approaches the memory safety via establishing, in separate processes, separate
performing checks and meta-data. The main disadvantage of such techniques is
the need for additional CPU power.

In [21], type systems were used to reduce meta-data recording and elimi-
nate the need to check pointer safety. This technique of [21] relies heavily on
the use of fat-pointers which resulted in the need for code modifications and in
compatibility problems. On the other hand the similar technique of [33] is more
efficient and sound although suffering from issues concerting dealing with down
casts. The issue with the yet similar technique of [23] is a serious runtime over-
head. However the technique of [23,29] is conveniently compatible with ANSI
C. Utilizing a characteristic hardware, [8] presents a robust procedure to detect
memory bugs.

Developing similar techniques to dynamically study the memory safety of
other programming techniques like context-oriented programs and quantum pro-
grams is an interesting direction for future work. Another direction for future
work is to develop a denotational semantics for dynamically checking the mem-
ory safety of programs. An important direction for future work is to develop the
logic design of Section 3 to carry the memory verifications of separation logic.

5 Summary

This paper presented an accurate semantics which is employed to mathemat-
ically prove the undecidability of memory-safety of a multi-threaded model of
programming (Core-Par-C ).

The paper also proposed a design for a hardware that is capable of acting
as a memory checker against some memory errors. The hardware is of the form
of digital sequential circuit. Basic operations used in presenting the separation
logic are that behind the design of our proposed hardware. Also main memory
states considered in separation logic are that modeled in our design. Hence this
hardware is a main step in the way to design a digital sequential circuit to achieve
the separation-logic verifications.
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31. Ströder, T., Giesl, J., Brockschmidt, M., Frohn, F., Fuhs, C., Hensel, J., Schneider-
Kamp, P.: Proving termination and memory safety for programs with pointer arith-
metic. In: Demri, S., Kapur, D., Weidenbach, C. (eds.) IJCAR 2014. LNCS, vol.
8562, pp. 208–223. Springer, Heidelberg (2014)

32. Vazou, N., Papakyriakou, M.A., Papaspyrou, N.: Memory safety and race freedom
in concurrent programming languages with linear capabilities. In: Ganzha, M.,
Maciaszek, L.A., Paprzycki, M. (eds.) Federated Conference on Computer Science
and Information Systems - FedCSIS 2011, Szczecin, Poland, 18–21 September 2011,
Proceedings, pp. 833–840 (2011)

33. Xu, W., DuVarney, D.C., Sekar, R.: An efficient and backwards-compatible trans-
formation to ensure memory safety of c programs. In: Taylor, R.N., Dwyer, M.B.
(eds.) SIGSOFT FSE, pp. 117–126. ACM (2004)

34. Yang, J., Cui, H., Jingyue, W., Tang, Y., Gang, H.: Making parallel programs
reliable with stable multithreading. Commun. ACM 57(3), 58–69 (2014)

35. Yong, S.H., Horwitz, S.: Protecting c programs from attacks via invalid pointer
dereferences. In: ESEC / SIGSOFT FSE, pp. 307–316. ACM (2003)

36. Zorn, B.G.: The measured cost of conservative garbage collection. Softw., Pract.
Exper. 23(7), 733–756 (1993)



Towards a Wide Acceptance of Formal Methods
to the Design of Safety Critical Software:

An Approach Based on UML
and Model Checking

Eduardo Rohde Eras1, Luciana Brasil Rebelo dos Santos1,2(B),
Valdivino Alexandre de Santiago Júnior1,
and Nandamudi Lankalapalli Vijaykumar1

1 Instituto Nacional de Pesquisas Espaciais (INPE), Av. dos Astronautas,
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Abstract. The Unified Modeling Language (UML) is widely used to
model systems for object oriented and/or embedded software develop-
ment, specially by means of its several behavioral diagrams which can
provide different points of view of the same software scenario. Model
Checking is a formal verification method which has been receiving much
attention from the academic community. However, in general, practi-
tioners still avoid using Model Checking in their projects due to sev-
eral reasons. Based on these facts, we present in this paper a significant
improvement of a tool that we have developed which aims to translate
several UML behavioral diagrams (sequence, activity, and state machine)
into Transition Systems to support software Model Checking. With all
the changes, we have applied our tool to a real space software product
which is under development for a stratospheric balloon project to show
how feasible is our approach in practice.

Keywords: UML · Model Checking · XMITS · Behavioral diagrams

1 Introduction

Almost 30 years ago, Parnas and Clements [21] argued that “... the picture of
the software designer deriving his design in a rational, error-free way from a
statement of requirements is quite unrealistic. No system has ever been devel-
oped in that way, and probably none ever will.” After such a long time, we still
face the problem of creating high quality software systems and there are many
explanations for this fact. Poor Requirements Engineer processes [12,24,28], lack
of traceability between requirements and other artifacts created within the soft-
ware development lifecycle [14], and bad code smells [18,20,25] are just a few of
the reasons for faulty software creation.
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Despite the criticisms against the Unified Modeling Language (UML) [19],
recent surveys still show that UML is indeed used in practice, even though its use
might be specific to a particular part (e.g. design) of the project in many cases.
[26]. Modeling systems for object oriented and/or embedded software develop-
ment is an approach that has been employed by researchers and practitioners,
specially by means of the several UML behavioral diagrams.

Model Checking [2,5,22] is a Formal Verification method which has been
receiving much attention from the academic community due to its mathematical
foundations. However, in general, practitioners still avoid using Model Checking
in their projects due to aspects such as high learning curve and cost, and the
lack of commercially supported tools. Thus, the level of automation for Formal
Verification methods should be increased so that they can be used as easily as
using a compiler. In this line, approaches that translate industry non-formal
standards such as UML to Model Checkers notation are a great step towards a
wide acceptance of Formal Methods in every day software development.

Considering everything that was exposed, we present in this paper a signifi-
cant improvement of a tool [9] that we have developed which aims to translate
several UML behavioral diagrams (sequence, activity, and state machine) into
Transition Systems (TSs) to support software Model Checking. We improved
our tool, XMITS, with many important features, such as: the complete develop-
ment of all individual converters; the implementation of the Unified Transition
System (TUTS) which takes all individual converted Transition Systems and
unifies them into a unique formal Transition System; the automated transla-
tion of the unified Transition System into the NuSMV Model Checker by means
of a grammar that we defined; the use of threads to significantly improve the
implementation of the tool. In addition, we changed the platform modeling envi-
ronment to Modelio. With all these changes, we also applied our tool to a real
space software product which is under development for a stratospheric balloon
project to show how feasible is our approach in practice.

This paper is structured as follows. In Section 2, we present some significant
studies related to our work. Section 3 summarizes the methodology that is sup-
ported by our tool. All main details of the current version of the XMITS tool
are presented in Section 4 as well as in Section 5 we show its application to the
real space software system. Conclusions and future directions are presented in
Section 6.

2 Related Work

Lima [17] propose a technique to convert a UML sequence diagram into
PROMELA, the input language of SPIN verification system. Latella [16] made
a rich approach to the conversion of a behavioral subset of UML Statechart
diagrams into the SPIN Model Checker with a deep formalism. They aim to
guarantee the correctness and efficiency of the conversion process. Lam [15] for-
mally analyzed activity diagrams using NuSMV model checker. The objective
was determining the correctness of activity diagrams. Eshuis [13] presented two
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translations from activity diagrams to NuSMV. The aim was to assess the activ-
ity diagrams from the point of view of requirements and also from the point of
view of implementation, which represents the current system behavior. Dubrovin
[10] implemented a tool that translates UML hierarchical state machine models
to the input language of NuSMV. Uchitel [27] proposes translation of scenarios,
specified as Message Sequence Charts (MSCs), into a specification in the form
of Finite Sequential Processes. This can then be fed to the Labelled Transition
System Analyser model checker to support system requirements validation.

All these previous studies deal with a single UML or UML-like diagram to
perform Formal Verification. Rather, our tool allows to work with three kinds of
UML behavioral diagrams in any number at once. In addition, it is not clear if
in the previous studies the authors used specification patterns to formalize the
properties. Specification patterns provide clear guidelines to such formalization.

Encarnación Beato [4] presents a tool (TABU - Tool for the Active Behaviour
of UML) to convert three UML diagrams into a SMV input for formal verifica-
tion: class, state and activity diagrams. It seems to see a close approach to our
solution, using a tool for convert the XMI inputs into a SMV file. The difference
is in the use of the Cadence SMV as a formal verification tool and the need to
use all the diagrams to get a output.

Baresi [3] developed a tool to carry out Formal Verification of UML-based
models, mainly interested in the timing aspects of systems. It is composed by:
static part (class diagrams); dynamic aspects and behavior are rendered through:
(a) state diagrams and activity; (b) sequence diagrams; and (c) interaction
overview diagrams, used to relate different sequence diagrams; Clocks (and time
diagrams) are used to add the time dimension to systems. All these diagrams
seem to be required to construct the approach.

Cortellessa [7] proposes a methodology Performance Incremental Validation
in UML (PRIMA-UML) aimed at generating a queuing network based perfor-
mance model from UML diagrams that are usually available early in the software
lifecycle (use case, sequence, and deployment).

The goal of our approach is to let the user free to use any number of the
three accepted diagrams (with at last one Sequence diagram when working with
more than one diagram). Most of the tools we mentioned seems to work with a
only diagram at time or multiple required diagrams as input. We keep the idea
to use multiple behavioral UML diagrams, representing complementary views of
the system behaviors.

3 Approach to Detect Defects Based on UML Artifacts

A prerequisite for Model Checking is a property to be checked and a model of the
system under consideration. In Figure 1, we show our approach aiming at Model
Checking of software developed in accordance with UML. Activities which are
shown in dashed line have been automated by the XMITS tool. In the following,
we explain the main activities of the SOLIMVA 3.0 methodology [23].

(i) identify scenarios by looking at use case models. A use case can be
viewed as a scenario. Each scenario is a set of related subscenarios tied together
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[more scenarios]

Identify Scenarios

Select Diagrams

Formalize Properties

Generate Model Checker Notation

[end of scenarios]

Start Formal Verification

Select Requirements

Simulate Model

[else]

[model's defects]

Apply Model Checking

Generate Report of 

System Defects based on

Counter Examples

Generate Unified TS

Generate single TSs

Fig. 1. Workflow of the proposed approach

by a common goal. The mainline sequence (’main success scenario’ [6]) and each
of the variations (’extensions and sub-variations’) are the scenarios identified by
our approach; (ii) formalize properties. For each selected scenario, we extract
requirements from the textual description of use cases. After that, we formalize
properties by means of specification patterns [11]; (iii) generate single TSs.
Based on the available UML behavioral diagrams, we generate a single TS (finite-
state model) and then an unified TS (generate unified TS). These are the main
activities performed by XMITS. Our approach does not demand that all three
UML behavioral diagrams (sequence, activity, behavioral state machines) exist:
it is enough to have the sequence diagram and one of the other two to generate
the TS; (iv) generate model checker notation. Then, we translate the created
TS to a model checker. As we will show, our tool accomplishes an automated
translation from UML to the notation of the NuSMV Model Checker [1]; (v)
Finally, we apply Model Checking to realize about defects in the behavioral
description of the system represented by the UML diagrams. We repeat activities
from (ii) to (v) for each selected scenario. Also note that activities (ii) and
(iii)/(iv) may be accomplished in parallel.

4 The XMITS Tool

We have presented a very preliminar version of XML Metadata Interchange to
Transition System (XMITS) in [9]. As we have already mentioned in Section 3,
XMITS is fundamental to support our methodology to improve the design of
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TUTS
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Fig. 2. XMITS 2: software architecture

UML-based software. Currently, XMITS is in version 2 and its architecture is
shown in Figure 2.

The first version of XMITS [9] had only two modules: a Reader and a Con-
verter. These two modules were enough to convert two types of UML behavioral
diagrams (via their XMI files) into individual TSs: Activity Diagram (AD) and
Sequence Diagram (SD). However, not all SD and AD elements were supported
by the initial version of XMITS. In this first version, only sequence diagrams
with the most simple combined fragments were supported, such as decisions,
loops and optional. There was no support to parallel fragment. Both diagrams
also got a shallow support to guard conditions. Table 1 summarizes the main
differences between version 1 and the current XMITS’s version.

As we could have seen in Figure 2 and in Table 1, XMITS 2 not only allows
the translation from SD, AD but also from State Machine Diagram (SMD) into
individual TSs, provides the unification of all these 3 TSs into a unique TS

Table 1. XMITS comparison: versions 1 and 2 (current)

Version 1 Version 2

Resource SD AD SMD SD AD SMD

Decision with Guard Condition yes yes no yes yes yes

Decision without Guard Condition no no no yes yes yes

Parallel no yes no yes yes yes

Transition System unification no no no yes yes yes

Transition System conversion to NuSMV no no no yes yes yes
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and converts the TS output into a file in accordance with the NuSMV syntax.
In addition, elements such as decision with and without guard condition, and
parallel interaction operators are completely supported in XMITS 2.

Fig. 3. XMITS 2 workflow

Figure 3 shows the workflow related to XMITS. The modules are called
recursively by the system, so it is not necessary to call each module in the right
order to get the final output. The user only need to call the last module most of
the time. After the TUTS or the Converter, we already have an output, which
is a Transition System. It is possible to call the Bridge module to translate the
Transition System into the NuSMV notation. But the output provided by the
TUTS module (as well as the output provided by the Reader and the Converter
modules) are free for use as they are. The Global module also has a Printer tool
to visualize the Transition System output directly in the Java terminal, or save
as a txt file.

All the five modules work together following a flow to produce the final
output, but some of then can be called many times or even anytime. The process
begins by the XMI files produced by the Modelio software. XMITS can process n
XMI files due to each combination of the 3 accepted UML behavioral diagrams.
The only restriction is that our methodology, SOLIMVA 3.0 1 demands that at
least one SD is available. For n XMI files, XMITS will call n instances of the
reader and n instances of the converter. All the converted outputs go into the
TUTS (The Unified Transition System) that joins the Transition Systems into
a unique TS.
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4.1 The Reader Module

To process any XMI input, the first action is to convert the file to a useful format.
The reader module is responsible for convert the XMI into a structure for the
Converter module. The input file, which is a XML file, is processed by the SAX
(Simple API for XML). The reader module uses this API to save all the content
of the input into a linked list, storing each tag in a Java class according to its
characteristics.

4.2 The Converter Module

The major changes in our tool have been done in Converter module. The actual
architecture is: one module for each diagram with a central Diagram Selector
to define which logic to use. The Sequence Diagrams were processed by a logic
based on a Main Loop and the Activity diagram logic was based on a Func-
tion Dictionary structure. The architecture based on dictionaries is significantly
better than the previous. There is a logic based on the XMI input with many
specific details. Each logic has its own way to process the guard conditions and
it only accepts a very limited input format. In XMITS 2 we have a Converter
able to process all the three desired UML diagrams with a single logic, general-
ized to process any diagram. This logic is based on dictionaries as the Activity
logic in the first version, but without any specific XMI characteristic, making it
significantly smaller and clearer. These facts assure the same resources for any
diagram because there is a only logic for all of them.

After the XMI file is processed by the reader, the Converter first parse its
content to confirm if its a valid UML diagram and which diagram it is. After the
identification the diagram is redirected to its specific collector. The collectors
are responsible for reading the file line by line and classifying it’s elements into
six categories: State, Fork, Join, Decision, Connection or Default. Those are the
basic structures used by the Converter’s logic to define all possible elements in
a UML diagram, the only not mentioned element is the Multiple State, a virtual
element used to simulate a parallel processing. For the proposes of this tool,
the XMITS accepts only the Sequence, Activity and SMD UML diagrams but,
if anytime be necessary to upgrade the system for more diagrams, all we need
is to increment a new collector in the collectors package. Once the diagram is
formatted in this new generic structure its redirected to the logic. This structure
is a kind of state machine, so the logic will first get its first state and start
to process all the transitions an subsequent states. For each kind of element in
the mentioned six generic elements we have a specific function in the function
dictionary. The functions process the information of the incoming element and
call a specific function to process it’s transition to next state how will find the
specific function in the dictionary to process whatever the next state is. While
the elements are been processed the functions call a instance of the Builder, a
important class of the Global module responsible to create the Transition System
output. The Builder class always returns its own instance, so we never have more
than one Builder, no matter how many times it has been used in the system.
The Fig.4 shows the flow diagram of the Converter module.
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Fig. 4. Flow diagram of the Converter Module

4.3 The TUTS Module

The Unified Transition System (TUTS) module is a implementation of a method-
ology proposed by Santos [23], and its responsible to unify two or more Transition
Systems into a only unified Transitions System output. The TUTS is composed of
five packages: dictionaries, interfaces, facade, logics and tools. A structure based
on a Function Dictionary is used by this module, just like in the Converter. The
dictionaries package holds all dictionaries used by the module. The interfaces
package defines the basic function interfaces to generalize the code. All dictio-
naries are initialized by a facade class stored in the facade package. The core
processing happens inside the logics package. Finally, the tools package provides
many important functions for the unification process.

The flow of processing inside the TUTS is based on an iteration on the Tran-
sition System inputs, unifying each state of each Transition System according
to a rule. Each of those Transition Systems represents an UML diagram trans-
formed by the Converter Module. They are iterate all together, side by side, like
cars running in a race track. To walk from a state to another, the iterator needs
to obey rules in a specific order. All those rules are stored in a Rule Dictionary,
in the dictionaries package. If the states at the moment fits the first rule, there
will be a specific kind of iteration, if not, the system tries to apply the second
rule, and so on. The last rule is a ”end of race”, a function that simply stop
all the iterators because there is nothing more to iterate, i. e., all the diagrams
reach they last state. This process is observed in the Fig. 5.

The first rule expect find all states in the iterators position with the same
guard conditions. This rule means ”all states are equal”, and is the only time
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Fig. 5. The iteration over the diagrams in the TUTS module

in the process when the Builder class is called to generate a output. A unified
state is possible if, and only if all the states are equal. If all states are not equal
then the system will try the second rule. The second rule will look for a scenario
where some diagrams change they guard conditions but the others didn’t. In this
hybrid condition the iterator will advance just the diagrams how didn’t change
to keep in the same position just equal states. If the second rule didn’t apply
than the system tries the third rule, where all diagrams are in different states.
In this case there is no way to create a unified state, so all diagrams start to run
in a different thread with no interaction with the others. If even the third rule
applies there is a final rule to end all the process.

Every time where the diagrams can not be unified the system divide the
process and a new thread is create. This process happens when a division occurs
in the diagram or in the third rule when all states are different. In this way the
TUTS avoid join different states and simplify the process. While there is more
than one thread running the builder class fall into a concurrency of process trying
to save a Transition System. To solve this, the save function runs into a critical
region.

4.4 The Bridge Module

The Bridge module is responsible to translate the output created by the Con-
verter module or by TUTS into the notation of the NuSMV Model Checker.
Bridge accomplishes a model transformation and it uses the context-free gram-
mar shown in Fig. 6. Its possible to visualize the output directly in the Java
terminal or save direct in a file.

To make this conversion, the Bridge module iterates over the Transition
System several times, one for each section of the output file. First, the formater()
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Fig. 6. Context-Free Grammar to convert the output of the Converter or of the TUTS
into the NuSMV Model Checker notation

function iterates over all String values looking for non accepted characters and
replace then in order to apply the grammar. Then, there is one function dedicated
to create each section of the NuSMV file: header, variables, initial state (Assign),
transitions (Next) and guards. The module’s main function how call all those
process is show below:
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pr i va t e St r ing gene ra t e InputSt r ing ( Transit ionSystem root ){
f o rmatte r . format ( root ) ;
output = wr i t e r . createHeader ( ) ;
output = wr i t e r . createVar ( output , root ) ;
output = wr i t e r . c r ea t eAss i gn ( output , root ) ;
output = wr i t e r . createNext ( output , root ) ;
output = wr i t e r . createGuards ( output , root ) ;
r e turn output ;

}

4.5 The Global Module

The Global module provides some useful resources. The Builder and the main
data structure, widely used by Converter and TUTS modules are here. The
Builder is responsible for writing the Transitions System during the the conver-
sion and unification processes. The Builder is also responsible for giving access
to the Transition System output after all the processes have been finalized. All
data traveling through the processes of conversion and unification are encapsu-
lated into a data structure defined in the Global module. The Transition System
itself is defined in this module. This module is also responsible for holding all the
exception classes used by all other modules. Finally, there are two useful tools for
global use: an ID generator and a Printer. The ID generator provides a global
unique ID generation for all the inner process. The Printer is used for textual
visualization of the Transition System tree. It is possible to see this output on a
terminal console or save it direct in a txt file.

5 Application to a Space Application Software Product

We have applied our tool in a real space software product as our case study.
SWPDCpM (Software for the Payload Data Handling Computer protoMIRAX)
is an embedded software of the computer of Data Handling Subsystem of pro-
toMIRAX [8]. protoMIRAX is a balloon-borne high energy astrophysics experi-
ment which aims to develop cutting-edge space technology.

We are working with the on-board management system (SGB) that processes
the information received from the ground station, as well as gets, generates, for-
mats, stores, and transmits to the ground station via the telecommunications
subsystem and flight control, information on the subsystems of the experiment
protoMIRAX. There are several internal and external interfaces, among which
we can mention: SCA (attitude control) controls the positioning of the protoMI-
RAX experiment during its operation in azimuth and elevation; CRX (X-ray
camera) observes cosmic sources of x-rays to demonstrate innovative techniques
for reconstruction of images in x-rays, using shades hardcoded.

The first activity is identify scenarios, following the approach proposed in
Section 3. In our experiments, we have carried out twelve scenarios of SWPD-
CpM. (i) Scenario 1: Receive remote commands; (ii) Scenario 2: Forward remote
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commands; (iii) Scenario 3: Forward telemetry; (iv) Scenario 4: Enable/Disable
forwarding of telemetry; (v) Scenario 5: Report current operation mode; (vi)
Scenario 6: Change computational operation mode; (vii) Scenario 7: Distribute
command turns on and off; (viii) Scenario 8: Download process of memory; (ix)
Scenario 9: Report current software version; (x) Scenario 10: Get program charge
status; (xi) Scenario 11: Start loading new version; and (xii) Scenario 12: Control
interface with SCA.

We detail only one scenario, showing the full cycle of activities proposed in
Section 3. With respect to other scenarios, we present only the final results, as we
have restriction of space. The scenario we detail is Scenario 11 - Start loading new
version. This scenario subsumes the function that attempts to remote command
(TC) initiation request for loading new version of SWPDCpM.

Then, we start Formal Verification. For this, in one side we select
requirements and on the other side, we define which diagrams are related
to the scenario we are working with. Only one sequence diagram is related to
this scenario. Our tool automatically converts this diagram in a transition sys-
tem (TS) as can be seen in Figure 7 - the sequence diagram and the TS generated
for this diagram.

Fig. 7. Sequence Diagram and its respective TS

Each state is characterized by the values of the variables (generate model
checker notation). We have identified one variable that characterize the TS
obtained from sequence diagram:

State = {_tc$_$sgb$coma$__st$equals$131$coma$__sst$equals$5$coma$
__dados_carga$_$, _tc$_$dados_carga$_$,..., _encaminharTM$_$}.

Continuing the approach, we can extract one relevant user-defined property
for this scenario, related to requirements. To proceed with the Formal Verifi-
cation, it is necessary to formalize the properties to be checked. We chose
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Computation Tree Logic (CTL) to formalize the properties. Note that the prop-
erties could be formalized using LTL as well, considering that NuSMV supports
such logic.

Requirement: Once the initiation of load (TC InicicacaoCarga) is received,
the system should: accomplish data verification, to persist the data so that it
is possible to recover data, and finally to report informing success or anomaly.
This property can be formalized using Precedence Chain Pattern and Scope
After Q proposed by [11], in CTL, as follows:

!E[!(State = _tc$_$dados_carga$_$) U
(State = _tc$_$dados_carga$_$ & E[!
(State = _validar$_$dados_carga$_$__$dots$ok)
U State = _#$not$ok#$dots$tm_re]
& E[!(State = _#$not$ok#$dots$tm_re)
U (State = _validar$_$dados_carga$_$__$dots$ok
& !( State = _#$not$ok#$dots$tm_re)
& EX(E[!(State = _#ok#$dots$escreve$_$dados_carga$_$) U
(State = _#$not$ok#$dots$tm_re & !( State =
_#ok#$dots$escreve$_$dados_carga$_$))]))])]

When running NuSMV (apply Model Checking) for the TS, we have
obtained 7 states, and all of them are reachable states. The property we checked
is true, that is, the property is satisfied.

We have applied this approach for all twelve scenarios. The results are dis-
played in Table 2. As we can see, some properties were not satisfied, meaning
that some diagrams do not reflect all the requirements. Although this case study
has only sequence diagrams, and it is not possible to exercise the whole features
(which include unifying the three UML diagrams) of our approach, this case
study is very suitable because it is a real project.

Table 2. Final Results after running NuSMV

Proprieties States
Scenario Verified Satisfied Total Reachable

1 3 3 15 7
2 7 0 7 7
3 2 2 27 11
4 1 1 6 6
5 1 1 5 5
6 2 0 6 6
7 1 0 7 7
8 2 0 36 16
9 1 1 6 6
10 1 1 7 7
11 1 1 7 7
12 2 2 4 4
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6 Conclusions

We presented a tool to convert selected UML behavioral diagrams into a NuSMV
ready input for formal verification. The tool is able to process Sequence, Activity,
and State Machine UML diagrams and unify any number of those diagrams, since
we have at least one Sequence diagram. Using more than one diagram provides
a rich view of the system by different angles or in different states in time. It also
helps to find inconsistencies and incompleteness in the models by confronting
multiple views of the same system. The ability of the XMITS tool to unify those
diagrams catch this feature. Many other tools were developed to help apply
formal verification in UML or UML-like diagrams, but none of them seems to
have the freedom of use any number of inputs or unify any number of UML
diagrams.

The XMITS tool aims to be modular and ready for upgrade. All its architec-
ture were think to be generic and flexible. One of the most important character-
istics of the architecture used in this version of the XMITS tool is the aperture
to implement new modules and add new features in the existent modules. Based
on this, we propose some future implementations towards new resources and
easy to use. One interesting new feature could be the implementation of new
UML diagrams compatibility. The Converter module is ready to accept new
UML diagrams by adding a new collector class. Another important future work
is the development of a new module to catch the feedback from the NuSMV and
show to the user the results automatically. A addiction of different grammars
in the Bridge module can open the possibility to use not only the NuSMV. It
could allow the use of the converted and unified diagrams into a different Mode
Checker tool.
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Abstract. The scheduling problems are very common in any industry
or organization. The software project management is frequently faced
with different scheduling problems. We present the Resource-Constrained
Project Scheduling problem as a generic problem in which different
resources must be assigned to different activities, so that the make span
is minimized and a set of precedence constraints between activities and
resource allocation to these activities are met. This Problem is a NP-
hard combinatorial optimization problem. In this paper we present the
model the resolution of the problem through the Artificial Bee Colony
algorithm. The Artificial Bee Colony is a metaheuristic that uses foraging
behavior of honey bees for solving problems, especially applied to com-
binatorial optimization. We present an Artificial Bee Colony algorithm
able to solve the Resource-Constrained Project Scheduling efficiently.

Keywords: Software project management · Project scheduling ·
Optimization · Artificial Bee Colony · Metaheuristic

1 Introduction

The software project management is frequently faced with different scheduling
problems, such as the assignation of different programmers to different software
modules, the assignation of software engineers to different tasks in a software
project, so that the whole activities to the software project are completed and
the cost and duration of the project are minimized.

The problem of project scheduling with limited resources can be understood
as the scheduling of project activities, so that neither resource constraints nor the
c© Springer International Publishing Switzerland 2015
O. Gervasi et al. (Eds.): ICCSA 2015, Part IV, LNCS 9158, pp. 628–639, 2015.
DOI: 10.1007/978-3-319-21410-8 48
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precedence constraints are violated, with the aim of minimizing the completion
time of the last activity, ie, the project makespan. Therefore scarce resources are
allocated to competing activities over a given time horizon for the best possible
performance [8].

The Resource Constrained Project Scheduling Problem (RCPSP) is consid-
ered a NP-hard [3] problem, This is a complex and difficult combinatorial prob-
lem to program. Whereby the exact methods have difficulties in solving large
RCPSP instances, then other alternatives are needed to solve them. Among
these alternatives are heuristics, which have the capacity to lead to a near opti-
mal solution even in scale problems, minimizing the use of resources.

Therefore the use of heuristics is a tool to find good solutions for acceptable
quality computation. For this there have been many studies in the literature
based on metaheuristics as: Harmony Search, Iterated Local Search, Memetic
algorithm, Tabu Search based algorithms and Ant Colony. Worth mentioning
that for the general formulation of combinatorial problems has not been identi-
fied a method that significantly outperform others.

In the literature, we can find resolution to RCPSP by methods based on lin-
ear programming [9,11] approaches, which proposes a number of solutions where
the formulations, the objective function, precedence constraints and resource
constraints are specified in a variety of ways to solve. There are also other meth-
ods such as branch and bound algorithms [4], Genetic Algorithms (GA) [5,13],
Tabu Search (TS) [10], Simulated Annealing (SA) [1], Ant Colony Optimization
(ACO) [2,6], Adaptive search method (AS) [12] and Particle Swarm Optimiza-
tion (PSO) [2,15], which have been well applied to solve the scheduling problem
projects with limited resources. Also the Artificial Bee Colony algorithm (ABC)
is a new meta-heuristic developed by Karaboga [7], which is a stochastic opti-
mization technique based and inspired by the foraging behavior of the honeybee
colonies.

There are other approaches for resolving problems RCPSP which are designed
as a hybrid of different approaches, these methods try to exploit the advantages
of two or more methods in order to design an algorithm with improved perfor-
mance in general, algorithms hybrids best performance is obtained by improving
the balance between exploration and exploitation by combining the potential of
different approaches. Therefore, hybridization can be used as a way to avoid
stagnation and premature convergence are known as major deficiencies meta-
heuristics.

In this paper a mathematical model of RCPSP solved with ABC algorithm
is presented. We believe that ABC is a metaheuristic able to solve efficiently
RCPSP, capable of competing with other solutions generated by complete and
incomplete techniques.

This paper is organized as follows. In Section 2, we describe the RCPSP.
Section 3 presents the ABC metaheuristic. The results of the ABC algorithm to
RCPSP are presented in section 4. Finally, the concluding remarks of investiga-
tion made in the paper are presented in Section 5.
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2 Resource Constrained Project Scheduling Problem

RCPSP can be defined as projects with limited resources in an environment
which must process a set of activities subject to precedence constraints and
resources, the latter being shared by several activities. Thus the problem is to
perform such allocation optimizing some objective function.

A project consists of a set of activities, also known as jobs, operations or
tasks; to complete the project successfully, each activity can be processed in one
of several possible modes, each mode represents a different way of performing the
activity being considered. The mode determines the duration of this activity, the
requirements of different types of resources, possible flows (positive or negative)
of money and other characteristics associated with the activity.

Among the project activities precedence relations are defined when the order
to be executed is determined, these relationships are for technological or process
design reasons, for which the project is represented as a directed graph where
activities are represented in a nodes and the precedence relationships between
activities by the arcs.

The programming projects may have different objectives and based on them
the goodness or quality of a solution is measured, typically the objectives con-
sidered are:

– Minimize Project duration (makespan): the measure most applied in
the domain of project scheduling. The length is defined as the time interval
between the beginning and the end of the project. Since the beginning of the
project is usually assumed in time t = 0, minimize the length is equivalent
to minimizing the maximum completion times of all activities.

– Minimize Delays of Activities: other regular performance measure is to
minimize the flow time of all project activities, or are given due dates is to
minimize delays.

– Maximize the net present value of the project: when large projects
and long term are present significant amounts of money flow in the form of
expenses to initiate activities and payments to complete the project parties;
the net present value (NPV) is a suitable criterion to measure whether the
project is optimal. This approach generates a critical path cost and not time
critical path generated when the duration is minimized.

– Maximize the Value of the project: this goal is very important for
project managers. The quality of a project is given by the fulfilment of the
deadlines planned, budget and meets the customer is satisfied with the prod-
ucts. The formulation of this problem has focused on minimizing the devia-
tion of deadlines and within budget because of which must be pre-processed.

– Minimize Project Cost: this has attracted much attention of researchers
due to their practical relevance. It delivery the cost of activities as ways
of engaging different results in direct costs, which should be minimized
(exchange cost-duration). On the other hand may be considered to mini-
mize the cost of resources is determined by the programming of activities,
which influence the cost indirectly through resources.
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Besides the resources applied to a given project have the following
classification:

– Renewable Resources: the man hours, machines, tools, space; these
resources are available from period to period, ie, the amount available is
renewed from one period to another.

– Non-Renewable Resources: the money, raw materials or energy resources
that are available throughout the project are consumed as activities are
implemented.

– Doubly Constrained Resources: are resources that are limited both by
the period as a whole available in the project, for example, the budget con-
straint limits not only the cost of the entire project, but also consumption
for each period.

– Resources Limited Partially: are resources whose availability is renewed
at specific intervals. These types of resources can be viewed as a generic term
for all types of resources.

In these four classifications, a resource of the same type is equally efficient for
another. In general the ideal solution for RCPSP is about considering satisfy
the constraints on the ability of different types of resources in each period. The
results that may be obtained helping managers decide how many resources can
be used for processing an activity and minimize the time of completion of a
project.

2.1 Model of RCPSP

We have specified the main components for RCPSP well as the mathematical
definition, the mathematical model, the explanation of the mathematical model,
an example for RCPSP and PSLIB library.

The scheduling problem with limited resources whose main components:

– Set of activities A = {a0, a1, a2, ..., an, an+1}
– Renewable resources limited set of R = {r1, r2, ..., rm}
– Dummy activities that represent the start and end of the project respectively,

also consume zero units of time and do not consume any resources a0; an+1

– Duration for each activity ai con i = {1, .., n} represented by di ≥ 0
– Amount of resources consumed qij ≥ 0
– maximum availability Qj ≥ 0 each resource rj ∈ R at each instant of time.
– Precedence Constraints Pa ∈ A = {a1, ..., an+1}
– each activity ai can not be initiated while predecessor activities Pi have not

been finalized.
– Set of successor activities Si for ai activities being i = {1, ..., n + 1}
– Set of start times for each activity T = {t0, ..., tn+1}
– Directed acyclic graph G = {A,E} where E = {(ai, aj)/ai ∈ Pa; a ∈ A}

The goal is to find a set of start times for each activity that meets the prece-
dence constraints and availability of resources and minimizes the total duration
of the project (makespan).
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2.2 Mathematical Model

Mathematically the RCPSP is represented by the following mathematical model
containing the minimization of makespan and the constraints of time and
resources.

Min Fn+1 (1)

Fh ≤ Fj − pj (2)
∑

j∈A(t)

rj,k (3)

k ∈ K; t ≥ 0 (4)

Fj ≥ 0 (5)

where j = {1, ...., n + 1}
h ∈ Pj

Defined Fj as the completion of the activity j therefore in the mathematical
formulation should be minimized Fn+1 since n + 1 this is the last activity. This
is represented in the objective function presented in Eq. 1, used to define the
quality of a solution (Fitness). The Eq. 2 does satisfy the precedence constraint
between activities since it shows that the completion of an activity h must be
greater or equal to the completion of the activity j unless the predecessor activity.
The Eq. 3 and Eq. 4 show the limits for each type of resource k and each time
instant t, thus not allowing the demand for activities occurring at present does
not exceed its capacity. Finally the Eq. 5 defines the decision variables.

2.3 Example of a Project

An example is shown for a project in which there are 7 activities in the next
section, the type of resource and precedence constraints are indicated, as well
as also a possible solution should be ordered as activities for the minimum
makespan.

In Fig. 1 a example project is observed with activities of 0 to 7 with their
respective durations(d) and requirement(r) (d/r)of the resource, where activities
0 and 7 have length 0, only represent start and finish milestones and other
activities have resource constraints that are 4 units of resources simultaneously,
given that the resource is renewable type so for example, if an activity spends 3
units does not mean that the next activity must spend 1 unit if they can spend
between 1 and 4 units of the resource.

In Fig. 2 a possible solution to the shown example, representing resource
use R1 and project duration. 2.4, (1.6), 3.5, which satisfy a possible solution
to the problem given that meet the constraints of time and resources thereby
minimizing the makespan: the order of tasks is also displayed.
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Fig. 1. Directed acyclic graph

Fig. 2. Representation of a possible solution

3 Description of Artificial Bee Colony

The ABC algorithm is inspired by the behavior of intelligent power of a colony
of bees, this is an optimization algorithm based on population introduced by
Karaboga [7].

This algorithm is motivated by the intelligent behavior of honey bees, using
common parameters such control as a colony size and the maximum number of
cycles.

ABC as an optimization tool provides a search procedure based on the pop-
ulation where the individual items of food are modified by artificial bees with
time and purpose of the bee is to discover the locations of food sources high
amount nectar.

In the ABC system artificial bees fly around in a multidimensional space
search and some bees that can be used are those spectators who choose foods
sources based on their own experience and their nest mates, and then adjust
their positions. Some scout bees fly and food sources are chosen randomly and
without the use of experience, if the amount of nectar from a new source is larger
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than the previous saved in its memory, memorize the new position and forget
the above.

Therefore, the ABC system combines local search methods, carried out by
employed bees and spectators, with global search methods, managed by specta-
tors and explorers, trying to balance the exploration and exploitation process.

This algorithm comes from the intelligence swarm and this based on the
behavior of natural honey bees to find their food is so in the following points
is passed on to detail each of these concepts and computational bees are also
analyzed.

Initialization phase: In the initialization phase all parameters are set, mainly
by the population size m, number of iterations of the algorithm, and the initial
values of the solution, which is defined as a vector x with a dimension between
1 and n, where n is the n dimension of the solution. The initial solution may be
random or guided.

xi = li + rand(0, 1) ∗ (ui − li) (6)

The Eq. 6 determined as randomly initialize the dimension i of the solution
x. li and ui are the minimum and maximum values for xi.

Bees Employed Phase: The bees take a new neighbor solution to the current
solution v, this solution is obtained by applying an operator to change random
to one or more of the dimensions of the initial solution x. The fitness of v and x
are then calculated, selecting the best.

Bees Spectators Phase: The spectators bees take your probabilistically deci-
sion based on the information provided by the Employed bees. Taking the best
solution according to the highest probability calculated according to Equation.

pi =
fit(xi)

∑m
j=1 fit(xj)

(7)

After selecting the best solution x as probability. New neighbor solution v is
calculated and the best solution between the two is chosen.

Bees Scout Phase: Bees are choose randomly solution. The worker bees that
your solution does not improve over a period of time become explorers and may
use the above equation to define a new solution to chance.

3.1 Representation of the Solution

The solution is represented as follows, if the RCPSP is a problem composed of n
activities, then the bees will move in solution space n dimensions. ie a solution
is a vector xi, where i ∈ {1, ..., n}, the possible values for each dimension are
between 0 and 1. Where each bee represents a solution in the solution space. The
order of each element of the solution, represents the order in which to perform
the activities. This representation is based on list priority represented by Zhang
2006 [14].

We use a change operator based in simple swap. The different types of swap
are N, NS, NSC.
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Type N: such is the nearest neighbor and is choosing a random value as the
image Fig. 3 Activity 3 and exchanged for activity 4.

Fig. 3. Swap type N

Type NS: this rate is to choose a random number as in the Fig. 4 can be seen
activity 4 is selected and then has 4 spaces to the right and make the change,
then exchanged the 4 activity 8.

Fig. 4. Swap type NS

Type NSC: in such an activity and randomly select Fig. 5 that activity 7
is selected and then count backwards 4 spaces for putting this activity in the
position being located activity in the rest position and ran forward.

Fig. 5. Swap type NSC
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3.2 Representation of the Algorithm

We can see below the pseudocode which shows that through the ABC algorithm
to obtain results for RCPSP

Algorithm 1. Pseducode of the ABC algorithm for RCPSP
Initialization

Define (Cycles, Sources, Scouts, Onlooker, Visit )

Initialize food source randomly

While Cycle > 0

(Send Employed Bees)

Calculate Vid = Xid + ω1rid(Xid − Xkd)

(Send Onlooker Bees)

Calculate permutation Fig. 3

Calculate permutation Fig. 4

Calculate permutation Fig. 5

Calculate Vid = Xid + ω2rid(Xid − Xkd)

(Send Scout Bees)

If visit is satisfied

Initialize food source i randomly

End While

Return best schedule

4 Experimental Results

The algorithm was implemented using Netbeans IDE 8.0 with java programming
language. The instances of each bechmark J30, J60, and J90 of PSLIB were taken
with the following results which are compared with those of the page http://
www.om-db.wi.tum.de/psplib/datasm.html.

Table 1 shows that our algorithm is able to obtain good solutions for instances
with less complexity. In some instances the algorithm was possible to obtain

http://www.om-db.wi.tum.de/psplib/datasm.html
http://www.om-db.wi.tum.de/psplib/datasm.html
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Table 1. Results instances J30

Instance Makespan BestSolution

J30 1 38 43

J30 2 49 47

J30 3 35 47

J30 4 61 62

J30 5 31 39

J30 6 36 48

J30 7 43 60

J30 8 45 53

better results than the best found for these instances. In Table 2 and Table 3
we can see the results for more complex instances J60 and J90, where our algo-
rithm was not possible to achieve the best known results. The Fig. 6 shows the
convergence of our proposal for the 3 types of tested instances. Proving that the
algorithm for J30 instances converges around iteration 100 and for J60 and J90
instances, the algorithm converges near the iteration 1000.

Table 2. Results instances J60

Instance Makespan BestSolution

J60 1 85 77

J60 2 99 68

Table 3. Results instances J90

Instance Makespan BestSolution

J90 1 148 73

J90 2 140 92
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Fig. 6. Convergence of ABC algorithm to RCPSP
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5 Conclusion

In conclusion the RCPSP problem, which is a combinatorial NP-hard problem,
is possible to represent real problems which can be applied to software project
management. We propose to detailing with this problem a bio-inspired meta-
heuristic able to find solutions to combinatorial problems using the behavior of
natural bee colonies.

The mathematical model of the problem and a description of the behavior of
ABC are clearly presented. Also we present the model that solves the problem
with ABC. Through this algorithm it is possible generate possible solutions to
compete with other solutions proposed by other authors.

As future work is expected to improve the exchange operators of our ABC
algorithm so as to increase the exploration of bees, for not converge quickly to
a suboptimal solution.

Acknowledgments. Broderick Crawford is supported by Grant CONICYT/
FONDECYT/REGULAR/1140897, Ricardo Soto is supported by Grant CONICYT/
FONDECYT/INICIACION/11130459, Franklin Johnson is supported by Postgradu-
ate Grant PUCV 2015, And Fernando Paredes is supported by Grant CONICYT/
FONDECYT/REGULAR/1130455.

References

1. Bouleimen, K., Lecocq, H.: A new efficient simulated annealing algorithm for the
resource-constrained project scheduling problem and its multiple mode version.
European Journal of Operational Research 149(2), 268–281 (2003)

2. Chen, R.-M., Wu, C.-L., Wang, C.-M., Lo, S.-T.: Using novel particle swarm opti-
mization scheme to solve resource-constrained scheduling problem in psplib. Expert
systems with applications 37(3), 1899–1910 (2010)

3. Chiarandini, M., Di Gaspero, L., Gualandi, S., Schaerf, A.: The balanced academic
curriculum problem revisited. Journal of Heuristics 18(1), 119–148 (2012)

4. Dorndorf, U., Pesch, E., Phan-Huy, T.: A time-oriented branch-and-bound algo-
rithm for resource-constrained project scheduling with generalised precedence con-
straints. Management Science 46(10), 1365–1384 (2000)

5. Hartmann, S.: A competitive genetic algorithm for resource-constrained project
scheduling. Naval Research Logistics (NRL) 45(7), 733–750 (1998)

6. Herbots, J., Herroelen, W., Leus, R.: Experimental investigation of the applicability
of ant colony optimization algorithms for project scheduling. DTEW Research
Report 0459, 1–25 (2004)

7. Karaboga, D.: An idea based on honey bee swarm for numerical optimization. Tech-
nical report, Technical report-tr06, Erciyes university, engineering faculty, com-
puter engineering department (2005)

8. Kempf, K., Uzsoy, R., Smith, S., Gary, K.: Evaluation and comparison of produc-
tion schedules. Computers in industry 42(2), 203–220 (2000)

9. Mingozzi, A., Maniezzo, V., Ricciardelli, S., Bianco, L.: An exact algorithm for
the resource-constrained project scheduling problem based on a new mathematical
formulation. Management Science 44(5), 714–729 (1998)



A Scheduling Problem for Software Project Solved with ABC Metaheuristic 639

10. Nonobe, K., Ibaraki, T.: Formulation and tabu search algorithm for the resource
constrained project scheduling problem. In: Essays and Surveys in Metaheuristics,
pp. 557–588. Springer (2002)

11. Pritsker, A.A.B., Waiters, L.J., Wolfe, P.M.: Multiproject scheduling with limited
resources: A zero-one programming approach. Management science 16(1), 93–108
(1969)

12. Schirmer, A.: Case-based reasoning and improved adaptive search for project
scheduling. Naval Research Logistics (NRL) 47(3), 201–222 (2000)

13. Valls, V., Ballestin, F., Quintanilla, S.: Justification and rcpsp: A technique that
pays. European Journal of Operational Research 165(2), 375–386 (2005)

14. Zhang, H., Li, H., Tam, C.: Particle swarm optimization for resource-constrained
project scheduling. International Journal of Project Management 24(1), 83–92
(2006)

15. Zhang, H., Li, X., Li, H., Huang, F.: Particle swarm optimization-based schemes
for resource-constrained project scheduling. Automation in Construction 14(3),
393–404 (2005)



© Springer International Publishing Switzerland 2015 
O. Gervasi et al. (Eds.): ICCSA 2015, Part IV, LNCS 9158, pp. 640–654, 2015. 
DOI: 10.1007/978-3-319-21410-8_49 

On the Use of a Multiple View Interactive Environment 
for MATLAB and Octave Program Comprehension 

Ivan M. Lessa1, Glauco de F. Carneiro1, Miguel P. Monteiro2,  
and Fernando Brito e Abreu3() 

1 Universidade Salvador (UNIFACS), Salvador/Bahia, Brazil 
ivan.lessa@gmail.com, glauco.carneiro@unifacs.br 

2 Universidade Nova de Lisboa (UNL), NOVA LINCS, Lisbon, Portugal 
mtpm@fct.unl.pt 

3 Instituto Universitário de Lisboa (ISCTE-IUL), ISTAR-IUL, Lisbon, Portugal 
fba@iscte-iul.pt 

Abstract. MATLAB or GNU/Octave programs can become very large and 
complex and therefore difficult to understand and maintain. The objective of 
this paper is presenting an approach to mitigate this problem, based upon a mul-
tiple view interactive environment (MVIE) called OctMiner. The latter provides 
visual resources to support program comprehension, namely the selection and 
configuration of several views to meet developers’ needs. For validation pur-
poses, the authors conducted two case studies to characterize the use of  
OctMiner in the context of software comprehension activities. The results pro-
vided initial evidences of its effectiveness to support the comprehension of pro-
grams written in the aforementioned languages. 

Keywords: Software visualization · MATLAB/octave · Software  
comprehension 

1 Introduction  

MATLAB1 and its open source “clone” Octave2 are high-level programming lan-
guages and development environments that are widely used for rapid prototyping and 
simulation of scientific applications. As those applications grow in size and complexi-
ty, they face the usual maintenance challenges that are common in the so-called “leg-
acy systems” [1]. Maintainability depends on our ability to understand programs, 
what lead to the creation of a Program Comprehension scientific community3. 

By reviewing the available literature, we found evidence of a lack of support for 
the comprehension of programs coded in MATLAB and Octave, as described in a 
following section. We tackled this research opportunity by implementing a multiple 
view interactive environment (MVIE) named OctMiner. MVIEs provide resources to 

                                                           
1  A registered trademark of The MathWorks© (http://www.mathworks.com/products/matlab) 
2  See http://www.gnu.org/software/octave/ 
3  See http://www.program-comprehension.org/ 
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support data analyses and unveiling information that otherwise would remain unno-
ticed [2] [3]. To validate OctMiner effectiveness, we conducted two case studies us-
ing the tool to support the comprehension of MATLAB/Octave programs. The first 
study aimed at characterizing the MVIE support to identify crosscutting concerns 
following previous research on this issue [4] [5]. The second study focused on analyz-
ing to which extent OctMiner can help programmers to understand the solutions  
proposed in the StackOverflow community 4, a popular question-and-answer site for 
professional programmers, regarding MATLAB and Octave problems. 

This paper is structured as follows: section 2 summarizes the main concepts of the 
MATLAB/Octave programming languages and describes the key functionalities of 
OctMiner and its architecture; section 3 presents two case studies to exemplify how 
OctMiner can support MATLAB/Octave program comprehension; section 4 proposes 
a set of usage strategies to be performed with OctMiner for comprehension purposes; 
section 5 reviews related work; finally, section 6 presents the final considerations and 
outlines opportunities for future work. 

2 Multiple View Interactive Environments 

Visualization provides perceivable cues to several aspects of the data under analysis 
to reveal patterns and behaviors that would otherwise remain “under the radar” [6]. 
Card et al. [2] proposed a well-known reference model for information visualization. 
According to them, the creation of views goes through a sequence of successive steps: 
pre-processing and data transformations, visual mapping and view creation. Carneiro 
and Mendonça [7] extended this model to adapt it to the context of MVIEs. The ex-
tended model is portrayed in Fig. 1 emphasizing that the visualization process is high-
ly interactive. Moreover, it enables the combined use of resources of a multiple view 
interactive environment. The process starts with original (raw) data obtained from a 
repository that undergoes a set of transformations, which is then organized into data 
structures suitable for information exploration. This process is called data transfor-
mation [3]. Next, the aforementioned data structures are used to assemble visual data 
structures. Those structures organize data properties and visual information properties 
in ways that facilitate the construction of visual metaphors. This step defines the 
mapping from real attributes – which are derived from the data properties (software 
attributes, in our case) – to visual attributes such as shapes, colors and positions on the 
screen. This process is called visual mapping [3]. It is important to highlight that these 
activities do not deal with rendering, but rather with building suitable data structures 
from which the views can be rendered. The final step, presented in Fig. 1, is the visual 
transformation, aimed at drawing the information on the screen to produce the views. 
In this step, a specific visual scene is actually rendered on the computer screen [3].  

Nunes et al. [8] proposed a toolkit implemented as a Java Eclipse plugin from 
which MVIEs could be developed. The plugin provides a basic structure that allows 
the creation and inclusion of new resources and functionalities to develop MVIEs. 
Fig. 2 presents the way the toolkit was used and extended by other plugins to reify the 
                                                           
4 See http://www.stackoverflow.com 
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SourceMiner MVIE. This MVIE was originally developed to support the comprehen-
sion of Java source code. As can be seen in Fig. 2, the extension points of the 
toolkit.aimv plugin enable the inclusion of new plugins to the MVIE. Each of the  
conveyed extension points provides an interface with methods and their respective 
signatures. In the case of OctMiner, we needed to access and transform raw data – the 
Abstract Syntax Tree (AST) of MATLAB/Octave programs – to a format compatible 
with the visual data structure. According to the extended reference model for MVIEs, 
this is a requirement to feed the views. Fig. 2 presents a set of plugins that comprise 
the SourceMiner MVIE. 

 

 

Fig. 1. An extended reference model for MVIEs [3] 

 

Fig. 2. The SourceMiner MVIE [8] 
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The goal of the toolkit is to provide an infrastructure to develop MVIEs for differ-
ent domains. The domain targeted in this paper comprises programs written in 
MATLAB/Octave. The application of the aforementioned toolkit to this domain was 
reified through OctMiner, whose architectural overview is depicted in Fig. 3. The 
Grid and Treemap views were provided by the MVIE. On the other hand, the List 
view, the Filters and the Analyzer were extended from the MVIE specifically for 
OctMiner usage. 

 

 

Fig. 3. OctMiner architectural overview [9] 

2.1 The MATLAB and OCTAVE Programming Languages 

MATLAB is an interpreted language, very popular among students and researchers of 
physics, biomedical engineering and related areas. It is not uncommon that a young 
engineer is fluent in using MATLAB, but hardly familiar with C, and even less with 
Fortran [10] [11]. 

MATLAB has been used to teach linear algebra, numerical analysis, and statistics. 
Since the MATLAB language is proprietary, a similar language, named Octave was 
developed, and is distributed under the terms of the GNU General Public License.  
It was originally conceived in 1988 to be a companion programming language for an 
undergraduate-level textbook on chemical reactor design. Due to the similarities be-
tween these languages, it is possible to interpret MATLAB programs in the interpreter 
of the GNU/Octave with no major problems. The main differences between the two 
languages are the following: 

i) some similar functions have different names in each language; 
ii) comments in MATLAB are written after “%” while in Octave you can use 

both “%” and “#”; 
iii) in MATLAB the control blocks (while, if and for), as well as the functions 

delimiter all finish with “end” while in Octave you can also use 
“endwhile”, “endif”, “endfor” and “end-function” respectively; 

iv) In MATLAB the not equal to operator is “˜=” while in Octave “!=” is 
also valid; 

v) MATLAB does not accept increment operators such as “++” and “—“, 
while Octave accepts them. 
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2.2 The OctMiner MVIE 

The main motivation for representing concerns manifested in MATLAB/Octave code 
in a MVIE is the enhancement of the comprehension activities. The plugin structure 
supporting the MVIE toolkit is the same as presented in Fig. 2. The main difference is 
that in this case the focus is on MATLAB/Octave rather than Java. Fig. 3 depicts the 
main four elements of OctMiner: the Eclipse IDE RAP/RCP (Remote Application 
Platform / Rich Client Platform) , the Octclipse plugin5, the Octave interpreter and the 
MVIE toolkit proposed in [8]. The Eclipse IDE enables its extension through the use 
of plugins. The MVIE toolkit does this to provide its functionalities, as well as ena-
bling the tailoring of the MVIE for the analysis of data from different domains, e.g., 
the data gathered from MATLAB/Octave programs. We implemented an Analyzer  
module, as conveyed in Fig. 3, which is analogous to sourceminer.modules in Fig. 2. 
It is an extension of the Import Module, whose goal is to import and convert data from 
the original data repository to be represented in the multiple views. The Octclipse 
plugin also provides an Octave development environment built on top of Eclipse's 
Dynamic Languages Toolkit 6 . This environment enables programmers to create  
Octave scripts (*.m files), edit them in a multi featured text editor, run the Octave 
interpreter and see the results displayed in the IDE's console. OctMiner is freely 
available for download7. 

3 Comprehension Activities with OctMiner 

This section presents two studies to characterize the use of OctMiner in software 
comprehension activities.  

3.1 The First Study 

The first study investigated the following question: “to which extent OctMiner pro-
vides effective support to identify potential symptoms of crosscutting concerns in 
MATLAB programs?” To answer this question we analyzed 22 MATLAB image-
processing routines with OctMiner, to identify the presence of scattering and tangling. 
Scattering [12] is the degree to which a concern is spread over different modules or 
other units of decomposition. Tangling [13] is the degree to which concerns are  
intertwined to each other in the same module. Both scattering and tangling are indica-
tors of the presence of crosscutting concerns. The basic units of decomposition (mod-
ules) in MATLAB or Octave are functions and files. For cohesion sake, a file usually 
contains a set of related functions. 

The term “token”, to be used hereinafter, represents a function name from the 
MATLAB/Octave systems. This study considers that the distribution of the occur-
rence of these tokens can be used as an indicator of scattering and tangling symptoms. 

                                                           
5  See http://sourceforge.net/projects/octclipse/ 
6  See http://eclipse.org/dltk/ 
7  See http://www.sourceminer.org/octminer 
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The approach is as follows: sets of tokens can be associated to a given concern, which 
ideally would be modularized into its own file, with no additional concerns. When the 
concern is not modularized, its code is scattered across multiple files and its associat-
ed tokens are found in such files – an indicator of scattering. Often, such files also 
betray the presence of tokens categorized under multiple concerns – an indicator of 
tangling. 

To explore the above approach, participants performed the following activities: 

i) Identify tokens most commonly used in the 22 routines; 
ii) Characterize the localization among files of the most commonly used tokens to assess 

the symptoms of scattering; 
iii) Characterize the relationship between the most commonly used tokens and other 

tokens in the files to assess the symptoms of tangling; 
iv) Determine the category (concern) to which the most commonly used tokens belong; 
v) Using the category of each token, identify the main functionalities (concerns) of the 

program. 

This approach allowed identifying the top most commonly used tokens in the  
analyzed routines. These tokens presented evidences of scattering. This study was  
just a pilot-test in using OctMiner in comprehension activities and it allowed us to 
identify a set of improvements, which were added to OctMiner before the next study 
took place. 

3.2 The Second Study 

The second study had the following research question, based on answers posted at 
StackOverflow: “to which extent OctMiner provides effective support to clarify pro-
grammer´s doubts”? The main goal of this study was then to show OctMiner’s effec-
tiveness in supporting the visualization of target functions as the ones reported at 
StackOverflow. In other words, we hypothesized that OctMiner can help programmers 
to understand the context of use of a function in routines that serves as examples sup-
ported by the available views. The authors searched for the top questions about the 
two selected programming languages and their corresponding best answers. For this 
purpose, the search used the StackExchange Data Explorer tool8. Applying the fol-
lowing query, using the mentioned tool, we obtained as a result the top 200 questions 
related with the keywords “MATLAB” and “Octave”: 

SELECT TOP 200 a.creationdate, q.owneruserid, q.title 

FROM users u, posts a, (SELECT id, owneruserid, title, tags, 

creationdate FROM posts WHERE tags LIKE '%<KEY_WORD>%') q  

WHERE q.id = a.parentid and a.owneruserid=u.id 

ORDER BY a.creationdate desc 

 

                                                           
8  Available at http://data.stackexchange.com/ 
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We classified the questions in the following categories:  

(a) programming language basic issues – 146 questions; 

(b) common mistakes in MATLAB and Octave – 51 questions; 

(c) using functions to perform specific work such as numerical calculation and image 
processing – 98 questions; 

(d) using functions to plot data on the screen – 69 questions;  

(e) questions that do not fit into any of the previous categories – 56 questions. 

As can be seen, category (a) has the greater number of questions, which indicates a 
lack of basic knowledge of the two languages. We considered this fact as the  
start point to select the following question: “I want to create a vector without the 
number 1”. The answer with most votes was “I would use setdiff”. The answer was 
illustrated as follows “setdiff(-5:5,1)”. 

Configuring OctMiner to Answer the Question. The participant configured 
OctMiner according to the goal of the second study. The configuration consists of 
editing a XML file as follows. <GroupName> defines the group to which the 
function belongs to, whereas <function> contains the list of functions to be 
represented in the views. 

 

<group> 
  <GroupName title="GroupName" color="color"> 
    <function>;Function1;Function2;</function> 
   </GroupName> 
</group> 

Table 1. Categories and their Colors in OctMiner  

Category Color Name Color 

Array and Matrix Creation and Concatenations Concrete  

Set Operations Green 
 

Indexing MethodBorder  

Parse Strings Size  

Logical Operations Blue  

Advanced Software Development Class  

Mathematics Abstract  
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We selected 22 MATLAB routines to illustrate the use of the setdiff function, the 
target function of the selected doubt. The authors selected these routines searching the 
StackOverFlow repository using the string “MATLAB setdiff”. The authors also reg-
istered settdiff function and all the other functions identified in the 22 routines in the 
OctMiner configuration XML file. More details regarding the XML file can be ob-
tained at OctMiner page. Table 1 conveys the categories and their respective colors to 
be presented by OctMiner. 

Focusing OctMiner on the setdiff Function. Based on our experience, we proposed 
a set of steps in Table 2 focusing on the comprehension of setdiff function supported 
by OctMiner to clarify a real doubt registered by a programmer at StackOverFlow. In 
the next section, we explain how these steps were executed. 

Table 2. Proposed Steps in OctMiner 

STEPS 

Select a question: to clarify a doubt. 

Identify the setdiff function in the repository: the programmer should configure 
OctMiner to visually identify occurrences of the setdiff function in the repository routines 
and the way they are used.  

Identify the category that the function belongs to: the programmer should configure 
OctMiner to spot other functions that belong to the same category of setdiff to help in the 
comprehension tasks. 

Identify similar functions from the repository that can replace setdiff: configure 
OctMiner to support the identification of similar functions that can replace the target 
function. 

Verify if the gathered information was enough to clarify the doubt: the user can now be 
more confident and can agree why the answer was the one with most votes. 

Executing the Steps. In this section, we describe how OctMiner can help 
programmers to clarify their doubts about MATLAB and Octave. To this end, we use 
Fig. 4 through Fig. 7, which apply one of the following two types of configuration. 
Type I, presented in Fig. 4 and Fig. 5, focuses on files and their respective functions.  
In these figures, each rectangle from the Grid view (part D) represents a file together 
with the number of function categories found there one. Each rectangle from the List 
view (part E) represents the complete name and path of each file. In the case of the 
TreeMap view – part G of Fig. 4 – all rectangles together convey a panoramic visual 
representation of the files. In fact, the TreeMap view conveys a 2D visualization that 
maps a hierarchical structure into rectangles with each rectangle representing a file. In 
that case, files and functions are represented as nested rectangles, where the innermost 
rectangles are functions and the outermost rectangles are files. In the configuration 
type I, the size of each innermost rectangle corresponds to the number of functions 
implemented in each file and the color is associated to the category of the function.  
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Configuration type II (Fig. 6 and Fig. 7) is focused on the functions. Each rectangle 
from the Grid view (part D) represents a function together with their number of occur-
rences in the repository, in which multiple occurrences in the same file are counted. 
Each rectangle from the List view (part E) represents the complete name of function 
from the repository. The rectangles from the TreeMap view represent functions and 
the size of each rectangle is proportional to the number of times a function appears in 
the repository. The colors represent the category of each function.  

When the user executes OctMiner and selects the option “Visualize with 
OctMiner”, the tool conveys a typical visual scenario like the one presented in Fig. 4. 
This scenario uses the configuration type I, which focus on the analyzed repository 
files and their respective functions. In a first step, the user can understand the way the 
functions are distributed in the repository based on the information provided by the 
views as described in the following sentences. The Grid view (part D of Fig. 4) pro-
vides an overview of how many types of functions are implemented in each file  
(rectangle) of the repository (all rectangles). The List view (E) lists each files name 
and location in the repository. The TreeMap view (G) provides an overview of  
the files from the repository. Using this visual metaphor, functions found in a file are 
represented in the rectangle representing that file. A single screen shot can show all 
functions and files in accordance with its position in the file structure. We adapted the 
TreeMap visual paradigm to use colors to represent categories to which each specific 
function belongs. The difference of Fig. 4 and Fig. 5, is that in Fig. 5 we apply a filter 
(indicated by a red ellipse in part F) to highlight the files that implement setdiff. As a 
result of the filter, part G of the same figure highlights the functions where setdiff 
occurs by painting the rectangles in green.  

The next step is the configuration of OctMiner to present the visual scenario of  
Fig. 6 that applies the configuration type II focusing on functions. The List view  
(part E of Fig. 6) enables checking the exact name of the routine, as well as the cate-
gory to which the function belongs by looking at the color of the rectangles. The 
green color indicates that setdiff belongs to category "Set Operations". The user can 
access and read the code of specific routines (Part C) and analyze the various ways in 
which the function is used.  

Using the type II configuration, focusing on functions, it is possible to spot the 
Treemap view displaying the largest green rectangle to represent the setdiff function. 
On the other hand, the Grid view complements this information by reporting that there 
are eleven occurrences of this function in the analyzed repository. The second largest 
rectangle from the Treemap view belongs to the same category and refers to function 
isMember. Interestingly, that function can replace setdiff: to find out if a vector is a 
subset of another, we can use isempty(setdiff(a, b)) where a and b are arrays – but we 
will get the same result using all(isMember(a, b)). Based on information provided by 
OctMiner, we could identify an alternative function to setdiff if necessary. Different 
functions, like those already mentioned from the same category, are indications of the 
dominant category of the repository under analysis. The function setdiff belongs to the 
group “set Operations” but the category with more distinct features is “Array and 
Matrix Creation and Concatenations”, which includes a large number of functions to 
deal with arrays and matrices. In Fig. 7, this category is highlighted to emphasize that 
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should to be generalizable to all types of issues and questions from StackOverflow. The 
purpose of both studies was to provide insights about the potential of OctMiner as 
support for the comprehension of MATLAB/Octave programs. The first study had the 
goal to use OctMiner to support the detection and characterization of crosscutting con-
cerns [5], as well as to characterize the use of OctMiner and improvement opportuni-
ties of its use. The second study explored two configuration types to use OctMiner for 
supporting comprehension of issues posted at StackOverflow. 

We recognize that OctMiner may not be able to provide support for all kinds of 
comprehension needs. To better characterize and validate its range of applicability, 
we plan additional studies. Another potential threat to validity is that both the design 
and the execution of the study were performed by the same person. To overcome this 
issue, further independent experiments should be carried out to better compare results. 

4 A Comprenhension Strategy Based on OctMiner  

The results from the two studies enabled us to propose a set of usage strategies based 
on OctMiner for comprehension purposes. The set has a comprehension question that 
drives the strategy steps as a starting point. The question of the first study was related 
to tangling and scattering, using a set of tokens from programs of a repository as a 
basis. The second study focused on questions posted at StackOverflow by program-
mers. Table 3 presents the steps proposed from evidences collected from the two case 
studies presented in this paper. 

Table 3. A proposed set of usage strategies 

SUGGESTED STEPS
1 - Select a question: the programmer needs to identify an issue relevant for his daily activities. 
Answers to the question should be available considering that the functions used in the code should be 
registered in the OctMiner configuration file. A repository of questions and answers, such as 
StackOverFlow, may be used for this purpose, as illustrated in the second study. 
2 – Identify a target function: it should be the function that plays a relevant role in the code of the 
primary solution to the selected question. In repositories such as the StackOverFlow, the best ranked 
answers usually indicate the relevant function to solve the problem. 
3 – Locate repositories that use the target function: since OctMiner aims at assisting the 
comprehension of a given target function, it is desirable that routines using the target function provide 
good examples and be the subject of analysis. 
4 – Identify the functions and their respective categories available in the official documentation: 
alternative functions used in the repository selected in Item 3 must also be identified. MATLAB and 
Octave functions are categorized in the official language site of MATLAB and Octave. 
5 – Register the target function as well as other function from the repository in the OctMiner 
configuration file: the functions should be registered in OctMiner configuration file using their specific 
group, identified according to Item 4. 
6 – Create a To-Do list for identification through visualization: activities that the user must perform 
should be described so that the study is conducted as well as possible within OctMiner. In the example 
from the second preliminary study, the user is directed through four comprehension tasks centred on 
the setdiff function. 
7 – Implementation of the proposed activities: the user must run OctMiner according to the activities 
set out in Item 6. 
8 - Answer the original question: to prove the effectiveness of the tool, the user should be able to 
answer the question that started the process. 
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5 Related Work 

Research on MATLAB and Octave program comprehension is in its infancy. A sim-
ple proof of this claim can be obtained with Google Scholar. While the search string 
“Java program comprehension” returns a considerable number of hits9, at the time of 
writing this paper, similar searches with MATLAB 10 or Octave 11  did not match  
any articles. Therefore, we enlarged our search to include related aspects such as 
static analysis, code refactoring, reverse engineering or program transformation and 
optimization. 

The oldest reference found was from V. Menon and K. Pingali, where the  
authors proposed three kinds of source-to-source transformations for optimizing 
MATLAB programs and show their effectiveness [14]. They claim that transforma-
tions yield performance benefits additional to those obtained by (optimizing) compila-
tion, and may be useful for other DSLs that are high-level, untyped, and interpreted. 

In spite of MATLAB’s popularity, and the need for static analysis (e.g. for pro-
gram optimization, code smells detection, refactoring), Jesse Doherty claimed that 
there was no publicly available framework for creating static analyses for that  
language, until he created the McLAB Static Analysis Framework (McSAF) [15] [16]. 
The goal of this framework was to make new analyses easy to write and to extend to 
new language features. 

Soroush Radpour, also at McGill University [17], developed a tool named 
McBench12 that is claimed to help compiler writers understand the language better, by 
giving some insight about how programmers use MATLAB. He also proposed a suite 
of semantic-preserving refactoring for MATLAB functions and scripts including: 
function and script inlining, converting scripts to functions, extracting new functions, 
and converting dynamic feval (function evaluation) calls to static function calls. 

Last, but not the least, Anton Dubrau and Laurie Hendren, again from the McLab 
Project13 team at McGill University, claim that MATLAB users often want to convert 
their programs to a static language such as Fortran [18]. They developed an object-
oriented open source toolkit, called Matlab Tamer14, for supporting the generation of 
static programs from dynamic MALTAB programs. 

6 Conclusions and Future Work 

MATLAB and Octave are popular languages for numerical computations used by 
scientists, engineers and students worldwide. As their programs grow in size and 
complexity, they face the usual maintenance challenges that originated the emergence 
of the program comprehension domain in Computer Science. Software visualization 
                                                           
9  https://scholar.google.pt/scholar?q="Java+program+comprehension" 
10  https://scholar.google.pt/scholar?q="MATLAB+program+comprehension" 
11  https://scholar.google.pt/scholar?q="Octave+program+comprehension" 
12  See https://github.com/isbadawi/mcbench 
13  See http://www.sable.mcgill.ca/mclab/ 
14  See http://www.sable.mcgill.ca/mclab/projects/tamer/ 
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techniques can mitigate those maintenance challenges, but as far as we could devise, 
their use has not yet been adopted by the MATLAB and Octave communities. 

This paper presents the following contributions: a) the provision of an environment 
called OctMiner for the comprehension of MATLAB/Octave routines supported by 
multiple views; b) Evidences of the effectiveness of OctMiner to support the 
identification of symptoms of code tangling and code scattering as discussed in the 
first study; c) Evidences of the effectiveness of OctMiner to understand the solutions 
proposed in a popular question-and-answer site for professional programmers, 
regarding MATLAB and Octave languages as discussed in the second study; d) a set 
of usage strategies of OctMiner for comprehension purposes. 

A preliminary version of this paper, describing OctMiner architecture, along with 
an illustrative example of its main functionalities in a real scenario of program 
comprehension, was presented at ITNG’2015 [9]. A short paper, including a first case 
study for validating OctMiner feasibility, was presented at SEKE’2015 [19]. On the 
current version, additional details are provided on the validation case studies and 
additional information on the proposal is provided. 

We now plan to conduct a controlled experiment where engineering undergraduate 
students will perform comprehension activities with and without the support of 
OctMiner. We also plan to include collaborative resources in OctMiner to enable 
programmers to communicate and cooperate among themselves to more effectively 
achieve software comprehension activities related to MATLAB and Octave software 
development. 
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Abstract. In this paper, we present a tool that preserves phase consistency from 
specifications to the design phase by reverse engineering UML activity dia-
grams, designed from scenario specifications, back to scenarios to ensure that 
all of the original scenarios can be recreated. We use a set of action and action-
link rules to specify the activity and scenario diagrams in order to provide con-
sistency and rigor. Given an activity diagram depicting a common telecentre 
process (es), we present an algorithm that follows this set of action and action-
link rules to reverse engineer this activity diagram back to their set of scenarios. 
The validation of this algorithm is achieved when, given a set of activity dia-
grams, the algorithm is able to recreate the original set of scenarios. Thus, all 
original specifications, in the form of scenarios, are ensured to be encapsulated 
within their activity diagram. 

Keywords: Phase consistency · UML · Scenario · Activity diagram · Require-
ments engineering 

1 Introduction 

Ensuring that the requirements from the specification phase are consistently and com-
pletely represented in the design phase is an ongoing problem in software engineering 
[9]. Often, traditional software engineering methods are used to first elicit system 
requirements. After elicitation, these methods are then used to specify these require-
ments in the specification phase and then develop the system design in the design 
phase. However system development that relies on traditional methods, without the 
use of formal notations to specify requirements and automated tools to manage  
these formalisms, to ensure that the requirements are consistent from the specification 
to the design phase is difficult [31].  

Using a telecentre monitoring system with its requirements represented as UML 
scenarios and its design represented as UML activity diagrams, this paper presents a 
tool that reverse engineers, using a set of rules to formally defined scenarios and  
activity diagrams, activity diagrams back to their corresponding scenarios in order to 
ensure phase consistency of requirements from the specification to the design phase. 
Phase consistency is deemed to be achieved when the same set of scenarios, manually 
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derived from the requirements using traditional software engineering methods, 
matches the set of scenarios generated by the tool from the activity diagram.  

2 Literature Review 

2.1 Case Study System 

The case system used in this paper is a monitoring system for telecentres. Currently, 
telecentre usage data is gathered using ad-hoc traditional techniques [4]; [21] which is 
both untimely and subjective.   Many researchers advocate better support processes 
for systematic monitoring of telecentre usage [4; 13; 7] which led to the development 
of this telecentre monitoring system [16]. Traditional methods were utilized to draft 
the system’s activity diagram in the design phase but in order to provide both devel-
opment speed and rigor in the telecentre design model, there was need to automatical-
ly verify the activity diagram representation with the original specifications in order 
to instill greater confidence in the correctness of the design. 

2.2 Software Development Models  

Although there are many software development models, the classical model is the 
waterfall software lifecycle. This model consists of several sequential non-
overlapping stages which begins with first determining system requirements (specifi-
cation phase) and then proceeds consecutively to the phases of architectural design, 
implementation (coding), testing, and maintenance [14]. The specification phase in-
cludes requirements elicitation where the functional requirements of the system, 
which indicates what the client requires and what client business processes are mod-
elled, are captured [24].  

2.3 Verification and Validation 

When software is being developed through the phases of a software development  
model, there is a need for verification and validation of this software. Although there 
are varying definitions of verification and validation, Boehm [2] defines verification 
as the process to establish the truth of correspondence between a software prod-
uct/design and its specification. Using static techniques such as expert opinion, walk-
throughs, and reviews, documents and processes are examined to determine if they 
conform to specific requirements and if they satisfy conditions that were imposed at 
the start of the software phase [25]. Validation, defined by Boehm [2], is the process 
of determining the appropriateness of a software product/design for its operational 
goal.  

Methods for verification include walkthrough and expert opinion when the re-
quirements have been communicated clearly [24]. Another effective method for both 
verification and validation is through the use of dynamic analysis of the product/ 
design via a prototype built from its design [11].  
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2.4 Software Development Methods 

As software systems became more widespread in the 1970s and 1980s, a number of 
different software development methods, including structured analysis and design, 
emerged.  When object oriented programming languages became active, a number of 
development methods for these object-oriented languages appeared with each method 
having its own concepts, definitions, notations, terminology, and process. In order 
unify these diverse methods, in 1995 Grady Booch, James Rumbaugh, and Ivar Ja-
cobson combined many of the concepts within these methods to form the Unified 
Modelling Language (UML) [10]. UML is now the de-facto standard in requirements 
engineering [27]. 

The UML is a general-purpose modelling language that provides multiple system 
perspectives, a set of semantic and graphical notations for its diagrams, and an inter-
change format. UML is designed for use in object-oriented software applications. 
UML was designed to provide documentation of the system, and communicate re-
quirements and design intent [15].  

Within UML, a scenario can be defined as a unique set of internal activities within 
a business process while activity diagrams represent a business process modelled 
within the system [25]. An activity diagram may also be used to represent a use case 
(a coherent unit of functionality that depicts transactions between the system and its 
users) [23]. Although there are varying definitions of scenarios, Stevens and Pooley 
[26] encase a set of related scenarios into a single use case. Each scenario in this set is 
a single unique thread through this particular use case. This definition has the advan-
tage of relating scenarios, use case, and consequently activity diagrams to the system 
core requirements [26]. 

Despite its advantages, UML is semi-formal, lacks a formal syntax, and does not 
have automatic verification of its diagrams in various phases of the software lifecycle. 
Chandra proposed a set of syntactical rules for correctness and consistency and uti-
lized these rules to formalize UML activity diagrams. However, his rules assume a 
one-to-one correspondence between a formal entity, described by his rules, and an 
activity in an activity diagram which may not always be the case [3]. Rafe defined 
formal semantics of UML activity diagrams and then transformed these diagrams to 
graphs which were automatically verified using AGG, a graphical transformation tool. 
However, this verification makes several system assumptions such as no queuing of 
system inputs [20]. Bhattacharjee also formalized activity diagram semantics with 
constructs of Esterel which simulated behaviour at the implementation, rather than 
design, phase [1]. Han proposes the use of Petri nets, with methods, to map activity 
diagrams to their Petri net equivalents [6]. However, these Petri net equivalents retain 
their activity entities and their high-level view which negates Petri net advantages of 
identifying non-determinate states [17]. Linzhang also proposed formalization of 
activity diagrams and the use of activity diagrams to derive test cases and proposed 
test scenarios. However, Linzhang’s work examines the consistency between the im-
plementation and design phases rather than specification and design phase [11]. 
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2.5 Design Science as Development Methodology 

Design Science may be defined as a process model that conducts research in Informa-
tion Systems (IS) that is consistent with previous literature, together with the supply of 
a mental model and artifact [18]. The process includes six steps: problem definition 
and motivation, objectives for a solution, design and development, evaluation and 
communication is shown in Figure 1. Empirical research in relation to artifact design 
may play two roles, first validation of the designed artifact before it has been deployed 
to practice and then evaluation of the performance of the implemented design after it 
has been deployed to practice [28]. Consequently, validation and evaluation can be 
encompassed within the Design Science model.  Both validation and evaluation can be 
housed in the Design Science process model. In the case of building the tool to check 
phase consistency, the research role will be one of validation of the artifact and verifi-
cation of its requirements. 
 

 

Fig. 1. Design Science Process 

3 Methodology  

3.1 Traditional Methods: Acquisition and Verification of Scenarios 

Because the business processes were not well-defined in this case system, the tradi-
tional method of using a series of semi-structured interviews from stakeholders to 
obtain system requirements were used [30]. These requirements were then analysed 
and drafted into a scenario diagrams. These scenario diagrams, in turn, were used to 
derive draft activity diagrams that encompassed the corresponding activities of the 
telecentre. Scenarios have been advocated as an effective means of acquiring and 
validating requirements as they capture examples and real world experiences that 
users can understand [19]. Using expert opinion and walkthroughs (without test data 
but using experts to verify paths taken as representative of conditions and processes 
within the requirements), these requirements were verified. To validate these re-
quirements, a triangulation of traditional methods were used in order to ensure that 
the requirements were verified and draft activity diagrams were accurately validated 
as the deficiencies of any one method can be overcome by combining methods and by 
capitalizing on their individual method strengths (see Fig 2) [29]. Expert opinion,  
in the form of managers who were experts in their domain, was used to ensure that  
all business scenarios reflected business processes and events in the draft diagrams. 
Walkthroughs, with typical business test data, were conducted to ensure that all  
paths of the activity diagrams were traversed and the expected outputs obtained.  



Design Phase Consistency: A T

 

Using activity diagrams as
tacit knowledge from stake
and validation [22]. Given 
produced the expected resu
nion, walkthroughs, and dy
tion of methods for the spec
 

Fig. 2.

However, once the activ
all of the specifications fro
into the activity diagram. T
activity diagrams back to th
sequently developed. Tool D

3.1.1 Design Science 
Figure 3 (DS Verification 
design science in developin
specification and design ph
an algorithm to traverse an
oped, action and action link
rigor and consistency, and 
rios from the activity diagr
As per design science eval
viewed and if any discrepa
these discrepancies were re
there were any unforeseen
diagram. This tool which re
 

Fig. 3. DS

Tool for Reverse Engineering of UML Activity Diagrams 

s the basis of development, a prototype was built to el
eholders and to provide both dynamic analysis verificat
the set of typical business test data as input, the protot

ults (dynamic analysis). These three methods of expert o
ynamic analysis through a prototype formed the triangu
cification validation. 

 
 Specification Verification and Validation 

vity diagram was validated, there was a need to ensure t
om the earlier phase were brought down and incorpora
To ensure this, another method, a tool to reverse engin
heir original scenarios, was needed and this tool was c
Development 

Process for Phase Consistency) illustrates the process
ng this tool. The problem of phase consistency between 
hases in the software development process was identifi
n activity diagram to produce a set of scenarios was dev
k rules were incorporated within this algorithm to prov
the tool was evaluated by comparing its generated sce

ram to those original scenarios from which it was deriv
luation process, the generated scenarios (results) were 

ancies with the manually-created scenarios were identifi
esolved by modifying the algorithm or by determining
n legitimate scenarios omitted from the original activ
everse engineers activity diagrams back to their original 

S Verification Process for Phase Consistency 

659 

licit 
tion 
type 
opi-
ula-

that 
ated 
neer 
con-

s of 
the 

fied, 
vel-
vide 
ena-
ved. 

re-
fied, 
g if-
vity  
sce 

 



660 J. Pancham and R. Millham 

 

narios from which they were designed ensures consistency of requirements encom-
passed in the design phase and derived from the specification phase. In short, require-
ments, described as scenarios, in the specification phase could be confirmed as being 
incorporated within the activity diagrams in the design phase without any loss of re-
quirements between the phases. Inconsistencies between phases in requirements result 
in greater likelihood of errors and possible different interpretations of the design [32].  
 

 

Fig. 4. Phase, Model, and Artifact 

Figure 4 illustrates the relationship between this paper’s tool and the phases, models, 
and artifacts of the software development lifecycle. The requirements (or specification) 
phase produces a textual description of the requirements which are then translated into 
UML user scenarios. After the specification phase, the business process construction  
(or design) phase produces a business model which is translated into a UML activity 
diagram. To ensure that all the requirements from the specification phase are encapsu-
lated with the design phase (phase consistency), a tool is developed to generate scenarios 
which are compared to the original scenarios of the specification phase. 

3.1.2 Action and Action Link Rules  
The action rules and action link rules used in both manual specification of and in the 
tool generation of scenarios are as follows [12]: 

1. Action Link Rule Definition 

• Strict sequence (A then B): Defines sequential order of actions i.e. action B oc-
curs after the completion of action A 

• Alternative (A or B): Defines a choice i.e. action A or action B occurs. This is 
used in the case of a Branch – Merge condition. 

• Concurrent (A and B): Defines a concurrent set of actions where action A and B 
occur concurrently. This is used in the case of a Fork and Join condition. 

• Equal-end (A ends-with B): Define two actions A and B that end together. 

2. Rules to formalise an activity diagram 

Action rules are defined so that the actions can be linked using the action link rules to 
formalize the activity diagrams. The following nodes together with transitions will be 
used in activity diagrams: Start, End, Branch, Merge, Fork, and Join. Guard Condition 
Each activity diagram will commence at a Start node and finish at the End node and 
all nodes will be linked via a directed transition.  
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• Each activity diagram will have one Start node and one End node. 
• Each of these actions will be linked to subsequent actions in their paths using 

the Strict Sequence rule. 
• Branch Merge construct rules 
─ A Branch – Merge construct will be used in the case of a decision so that a 

single path can be selected based on a guard condition. 
─ An action (generally a question that results in a single guard condition) will 

link to a decision node using a Strict Sequence rule.  
─ A decision will link to branch using a Strict Sequence rule. 
─ Each of the subsequent actions following a branch will be linked using the 

Alternative rule. 
─ The Branch will also link to the subsequent actions using the Strict Sequence 

rule. 
─ Each of these actions will be linked to subsequent actions in their paths using 

the Strict Sequence rule. 
─ The last action of each branched path will be linked to the merge using a 

Strict Sequence rule. 
─ Each of these actions will also be linked to each other using the Equal End 

rule.  
• Fork – Join  construct Rules 
─ An action will link to a Fork node using a Strict Sequence rule. 
─ The first set of actions of each path following the Fork will be linked using 

the Concurrent rule. 
─ Each of these actions will also be linked to subsequent actions using the 

Strict Sequence rule 
─ The last action of each forked path will be linked to the join using a Strict 

Sequence rule. 
─ Each of these actions will also be linked to each other using the Equal End 

rule.  

3.1.3 Algorithm for Tool 
Table 1 provides a coded description of the activity diagram using the rules to formal-
ize the activity diagram together with the action link rules [12]. This table is used by 
the algorithm to walk through the activities, flows, and decision/merge/fork/join 
nodes of the given activity diagram to generate all possible scenarios. The algorithm 
takes into account decision and parallel activities during its walkthrough. 

Table 1. Formalization, by action and action link rules, of the telecentre activity diagram 

ID Action One Name Rule Name Action Two Name 
30 Start Strict Sequence Start of Day
31 Start of Day Strict Sequence Request Service 
32 Request Service Strict Sequence Log User Profile 
33 Log User Profile Strict Sequence Service Available 
34 Service Available Strict Sequence Branch-Service Available 

35 Service Available-Yes  Alternative Service Available-No 
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Table 1. (Continued) 
 

36 Branch-Service Available Strict Sequence Bill Usage 

39 Bill Usage Strict Sequence Allocated Service 
41 Allocated Service Strict Sequence Use Service 
43 Use Service Strict Sequence Successful Usage 
44 Successful Usage Strict Sequence Branch-Successful Usage 
45 Successful Usage-Yes Alternative Successful Usage-No 
46 Branch-Successful Usage Strict Sequence Rate Service 

47 Rate Service Strict Sequence Merge-Successful Usage 
49 Branch-Service Available Strict Sequence Join Queue 
50 Join Queue Strict Sequence Continue Wait 
52 Continue Wait Strict Sequence Branch-Continue Wait 
53 Continue Wait-Yes Alternative Continue Wait-No 
54 Branch-Continue Wait Strict Sequence Service Available 

55 Branch-Continue Wait Strict Sequence Merge-Service Available 
56 Branch-Successful Usage Strict Sequence Reuse Service 
57 Reuse Service Strict Sequence Branch-Reuse Service 
58 Reuse Service-Yes Alternative Reuse Service-No 
59 Branch-Reuse Service Strict Sequence Service Available 
60 Branch-Reuse Service Strict Sequence Refund Fee 

61 Refund Fee Strict Sequence Merge-Successful Usage 
62 Merge-Successful Usage Strict Sequence Merge-Service Available 
63 Merge-Service Available Strict Sequence End of Day 
66 End of Day Strict Sequence End 

 
The algorithm iteratively developed for the scenario generation tool is as follows: 
Create List of Rules 
Set Path Traversed 
Count Paths Remaining 
While there are paths remaining 
 Create Scenario Header for a new scenario 
 Set Available Paths = 1 
 While Scenario is not complete 
  Get next Rule 
  If ActionOne = ‘Branch’ 
   IF ActionTwo = ‘End’ OR Loop Identified 
    Set Scenario Complete 
    Save Action as scenario action 
   ELSE IF ActionTwo = ‘Fork’ 
    IF AvailablePaths > 0  
      Save BranchPaths traversed 
      Call ProcProcess Concurrent Actions 
    ELSE 
     Find the next available Path 
     IF another path is available  
      Prepare to Get Next Rule 
    END  
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   ELSE 
    IF AvailablePaths > 0  
     Save BranchPaths traversed 

Save Action as scenario action 
Prepare to Get Next Rule 

    ELSE 
     Find the next available Path 
     IF another path is available  
      Prepare to Get Next Rule 
    END  
   END 
  ELSE 
   IF ActionTwo = ‘End’ OR Loop Identified 
    Set Scenario Complete 
    Save Action as scenario action 
   ELSE IF ActionTwo = ‘Fork’ 
    IF AvailablePaths > 0  
      Call ProcProcess Concurrent Actions 
    ELSE 
     Find the next available Path 
     IF another path is available  
      Prepare to Get Next Rule 
    END  
              ELSE IF ActionTwo = Branch and PathTraversed = 0  
     Save Action as scenario action 
     Update BranchPathsUsed 

Prepare to Get Next Rule 
    END  
   ELSE 
    IF AvailablePaths > 0  

Save Action as scenario action 
Prepare to Get Next Rule 

    IF Loop Encountered 
     Set Scenario Complete   
   END 
  END 
 END  
END 
 
Proc ProcessConcurrentActions 
Set PathsRemaining 
While PathsRemaining > 0 

Get Next Rule 
Save Action as scenario action 
IF ActionOne = ‘Fork’ 

  Decrease the available paths 
IF ActionTwo = ‘Join’ 

  Get PathsRemaining 
  IF PathsRemaining > 0 
   Set Next action to Fork 

Save Action as scenario action 
END 

END  
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Proc UpdateBranchPaths 
Get BranchPaths 
Get NoOfBranches in Current Branch 
While BranchPaths are available 
 Get Next Branch 
 Increase BranchPaths = BranchPaths + NoOfBranches -1 
END  

3.1.4 Generated Scenarios  
Using the action and action link rules within its algorithm, this tool generates scena-
rios from the activity diagram. As per Satzinger, the activity diagram represents a use 
case or coherent unit of functionality [23]. The scenarios follow the definition of Ste-
vens and Pooley [26] which view scenarios as threads within a single use case, or in 
this example, within an activity diagram. 

3.1.5 Verification of Scenarios Using Tool  
Once verified using methods in Fig 2, the scenarios were defined manually using 
action and action link rules as outlined in Tables 2 to 6 [12]. The draft activity dia-
gram was also defined using the same action and action link rules as appropriate. The 
definition of scenarios and activity diagrams using action and action link rules pro-
vided some consistency and rigor to these diagrams. The scenarios, as defined by 
these rules, followed the action flow steps as outlined in the scenario description. 

Using design science, a tool was developed to use activity diagrams to generate the 
set of scenarios on which they were based. These generated scenarios, specified in 
terms of actions and action link rules, were compared to the original scenarios to en-
sure that the original scenarios’ flow steps were the same as those generated by the 
tool. In so doing, this comparison ensured that all of the scenarios derived from the 
specifications, using traditional methods, had been incorporated into the activity dia-
gram. Consequently, this tool ensured that all scenarios (specification phase) were 
brought into the activity diagrams (design phase). 

4 Results 

4.1 Manually-Specified Scenarios of a Given Activity Diagram 

Table 2. Activity 2: Telecentre operation Scenario 1: Successful usage = Yes 

 Action One Action Two
1 Start Start of Day
2 Start of Day Request Service
3 Request Service Log User Profile
4 Log User Profile Service Available
5 Service Available Branch-Service Available
6 Branch-Service Available Bill Usage
7 Bill Usage Allocated Service
8 Allocated Service Use Service
9 Use Service Successful Usage

10 Successful Usage Branch-Successful Usage
11 Branch-Successful Usage Rate Service
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Table 2. (Continued) 
12 Rate Service Merge-Successful Usage 
13 Merge-Successful Usage Merge-Service Available 
14 Merge-Service Available End of Day
15 End of Day End

Table 3. Activity 2: Telecentre operation  Scenario 2: Reuse Service = Yes  

 Action One Action Two
1 Start Start of Day
2 Start of Day Request Service
3 Request Service Log User Profile
4 Log User Profile Service Available
5 Service Available Branch-Service Available
6 Branch-Service Available Bill Usage
7 Bill Usage Allocated Service
8 Allocated Service Use Service
9 Use Service Successful Usage

10 Successful Usage Branch-Successful Usage
11 Branch-Successful Usage Reuse Service
12 Reuse Service Branch-Reuse Service
13 Branch-Reuse Service Service Available

Table 4. Activity 2: Telecentre operation  Scenario 3: Reuse Service = No  

Action One Action Two
1 Start Start of Day
2 Start of Day Request Service
3 Request Service Log User Profile
4 Log User Profile Service Available
5 Service Available Branch-Service Available
6 Branch-Service Available Bill Usage
7 Bill Usage Allocated Service
8 Allocated Service Use Service
9 Use Service Successful Usage
10 Successful Usage Branch-Successful Usage
11 Branch-Successful Usage Reuse Service
12 Reuse Service Branch-Reuse Service
13 Branch-Reuse Service Refund Fee
14 Refund Fee Merge-Successful Usage
15 Merge-Successful Usage Merge-Service Available
16 Merge-Service Available End of Day
17 End of Day End

Table 5. Activity 2: Telecentre operation  Scenario 4: Continue Wait = Yes 

 Action One Action Two 
1 Start Start of Day 
2 Start of Day Request Service 
3 Request Service Log User Profile 
4 Log User Profile Service Available 
5 Service Available Branch-Service Available 
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6 Branch-S
7 Join Que
8 Continue
9 Branch-C

Table 6. Activity 2: Telecen

 Action O
1 Start 
2 Start of D
3 Request 
4 Log Use
5 Service A
6 Branch-S
7 Join Que
8 Continue
9 Branch-C
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11 End of D

4.2 Activity Diagram 
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formalize an activity diagram together with their link rules is given in section 3.2.2 [12]. 
Using these rules, the activity diagrams were formally coded so that every activity and 
every flow in the diagram were linked to their corresponding action using the link rule. 
The activity diagram represents a common monitoring model of a telecentre. 

4.3 Generated Scenarios 

These scenarios were generated by the tool from the given activity diagram (Fig. 5) 
using the set of actions and action link rules. 

Table 7.   Scenario 1   Successful usage = Yes 

  A1 ID Action One A2 ID Action Two 
1 1 Start 19 Start of Day
2 19 Start of Day 20 Request Service
3 20 Request Service 21 Log User Profile
4 21 Log User Profile 22 Service Available
5 22 Service Available 3 Branch-Service Available 
6 3 Branch-Service Available 23 Bill Usage
7 23 Bill Usage 24 Allocated Service
8 24 Allocated Service 25 Use Service
9 25 Use Service 26 Successful Usage
10 26 Successful Usage 33 Branch-Successful Usage 
11 33 Branch-Successful Usage 27 Rate Service
12 27 Rate Service 34 Merge-Successful Usage 
13 34 Merge-Successful Usage 4 Merge-Service Available 
14 4 Merge-Service Available 28 End of Day
15 28 End of Day 2 End

Table 8. Scenario 2  Reuse Service = Yes 

  A1 ID Action One A2 ID Action Two
1 1 Start 19 Start of Day
2 19 Start of Day 20 Request Service
3 20 Request Service 21 Log User Profile
4 21 Log User Profile 22 Service Available
5 22 Service Available 3 Branch-Service Available 
6 3 Branch-Service Available 23 Bill Usage
7 23 Bill Usage 24 Allocated Service
8 24 Allocated Service 25 Use Service
9 25 Use Service 26 Successful Usage
10 26 Successful Usage 33 Branch-Successful Usage 
11 33 Branch-Successful Usage 31 Reuse Service
12 31 Reuse Service 41 Branch-Reuse Service 
13 41 Branch-Reuse Service 22 Service Available
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Table 9. Scenario 3  Reuse Service = No 

A1 ID Action One A2 ID Action Two
1 1 Start 19 Start of Day
2 19 Start of Day 20 Request Service
3 20 Request Service 21 Log User Profile
4 21 Log User Profile 22 Service Available
5 22 Service Available 3 Branch-Service Available 
6 3 Branch-Service Available 23 Bill Usage
7 23 Bill Usage 24 Allocated Service
8 24 Allocated Service 25 Use Service
9 25 Use Service 26 Successful Usage
10 26 Successful Usage 33 Branch-Successful Usage 
11 33 Branch-Successful Usage 31 Reuse Service
12 31 Reuse Service 41 Branch-Reuse Service
13 41 Branch-Reuse Service 32 Refund Fee
14 32 Refund Fee 34 Merge-Successful Usage 
15 34 Merge-Successful Usage 4 Merge-Service Available 
16 4 Merge-Service Available 28 End of Day
17 28 End of Day 2 End

Table 10. Scenario 4  Continue Wait = Yes 

A1 Action One A2 ID Action Two 
1 1 Start 19 Start of Day
2 19 Start of Day 20 Request Service
3 20 Request Service 21 Log User Profile
4 21 Log User Profile 22 Service Available
5 22 Service Available 3 Branch-Service Available 
6 3 Branch-Service Available 29 Join Queue
7 29 Join Queue 30 Continue Wait
8 30 Continue Wait 37 Branch-Continue Wait 
9 37 Branch-Continue Wait 22 Service Available

 

Table 11. Scenario 5   Continue Wait = No 

  A1 ID Action One A2 ID Action Two 
1 1 Start 19 Start of Day
2 19 Start of Day 20 Request Service
3 20 Request Service 21 Log User Profile
4 21 Log User Profile 22 Service Available
5 22 Service Available 3 Branch-Service Available 
6 3 Branch-Service Availa- 29 Join Queue
7 29 Join Queue 30 Continue Wait
8 30 Continue Wait 37 Branch-Continue Wait 
9 37 Branch-Continue Wait 4 Merge-Service Available 
10 4 Merge-Service Available 28 End of Day
11 28 End of Day 2 End
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5 Conclusion 

In order to enable more confidence in a telecentre monitoring model, drafted and 
developed through traditional software engineering methods, we discovered the need 
for a formalized tool to provide automated phase consistency of requirements from 
the software specification to the design phase. In order to first develop this tool, a set 
of formal semantics (action and action link rules) was chosen to formalize the activity 
diagram and its related scenarios. Once this formalization was complete, the tool was 
able to automatically generate scenarios from its activity diagram which were then 
compared and matched to the original scenarios, generated via traditional software 
engineering methods. This match of both generated and original scenarios established 
phase consistency between the specification and design phases of the telecentre moni-
toring software development cycle. 
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Abstract. Reactive systems ideally never terminate and maintain some
interaction with their environment. Temporal logic is one of the meth-
ods for formal specification description of reactive systems. For a reactive
system specification, we do not always obtain a program that satisfies
it because the reactive system program must satisfy the specification no
matter how the environment of the reactive system behaves. This prob-
lem is known as realizability or feasibility. The complexity of deciding
realizability of specifications that are described in linear temporal logic is
double or triple exponential time of the length of specifications and real-
izability decision is impractical. To check reactive system specifications,
Strong satisfiability is one of the necessary conditions of realizability of
reactive system specifications. If a reactive system specification is not
strong satisfiable, it is necessary to revise the specification. This paper
proposes the method of revising reactive system specifications that are
not strong satisfiable. This method extracts environmental constraints
that are included in reactive system specifications.

1 Introduction

Reactive systems, such as operating systems or elevator control systems, interact
with their users or environments, and provide services for their users. Reactive
system behaviors depend on the interactions with their environments or users [5].
In reactive systems, events are divided into output events and input events. Out-
put events are controlled or generated by reactive systems and input events are
generated by environments such as users of reactive systems. Input events cannot
be controlled by the reactive systems [6].

Temporal logic is one of the methods of describing reactive system specifica-
tions. One of the advantages of temporal logic is to prove several properties of the
specifications. Given a reactive system specification, which is a temporal logic
formula, satisfiability of the formula only guarantees possibility of synthesizing
the reactive system that satisfies a reactive system specification for some envi-
ronment behavior. However, it is necessary to synthesize the system that satisfies
the specification for all environment behaviors; suppose that there are finite sets
I and O of input and output events. A reactive system program is a function
f : (2I)∗ → 2O that maps finite sequences of input event sets into an output
c© Springer International Publishing Switzerland 2015
O. Gervasi et al. (Eds.): ICCSA 2015, Part IV, LNCS 9158, pp. 671–685, 2015.
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event set. The function f generates infinite sequences of 2I∪O during interaction
between a reactive system and an environment because the environment gener-
ates infinite sequences of input event sets. A function f realizes a specification φ
if and only if φ always holds for all infinite sequences that are generated by the
function f and an environment. The realizability problem is to determine, given
a specification φ which is a temporal logic formula, whether there exists a func-
tion f : (2I)∗ → 2O that realizes φ [1]. The complexity of deciding realizability is
2EXPTIME-complete on CTL and 3EXPTIME-complete on CTL∗ [4,6]. There-
fore, the complexity of deciding realizability on LTL is 2EXPTIME-complete or
3EXPTIME-complete [4,6].

The previous studies on realizability of reactive system specifications that are
described by several kinds of temporal logic focus on decidability of realizability
but not on speed of deciding realizability. Automata theory has been used in
almost all studies to give decision procedures of realizability, but it is insufficient
for fast decision of realizability of specifications. There are several researches
that are related with implementation of realizability decision [3,4,9]. However,
implementation of fast decision procedures is impractical because of complexity
of realizability problem.

There are several necessary conditions of realizability of reactive system spec-
ifications and strong satisfiability is one of the necessary conditions [10]. Reactive
system specifications that do not satisfy strong satisfiability should be revised to
develop software from the reactive system specifications. Therefore, it is impor-
tant to find and modify misfeatures of reactive system specifications. The cause of
strong unsatisfiability of reactive system specifications is that the specifications
constraint environment of reactive systems; if reactive systems specifications are
strong unsatisfiable, all reactive systems that satisfy the specifications require
cooperation of environment of reactive systems.

Several researches have focused on extracting environmental constraints in
reactive system specifications. Mori proposed the method of extracting environ-
mental constraints from reactive system specifications and the method extracted
exact environmental constraints. However, the complexity of this method is high
and the environmental constraints that are extracted by the method is difficult
to understand. Hagihara proposed another method of extracting environmental
constraints. The method of Hagihara extracted environmental constraints whose
form is �♦A. This form of environmental constraints is not exact environmental
constraint, but the complexity of this method is lower then the method that is
proposed by Mori and this form of environmental constraints is easy to under-
stand. The logical formula of form �♦A is related with fairness of concurrent
processes. This form Environmental constraints requires that environment of
reactive systems generate events fairly and this constraint is easy to understand
and fairness of events is a basic requirement for reactive systems. The environ-
mental constraints that are extracted by Hagihara method are useful for revision
of reactive system specifications. However, the environmental constraint is inex-
act and too strong; there are some cases that environments do not satisfy this
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constraint but reactive systems can satisfy reactive system specifications. There-
fore, it is desirable to extract the environmental constraints that are more exact
and easy to understand.

This paper proposes the new method of extracting environmental constraints
from reactive system specifications that are strong unsatisfiable. The environ-
mental constraints that are extracted by the new method are of the form
�♦(A ∨ © B). The feature of the new method is that extracted environmen-
tal constraints express the order of events in environment behavior. This feature
is the difference between the new method and Hagihara method. The environ-
mental constraints in Hagihara method do not express the order of events in envi-
ronment behavior. As a result, the environmental constraints that are extracted
by the new method come closer to exact constraints than Hagihara method.

This paper is organized as follows; Section 2 explains formal definition of
reactive system and linear temporal logic that is used for reactive system spec-
ifications. This section also explains realizability and strong satisfiability that
are the properties of reactive system specifications, and environmental con-
straints. Section 3 explains the previous methods of extracting environmental
constraints. Section 4 proposes the new method of extracting environmental
constraints. Section 5 compares the proposed method and the previous method.
Section 6 concludes this paper.

2 Reactive System

This section provides a formal definition of reactive systems, based on references
[8]. Let A be a finite set. A+ and Aω denote the set of finite sequences and the
set of infinite sequences over A respectively. A† denotes A+ ∪ Aω. Sequences in
A† are denoted by â, b̂, · · · , sequences in A+ by ā, b̄, · · · and sequences in Aω

by ã, b̃, · · · . |â| denotes the length of â and â[i] denotes the i-th element of â.
Suppose that B is a set whose elements are also sets. ‘�’, which is a composition
of sequences, is defined over B† × B† by

â � b̂ = â[0] ∪ b̂[0], â[1] ∪ b̂[1], â[2] ∪ b̂[2], · · · .

Definition 1. A reactive system RS is a triple RS = 〈X,Y, r〉, where
– X is a finite set of input events that are generated by an environment.
– Y (X ∩ Y = ∅) is a finite set of output events that are generated by the

reactive system itself.
– r : (2X)+ → 2Y is a reaction function.

A subset of X is called input set and a sequence of input sets is called input
sequence. Similarly, a subset of Y is called output set and a sequence of output
sets is called output sequence. In this paper, a reaction function corresponds to
a reactive system program.
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Definition 2. Let RS = 〈X,Y, r〉 be a reactive system and â = a0, a1, · · · ∈
(2X)† be an input sequence. The behavior of RS for â, denoted behaveRS(â), is
the following sequence:

behaveRS(â) = 〈a0, b0〉, 〈a1, b1〉, 〈a2, b2〉, . . . ,
where for each i (0 ≤ i < |â|), bi = r(a0, . . . , ai) ∈ 2Y .

3 Specification

This paper uses propositional linear-time temporal logic (PLTL) as a specifica-
tion language for reactive systems. A PLTL formula is defined in the usual way:
an atomic proposition p ∈ P is a formula and if f1 and f2 are formulas, f1 ∧ f2,
¬f1, © f1 and f1Uf2 are formulas. This paper uses ”Weak until operator” (U)
and an abbreviation of �f1 ≡ f1U(f2 ∧ ¬f2). ∨, →, ↔ and ♦ are the usual
abbreviations.

The semantics of PLTL formulas is defined on the behaviors. Let P be a set
of input and output events and P be a set of atomic propositions corresponding
to each element of P . 〈σ, i〉 |= f denotes that a formula f over P holds at the
i-th state of a behavior σ ∈ (2P )ω. 〈σ, i〉 |= f is recursively defined as follows.

– 〈σ, i〉 |= p iff p′ ∈ σ[i] (p is an atomic proposition corresponding to p′ ∈ P )
– 〈σ, i〉 |= ¬f iff 〈σ, i〉 �|= f
– 〈σ, i〉 |= f1 ∧ f2 iff 〈σ, i〉 |= f1 and 〈σ, i〉 |= f2
– 〈σ, i〉 |= © f iff 〈σ, i + 1〉 |= f
– 〈σ, i〉 |= f1 Uf2 iff (∀j ≥ 0) 〈σ, i + j〉 |= f1 or

(∃j ≥ 0) ( 〈σ, i + j〉 |= f2 and
∀k(0 ≤ k < j) 〈σ, i + k〉 |= f1)

σ is a model of f if and only if 〈σ, 0〉 |= f . We write σ |= f if 〈σ, 0〉 |= f . A formula
f is satisfiable if and only there is a model of f . For example, behaveRS(ã) |= ϕ
means that a behavior that is generated by the reactive system RS receiving the
input sequence ã is a model of ϕ.

3.1 Specification

A PLTL-specification for a reactive system is a triple Spec = 〈X ,Y, ϕ〉, where

– X is a set of input propositions that are atomic propositions corresponding
to the input events of the reactive system. The truth value of an input
proposition represents the occurrence of the corresponding input event.

– Y is a set of output propositions that are atomic propositions corresponding
to the output events of the reactive system. The truth value of an output
proposition represents the occurrence of the corresponding output event.

– ϕ is a formula in which all the atomic propositions are elements of X ∪ Y.

This paper writes Spec = 〈X ,Y, ϕ〉 just as ϕ if there is no confusion. Finally,
the following defines the realizability of reactive system specifications [8].
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Definition 3. A reactive system RS is an implementation of a specification ϕ
if for every input sequence ã, behaveRS(ã) |= ϕ. A specification is realizable if it
has an implementation.

3.2 Strong Satisfiability

Reactive system specifications can be divided into several classes. This subsec-
tion explains the class of strong satisfiability. This property is introduced in
[7]. Specifications are strong satisfiable if and and only if the specifications are
satisfiable for any truth values of input propositions. Strong satisfiability is a
necessary condition of realizability. The formal definition of strong satisfiability
is as follows.

Definition 4. A specifications ϕ is strong satisfiable if and only if the following
condition holds.

∀x̃∃ỹ(〈x̃, ỹ〉 |= ϕ.

where x̃ is an infinite sequence of sets of input propositions and ỹ is an infinite
sequence of sets of output propositions.

We now explain the meaning of strong satisfiability. In reactive systems,
input events are made by the environment and not by the reactive system.
If a reactive system is realizable, then for any infinite input event sequence,
there is an infinite output event sequence made by the reactive system. Thus,
this strong satisfiability is a necessary condition of realizability. We can
show that strong satisfiability is not a sufficient condition as follows. We suppose
that ϕ is strong satisfiable. For each infinite input event sequence, we can find
an infinite output event sequence from the infinite event sequence such that ϕ
is satisfied. However, the reactive system must produce an output event from
the input event sequence until the current time but not from the infinite event
sequence. Therefore strong satisfiability does not guarantee that reactive sys-
tems behave so that ϕ is satisfied. Later, we will explain strong satisfiability by
using some examples.

Now we show some examples of specifications In each example below, atomic
propositions written in bold type denote input propositions.

EXAMPLE 1. Satisfiable but not strongly satisfiable specification.

1. req1→ ♦res.
2. req2→ �¬res.

This example shows that a specification is not strongly satisfiable if it could
require conflicting responses at the same time.

EXAMPLE 2. Strongly satisfiable but not realizable specification.

1. (req1 U req2 ) ↔ res.

This example shows that a specification is not realizable if it could require a
response depending on the future sequences of requests.
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4 Extraction of Environmental Constraints

If the reactive system specification is unrealizable, it is revised in order to obtain
a program from it. There are several researches for revising reactive system spec-
ifications. In [7], Mori and Yonezaki proposed the input condition formula which
restricts the environment behavior in order to make a reactive system speci-
fication strongly satisfiable. In [14], Cimatti, Roveri, Schuppan and Tchaltsev
addressed the problem of providing diagnostic information for the realizability
of the specification of an open system.

This paper proposes the new method of extracting environmental constraints.
In the following, environmental constraints are defined.

Definition 5 (Environmental Constraints). Suppose that ϕ is a reactive
system specification and that ψ is a temporal logic formula that consists of only
input propositions. ψ is an environmental constraint of ϕ if and only if the
following condition holds.

∀ã(ã |= ψ ⇒ ∃b̃〈ã, b̃〉 |= ϕ)

Generally, there are several environmental constraints for one specification.
For a specification ϕ, EC(ϕ) is defined to be a set of environmental constraints
of ϕ. The following defines order relation for EC(ϕ).

Definition 6 (Order of environmental constraints). Suppose that ψ1 and
ψ2 are environmental constraints of a specification ϕ. ψ1 ≤ ψ2 if and only if the
following condition holds.

∀σ(σ |= ψ1 ⇒ ψ2)

ψ1 ≤ ψ2 means that ψ1 is stronger than ψ2. “Strong” means that an envi-
ronmental constraint is strong. ψ1 ≡ ψ2 if and only if ψ1 ≤ ψ2 and ψ2 ≤ ψ1.

The weakest environmental constraint is preferable in a set of environmental
constraints. This paper defines the weakest constraint as follows.

Definition 7 (Weakest environmental constraint). Suppose that L is a
set of formulas and that ϕ is a specification. ψ is the weakest environmental
constraint of ϕ with respect to L if and only if the two following conditions hold.

– ψ ∈ (L ∩ EC(ϕ))
– ∀ψ′(ψ′ ∈ L ∩ EC(ϕ) ⇒ ψ′ ≤ ψ).

5 Previous Method of Extracting Environmental
Constraints

This section explains the previous methods that are proposed in [13]. This paper
uses the previous methods to extract environmental constraints. The previous
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methods extract the environmental constraints that are of the specific forms
because the complexity of extracting the environmental constraints is low and the
environmental constraints can be extracted within reasonable time. Moreover,
specific forms of environmental constraints are easy to understand. The previous
methods extract the weakest environmental constraints with respect to specific
forms. The specific forms in the previous methods are defined as follows.

Definition 8 (Class of formulas). L1 and L2 are classes of formulas.

– L1 is a set of formulas whose form is
∧

�♦f .
– L2 is a set of formulas whose form is

∧

(
∨ ♦�f ∨ �♦g).

where f and g are classical logic formulas.

The formulas in L1 or L2 are used to represent fairness of event occurrence. For
example, suppose that users require some computer resources infinitely often in
operating systems. This situation is represented by �♦req where req represents
that users require computer resources. This form of formulas represents that no
event is kept from occurring.

The following explains the previous methods. A specification ϕ is defined as
follows.

ϕ = �((x1 ∧ x2) → (yU¬x1(¬x1 ∧ ©(¬x1 ∧ x2))))

where x1 and x2 are input events and y is output events.
This specification is strong unsatisfiable. The previous methods can extract

environmental constraints as follows.

ψϕ,1 = ⊥

ψϕ,2 = �♦x2 ∧ ♦�¬x1

where ψϕ,1 is an environmental constraint in L1 and ψϕ,2 is an environmental
constraint in L2.

ψϕ,1 is the strongest environmental constraint and no environmental behavior
does not satisfy this constraint. This constraint is useless because this constraint
provides no information to revise specifications. ψϕ,2 is weaker than ψϕ,1, but is
too strong constraint to revise the specifications. ψϕ,2 requires that user event
x1 never occurs after some time point so that reactive system satisfies a specifi-
cation.

The previous methods can extract environmental constraints from a specifi-
cation within reasonable time, but the extracted environmental constraints do
not have expressive power. Therefore, the environmental constraints are useless
in some cases.
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6 Proposed Method

This section proposes the new method of extracting weakest environmental con-
straints that are of the form �♦(

∧

(f ∨© g)) or
∧

((
∨ ♦�f)∨�♦(

∧

(g ∨© h)))
where f , g and h are classical logic formulas.

The proposed method is based on previous method. The method consists of
constructing nondeterministic Büchi automata from specifications, deleting out-
put propositions from the nondeterministic Büchi automata, constructing com-
plement the nondeterministic Büchi automata and generating logical formulas
from the complement the nondeterministic Büchi automata.

The following subsections define the nondeterministic Büchi automata and
the methods that are proposed in this paper.

6.1 Nondeterministic Büchi Automata

The method of extracting environmental constraints requires nondeterministic
Büchi automata that are constructed from specifications. The method of con-
structing nondeterministic Büchi automata is proposed by several researches
[3,4,9] and several tools are proposed in [12]. This paper uses these tools.

Definition 9 (Nondeterministic Büchi automata). Suppose that P is a
set of atomic propositions. Nondeterministic Büchi automata on alphabet 2P is
defined as A = 〈Q, q0, δ, F 〉 where Q is a set of states, q0 is a initial state,
δ ∈ Q × B(P ) × Q is a transition relation and F is a set of acceptance states.
B(P ) is a set of classical logic formulas that consist of atomic propositions in P .

A run on A is defined for an infinite sequence α of 2P where α ∈ (2P )ω.
gamma is a run for α if and only if the following conditions hold.

– γ is an infinite sequence of states,
– γ[0] is initial state of γ,
– For any i (0 ≤ i), (γ[i], b, γ[i + 1]) ∈ δ and α, i |= b

γ is success if and only if In(γ) ∩ F �= ∅ where In(γ) is a set of states that
occur infinitely often in γ. An infinite sequence α of 2P is accepted on A if and
only if a run for α is success. L(A) is defined to be a set of accepted infinite
sequences of 2P on A.

6.2 Classes of Environments Constraints

Definition 10 (Classes of environmental constraints). Classes of formulas
L3 and L4 are defined as follows.

– L3 is a set of formulas whose form is
∧

�♦(
∧

(f ∨ © g)).
– L4 is a set of formulas whose form is

∧

((
∨ ♦�f) ∨ �♦(

∧

(g ∨ © h))).

where f , g and h are classical logic formulas.
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This paper proposes the method of extracting environmental constraints that
are included in L3 are L4. L3 is an extension of L1 and L4 is an extension of
L2. L1 and L2 do not use Next operator (©) or Until operator (U) and cannot
express the order of events. L3 and L4 can use Next operator to express the
order of events for environmental constraints.

Next, this paper defines the method of extracting environmental constraints
for L3. This method uses nondeterministic Büchi automata and this paper sup-
poses that the method uses several method constructing construction method
nondeterministic Büchi automata from specification.

Definition 11 (The method for L3). The method of extracting environmental
constraints for L3 is defined as follows.

Input of the method is nondeterministic Büchi automata Aspec = 〈Q, q0, δ, F 〉
where L(Aspec) = {σ | σ |= Spec}. Output of the method is a formula ψ3 ∈
L3 ∩ EC(spec). The method obtains Aspec by construction method of automata
from specifications.

STEP 1
Obtain A′

spec = 〈Q, q0, δ
′, F 〉 by deleting output propositions from Aspec. δ′

is constructed as follows; δ′ = {(q, E(b), q′) | (q, b, q′) ∈ δ} and E(b) is a
formula that is obtained by connecting by disjunction all formulas that are
obtained by replacing input propositions by ⊥ or � in b. The definition of δ′

implies L(A′
spec) = {ã | ∃b̃〈ã, b̃〉 |= spec}.

STEP 2
Construct the complement nondeterministic Büchi automata A′

spec of A′
spec.

STEP 3
Find a set MSC of maximum strongly connected graphs that include accep-
tance state in A′

spec.
STEP 4

Generate the following formula ψmsc for each element msc ∈ MSC.
ψmsc = ♦�(

∨

s∈q(msc)((
∨

cin∈in(s) cin) ∧ ©(
∨

cout∈out(s) cout)))
where q(msc) is a set of states in msc, in(s) is a set of label whose edge goes
to state s and out(s) is a set of label whose edge comes out of state s.

STEP 5
This method outputs the following formula as environmental constraint
for L3.
ψ3 = ¬(

∨

msc∈MSC ψmsc)
=

∧

msc∈MSC �♦(
∧

s∈q(msc)((
∧

cin∈in(s) ¬cin) ∨ ©(
∧

cout∈out(s) ¬cout)))

Next, this paper defines the method of extracting environmental constraints
for L4.

Definition 12 (The method for L4). The method of extracting environmental
constraints for L4 is defined as follows.

Input of the method is nondeterministic Büchi automata Aspec = 〈Q, q0, δ, F 〉
where L(Aspec) = {σ | σ |= Spec}. Output of the method is a formula ψ4 ∈
L4 ∩ EC(spec). The method obtains Aspec by construction method of automata
from specifications.
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STEP 1
Obtain A′

spec = 〈Q, q0, δ
′, F 〉 by deleting output propositions from Aspec. δ′

is constructed as follows; δ′ = {(q, E(b), q′) | (q, b, q′) ∈ δ} and E(b) is a
formula that is obtained by connecting by disjunction all formulas that are
obtained by replacing input propositions by ⊥ or � in b. The definition of δ′

implies L(A′
spec) = {ã | ∃b̃〈ã, b̃〉 |= spec}.

STEP 2
Construct the complement nondeterministic Büchi automata A′

spec of A′
spec.

STEP 3
Find a set SC of strongly connected graphs that include acceptance state in
A′

spec.
STEP 4

Generate the following formula ψsc for each element sc ∈ SC.
ψsc = (

∧

c∈l(sc) �♦c) ∧ ♦�(
∨

s∈q(sc)((
∨

cin∈in(s) cin) ∧ ©(
∨

cout∈out(s) cout)))
where q(sc) is a set of states in sc, in(s) is a set of label whose edge goes to
state s and out(s) is a set of label whose edge comes out of state s.

STEP 5
This method outputs the following formula as environmental constraint for
L4.
ψ4 = ¬(

∨

sc∈SC ψsc)
=

∧

sc∈SC((
∨

c∈l(sc) ♦�¬c)∨
�♦(

∧

s∈q(msc)((
∧

cin∈in(s) ¬cin) ∨ ©(
∧

cout∈out(s) ¬cout))))

The difference between the two methods is that the method for L3 uses
maximum strongly connected graphs in nondeterministic Büchi automata and
the method for L4 uses strongly connected graphs. Therefore, the environmental
constraint for L4 is weaker than that for L3. The following section proves this
fact formally.

6.3 Example of Environmental Constraints

This subsection applies the methods for L3 and L4 to the following specification.

ϕ = �((x1 ∧ x2) → (yU¬x1(¬x1 ∧ ©(¬x1 ∧ x2))))

where x1 and x2 are input propositions and y is an output proposition. The
methods require nondeterministic Büchi automata A′

ϕ, which is shown in Figure
1. In this figure, s0 is an initial state and s2 and s3 are accepted states.

Let ψϕ,3 be a formula that is obtained by the method for L3 and ψϕ,4 be a
formula that is obtained by the method for L4.

ψϕ,3 = �♦(¬x1 ∧ ©(¬x1 ∧ x2))
ψϕ,4 = (♦�(x1 ∨ x2) ∨ �♦(x1 ∨ x2)) ∧ (♦�¬x1 ∨ �♦(¬x1 ∧ © ¬x1))

∧(♦�¬x1 ∨ �(x1 ∨ x2) ∨ �♦(¬x1 ∧ ©(¬x1 ∧ x2)))
The following relation among ψϕ,1, ψϕ,2, ψϕ,3 and ψϕ,4 can be proved easily.

ψϕ,1 ≤ ψϕ,2 ≤ ψϕ,3 ≤ ψϕ,4
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Fig. 1. A′
ϕ

This result shows that ψϕ,3 and ψϕ,4 are more useful than ψϕ,1 and ψϕ,2 in this
example. The following section shows the general properties of the methods that
are proposed in this paper.

7 Properties of the Methods

This section proves soundness and termination of the methods for L3 and L4.
Moreover, this section proves that the methods extract the weakest environmen-
tal constraints for L3 and L4. At the beginning, this paper proves termination.

Theorem 1. Suppose that Aspec is nondeterministic Büchi automata where
L(Aspec) = {σ | σ |= spec}. Applying the methods for L3 and L4 to Aspec always
terminates.

Proof: Termination of the method for L3 is proved. The method consists of five
steps. Step 1 terminates because Aspec has finite edges. Step 2 terminates because
construction of complement nondeterministic Büchi automata terminates [3,4,9].
Step 3, Step 4 and Step 5 terminate because maximum strongly connected graphs
are finite in automata [11]. Therefore, the method for L3 always terminates.
Termination of the method for L4 is proved similarly.

Next, this paper proves soundness of the methods.

Theorem 2. Suppose that Aspec is nondeterministic Büchi automata where
L(Aspec) = {σ | σ |= spec}. The environmental constraint that is obtained by
the method for L3 is included in L3 ∩ EC(spec).
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Proof: Suppose that ψ3 is the environmental constraint that is obtained by the
method for L3 for the specification spec. By the definition of the method for L3,
ψ3 ∈ L3.

Next, ψ3 ∈ EC(spec) is proved. Suppose that ã is an infinite sequence of
input propositions and that ã is accepted on A′

spec. In A′
spec, a run for ã reaches

a maximum strongly connected graph that has a acceptance state. The run
includes acceptance states infinite often.

For any state s in the maximum strongly connected graphs, (
∨

cin∈in(s) cin)∧
©(

∨

cout∈out(s) cout) holds at time point of s. This implies that ¬ψ3 holds. There-
fore, the following proves that ψ3 ∈ EC(spec).

∀ã(ã ∈ L(A′
spec) ⇒ ã |= ¬ψ3) ⇔ ∀ã(ã �∈ L(A′

spec) ⇒ ã �|= ψ3)
⇔ ∀ã(ã |= ψ3 ⇒ ã ∈ L(A′

spec)) ⇔ ∀ã(ã |= ψ3 ⇒ ∃b̃〈ã, b̃〉 |= spec)
⇔ ψ3 ∈ EC(spec)

Theorem 3. Suppose that Aspec is nondeterministic Büchi automata where
L(Aspec) = {σ | σ |= spec}. The environmental constraint that is obtained by
the method for L4 is included in L4 ∩ EC(spec).

Proof: Suppose that ψ4 is the environmental constraint that is obtained by the
method for L4 for the specification spec. By the definition of the method for L4,
ψ4 ∈ L4.

Next, ψ4 ∈ EC(spec) is proved. Suppose that ã is an infinite sequence of
input propositions and that ã is accepted on A′

spec. In A′
spec, a run for ã reaches

a strongly connected graph that has a acceptance state. The run infinitely often
includes all states in the strongly connected graph.

For any state s in the strongly connected graphs,
(
∨

cin∈in(s) cin) ∧ ©(
∨

cout∈out(s) cout) holds at time point of s. This implies that
¬ψ4 holds. Therefore, the following proves that ψ4 ∈ EC(spec).

∀ã(ã ∈ L(A′
spec) ⇒ ã |= ¬ψ4) ⇔ ∀ã(ã �∈ L(A′

spec) ⇒ ã �|= ψ4)
⇔ ∀ã(ã |= ψ4 ⇒ ã ∈ L(A′

spec)) ⇔ ∀ã(ã |= ψ4 ⇒ ∃b̃〈ã, b̃〉 |= spec)
⇔ ψ4 ∈ EC(spec)

Next, the weakness of environmental constraints is proved.

Theorem 4. Suppose that Aspec is nondeterministic Büchi automata where
L(Aspec) = {σ | σ |= spec}. The environmental constraint that is obtained by
the method for L3 is the weakest environmental constraint in L3.

Proof: Suppose that ψ3 is the environmental constraint that is obtained by the
method for L3 for the specification spec. This proof proves the contraposition.
Suppose that ψ′ =

∧

1≤i≤n(�♦(
∧

j(fij ∨ © gij))) and that ψ′ �≤ ψ3.
Recall the form of ψ3.
ψ3 =

∧

msc∈MSC �♦(
∧

s∈q(msc)((
∧

cin∈in(s) ¬cin) ∨ ©(
∧

cout∈out(s) ¬cout)))
ψ′ �≤ ψ3 implies that there is an infinite sequence ã of sets of input propositions
such that ã �|= ψ3 and ã |= ψ′. It follows that there is a maximum strongly
connected graph msc such that the following holds.
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ã |= ♦�
∨

s∈q(msc)((
∨

cin∈in(s) cin) ∧ ©(
∨

cout∈out(s) cout))∧
∧

1≤i≤n(�♦(
∧

j(fij ∨ © gij)))
Therefore, for any i (1 ≤ i ≤ n), there are a state si ∈ q(msc) and sets ai

in and
ai

out of input propositions such that
ai

inai
outσ |= ((

∨

cin
cin) ∧ ©(

∨

cout∈out(si)
cout)) ∧ (

∧

j(fij ∨ © gij))
where σ is an arbitrary sequence of sets of input propositions. For any i (1 ≤
i ≤ n), there are ei

in, ci
in, ei

out and cout such that the following conditions hold.

– ei
in is an edge that goes into si.

– ci
in ∈ in(si) is a label of ei

in.
– ei

out is an edge that goes out of si.
– ci

out ∈ out(si) is a label of ei
in.

– ai
inai

outσ |= (ci
in ∧ © ci

out) ∧ (
∧

j(fij ∨ © gij))

Recall that msc is a maximum strongly connected graph that includes an
acceptance state. There is a run from an initial state to msc and let xq0,1 be
a finite sequence of sets of input propositions where a run of xq0,1 is from the
initial state to state s1 that is in msc. For any i (1 ≤ i ≤ n), there is a run that
is from si to si+1 via edge ei

out and ei+1
in and consists of only states in msc. Let

xi,i+1 be a finite sequence of sets of input propositions where a run of xi,i+1 is
the run from si to si+1. State sn goes to state s1 via states in msc. Let xn,1 be a
finite sequence of sets of input propositions where a run of xn,1 is the run from
sn to s1. Consider an infinite sequence x̃ of sets of input propositions.

x̃ = xq0,1 · (x1,2 · · · · xn−1,n · xn,1)ω

The construction of x̃ implies that x̃ ∈ L(A′
spec). Since x̃ infinitely often

includes two long sequence such as a1
ina1

out, · · · or an
inan

out, for any i (1 ≤ i ≤ n),
ai

inai
outσ |= ∧

j(fij ∨ © gij). Therefore, x̃ |= ∧

1≤i≤n(�♦(
∧

j(fij ∨ © gij))). The
following proves ψ′ �∈ EC(spec).

x̃ |= ψ′ and x̃ ∈ L(A′
spec) ⇒ ¬(∀ã(ã |= ψ′ ⇒ ã �∈ L(A′

spec))
⇔ ¬(∀ã(ã |= ψ′ ⇒ ã ∈ L(A′

spec)) ⇔ ¬(∀ã(ã |= ψ′ ⇒ ∃b̃〈ã, b̃〉 |= spec))
⇔ ψ′ �∈ EC(spec)

To summarize, ψ′ ∈ L3 and ψ′ �≤ ψ3 imply ψ′ �∈ EC(spec). Thus, ψ3 is the
weakest environmental constraint among L3.

Theorem 5. Suppose that Aspec is nondeterministic Büchi automata where
L(Aspec) = {σ | σ |= spec}. The environmental constraint that is obtained by
the method for L4 is the weakest environmental constraint in L4.

Proof: Suppose that ψ4 is the environmental constraint that is obtained by the
method for L4 for the specification spec. This proof proves the contraposition.
Suppose that ψ′ =

∧

i((
∨

j ♦�fij) ∨ �♦(
∧

k(gik ∨ © hik))) and that ψ′ �≤ ψ4.
Recall the form of ψ4.
ψ4 =

∧

sc∈SC((
∨

c∈l(sc) ♦�¬c) ∨ �♦(
∧

s∈q(sc)((
∧

cin∈in(s) ¬cin)∨
©(

∧

cout∈out(s) ¬cout))))
ψ′ �≤ ψ4 implies that there is an infinite sequence ã of sets of input proposi-

tions such that ã �|= ψ4 and ã |= ψ′. It follows that there is a strongly connected
graph sc such that the following holds.
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ã |= (
∧

c∈l(sc) �♦c) ∧ ♦�(
∨

s∈q(sc)((
∨

cin∈in(s) cin) ∧ ©(
∨

cout∈out(s) cout)))
For any i, ã |= (

∨

i ♦�fij) ∨ �♦(
∧

k(gik ∨ © hik)). Therefore, for any i, one of
the following two conditions holds.

(1) For some j, ã |= ♦�fij .
(2) ã |= �♦(

∧

k(gik ∨ © hik))

Let V be a set of i that satisfies (1) and W be a set of i that satisfies (2). It
follows that ã |= (

∧

v∈V ♦�fvjv ) ∧ (
∧

w∈W �♦(
∧

k(gwk ∨ © hwk))). Therefore,
the following holds.

ã |= (
∧

v∈V ♦�fvjv ) ∧ (
∧

w∈W �♦(
∧

k(gwk ∨ © hwk))) ∧ (
∧

c∈l(sc) �♦c) ∧
♦�(

∨

s∈q(sc)((
∨

cin∈in(s) cin) ∧ ©(
∨

cout∈out(c) cout)))
For any c ∈ l(sc), there is a set αc of input propositions where αc |=

(
∧

v∈V fvjv ).
For any w ∈ W , there are a state sw ∈ q(sc), sets aw

in and aw
out of input

propositions where aw
inaw

outσ |= (
∧

v∈V fvjv ) ∧ (©(
∧

v∈V fvjv )) ∧ (
∧

k(gwk ∨
© hwk)) ∧ ((

∨

cin∈in(sw) cin) ∧ ©(
∨

cout∈out(sw) cout)). Therefore, for any w ∈ W ,
there are edges ew

in and ew
out where ew

in goes into sw and ew
out goes out of

sw. Let cw
in be a label of ew

in and cw
out be a label of ew

out, and aw
inaw

outσ |=
(
∧

v∈V fvjv ) ∧ (©(
∧

v∈V fvjv )) ∧ (
∧

k(gwk ∨ © hwk)) ∧ (cw
in ∧ cw

out))
Now wm (1 ≤ m ≤ |W | is defined to be an element of W . There is a run from

an initial state to w1. Let xq0,1 be this run. For any n (1 ≤ n < |W |), there is a
run that is from wn to sn+1 via edge en

out and en+1
in and consists of only states

in sc. Let xn,n+1 be a finite sequence of sets of input propositions where a run
of xn,n+1 is the run from wn to sn+1. State s|W | goes to state s1 via states in
sc. Let x|W |,1 be a finite sequence of sets of input propositions where a run of
x|W |,1 is the run from s|W | to s1. Consider an infinite sequence x̃ of sets of input
propositions.

x̃ = xq0,1 · (x1,2 · · · · x|W |−1,|W | · x|W |,1)ω

The construction of x̃ implies that x̃ ∈ L(A′
spec). Since x̃ infinitely often includes

two long sequence such as a1
ina1

out, · · · or a
|W |
in a

|W |
out , x̃ |= ∧

w∈W �♦(
∧

k(gwk ∨
© hwk)). Moreover, for any n (1 ≤ n < |W |), all sets of input propositions
between xn,n+1 and x|W |,1 satisfy

∧

v∈V fvjv . Therefore, x̃ |= ∧

v∈V ♦�fvjv . It
follows that ψ′ �∈ EC(spec) as follows.

x̃ |= ψ′ and x̃ ∈ L(A′
spec) ⇒ ¬(∀ã(ã |= ψ′ ⇒ ã �∈ L(A′

spec))
⇔ ¬(∀ã(ã |= ψ′ ⇒ ã ∈ L(A′

spec)) ⇔ ¬(∀ã(ã |= ψ′ ⇒ ∃b̃〈ã, b̃〉 |= spec))
⇔ ψ′ �∈ EC(spec)

To summarize, ψ′ ∈ L4 and ψ′ �≤ ψ4 imply ψ′ �∈ EC(spec). Thus, ψ4 is the
weakest environmental constraint among L4.

8 Conclusion

This paper proposed the methods of extracting environmental constraints from
strong unsatisfiable specifications. The constraints that are extracted by the pro-
posed method is the weakest in the classes of formulas. There are several future
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works. One of them is to implement the methods and to apply the implementa-
tion to specifications to revise the specifications.
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Abstract. Reactive systems ideally never terminate and maintain some
interaction with their environment. Temporal logic is one of the meth-
ods for formal specification description of reactive systems. For a reactive
system specification, we do not always obtain a program that satisfies
it because the reactive system program must satisfy the specification
no matter how the environment of the reactive system behaves. This
problem is known as realizability or feasibility. The complexity of decid-
ing realizability of specifications that are described in linear temporal
logic is double or triple exponential time of the length of specifications
and realizability decision is impractical. This paper implements stepwise
satisfiability decision procedure with tableau method and proof system.
Stepwise satisfiability is one of the necessary conditions of realizability of
reactive system specifications. The proposed procedure decides stepwise
satisfiability of reactive system specifications.

1 Introduction

Reactive systems, such as operating systems or elevator control systems, interact
with their users or environments, and provide services for their users. Reactive
system behaviors depend on the interactions with their environments or users[6].
In reactive systems, events are divided into output events and input events. Out-
put events are controlled or generated by reactive systems and input events are
generated by environments such as users of reactive systems. Input events cannot
be controlled by the reactive systems[7].

Temporal logic is one of the methods of describing reactive system specifica-
tions. One of the advantages of temporal logic is to prove several properties of the
specifications. Given a reactive system specification, which is a temporal logic
formula, satisfiability of the formula only guarantees possibility of synthesizing
the reactive system that satisfies a reactive system specification for some envi-
ronment behavior. However, it is necessary to synthesize the system that satisfies
the specification for all environment behaviors; suppose that there are finite sets
I and O of input and output events. A reactive system program is a function
f : (2I)∗ → 2O that maps finite sequences of input event sets into an output

c© Springer International Publishing Switzerland 2015
O. Gervasi et al. (Eds.): ICCSA 2015, Part IV, LNCS 9158, pp. 686–698, 2015.
DOI: 10.1007/978-3-319-21410-8 52
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event set. The function f generates infinite sequences of 2I∪O during interaction
between a reactive system and an environment because the environment gener-
ates infinite sequences of input event sets. A function f realizes a specification φ
if and only if φ always holds for all infinite sequences that are generated by the
function f and an environment. The realizability problem is to determine, given
a specification φ which is a temporal logic formula, whether there exists a func-
tion f : (2I)∗ → 2O that realizes φ. The complexity of deciding realizability is
2EXPTIME-complete on CTL and 3EXPTIME-complete on CTL∗[5,7]. There-
fore, the complexity of deciding realizability on LTL is 2EXPTIME-complete or
3EXPTIME-complete[5,7].

The previous studies on realizability of reactive system specifications that
are described by several kinds of temporal logic focus on decidability of real-
izability but not on speed of deciding realizability. Automata theory has been
used in almost all studies to give decision procedures of realizability, but it is
insufficient for fast decision of realizability of specifications. There are several
researches that are related with implementation of realizability decision[3,5].
However, implementation of fast decision procedures is impractical because of
complexity of realizability problem. Thus, this paper implements a decision pro-
cedure of stepwise satisfiability, which is one of necessity conditions of realizabil-
ity. Many of actual reactive system specifications are stepwise satisfiable but not
realizable[11]. This paper implements stepwise satisfiability decision procedure
with tableau method and proof system. This proof system is proposed in [12].
The proof system is not complete but may check stepwise satisfiability fast.

2 Reactive System

This section provides a formal definition of reactive systems, based on
references[10]. Let A be a finite set. A+ and Aω denote the set of finite sequences
and the set of infinite sequences over A respectively. A† denotes A+ ∪ Aω.
Sequences in A† are denoted by â, b̂, · · · , sequences in A+ by ā, b̄, · · · and
sequences in Aω by ã, b̃, · · · . |â| denotes the length of â and â[i] denotes the
i-th element of â. Suppose that B is a set whose elements are also sets. ‘�’,
which is a composition of sequences, is defined over B† × B† by

â � b̂ = â[0] ∪ b̂[0], â[1] ∪ b̂[1], â[2] ∪ b̂[2], · · · .

Definition 1. A reactive system RS is a triple RS = 〈X,Y, r〉, where
– X is a finite set of input events that are generated by an environment.
– Y (X ∩ Y = ∅) is a finite set of output events that are generated by the the

reactive system itself.
– r : (2X)+ → 2Y is a reaction function.

A subset of X is called input set and a sequence of input sets is called input
sequence. Similarly, a subset of Y is called output set and a sequence of output
sets is called output sequence. In this paper, a reaction function corresponds to
a reactive system program.
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Definition 2. Let RS = 〈X,Y, r〉 be a reactive system and â = a0, a1, · · · ∈
(2X)† be an input sequence. The behavior of RS for â, denoted behaveRS(â), is
the following sequence:

behaveRS(â) = 〈a0, b0〉, 〈a1, b1〉, 〈a2, b2〉, . . . ,
where for each i (0 ≤ i < |â|), bi = r(a0, . . . , ai) ∈ 2Y .

3 Specification

This paper uses propositional linear-time temporal logic (PLTL) as a specifica-
tion language for reactive systems. A PLTL formula is defined in the usual way:
an atomic proposition p ∈ P is a formula and if f1 and f2 are formulas, f1 ∧ f2,
¬f1, © f1 and f1Wf2 are formulas. This paper uses ”Weak until operator” (W)
and an abbreviation of �f1 ≡ f1W(f2 ∧ ¬f2). ∨, →, ↔ and ♦ are the usual
abbreviations.

The semantics of PLTL formulas is defined on the behaviors. Let P be a set
of input and output events and P be a set of atomic propositions corresponding
to each element of P . 〈σ, i〉 |= f denotes that a formula f over P holds at the
i-th state of a behavior σ ∈ (2P )ω. 〈σ, i〉 |= f is recursively defined as follows.

– 〈σ, i〉 |= p iff p′ ∈ σ[i] (p is an atomic proposition corresponding to p′ ∈ P )
– 〈σ, i〉 |= ¬f iff 〈σ, i〉 �|= f
– 〈σ, i〉 |= f1 ∧ f2 iff 〈σ, i〉 |= f1 and 〈σ, i〉 |= f2
– 〈σ, i〉 |= © f iff 〈σ, i + 1〉 |= f
– 〈σ, i〉 |= f1 Wf2 iff (∀j ≥ 0) 〈σ, i + j〉 |= f1 or

(∃j ≥ 0) ( 〈σ, i + j〉 |= f2 and
∀k(0 ≤ k < j) 〈σ, i + k〉 |= f1)

σ is a model of f if and only if 〈σ, 0〉 |= f . We write σ |= f if 〈σ, 0〉 |= f . A formula
f is satisfiable if and only there is a model of f . For example, behaveRS(ã) |= ϕ
means that a behavior that is generated by the reactive system RS receiving the
input sequence ã is a model of ϕ.

3.1 Specification

A PLTL-specification for a reactive system is a triple Spec = 〈X ,Y, ϕ〉, where

– X is a set of input propositions that are atomic propositions corresponding
to the input events of the reactive system. The truth value of an input
proposition represents the occurrence of the corresponding input event.

– Y is a set of output propositions that are atomic propositions corresponding
to the output events of the reactive system. The truth value of an output
proposition represents the occurrence of the corresponding output event.

– ϕ is a formula in which all the atomic propositions are elements of X ∪ Y.

This paper writes Spec = 〈X ,Y, ϕ〉 just as ϕ if there is no confusion. Finally,
the following defines the realizability of reactive system specifications[10].
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Definition 3. A reactive system RS is an implementation of a specification ϕ
if for every input sequence ã, behaveRS(ã) |= ϕ. A specification is realizable if it
has an implementation.

3.2 Stepwise Satisfiability

Reactive system specifications can be divided into several classes. This subsec-
tion explains the class of stepwise satisfiability specifications. This property is
introduced in [8]. Throughout this subsection ã, ā and b̃ denote an infinite input
sequence, a finite input sequence and an infinite output sequence respectively.
Also, r denotes a reaction function. For simplicity the interpretation represent-
ing a behavior is denoted by the behavior itself. Stepwise satisfiability is defined
as follows:

Definition 4. A reactive system RS preserves satisfiability of ϕ if and only if
∀ā∃ã∃b̃(behaveRS(ā)(ã � b̃) |= ϕ). ϕ is stepwise satisfiable if and only if there is
a reactive system that preserves the satisfiability of ϕ.

If ϕ is stepwise satisfiable, a reactive system RS can behave for any input event
sequence with keeping a possibility that ϕ is satisfied even though RS actually
does not satisfy ϕ. The following example explains stepwise satisfiability[8].

EXAMPLE. Stepwise satisfiable but not realizable specification.
This example shows a part of a simple lift specification. In the specification

below, an output proposition Move is intended to show when the lift can move.
An output proposition Open means that the lift door is open, and an output
proposition Floori means that the lift is on the i-th floor. An input proposition
Bopen represents the request “open the door” and Bi represents the request
“come or go to the i-th floor.”

1. �(¬Move ∧ Floori → Floori W Move)
(if Move is not true when the lift is at the i-th floor, stay there until Move
holds)

2. �(Open → ¬Move)
(if the door is open, do not move)

3. �
(¬Bopen∧(¬Move W Bopen)

→ (¬Open W (Bopen∧ (Open W ¬Bopen))))
(if Move is not true, open the door while Bopen holds)

4. �(Bi→ ♦Floori)
(if asked to come or go to the i-th floor, eventually arrive at the floor)

Bopen and Bi are input propositions and the other propositions are output
propositions. If Bopenwill be true forever after some state where both ¬Move
and Floori hold, and Bj(�=i)will be true after this state, ♦Floorj could never
be satisfied. This example shows that a specification is not realizable if for some
infinite input sequence, a ♦-formula has no opportunity to hold. However, this
specification is a typical specification and many specifications of reactive systems
are stepwise satisfiable.
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4 Decision Procedure

This section gives the decision procedure of stepwise satisfiability, which was
given in [11]. This procedure is sound and complete. This procedure is based on
the tableau method for PLTL[8].

4.1 Tableau Method

A tableau is a directed graph T = 〈N,E〉 that is constructed from a given
specification. N is a finite set of nodes. Each node is a set of formulas. E is a
finite set of edges. Each edge is a pair of nodes. A node n2 is reachable from a
node n1 in a tableau 〈N,E〉 if and only if 〈n1, a1〉, 〈a1, a2〉, · · · 〈ak, n2〉 ∈ E.

Definition 5. A decomposition procedure takes a set S of formulas as input and
produces a set Σ of sets of formulas.

1. Put Σ = {S}.
2. Repeatedly apply one of steps a – e to all the formulas fij in all the sets

Si ∈ Σ according to the type of the formulas until no step will change Σ. In
the following, f1W∗f2 and ¬(f1W∗f2) are called marked formula. The marks
represent that the marked formulae have been applied by the decomposition
produce.
(a) If fij is ¬¬f , replace Si with (Si − {fij}) ∪ {f}.
(b) If fij is f1 ∧ f2, replace Si with (Si − {fij}) ∪ {f1, f2}.
(c) If fij is ¬(f1∧f2), replace Si with (Si −{fij})∪{¬f1} and (Si −{fij})∪

{¬f2}.
(d) If fij is f1Wf2, replace Si with (Si − {fij}) ∪ {f2} and (Si − {fij}) ∪

{f1,¬f2, f1W∗f2}.
(e) If fij is ¬(f1Wf2), replace Si with (Si − {fij}) ∪ {¬f1,¬f2} and (Si −

{fij}) ∪ {f1,¬f2,¬(f1W∗f2)}.
Definition 6. A node n of a tableau 〈N,E〉 is closed if and only if one of the
following conditions is satisfied:

– n contains both an atomic proposition and its negation.
– n contains an eventuality formula1 and all unclosed nodes that are reachable

from n contain the same eventuality formula.
– n cannot reach any unclosed node.

The following describes the tableau construction procedure, which takes a PLTL
formula ϕ as input and produces a tableau T = 〈N,E〉. In the procedure, a
function temporal(n) is used and defined as follows.
temporal(n) = {f1Wf2 | f1W∗f2 ∈ n}∪

{¬(f1Wf2) | ¬(f1W∗f2) ∈ n}
Definition 7. The tableau construction procedure takes a formula ϕ as input
and produces a tableau of ϕ.
1 An eventuality formula is a formula of the form ¬(f1Wf2).
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1. Put N = {START, {ϕ}} and E = {〈START, {ϕ}〉} (START is the initial
node).

2. Repeatedly apply steps a and b to T = 〈N,E〉 until T no longer changes.
(a) (decomposition of states) Apply the following three steps to all the nodes

ni ∈ N to which these steps have not been applied yet.
i. Apply the decomposition procedure to ni (Σni

is defined to be the
output of the decomposition procedure)

ii. Replace E with
(E ∪ {〈m,m′〉|〈m,ni〉 ∈ E and m′ ∈ Σni

}) − {〈m,ni〉|m ∈ N},
iii. Replace N with (N − ni) ∪ Σni

.
(b) (transition of states) Apply the following two steps to all the nodes ni ∈

N to which these steps have not been applied yet.
i. Replace E with E ∪ {〈ni, temporal(ni)〉}.
ii. Replace N with N ∪ {temporal(ni)}.

In [4], it is proved that a formula is satisfiable if and only if the initial node
START of the tableau of the formula is unclosed. Thus, the following procedure
decides the satisfiability of the formula ϕ.
Definition 8. The following procedure decides whether a formula ϕ is
satisfiable.

1. By Tableau Construction Procedure, construct the tableau of a formula ϕ
2. If the tableau of the formula ϕ is unclosed, it is concluded that the formula ϕ

is satisfiable. Otherwise, it is concluded that the formula ϕ is unsatisfiable.

4.2 Decision Procedure for Stepwise Satisfiability

This subsection describes the decision procedure of stepwise satisfiability. In the
decision procedure it is important to make a tableau deterministic by a set of
input and output propositions. At the beginning, some functions are defined for
a deterministic tableau.

Definition 9. Let T = 〈N,E〉 be a tableau. The function next(n) maps a subset
of N to a subset of N , where n is a subset of N . The function next(n) is defined
as follows:

next(n) ≡ ⋃

n∈n{n′ | 〈n, n′〉 ∈ E}
The function atm and atm map an element of N to a set of atomic propositions.
The function atm and atm are defined as follows:

atm(n) ≡ {f | f ∈ n and f is atomic formula.}
atm(n) ≡ {f | ¬f ∈ n and f is atomic formula.}

For a subset of N , the function atm and atm are defined as follows:
atm(n) ≡ ⋃

n∈n{f | f ∈ n and f is atomic formula.}
atm(n) ≡ ⋃

n∈n{f | ¬f ∈ n and f is atomic formula.}
For a subset a of P and a subset of N , next(n)/a is defined as follows:
next(n)/a ≡ {n|n ∈ next(n), atm(n) ∩ a = ∅ and

atm(n) ∩ (P − a) = ∅}
Next, a deterministic tableau is defined.
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Definition 10. Let 〈N,E〉 be the tableau of specification ϕ. 〈N , E〉 is the deter-
ministic tableau of ϕ and a set P of atomic propositions if and only if the fol-
lowing conditions are satisfied.

– N is a set of tableau node sets, that is N ⊆ 2N .
– Every element of N is not an empty set.
– E is a set of 〈n1, a,n2〉 such that n1,n2 ∈ N and a ⊆ P .
– If 〈n′, a,n〉 ∈ E, a ∩ atm(n) = ∅ and (P − a) ∩ atm(n) = ∅
– If 〈n1, a,n2〉 ∈ E, for n ∈ n2, there is n′ ∈ n1 such that 〈n′, n〉 ∈ E.

The following defines a procedure for constructing a deterministic tableau that
is used in the decision procedure of stepwise satisfiability.

Definition 11. The following procedure constructs a deterministic tableau T =
〈N , E〉 of specification of ϕ and a set P of atomic propositions.

1. Construct tableau 〈N,E〉 of ϕ by the tableau construction procedure.
2. Set N = {{START}} and E = ∅.
3. Repeat the following step until T no longer changes; for n ∈ N and a ⊆ P ,

if next(n)/a �= ∅, add next(n)/a into N and 〈n, a, next(n)/a〉 into E, where
next(n)/a ≡ {n ∈ next(n) | a ∩ atm(n) = ∅, (P − a) ∩ atm(n) = ∅}.

A deterministic tableau enables to decide whether there is a reactive system RS
of ϕ such that RS behaves for an input event at any time or whether there
is an infinite output sequence for any infinite input sequence. However, it is
impossible to decide satisfiability of ϕ using a deterministic tableau. To check
the satisfiability of ϕ requires to examine each part of a tableau that is included
in the deterministic tableau.

Definition 12. The decision procedure of Stepwise Satisfiability is as follows;

1. By the tableau deterministic procedure, construct a deterministic tableau
〈N , E〉 of specification ϕ and a set X ∪ Y of input and output propositions.

2. Repeat the following step until 〈N , E〉 no longer changes; for n ∈ N and
a ⊆ X , if there are no n′ ∈ N and b ⊆ Y such that 〈n, a ∪ b,n′〉 ∈ E, delete
n from N and elements such as 〈n, c,n′〉 or 〈n′, c,n〉 from E.

3. If N is not an empty set, this procedure determines that ϕ is stepwise satisfi-
able. Otherwise, this procedure determines that ϕ is not stepwise satisfiable.

5 Proof System

This paper uses a proof system for checking unrealizability of reactive systems
specifications. The proof system is proposed in [12]. This proof system is a
sequent-style natural deduction. Before giving several formal definitions, this
section informally explains the meanings of sequent and several symbols. This
proof system uses sequent Γ,Δ† � W where Γ is a set of input proposition for-
mula, Δ† is a set of mark formulas such A† and W is a formula. If Δ† is an
empty set, this sequent denotes that there exists a reactive system RS such that
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for any input sequence ã, if ã |= ∧

Γ (
∧

Γ is a conjunction of all elements of Γ ),
behaveRS(ã) |= W ; if Δ† is not an empty set, this sequent denotes that there
exists a reactive system RS such that for any input sequence ã, if there exists a
formula V such that ã |= V ∧ ∧

Γ and V † ∈ Δ†, behaveRS(ã) |= W .
To check unrealizability of a specification ϕ requires to make a proof where

� ϕ is the start and the conclusion is in contradiction. While constructing a
proof, several input formulas (a formula consisting of input propositions) move
from the right side to left side of sequent. If the formulas on the right side of
a sequent are in contradiction and the formulas on the left side are satisfiable,
it is concluded that ϕ is unrealizable. If there are several marked formulas on
the left side, it is necessary only to check whether all unmarked formulas and
one of marked formulas are satisfiable, even if a set of marked formulas are
inconsistent. The marked formulas represent the input formulas that can hold in
one of possible future states and therefore a set of the marked formulas may be
inconsistent. On the other hand, unmarked formulas must be satisfiable in the
same state such as current state or future state. This is a reason why the proof
system uses mark. The following gives formal definitions.

Definition 13. A† is defined to be mark formula where A is a formula. Δ† is
defined to a set of marked input formulas where Δ† = {A† | A ∈ Δ}.
Definition 14. Γ,Δ† � W is defined to be sequent where Γ is a set of input
formulas, Δ† is a set of marked input formulas and W is a formula. A sequent
Γ,Δ† � W holds with respect to a reactive system RS if and only if for any
element V ∈ Δ and any input sequence ã, if ã |= V ∧ ∧

Γ , behaveRS(ã) |= W .

Definition 15. The inference rules are defined in [12]. Figure 1 shows a parts
of the inference rules because of page limitation. In the inference rules, X,X1, . . .
are formulas consisting of only input propositions and A,B,C are arbitrary for-
mulas; a temporal formula is defined to be a formula including temporal operator
such as �, ♦, W and ©. The proof system in this paper uses ”Next operator”,
which is not defined in the syntax of PLTL. This paper defines next operator (©)
as usual.

Definition 16. A proof beginning with formula ϕ is defined to be a sequence
S1, S2 . . . Sn of sequent satisfying the following conditions.

1. Sk (1 ≤ k ≤ n) is one of the following
– � ϕ
– an assumption, which must be discarded by inference rule ∨E in Defini-

tion 15.
– a conclusion of an inference rule in Definition 15 where the premises of

the inference rule must be in Sl(1 ≤ l < k).
2. Sk (1 ≤ k ≤ n) is a sequent Γ,Δ† � A satisfying following.

– If Δ is empty, Γ is consistent.
– If Δ is not empty, there exists a formula V such that V ∈ Δ and Γ ∪{V }

is consistent.
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Γ, Δ† � A ∧ B

Γ, Δ† � A
∧E1

Γ, Δ† � A ∧ B

Γ, Δ† � B
∧E2

Γ1, Δ
†
1 � A Γ2, Δ

†
2 � B

Γ1, Γ2, Δ
†
1, Δ

†
2 � A ∧ B

∧I

Γ, Δ† � A

Γ, Δ† � A ∨ B
∨I1

Γ, Δ† � B

Γ, Δ† � A ∨ B
∨I2

Γ1, Δ
†
1 � A Γ2, Δ

†
2 � ¬A

Γ1, Γ2, Δ
†
1, Δ

†
2 � ⊥ ⊥I

Γ, Δ† � ⊥
Γ, Δ† � A

⊥E
Γ, Δ† � X

Γ, Δ†, ¬X � ⊥ LM1

Γ, Δ†, � © X

Γ, Δ†, © ¬X† � ⊥ LM2�
Γ, Δ† � X ∨ A

Γ, Δ†, ¬X � A
LM3

Γ, Δ† � AWB

Γ, Δ† � B ∨ A ∧ ¬B ∧ ©(AWB)
W1

Γ, Δ† � ¬(AWB)

Γ, Δ† � (¬A ∧ ¬B) ∨ (A ∧ ¬B ∧ © ¬(AWB))
W2

Γ, Δ†, X1WX2 � A

Γ, Δ†, X2 ∨ X1 ∧ ¬X2 ∧ ©(X1WX2) � A
WL1

Γ, Δ†, ¬(X1WX2) � A

Γ, Δ†, (¬X1 ∧ ¬X2) ∨ (X1 ∧ ¬X2 ∧ © ¬(X1WX2)) � A
WL2

� There is no hypothesis or all hypotheses are of the form �A.

Fig. 1. Parts of Inference rules

Sn is defined to be a conclusion of a proof S1, S2 . . . Sn, where all assumptions
are discarded.

The definition of the proof uses concept of consistency of a set of formulas;
it is undesirable in the definition of proof system. However, this proof system
decides realizability but not satisfiability. Realizability is considered to be meta
concept rather than satisfiability. It follows that it is allowable to use consistency
check in the proof system. Implementation of this proof system does not always
have to check consistency.

Definition 17. Suppose that a sequent Γ,Δ† � ⊥ is a conclusion of a proof
beginning with ϕ. In the case that Δ† is not an empty set, if Γ ∪{V } is satisfiable
for some element V of Δ, it is concluded that ϕ is unrealizable; in the case that
Δ is an empty set, if Γ is satisfiable, it is concluded that ϕ is unrealizable.
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6 Implementation

This section explains the implementation of stepwise satisfiability checking pro-
cedure based on the tableau method and the proof system that is described in
the previous section. The tableau based decision procedure of stepwise satisfi-
ability takes too much time and does not always decide stepwise satisfiability
of specifications because of time or memory size limit. Thus, this paper imple-
ments stepwise satisfiability checking procedure with the proof system. Even if
the tableau based decision procedure of stepwise satisfiability does not decide
stepwise satisfiability of specifications, the proof system may decide unrealizabil-
ity of specifications. The checking procedure that is implemented in this paper
obtains the results with respect to realizability or stepwise satisfiability within
practical realistic duration. The following stepwise satisfiability checking proce-
dure checks realizability of a specification in creating nodes of tableau; proof
system checking of unrealizability and creating tableau are performed simulta-
neously. If the proof system proves unrealizability of a specification, the stepwise
satisfiability of checking procedure decide unrealizability of the specification fast
without creating tableau. In the following, an element n of N of deterministic
tableau 〈N , E〉 is interpreted as formula

∨

n∈n

∧

f∈n f .

Definition 18. This procedure checks stepwise satisfiability of ϕ.

1. Check unrealizability of ϕ by the proof system within a predefined time or
memory.

2. If the proof system decides unrealizability of ϕ, this procedure ends and
decides that ϕ is unrealizable.

3. Create tableau T = 〈N,E〉 of ϕ.
4. Let T = 〈N , E〉 be a deterministic tableau where N = {{START}} and

E = ∅
5. Repeat the following step if N has the an element n such that 〈n, a,n′〉 �∈ E.

Otherwise, this procedure decides that ϕ is stepwise satisfiable.
(a) For each a ⊆ P , if next(n)/a �= ∅, check unrealizability of a formula

of next(n)/a by the proof system. If the proof system does not decide
that a formula of next(n)/a is unrealizable, add next(n)/a into N and
〈n, a, next(n)/a〉 into E, where next(n)/a ≡ {n ∈ next(n) | a∩atm(n) =
∅, (P − a) ∩ atm(n) = ∅}.

(b) For n ∈ N and a ⊆ X , if there are no n′ ∈ N and b ⊆ Y such that
〈n, a ∪ b,n′〉 ∈ E, delete n from N and elements such as 〈n, c,n′〉 or
〈n′, c,n〉 from E.

(c) If {START} �∈ N , this procedure decides that ϕ is unrealizable.

This procedure is different from the tableau based stepwise satisfiability deci-
sion procedure. Before adding a new node of deterministic tableau, this proce-
dure checks unrealizability of it by the proof system. The usage of the proof
system can omit cost of deterministic tableau and reduce the size of determinis-
tic tableau. This implementation uses MiniSat for satisfiability checking [9].
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7 Experiment

This section evaluates the implemented decision procedure of stepwise satisfi-
ability by experiments. This experiment uses a PC running under Fedora 16
Linux, CPU is Core i7 and memory size is 24GB. In the following, x,x1,x2,. . .
are input propositions and y,y1,y2,. . . are output propositions.

(1) The following temporal formula is a specification of a three floor elevator
control system. The implemented decision procedure cannot decide that
specification is stepwise satisfiable because deciding stepwise satisfiability
of this specification requires much time and a large size of deterministic
tableau. The specification is divided into nine groups of temporal formulas
(Some formulas are duplicated) because the groups are used in the following
experiments.
(a) �((y1 ∧ ¬y2 ∧ ¬y3) ∨ (y2 ∧ ¬y1 ∧ ¬y3) ∨ (y3 ∧ ¬y1 ∧ ¬y2)),

�(x1 → (♦y1 ∧ y7W(y1 ∧ y7))),
�((y1 ∧ y7) → (y5 ∧ y1Wy4))

(b) �((y1 ∧ y4) → (¬y7Wx1)),
�((y1 ∧ ¬y7) → ¬y5)),
�((y1 ∧ y9) → ¬(¬y2Wy3))

(c) �((x2 → ♦y2) ∧ ¬y8W(y2 ∧ y8)),
�((y2 ∧ y8) → (y5 ∧ y2Wy4)),
�((y2 ∧ ¬y8) → ¬y5)

(d) �((y2 ∧ y4) → (¬y8Wx2)),
�(x3 → (♦y3 ∧ (y9W(y3 ∧ y9)))),
�((y3 ∧ y9) → (y5 ∧ y3Wy4))

(e) �((y3 ∧ ¬y9) → ¬y5),
�((y3 ∧ y4) → (¬y9Wx3)),
�((y3 ∧ y7) → ¬(¬y2Wy1))

(f) �(y5 → (¬y4W¬y5)),
�(¬y5 → (y4Wy5)),
�(y5 → ♦y10)

(g) �((x4 ∧ ¬y10) → y6),
�(y10 → ¬y5),
�((x5 ∧ ¬y6) → ¬y5)

(h) �((y6 ∧ ¬y4) → y5),
�(y10 → ¬y5),
�((x5 ∧ ¬y6) → ¬y5)

(i) �((y6 ∧ ¬y4) → y5),
�(y5 → ♦y10),
�((x4 ∧ ¬y10) → y6)

(2) Within one second, this procedure decides stepwise unsatisfiability of the
specification that is obtained by exchanging input and output propositions
in the previous specification. This fast decision depends on the proof system.
Although this result seems inconsistent with the result of (1), the result of
(2) does not deduce the property of the specification in (1).
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(3) The specification of (1) is difficult for the implemented procedure. The exper-
iment checks each group in the specification of (1). The result is that all
groups are stepwise satisfiable. The time of deciding stepwise satisfiability is
as follows.

Group (a) (b) (c) (d) (e) (f) (g) (h) (i)
Time (sec) 13.98 12323.03 17.24 273.34 12290.13 0.39 1.99 0.83 9.73

The implemented procedure can check a small number of temporal logic
formulas. All groups of formulas are stepwise satisfiable and therefore the
experiment show the efficiency of the proof system.

8 Conclusion

This paper proposed a proof system of stepwise satisfiability of reactive sys-
tem specifications. This paper implemented the decision procedure of stepwise
satisfiability, which consists of the tableau method and the proof system. The
experiment showed that the procedure can sometimes decide very fast that sev-
eral specifications are stepwise unsatisfiable because of the proof system.
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Abstract. Security of gargantuan sized data has always posed as a challenging 
issue. This domain has witnessed a number of approaches being introduced to 
counter such issues. This paper first reviews approaches for investigation of 
mining algorithms in cryptography domain and sheds light on application of 
mining techniques and machine learning algorithms in cryptography. The paper 
presents key computation using parameters-only scheme for automatic variable 
key (AVK) based symmetric key cryptosystem. A cryptanalysis based on asso-
ciation rule mining for key and parameter prediction has been discussed using 
both analytical method and WEKA tool. The paper also presents some research 
questions regarding the design issues associated with the implementation of pa-
rameter based symmetric Automatic Variable Key (AVK) based cryptosystem. 

Keywords: Mining algorithms · Symmetric key cryptography · AVK · WEKA 

1 Introduction 

The term “CRYPTIC MINING” is derived by merging two well established discip-
lines: Cryptography and Data Mining. Both of these fields have their own style of 
Algorithms and applications. One of the important characteristic of Data Mining 
techniques is to discover large database in order to find novel and useful patterns, 
which are still unknown[1]. These techniques are data dependant and provide capabil-
ities to predict the outcome in future. So, they are applied for market prediction and 
analyzing business related data. On the other hand, field of cryptography (the science 
of hiding information) has a very long history for secret sharing. Cryptanalyst  
attempts to recover plaintext from the encrypted text, partially or completely  
without knowing the secret key [2]. Author  determine any one element from:  
{Plaintext, Key, any weakness in the Encrypted Text that results in finding plaintext 
or key}. So according to principle, Cryptography is to hide properties or patterns of 
data, and Data Mining reveals patterns in data. On one hand, Data Mining is useful 
for bulk (large volume) data; on the other hand, Cryptography is inefficient in 
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handling large amount of data. Since, both fields are different and contradictory to 
one another; it is very difficult to merge them to exploit benefits of one field over 
another. Recently, Machine Learning has gained pace in the field of computer science 
and data analysis. According to A. Samuel, “It is the field of study that enables com-
puters to learn without being explicitly programmed.” So, efficient algorithms of Data 
Mining domain can be used to teach (computer) classification of packets on the server: 
like we get classified messages in our inbox and spam folders. Such algorithms can 
train computers on email messages, so that they can learn to classify SPAM and 
HAM. Once algorithm is learned then it can be used to classify new email messages 
into SPAM and non-SPAM folders.  

In traditional cryptographic algorithms key plays central role. A user chooses key 
in the form of a string of characters (digits, numbers, special symbols etc. depending 
upon the type of implementation) which is checked by source or destination computer. 
If the supplied key matches with the one which is associated with the actual user’s 
resource (files, databases, etc), access is granted to all the resources of authorized 
user. To enhance the level of security, the length of key is recommended to be large 
enough. 

A simple straightforward and inexpensive Key design scheme would be choosing a 
relatively short string of characters. The user may be allowed to choose the key 
and  in such a casethe chosen key would require little effort to remember but  it  is 
easy for an intruder to guess. In case of a difficult key less obvious key is selected, 
then the user has to write or record the key somewhere on paper or may be in the 
system also, and making it equally vulnerable. Fixing the key length but varying it 
from session to session forms basis of automatic variable key (AVK) in the system 
where both sender (say Alice) and receiver (say Bob) uses similar key. This time va-
riant key or automatic variable key (AVK) approach has been investigated from the 
perspective of data mining  in subsequent sections. In the last section, research ques-
tions have been raised for investigating the applicability of data mining techniques, 
and machine learning  for Symmetric Key Cryptographic techniques of information 
exchange.  

2 Related Work 

For security domain, standard literature of Data mining insinuates about classification of 
credit card transactions into fraudulent or genuine based upon the credit history and pat-
terns of earlier transactions [4]. These techniques are also useful for decision making of 
new transaction that falls into one of the given categories:  Authorized transaction 
state, State of asking for further identification before authorization , State of unautho-
rized transaction, Critical State- with not to authorize but contact police stock market 
price graphs. 
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Table 1. Types of cryptanalysis methods 

Cryptanalysis 
Method 

Based on 

Information assumed to be available 
Encryption 
Algorithm 

Cipher text 
(to be decoded )

Addition Requirements 

Cipher text only     -- 

Known plain-
text 

    
One or more (P, C ) pairs, where 

P = plain text , C= Cipher text 

Chosen plain-
text 

    
Cipher text chosen by cryptanalyst  

and corresponding decrypted plain text  
i.e.(C, p = (C)) 

Chosen text     

Plain text chosen by cryptanalyst & corres-
ponding cipher text, Cipher text chosen by 
cryptanalyst & corresponding decrypted 

plain  text 
 

Online analysis with limited amount of memory and continuously changing data 
creates various difficulty levels [1]. In early 21st century, data stream mining work 
was in inception phase. In 2000, Domingos and Hulten started their work on classifi-
cation for mining high speed data streams. For association rule, team of Giannella in 
2003 contributed by exploring frequent patterns in data streams in multiple time gra-
nularities. Similar detailed work of Guha et.al. was found on Clustering data streams- 
Theory and practices (2003 ). For change detection, Kifer team worked for detecting 
changes in data streams in 2004. Dimensionality reduction principle came first in 
2004 by law et al. for adaptive unsupervised stream mining. In the same year, time 
series analysis work proposed by Papadimitriou and colleagues for Nonlinear Mani-
fold learning for Data. Similar to the grand decade’s history of Databases and Crypto-
graphy, evolution of machine learning started since 1956 from A. Samuel to the  
recent age. Now, it has been well established for Data Analytics, Artificial Intelli-
gence and Computational Intelligence. The classical example of learning can be seen 
in email accounts i.e. automatic classification of emails into useful mails and SPAMS.  

In literature, the landmark article of Rivest [3] delineates a survey of the relation-
ship between the fields of cryptography and machine learning. Along with an empha-
sis on how each field has contributed ideas and techniques to the other. He gives  
directions for future cross-fertilization. He established relations as follows: {Secret 
Keys  Target Functions, Attack Types  Learning Protocols, Exact Inferences  
Approximate Inference, Unicity Distance Sample Complexity}.These available 
literatures lay foundation for making assumptions with application of Mining tech-
niques for development of effective Cryptosystems. In [2, 5, 6, 7, 8] towards classifi-
cation of cipher some work at IIT-K has been done. Ideally, there should not be any 
pattern in packets after receiving cipher texts. Theoretically, all generated ciphers 
must be uniform, but, their classification algorithms observe some pattern in the  
ciphers. These patterns can be used to identify or guess about cipher text and receive 
knowledge of enciphering algorithms. Though, cipher text can be obtained easily, but 
to identify which encryption algorithm is used for generating that cipher is difficult 
task for cryptanalysts. In [2] “Cipher text only” experiments was carried out to  
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identify the encryption algorithm for producing the given cipher text. For their expe-
riment Blowfish, RC4 ciphers were taken for classification using SVM. Automatic 
Variable Key concept is taking shape for symmetric key encryption decryption tech-
niques. Professor C. T. Bhunia, a pioneer researcher in this domain proposed key 
variability concept. Later P. Chakrabarti, introduced some concepts and extended 
work. Fibonacci-Q matrix [9,10], sparse approach[12] are alternative variants for 
realization of time variant key towards symmetric key for AVK based methods. A 
novel approach of parameter based key computation has been proposed and analyzed 
for adding more security in key exchange [14]. In section 2.1, a new model for sym-
metric key has been presented .As the keys of both are parties are functionally related 
with each other, so this model adds one level of  security by exchanging parameters 
instead of key exchange. 

2.1 The Parameters Only Scheme for Automatic Variable Key  

In order to enhance the security level over insecure public network, instead of ex-
changing key it is better to exchange parameters, both sender and receiver can com-
pute key using these parameters. This scheme can be well understood by following 
algorithms: 

Algorithm parameters4Key-Alice (parameters p1, p2) 
{ 

1. Sense  parameters p1,p2; 
2. Compute the key for information exchange  by: keyi =(p1*p2)

1/2   ; 
3. Sense the information to exchange=Di   ; 
4. If (mode==transmit) 

Generate Cipher text Ci  = Encrypt( Di, keyi); 
Transmit Ci; 

5. else 
Receive Plain text Pi = Decrypt( Di, keyi); 
Use Pi ; 

} 
 
Algorithm Parameters4Key-Bob (parameters p1, p2) 
{ 

1. Sense  parameters p1,p2; 
2. Compute the Arithmetic Mean A.M.= ( p1+p2 )/2; 
3. Compute the Harmonic Mean H.M.=2* p1*p2  /( p1+p2  ) 
4. Compute the Keyi =(A.M..*H.M)1/2  
5. If (mode==transmit) 

Generate Cipher text Ci  =Encrypt( Di, keyi); 
Transmit Ci; 

6. else 
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Receive Plain text Pi = Decrypt( Di, keyi); 
Use Pi ; 

} 
Advantage of parameter based AVK cryptosystem will be as under: 

1. Without exchanging entire key Alice and Bob will securely communicate 
with each other. 

2. In this model keys are computed using different functions which also en-
hances the level of security. 

 

Fig. 1. Model for key computation using parameter only 

After the successful key computation at both ends (i.e. sender Alice and receiver 
Bob), Table-2 demonstrates the exchange of data with variable parameters in succes-
sive sessions in AVK based cryptosystem: 

Table 2, illustrates that sender (Alice)  has successfully sent first data 00000011 
and second data 00000100 in session S1 and S2 respectively and similarly Bob has 
exchanged his first information 00000111 and second information 00001000 respec-
tively using automatic variable key model. 
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Table 2. AVK Scheme in Symmetric Key Cryptography 

Session ID Alice (Tx) Bob (Rx) Bob(Tx) Alice(Rx) Remarks 

Initial 
agreement 

00000010 (Ka) 00000010 00000110 (Kb) 00000110 

For next slot 
Alice and Bob 
will use 
00000110, 
00000010 
respectively 

S1 

0000001= D1 
Compute 
C1=D  Kb 

and Transmit C1 

Compute 
C1  Ka  and 
Get plaintext 
D1=00000011 

 

00000111=D2 

Compute 
C2=D2  Kb 

and Transmit C2

Compute 
C2  Kb  and 
Get plaintext 
D2=00000111 

 

Alice and Bob 
will Compute 
new keys by 
Compute 
D2  Kb  and 
D1  Ka 
Respectively 
for new session 

S2 

00000100=D1 

Compute 
C1=D1  Kb 

and Transmit C1 

Compute 
C1  Ka  and 
Get plaintext 
D1=00000100 

00001000=D2 

Compute 
C2=D2  Kb 

and Transmit C2

Compute 
C2  Kb  and 
Get plaintext 
D2=00001000 

Compute new 
session keys 
similar to 
previous step. 
i.e. 
Alice and Bob 
will Compute 
new keys by 
Compute 
D2  Kb  and 
D1  Ka 
Respectively 
for new session 

 
Generation of automatic variable key under various approaches in cryptographic 

system had been investigated for random input parameters recently [13]. 
In [9] intelligent techniques have been pointed out for shared key generation. In 

case of multiparty communication, the concept of shared key is used to enhance the 
security level. Chakrabarti [9] has proposed techniques that are based on minimal 
frequent set, candidate generation, partition scheme, intersection of item-set count. 
These methods are based on feature analysis, centroid analysis, inter-centroid dis-
tance, extraction scheme of vowel, index position of character, support analysis and 
confidence rule. The minimal frequent set is formed by minimum probability of com-
bination of items. The shared key is the  ∆  of ∆ of each of the pairs of elements of 
the set. Among the combination of the keys only (p1, p5) and ( p2, p4) have least prob-
ability and it is zero. So, Minimal frequent set = { p1, p5 , p2, p4}. And Shared key = 
(p1 ∆ p5)  ∆ (p2 ∆ p4). 
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Table 3. Transaction log of parameter usage for computation of AVK 

Data Shared Key Key with parameters 
D1 SK1 SK1  = f( p1, p3, p4, p6) 
D2 SK2 SK2  = f(p3, p5) 

D3 SK3 SK3  = f( p4, p5, p6) 
D4 SK4 SK4  = f( p2, p3, p5) 
D5 SK5 SK5  = f( p1, p2) 
D6 SK6 SK6  = f( p1, p2, p3, p6) 

 

Table 4. Single parameter frequent sets 

C1 
Parameter 1-Frequent Minimum frequent parameter 

p1 3 

Parameter with minimum 
frequency = p4 

p2 3 
p3 4 
p4 2 
p5 3 
p6 3 

Table 5. paired parameter frequent sets 

Key evaluation based on candidate generation, shared key = p4 ∆ (p ∆ p5) ∆ (p2 ∆ p4) 
 

C2

Parame-
ter pair 

Frequent 
Set 

Minimum frequent parameters 

p1,p 2 2 

(p1, p5) and (p2, p4) = 

((p1 ∆  p5) ∆ (p2 ∆ p4 )) 

p1, p3 2 
p1,p4 1 
p1,p5 0 
p1,p6 2 
p2,p3 2 
p2,p4 0 

p2,p5 1 
p2,p6 1 
p3,p4 1 
p3,p5 2 
p3,p6 2 
p4,p4 1 

p4,p5 2 
p4,p6 1 
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Table 6. Session wise parameter used for key computation in AVK 

Data  Parameters for Key 
P1 P2 P3 P4 P5 P6 

D1 1 0 1 1 0 1 

D2 0 0 1 0 1 0 
D3 0 0 0 1 1 1 
D4 0 1 1 0 1 0 
D5 1 1 0 0 0 0 
D6 1 1 1 0 0 1 

 
During the first pass support court are: {p1 :3, p2 :3, p3 :4, p4 :2, p5 :3, p6 :3} , we 

get most frequent = p3. In second pass support counts are: {(p1, p2) :2, (p1, p3) :2, (p1, 
p4) :1, (p1, p5) :0, (p2, p3) :2, (p2, p4) :0,(p2, p5) :1, (p3, p5) :2, (p4, p5) :1} , we get most 
frequent={(p1, p2), (p2, p3), (p3, p5)} or {p1, p2, p3, p5} so shared key may be intersec-
tion of two element set = p3 . 

3 Association Rule Extractions 

For cryptanalysis of parameters-only based AVK cryptosystem, using association rule 
mining, consider session log information of Table 7 with parameters for key construc-
tion. Here we have only four parameter space for key computations {p1, p2, p4, p5} 
within four sessions {s1, s2, s3, s4}. For investigation of association rules we assume 
minimum support of 0.5 and minimum confidence level of 0. 75. 

Table 7. Session wise log of used parameters 

Session ID Parameters for Key 

s1 p1, p2 

s2 p1, p2, p4 

s3 p1, p5 

s4 p2, p4, p5

 
Using straightforward approach (analytical method) one may compute all the com-

bination of parameters from Domain space and will identify frequent combinations as 
in Table 8.  
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Table 8. Parameters sets and corresponding frequencies 

Parameter sets Frequency 

p1 3 

p2 3 

p4 2 

p5 2 

{p1, p2} 2 

{p1, p4} 1 

{p1, p5} 1 

{p2, p4} 2 

{p2, p5} 1 

{p4, p5} 1 

{p1, p2, p4} 1 

{p1, p2, p5} 0 

{p1, p4, p5} 0 

{p2, p4, p5} 1 

{p1, p2, p4, p5} 0 

 
With minimum support of 0.5, the parameter set that occur in at least two transac-

tions are explored, and would be frequent for this case is given in Table 9. 

Table 9. Parameters groups and corresponding decisions 

Parameter Group Decisions for frequent Result Set 
Single All individual Frequent p1, p2, p4, p5 

2-parameter sets Only 2 parameters out of 6 (p1, p2) and (p2, p4) 
3-parameter sets None Null Set 
4-parameter sets None Null Set 

 

Exclusion of non frequent parameters will result in table 10: 

Table 10. The set of all frequent parameter sets 

Parameters Frequency 

p1 3 

p2 3 

p4 2 

p5 2 

p1, p2 2 

p2, p4 2
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Table 11 illustrates determination (identification) process of useful association 
rules from all possible combinations using desirable confidence. Only the rule p5p2 

qualifies the criteria and insinuates the possibility of next parameters for the computa-
tion of key in subsequent sessions. 

Table 11. Association rules from Possible parameters 

Possible Rule Confidence Desirable confidence 
p1 p2 2/3 < 0.75 
p2p1 2/3 <0.75 

p2p4 2/3 <0.75 
p5p2 3/3 >0.75 

 
From Table 11, it is obvious that for only 4 parameters detection of frequent  

parameters requires scanning of transaction logs, and construction of intermediate 
tables for frequent set computation. This means that for computation of large frequent 
sets more memory is needed with increase in number of parameters sets and size of 
transaction logs.  

WEKA-64 bit tool can be used to verify the association rule generated from analyt-
ical method. This can be extended and verified for variable number of parameters and 
session logs. For Table no. 7 the Run information is given below: 

 
Scheme:       weka .associations .Apriori -N 10 -T 0 -C 0.9 -D 0.05 -U 1.0 -M 

0.1 -S -1.0 -c -1 
Relation:     iris 
Instances:    4 
Attributes:   4 
              p1 
              p2 
              p4 
              p5 
=== Associator model (full training set) === 
 
 
Using Apriori method the generated rule base are: 
====================================== 
 
Minimum support: 0.25 (1 instances) 
Minimum metric <confidence>: 0.9 
Number of cycles performed: 15 
 
Generated sets of large itemsets: 
 
Size of set of large itemsets L(1): 4 
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Size of set of large itemsets L(2): 6 
 
Size of set of large itemsets L(3): 2 
 
Best rules found: 
 
 1. p4=t 2 ==> p2=t 2    conf:(1) 
 2. p1=t p4=t 1 ==> p2=t 1    conf:(1) 
 3. p4=t p5=t 1 ==> p2=t 1    conf:(1) 
 4. p2=t p5=t 1 ==> p4=t 1    conf:(1) 
It can be seen that the output of association process has been presented in the for-

mat antecedent => Consequent. The count associated with the antecedent = absolute 
coverage in the dataset. The number next to the consequent = absolute number of 
instances that match the antecedent and the consequent. The number in brackets at the 
end is the support for the rule (number of antecedent divided by the number of match-
ing consequents).  

So one can say that a cutoff of 90% was used in selecting rules, of “Association 
rule generation” window and indicated in that no rule has coverage less than 0.90. 

This aligns with analytical result. So the association rules can be extracted for large 
number of parameter set and cryptanalyst may generate rule based on key computation. 

4 Result Discussion 

In addition, together with issues of association rules mining in Cryptography domain, 
other mining algorithms like classification, clustering for AVK based cryptosystem 
should be taken care. These issues also include: 

1. How classification, association rule mining, clustering algorithms would add  
learning to generate  new  session keys, for secure information transmission by 
varying the key? 

2. Do mining algorithms compromise with the security of the information on key  
variation? 

3. How AVK based mining algorithm work for multiple sessions and parties? 
4. Is there any efficient choice instead of reversible function like ? 
5. Can the cryptic mining, cryptic clustering and cryptic classification algorithm be 

improved further? 
6. What are the time, power, and space efficiency of that alternative algorithm? 
7. How concepts of Distributed Computing, Parallel Processing would be exploited to 

achieve gain? 
8. What are the perspectives of cryptanalyst andhacker? 

These issues are key challenges and need to be sorted out in near future. 
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5 Future Enhancement 

Once Cryptic Mining algorithm has been implemented, tested and deployed, that can 
be deployed on the server for disfiguring the nature of information being transferred 
from servers and it would be possible to know which information going is genuine 
that is sent by some malicious application. Theft of such information could be ana-
lyzed and prevented. Honey Pot System can save their information and can prevent 
stealing. Similarly, clustering of information request and reply pattern can provide 
useful insights. 

6 Conclusion 

Parameter-only communication presented in this paper highlights key and data ex-
change using secure parameter exchange mechanism. Parameters of the key is used to 
compute symmetric key by both transmission and receiver end. Using association 
rules mining cryptanalyst may attempt to predict and form rules for parameter predic-
tion and ultimately future keys. Thus, Cryptic mining opens a platform to explore the 
mining algorithm at bit level, and may be useful  developing  intelligent AVK based 
cryptosystem in near future  for efficiently securing industry and business related 
information over the noisy communication channel. The paper poses some research 
question also.  After resolving raised issues, it would provide higher gain in terms of 
efficiency for low power devices. 
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Abstract. Lossless pixel value encrypted images still maintains the some prop-
erties of their respective original plain images. Most of these cryptographic  
approaches consist of visual cryptographic techniques and pixel displacement 
approaches. These methods of cryptography are useful in cases as medical  
image security where pixel expansion is avoided in both the encryption and de-
cryption processes. In this paper we propose a hybrid cryptographic encryption 
approach by using features generated from digital images based on Galois lat-
tice theory and a visual cryptographic technique based on RGB pixel displace-
ment. The features extracted from a plain image and a lattice was generated 
which was then used to generate a key used to encrypt the plain image. At the 
end of the process, there was no pixel expansion and the arithmetic mean, the 
entropy as well as the Galois lattice of both ciphered and plain image remained 
the same. The features extracted from the plain image were the same as that of 
the ciphered image irrespective of pixel displacement that occurred, this makes 
our approach a suit-able basis for image encryption and storage as well as  
encrypted image indexing and searching based on pixel values. The implemen-
tation was done using Galicia, Lattice Miner and MATLAB. 

1 Introduction* 

Cyber security is a major concern and continues to be a debate in our ever growing 
and data driven society. With more organizations migrating to cloud computing in 
order to reduce cost, centralize data easily for access etc. there are corresponding 
growth of issues on the safety of such data.  The emergence of social networks has 
contributed to the rapid growth of multimedia on the internet especially with digital 

                                                           
*  This work was supported by Lab-STICC (UMR CNRS 6285) Research Laboratory, UBO 

France, AWBC Canada, Ambassade de France-Institut  Français-Ghana and the DCSIT-
UCC. 
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images [1]. Cloud storage also has provided easy backup and easy access to stored 
data by individuals, organizations such as medical institutions, etc [2] 

2 Related Works 

The need of symmetric and asymmetric encryption approaches that generate keys 
based on data sensing techniques is required to make systems to automatically gener-
ate distinct keys for encryption processes. An algorithm should also have the capabil-
ity to feed on certain features of the images to aid in determining their behavior  
during encryption and decryption processes. This means that if an algorithm picks two 
frames from a given spot, the keys generated from these two images should differ as 
well as how they are encrypted. This can only be true based on varying properties of 
pixel values (sampled space geometrical mean values, arithmetic mean, entropy etc) 
of the image due to varying physical conditions (humidity, temperature,  luminous 
intensity etc) from nature that will affect the pixel values for each shot. Based on 
extracted features from the image, we proposed a cryptographic encryption technique 
of digital images. Social network data have biometric capabilities of auto detection of 
individuals for self tagging etc [3]. This capability can also be exploited for surveil-
lance purposes and image searching search engines (Zhang, C et al 2009) by both 
authorized and unauthorized users. Henceforth security of digital images is a major 
issue. Cryptographic approaches to securing images must provide adequate security 
for images as well as maintain the quality of the image after decryption. This led to 
the adoption of lossless pixel value approaches to securing images such as medical 
images, biometric images etc [4]. The application of Formal concept analysis can 
extensively be seen in software engineering and applied to applied to several software 
engineering problems, such as: restructuring the code into more cohesive components, 
identifying class candidates, locating features in the code by means of dynamic analy-
sis, reengineering class hierarchies [5][6]. It has also finds its way in security analysis 
like crime patterns, criminal behavior analysis etc.[7][8]. And based on the fact that a 
change in concept due to a change in property or an object can affect can cause a 
change in the lattice, we constructed a lattice on the image to generate a unique key as 
well as using the lattice for image authentication in our approach. The paper has the 
following structure: methodology, results and analysis, and conclusion. 

3 Methodology 

Our method employed a hybrid cryptographic encryption approach by using features 
generated from a digital images based on Galois lattice theory and a visual cryptographic 
technique based on RGB pixel displacement to encrypt the plain digital image. At the end 
of the process, there was no pixel loss and the arithmetic mean, the entropy as well as the 
Galois lattice of both ciphered and plain image remained the same. The overall process is 
indicated in figure 1 below. 

From figure 1: 
PI=Plain image 
CI=Ciphered image 
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g(PI)=function that operated on the plain image to pro- 
          duce the features 
n(f,a,s,e)=function of the features 
fe= the feature results 
f=sum of all frequency of each pixel in the image 
a=arithmetic mean of all the pixel values in the image 
s=standard deviation all the pixel value in the image 
e=entropy of all the pixel value the image 
x=a distinct chosen pixel value number 
x’=frequency of x 
f’=x’/f, a’=x’/a, s’=x’/s and e’=x’/e 
G =set objects extracted from the image 
M=sets attributes obtained from the image 
 

 

Fig. 1. Summary of the Encryption process 

K=generated key from r(G,M,I) 
r(G,M,I)=the function that operated on G,M an d I concept to produce K 
ImC=the image encryption algorithm that operated on K and Pi to produce CI 
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3.1 The Feature Extraction 

Let I= an image=f (R, G, B) 
I is a color image of m x n x 3 arrays 

 

(1) 

(R, G, B) =   m x n 
Where R, G, B ∈ I  
(R o G) i j = (R) ij. (G) ij 
Where r_11 = first value of R 
                r= [ri1] (i=1, 2… m)  
                x ∈ r_i1 : [a, b]= {x ∈ I: a ≤ x ≤  b}  
                a=0 and b=255      
              R= r= I (m, n, 1) 
  Where g_12 = first value of G  
                g= [gi2] (i=1, 2... m)  
             x ∈ g : [a, b]= {x ∈ I: a ≤ x ≤  b}  
             a=0 and b=255    
               G= g= I (m, n, 1)  
And      b_13 = first value of B  
                g= [bi3] (i=1, 2... m)    
             x ∈ b_i1 : [a, b]= {x ∈ I: a ≤ x ≤  b}  
             a=0 and b=255 
             B=b= I (m, n, 1  
   Such that   R= r= I (m, n, 1)  
Step3 Extraction of the red component as ‘r’ 
Let size of R be m x n   [row, column] = size (R) = R (m x n) 
 
Let X=freq(x) which is the number of times x occurred in r,g and b 
 
 

                                                      . 

(2) 

   
 

                                                      a= 
(3) 
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Where x ∈ b_i1 : [a, b]= {x ∈ I: a ≤ x ≥ b}  
 

                                  . 
 

(4) 

Entropy is defined as 

                                       e = -∑η=0 
ε-1 Ψ (xi). log2 (Ψ (xi))   (5) 

  Where:  
δ= Entropy of image  
ε = Gray value of an input image (0-255).  
Ψ (η) = Probability of the occurrence of symbol η 

3.2 The Feature Classification Using FCA 

Formal concept analysis (FCA) is a method of data analysis with growing popularity 
across various domains. FCA analyzes data which describe relationship between a 
particular set of objects and a particular set of attributes [10][11]. In FCA a formal 
context consists of a set of objects, G, a set of attributes, M, and a relation between G 
and M, I ⊆ G × M. A formal concept is a pair (A, B) where A ⊆ G and B ⊆ M. Every 
object in A has at least an attribute in B. For every object in G that is not in A, there is 
an attribute in B that that objects does not have. For every attribute in M that is not in 
B there is an object in A that does not have that attribute. A is called the extent of the 
concept and B is called the intent of the concept [12]. 

If g ∈ A and m ∈ B then (g,m) ∈ I ,or gIm. 
A formal context is a triple (G,M,I), where 
•G is a set of objects, 
• M is a set of attributes 
•and I is a relation between G and M. 
• (g,m) ∈ I is read as „object g has attribute m. 
For A ⊆ G, we define 
A´:= {m ∈ M | g ∈ A:(g,m) ∈ I }. 
For B ⊆ M, we define dually 
B´:= {g ∈ G | m ∈ B:(g,m) ∈I }. 
For A, A1, A2 ⊆ G holds: 
• A1 ⊆ A2 ⇒ A`2 ⊆A`1 
• A 1 ⊆A`` 
• A`= A``` 
For B, B1, B2 ⊆ M holds: 
• B1 ⊆ B2 ⇒ B‗2 ⊆ B‗1 
• B ⊆ B`` 
• B`= B``` 
A formal concept is a pair (A, B) where 
• A is a set of objects (the extent of the concept), 
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• B is a set of attributes (the intent of the concept), 
•A`= B and B`= A. 
The concept lattice of a formal context (G, M, I) is the set of all formal concepts of 

(G, M, I), together with the partial 
Order (A1, B1) ≤ (A2, B2): ⟺ A1 ⊆ A2 (⟺ B1 ⊇ B2) [13]. 
The concept lattice is denoted by (G,M,I) . 
• Theorem: The concept lattice is a lattice, i.e. for two concepts 
(A1, B1) and (A2, B2), there is always 
•a greatest common sub-concept: (A1⋂A2, (B1  B2) ´´) 
•and a least common super-concept: ((A1  A2) ´´, B1⋂B2) 
More general, it is even a complete lattice, i.e. the greatest common sub-concept 

and the least common super-concept exist for all (finite and infinite) sets of concepts. 
Corollary: The set of all concept intents of a formal context 
is a closure system. The corresponding closure operator is 
h(X):= X``. 
An implication X→Y holds in a context, if every object having all attributes in X 

also has all attributes in Y. 
Def.: Let X ⊆M. The attributes in X are independent, if there are no trivial depend-

encies between them 
 
 
 
 
 
 
 
 
 
 

Fig. 2. A table of attributes and properties 

 
The table above represents logical attributes represented by a triplet (X, Y, I), 

where I is a binary relation between X and Y. The elements of X are called objects 
and correspond to table rows, elements of Y are called attributes and correspond to 
table columns, and for x ∈ X and y ∈ Y , (x, y) ∈ I indicates that object x has attribute 
y while (x, y) ∈ I. 

From the image we chose our objects as a classified range of values of x, where x ∈ b_i1 : [a, b]= {x ∈ I: a ≤ x ≥ b} and a=0, b=255. G= {0-25, 26-50, 51-75, 76-
100,101-125, 126-150,151-175, 176-200,201-225, 256-255}. 

f’=j/f 
a’=j/a 
s’=j/s 
e’=j/e 

(6) 
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where j is the sum of all the frequencies of all numbers that fall within the range of 
each object. 

Where B= {f,,a’,s’,e’} Major attributes and f’ has {B_1, B_2, B_3 and B_4} as sub 
attributes. Therefore, a’,  s’ and e’ have the same sub attributes as f’.  But {B_1, B_2, 
B_3, B_4} maps directly and exactly on at least one element of {0-0.25, 0.26-0.50, 
0.51-0.75, 0.76-1.0}. 

3.3 The Key Generation Process 

The key is generated by from the table of attributes and properties. 

Table 1. Table Objects X and attributes  

I Y
1 

Y
2 

. . . . Y
n 

X
1 

x       

X
2 

 x      

.   x     

.    x    

.     x   

.      x  

X
n 

      x 

 

                                  K=ABS(((∑(xi,yi))*f)+f2)*f)mod(m*n) 
  

(7) 

Where m is the height of the image and n is the width of te image. 

3.4 The Image Encryption Process 

The below process was use to perform the pixel displacement based on the generated 
key from the features [5] 
 
 

Step1. Start 
Step2. Extraction of data from a plain image, 
Let I= an image=f (R, G, B) 
I is a color image of m x n x 3 arrays 
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. 

(8) 

(R, G, B) =   m x n 
Where R, G, B ∈ I  
(R o G) i j = (R) ij. (G) ij 
Where r_11 = first value of R 
                r= [ri1] (i=1, 2… m)  
                x ∈ r_i1 : [a, b]= {x ∈ I: a ≤ x ≤  b}  
                a=0 and b=255      
              R= r= I (m, n, 1) 
  Where g_12 = first value of G  
                g= [gi2] (i=1, 2... m)  
             x ∈ g : [a, b]= {x ∈ I: a ≤ x ≤  b}  
             a=0 and b=255    
               G= g= I (m, n, 1)  
And      b_13 = first value of B  
                g= [bi3] (i=1, 2... m)    
             x ∈ b_i1 : [a, b]= {x ∈ I: a ≤ x ≤  b}  
             a=0 and b=255 
             B=b= I (m, n, 1  
   Such that   R= r= I (m, n, 1)  
Step3. Extraction of the red component as ‘r’ 
Let size of R be m x n   [row, column] = size (R) = R (m x n) 
 

 

 

(9) 

Step4. Extraction of the green component as ‘g’ 
Let size of G be m x n   [row, column] = size (G) 
 

 

 

 

(10) 
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Step5. Extraction of the blue component as ‘b’ 
Let size of B be m x n   [row, column] = size (B) = B (m x n) 

 

 

 

(11) 

 

Step6. Getting the size of r as [c, p]  
Let size of R be [row, column] = size (r) =r (c x p)  
Step7. Engagement of K which is the symmetric secret key generated. The key is 

then engaged to iterate the step 8 to 14. 
Step 8. Let r =Transpose of rij 
 

 
 (12)  

Step 9. Let g =Transpose of  gij 

 

  (13) 

Step10. Let b =Transpose of bij 

 

(14) 

Step11. Reshaping of r into (r, c, p)                              

 

 

(15) 

Step12. Reshaping of g into (g, c, p) 

 

  (16)

Step13. Reshaping of b into (b, c, p) 



 Feature Based Encryption Technique for Securing Digital Image Data 721 

.  

(17)

Step14. Concatenation of the arrays r, g, b into the same dimension of ‘r’ or ‘g’ or 
‘b’ of the original image 

 

 

 

(18) 

Step15. Finally the data will be converted into an image format to get the encrypt-
ed image.  

We chose a 24 bit depth image jpg of dimension 960 pixels by 720 pixels with a 
horizontal resolution of 96 dpi and a vertical resolution of 96 dpi.  

   
 
 
 
 
   
 
 
 
 
 

Fig. 3. Plain image 

 
 
 
 
 
 
 
 
 
 

Fig. 4. The graph of the normalized cross-correlation of the matrices of the plain image 
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Fig. 5. A graph of frequency of pixel values 

 

Fig. 6. A Galois lattice generated from the plain image 

 

Fig. 7. The ciphered image 
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Fig. 8. The graph of the normalized cross-correlation of the matrices of the ciphered image 

Table 2. Table Objects X and attributes  

G 
J f' a' s' 

0-25 
169938 0.081953 1502.998 2343.901 

26-50 
316517 0.152641 2799.4 4365.619 

51-75 
235764 0.113698 2085.189 3251.819 

76-100 
289149 0.139443 2557.347 3988.141 

101-125 
319446 0.154054 2825.306 4406.018 

126-150 
235758 0.113695 2085.136 3251.736 

151-175 
146001 0.070409 1291.29 2013.746 

176-200 
46113 0.022238 407.8414 636.0221 

201-225 
31294 0.015092 276.7764 431.6283 

226-255 
283620 0.136777 2508.446 3911.881 

 
The graph of the normalized cross-correlation of the matrices of the plain image in 

figure 3 was plotted as shown in figure 4. The features f=2073600, a=113.066, 
s=72.5022 and e =7.1945 were extracted from the plain images. The frequencies of 
the pixel values of the plain image were plotted as shown in figure 5 and a Galois 
lattice was generated from the features extracted from the plain image based on table 
2. A key K was then generated from the plain image and used to encrypt the ciphered 
image to yield the results as shown in figure 6 and 7. 

4 Conclusions 

From our work we have realized that the Gallois lattice generated from the plain im-
age as well as the features extracted from the plain image was the same as that of the 
ciphered image irrespective of pixel displacement that occurred. This means that  
the image maintains its pixel properties after encryption as a result of conservation  
of pixel values. This makes our approach a suitable basis for image encryption and 
storage as well as image indexing and searching based on pixel values, since the 
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properties of the plain image and the ciphered image remain the same. This means 
that a plain image’s property can be used to search for its encrypted one in the cloud 
or in a n encrypted video frame without encrypting the plain image first. Based on the 
fact that a change in concept due to a change in property or an object can affect can 
cause a change in the lattice, we constructed a lattice on the image to generate a 
unique key as well as using the lattice for image authentication in our approach. 
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Abstract. The purpose of this paper is to present the evidence about adoption  
of cloud computing in the education system in universities or higher education 
institutions. We performed a systematic literature review (SLR) of empirical 
studies that investigated the current level of adoption of cloud computing in the 
education systems and motivations for using cloud computing in the institution. 
Twenty-Seven papers were included in our synthesis of evidence. It has been 
found that several universities are interested in using cloud computing in their 
education systems, and they have utilized different types of cloud computing 
service models (IaaS, PaaS, SaaS). The results of this SLR show that a clear gap 
exists in this research field: a lack of empirical studies focusing on utilizing 
cloud computing within educational institutions. 

Keywords: Systematic review · Cloud computing · Education system · Universities 

1 Introduction 

U.S National Institute of Standards and Technology (NIST), department of commerce 
defines cloud computing as a model for enabling ubiquitous, convenient, on-demand 
network access to a shared pool of configurable computing resources (e.g., networks, 
servers, storage, applications, and services) that can be rapidly provisioned and re-
leased with minimal management effort or service provider interaction [19]. Gartner 
explains cloud computing as a style of computing in which scalable and elastic IT-
enabled capabilities are delivered as a service using Internet technologies [15] [4]. 
According to [15], for IT professionals cloud computing is an innovative business 
form and a new technology platform for developing and deploying applications and 
for end-users is a new tendency and cheaper way to use applications. By providing 
many applications and services in the cloud to the learners and teachers which can be 
used for educational purposes cloud computing allows greater flexibility and mobility 
in the use of resources for teaching purposes. The fact that cloud computing is based 
on the internet brings many advantages and some limitations as well to the education 
systems. Some of the benefits of cloud computing for academic institutions are eco-
nomics, elasticity, enhanced availability, lower environmental impact, concentration 
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on core basics and end user satisfaction [15], [32], [40] but it has some risks such as 
security [37], data security, un-solicited advertisement, lock-in, functionality, plat-
form, and technical issues [32]. Furthermore, cloud computing is usable in various 
activities of everyday life, including in education. In addition to providing students 
and teachers access to many applications and services in the cloud, which can be used 
in formal and informal education, cloud computing allows for greater flexibility and 
mobility in the use of resources for teaching and learning, greater degree of collabora-
tion, communication and sharing of resources, and creates a customized learning envi-
ronment or virtual communities of learning and teaching [10], [15].  

Current research on the use of cloud computing in education mainly focused on 
cloud computing frameworks, security, and implementation and has not mainly 
touched the use and the adoption of cloud computing in education [9-12]. 

The aim of this paper is to identify and analyze empirical evidence related to the 
use or adoption of cloud computing in education context using a systematic review 
method. This study will contribute to identify the challenges and gaps in current  
research and suggest areas for further investigation.  

2 Related Work 

Cloud computing is referred to as a networked infrastructure software which has the 
capacity of providing resources to users in on-demand environment. Furthermore, 
researchers have reported that information is stored in centralized servers and cached 
temporally on clients’ devices like desktops, computers and other devices [9], [19]. 
Cloud computing infrastructure can be in the company’s Datacenters (internal cloud) 
or off-premise of the company and can be used through service providers (external 
cloud). The subscription of cloud computing internally or externally is based on the 
company’s pay-per-use or financial standards [9], [19], [32]. Moreover, NIST views 
cloud computing as having three service models, four deployment models and five 
essential characteristics. NIST’s three service models for cloud computing are: Soft-
ware as a service (SaaS), Platform as a Service (PaaS) and Infrastructure as a service 
(IaaS). NIST also considered four deployments to the cloud computing which are: 
Public cloud, Private Cloud, Community Cloud and Hybrid cloud. Lastly, NIST pro-
posed five essential characteristics for the cloud computing which are: on-demand 
self-service, a broad network access (mobiles, tablets and notebooks) resource pool-
ing, rapid elasticity and a service measured and billed according to the customer utili-
zation[9], [19], [32]. 

Masud and Huang (2012) [16] have found out that traditional education systems con-
struction and maintenance are located inside the educational institution which will cost 
universities to pay a lot. In addition, cloud based education systems model introduces 
scale efficiency mechanism the construction is entrusted to the cloud computing suppli-
ers. Cloud computing is becoming adoptable for many organizations because of it scala-
bility and usage of virtualized resources as a service through the internet [16] [9]. It is 
believed to have a significant impact on the future education. Cloud based education 
management systems will be an alternative for many universities which are under budget 
constraint. In his research, Ercan [9] has summarized a survey done by Gartner in 2009 
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which resulted that universities and educational institutions are not among top users of 
cloud computing (i.e. only 4%). Higher usage of cloud computing come from industrial 
sector such as financial services (12%), business and management services (10%) and 
manufacturing services (10%).  

In addition, some other researchers [10], [18] have summarized the current situa-
tion of cloud computing implementation in education institutions especially in the 
developing countries as follows: 

- There is a huge imbalance between developed regions and undeveloped re-
gions in which some schools cannot afford any education systems. 

- Some of the institutions do not have the technical expertise to support, oper-
ate and maintain their cloud infrastructure 

- Some of the institutions perceived that available systems in the market are 
not customizable for their use or they cannot afford application system that 
they want. 

Looking at this scenario, we are motivated to investigate the current state of re-
search on cloud computing usage or adoption within education sector.  

3 Research Method 

Systematic Literature Review (SLR) is defined as a procedure of identifying, as-
sessing and interpreting all available research evidence with the goal to provide an-
swers for particular research questions. In this SLR we have followed the procedures 
of Kitchenham and Charters (2007) [14], [31]. The search process involves the use of 
five online databases: IEEExplore, ACM, Scopus, Springer, and ScienceDirect.  

3.1 Research Questions 

In our SLR, we included all empirical studies that investigated cloud computing adop-
tion in higher education. We have selected research papers that have investigated the 
usage and/or implementation of cloud computing in education as well as researches 
that have come out with specific outcome/product implementation for cloud compu-
ting in education sector. Therefore, we did not include researches that merely describe 
a proposed framework or design without any empirical evaluation. In other words, we 
only consider studies that have investigated and analyzed data about cloud computing 
adoption in education or studies that have produced a product that shows the imple-
mentation of cloud computing in education. The primary focus of our SLR was to 
understand and identify whether universities and higher education institutions adopted 
cloud computing in their education management and E-learning systems. While the 
primary reason for using cloud computing in education is to gain benefits in terms of 
economic advantage (e.g. pay per usage, maintenance) [19], [32], students also can 
benefit it by not needing high processor computers because they can do their tasks in 
the cloud. We organized the measurement of cloud computing adoption into two cate-
gories: whether universities adopted cloud computing in their education systems and 
research’s specific outcome/product implementation in cloud computing in education. 
Therefore, our SLR aimed to answer the following primary research question (RQ): 
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Primary question: What evidence is there about cloud computing adoption in 
higher education institutions? 

Our SLR also aimed to answer the following secondary sub questions:  
 
Sub question 1: Which cloud computing service models (IaaS, PaaS, SaaS) are 

most commonly investigated by researchers and/or used by the universities? 
 
Sub question 2: What is the specific outcome/product/framework or implementa-

tion of cloud computing model or technology? 

3.2 Identification of Relevant Literature 

The strategy we used to create the search strings was as follows [14] [31]:  
• Finding papers about cloud computing in education sector. 
• Listing keywords mentioned in primary studies which we knew about. 
• Use synonyms word (usage) and sub subjects of cloud computing in ed-

ucation such as (E-learning, management systems in education). 
• Use the Boolean OR to incorporate alternative spellings and synonyms. 
• Use the Boolean AND to link the major terms from population, inter-

vention, and outcome.  
The complete search string initially used for the searching of the literature was as 

follows: 
Cloud computing AND education. It has been highlighted in [26] [31] that there are 

two main issues on conducting an SLR search which are the sensitivity and specificity 
of the search. The sensitivity is when a search retrieves a high number of relevant 
studies. Specificity leads the search to retrieve a minimum number of irrelevant stud-
ies. In our preliminary search, when we used the complete search string defined above 
we retrieved a very high number of articles. For instance, IEEEXplore, ProQuest edu-
cation, Science Direct, Scopus and Springer Link retrieved  more than two hundred 
results. Therefore, we have deepened our search and used this search string: (Cloud 
OR “cloud computing”) AND (Adoption OR Usage) AND (Education OR E-
learning). The revised search string has given us a reasonable number of studies and 
we finally selected relevant empirical studies 

3.3 Selection of Studies 

In this SLR, we applied the following inclusion criteria: 1) studies that investigated and 
collected data about cloud computing adoption or usage in education, 2) studies that have 
come out with specific outcome/ implemented a cloud-based product for use in education 
institution, 3) Papers written in English. We excluded studies that did not provide empiri-
cal data or evidence about cloud usage or adoption and studies that presented authors’ 
opinion or proposed framework about cloud computing implementation without  
supporting evidence. 
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3.4 Data Extraction 

To ease the data extraction process, a form was designed that was used to gather evi-
dence relating to our research questions and to measure the quality of the primary 
studies. The data extraction form consists of the following items: paper ID, aim of 
study, research method, hypothesis, research question, analysis method, sample size, 
summary of findings, limitations and specific outcome or cloud implementation. The 
quality assessment was performed during data extraction phase and we refer to the 
quality checklist reported in [14] and [31]. 

4 Results and Discussion 

In this section we present the results of our SLR, starting with analysis from the litera-
ture search results. We have chosen the IEEExplore database as the baseline database. 
In addition, each article retrieved from the other databases was compared with the 
existing list of papers accumulated from IEEExplore screening process in order to 
avoid duplication. The initial phase of our search process identified 569 primary stud-
ies.  We have considered 27 relevant papers for inclusion in this SLR based on the 
screening of titles and abstracts and removing duplicates. Each of these studies was 
filtered according to the inclusion and exclusion criteria before being accepted for the 
synthesis of evidence. We also carefully checked if there were any duplicate studies 
or if very similar studies were published in more than one paper. Based on the prima-
ry searches, 27 studies were accepted for the synthesis of evidence after a detailed 
assessment of abstracts and full text and exclusion of duplicates. Note that this SLR 
only included published studies indexed in online databases including conference 
papers and journal articles. List of studies included in this SLR is shown in Table 1. 

Table 1. List of Included Studies 

Author(s)  Title Country 
Morgado & Schmidt, R.
[23] 

Increasing Moodle Resources Through Cloud Brazil 

Meske et al. [20] Cloud storage services in higher education -
Results of a preliminary study in the context of the 
Sync&Share-project in Germany 

Germany 

Tantatsanawong et al.
[36] 

Enabling Future Education with Smart Services Thailand 

Vaquero [38] EduCloud: PaaS versus IaaS Cloud Usage for an 
Advanced Computer Science Course 

Spain 

Nguyen et al. [24] Acceptance and Use of E-Learning Based on Cloud 
Computing: The Role of Consumer Innovativeness

Vietnam 

Selviandro et al. [33] Open Learning Optimization Based on Cloud 
Technology: Case Study Implementation in 
Personalization E-learning 

Indonesia 

Ratten [28] Cloud computing: A social cognitive perspective of 
ethics, entrepreneurship, technology marketing, 
computer self-efficacy and outcome expectancy on 
behavioural intentions 

Australia 
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Table 1. (Continued) 
 

Chandran &
Kempegowda [6] 

Hybrid E-learning Platform based on Cloud 
Architecture Model: A Proposal 

Australia 

Pandian &
Kasiviswanathan [25] 

Effective use of cloud computing concepts in 
engineering college 

India 

Masud & Huang [17] A Novel Approach for Adopting Cloud-based E-
learning System 

Australia 

Alabbadi [2] Cloud computing for education and learning: 
Education and Learning as a Service (ELaaS) 

Saudi Arabia 

Chang et al. [7] Implications of learning cloud for education: From 
the perspective of Learners 

Taiwan 

Mokhtar et al. [22] 
 

Organizational Factors in the Adoption of Cloud 
Computing in E-learning 

Malaysia 

Smith et al. [34] Cloud computing: adoption considerations for 
business and education 

UK 

Masud et al. [18] Cloud Computing for Higher Education: A 
Roadmap 

Australia 

Kihara & Gichoya [13] Use of Cloud Computing Platform for  E-Learning 
in Institutions of Higher Learning in Kenya 

Kenya 

Akande & Belle [1] Cloud Computing in Higher Education: A snapshot 
of Software as a Service 

South Africa 

Rodrick & Mwangoka
[30] 

Road Map towards Eco-efficient Cloud Computing
Adoption in Higher Learning Institutions in 
Tanzania 

Tanzania 

Ewuzie & Usoro [10] Exploration of cloud computing adoption for e-
learning in higher education 

UK 

Misevicien et al.˙[21] Application of Cloud Computing at KTU: MS 
Live@Edu Case 

Kaunas, Lithuania 

Wu et al. [41] Factors hindering acceptance of using cloud 
services in university: a case study 

China 

Brandabur [5] Cloud Computing in Romanian Educational 
Environment- A Qualitative Research 

Romania 

Velicanu et al. [39] Cloud E-learning Romania 
Despotović-Zrakić et al.
[8] 

Scaffolding Environment for е-Learning through 
Cloud Computing 

Serbia 

Surya & Surendro [35] E-Readiness Framework for Cloud Computing 
Adoption in Higher Education 

Indonesia 

Ramachandran et al. [27] Selecting a suitable Cloud Computing technology 
deployment model for an academic institute- A 
case study 

India 

Atchariyachanvanich  et
al. [3 ] 

What Makes University Students Use Cloud-based 
E-Learning?: Case Study of KMITL Students 

Thailand 

4.1 Answering the Research Questions 

Primary Question: What evidence is there about cloud computing adoption in higher 
education institutions? 
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From the synthesis of evidence, we found there are fourteen (14) studies that have 
investigated various aspects relating to adoption of cloud computing in educational 
sector [5],  [6], [10], [13], [17], [18], [20], [22],  [23], [24], [28], [30], [35], [36]. In 
general, studies have shown that there is a growing interest from students and univer-
sities to move to the cloud. In [23], the authors mentioned that universities are con-
cerning using Moodle resources and moving the Moodle to the cloud. They reported 
that there are 719 downloads in less than 14 months for virtualization of Moodle re-
sources which indicates that there are a lot of interest in this cloud technology.  

In [36], the authors described about the infrastructure services for Thai education 
and they pointed out four principles that the cloud infrastructure services must pro-
vide which are: availability, accessibility, affordability, and administratively.  They 
also reported about the education information services which have to support and 
provide data integrity to the schools, universities, parents and the ministry of educa-
tion.  Finally, the paper has given preview about the learning services which provides 
cloud computing facilities for cyber learning system, digital library and educational 
broadcasting services called E-TV and Teacher TV. The services allow teachers to 
provide contents anywhere, anytime, easy to access and use, create and reuse. In addi-
tion, learning cloud services has several integrated applications which include:  
personal website, interactive application, picture and video sharing, social network 
application, e-book and e-learning, peer-to-peer sharing application, collaborative 
tools such as email, messaging, blog, Skype and video conferencing system. The ser-
vices also provide reference database service, union catalog, digital collection, E-
journal and e-book directory.  

In [24], the study has found out that adoption of cloud computing is significantly 
influenced by four factors: performance expectancy, social influence, hedonic motiva-
tion and habit. Using the UTAUT2 model, they have conducted a survey responded 
by 282 participants which aimed to empirically validated the factors that influence 
consumer intention and use of cloud-based E-learning system. The results also 
showed that demographic characteristics such as age, gender, education and experi-
ence moderate the effects of UTAUT2 predictors on cloud-based e-learning intention 
and cloud-based e-learning usage.   

Masud & Huang [17] proposed an interoperable framework known as 
EducationCloud for academic institutions to adopt cloud computing. The framework 
has an open structure and divided into management subsystem and service subsystem. 
The management subsystem uses virtualization technology to coordinate actions be-
tween the multilevel frameworks and facilitate the sharing of computing resources. 
On the other hands, the service subsystem comprised the execution cloud and the 
storage cloud. Some of the expected functionalities of the framework include: ESaaS, 
Digital Library, Online Storage, Collaboration, Access, Interoperability, Provisioning, 
and Security/Privacy.  

In [22], the study aims to investigate the organizational factors influencing the 
adoption of cloud computing in education focusing on the e-learning system. The 
authors proposed four (4) organizational elements that should be considered for 
adopting cloud computing in education institutions: a) needs assessment, b) readiness 
assessment, c) organisational change, d) budgeting and return on investment (ROI). 
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Masud et al. [18] explore the salient features of the nature and educational potential 
of cloud computing in order to exploit the affordance of cloud computing in teaching 
and learning in a higher education context. A roadmap for cloud computing in higher 
education with a focus on the adoption strategies is presented in the previous work of 
same authors. Following the steps described in the roadmap, successful cloud compu-
ting adoption can be achieved in higher education.  

Kihara & Gichoya [13] investigate the significant issues related to the Strengths, 
Weaknesses, Opportunities and Threats (SWOT) of cloud computing adoption in 
Institutions of Higher Learning in Kenya for hosting their e-learning resources, e-
library services and digital repositories. They adopted a SWOT analysis to assess the 
implementation level of this technology and presented a framework for adoption and 
realization of this technology in institutions of Higher Learning. They conclude that 
institutions of Higher Learning that use cloud computing to facilitate e-learning have 
students that perform better and therefore have relevant knowledge and skills that the 
market needs.  

Rodrick & Mwangoka [30] investigates the traditional computing environment in 
higher learning institutions in Tanzania (HLIT) in order to identify requirements for 
establishing eco-efficient cloud computing solutions. They proposed necessary stages 
to create eco-c1oud awareness for HLIT to effectively move into cloud computing. 
The stages start with strategic preparation, planning and design, implementation and 
finally optimization of cloud resources. 

In Romania, the perceived usage of cloud computing paradigm in academic envi-
ronment has been studied by Brandabur [5]. The study conducted sixteen interviews 
with the vice-rectors from main universities in Romania. The study found out that 
limited knowledge about cloud computing solutions, lack of vision, huge bureaucratic 
decisional process and lack of interest in cloud computing are the causes that hinder 
Romanian universities to adopt cloud computing solutions. 

Ewuzie & Usoro [10] performed an early exploration of cloud computing adoption 
for E-learning in higher education. They highlighted the concepts of E-learning on the 
cloud, research gaps in adopting cloud computing in higher education and outlined 
several proposed research objectives. 

Surya & Surendro [35] presented empirical evidence on the implementation of 
eReadiness framework to measure the degree of IT readiness level prior to adopting 
cloud computing technology. By using IT governance COBIT 5, the assessment indi-
cates that the higher education readiness level of cloud computing adoption in West of 
Java is still at a low level. They noted important aspects to be considered for adopting 
cloud computing in higher education such as the need to understand Cloud compu-
ting, how it should be developed and evaluated, and conduct analysis on how cloud 
computing will influence the strategy of the organization. 

In [28], the main purpose of this study is to examine behavioral intentions towards 
cloud computing in an educational setting through the use of social cognitive theory.  
The research was conducted by using qualitative (in-depth interviews, focus groups) 
and quantitative (Survey questionnaire) methods and had participated by 183 re-
spondents. The results showed that social cognitive theory can improve understanding 
the main internal and external drivers of increasing an individual’s intention to adopt 
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cloud computing as a learning instrument. Finally, in [20], the paper describes the 
Sync&Share NRW-project in North Rhine-Westphalia in Germany with a target audi-
ence of up to 500,000 users and presents the main results of a preliminary large-scale 
survey at the University of Muenster with more than 3,000 participants. The result of 
the study shows that German higher education demands internal cloud service solu-
tion with mobile access, with big storage, collaborative features such as simultaneous 
work on text documents and high data processing standards. 

 
Sub question 1. Which cloud computing service models (IaaS, PaaS, SaaS) are 

commonly investigated by researchers and/or used by the universities? 
In [38], the paper investigates whether the use of IaaS or PaaS (as infrastructure for 

the assignment) increases or decreases the performance of the students and how they 
perceive the use of IaaS and PaaS. This paper which reported the results from con-
trolled experiment with 84 participants found out that the introduction of cloud com-
puting helps to keep students focus. A preliminary comparison of students subject to 
the first scenario in their sequence revealed minor differences between these technol-
ogies (control, IaaS, or PaaS). This study has also suggested that universities are more 
interested to use software as a service (SaaS).  

Akande & Belle [1] report that Software as a Service (SaaS) is the most common 
service model used by higher educational institutions. In their study, they have ex-
plored the use of SaaS in South African higher educational institutions with the pur-
pose to determine whether SaaS is a viable option for higher educational institutions 
and to identify the benefits and limitations of SaaS. Despite the high level of aware-
ness rate on SaaS, the implementation of SaaS is still lacking due to the lack of fast 
and affordable internet services. They also found that the two most commonly SaaS 
ERP system being used among South Africans higher education institutions are Ora-
cle PeopleSoft and Office 365. 

Sub question 2. What is the specific outcome/product/framework or implementa-
tion of cloud computing model or technology? 

Some researches has produced specific products or implemented specific product 
related to adopting cloud computing in their education system. In [33], the article 
discusses the learning architecture and the basic concept of open educational re-
sources, the proposed open learning, the approach of the implementation, experiment 
in personalization learning and the evaluation. The study has come out with an archi-
tecture called IOER. The term open learning is used in order to encouraging the de-
velopment of the concept of Indonesia Open Educational Resources (IOER) and as 
well as the adoption of concept of cloud computing. It was found out in their evalua-
tion that the use of cloud computing in open learning meets the user needs. In acces-
sibility, cloud-Based Open Learning has provided easy access to the users. The results 
of the evaluation shows that by implementing the cloud based open learning portal 
could decrease the investment cost up to 59% when compared to non-cloud E-
learning system. In [20], they produced Sync&Share NRW-project in North Rhine-
Westphalia (Germany) with a target audience of up to 500,000 users. 

Chandran & Kempegowda [6] proposed hybrid e-learning platform based on exist-
ing E-learning architecture models. The authors also analyzed issues in current  
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e-learning applications and discuss advantages of cloud computing adoption,  
e-learning platforms, cloud delivery models and proposed three scenarios of using 
hybrid cloud-computing. The first scenario involves migrating the stand alone system 
to virtual environment, the second is adoption of e-learning application to be intro-
duced for an institution and thirdly introduction of new imitative program similar to 
The National Assessment Program for Literacy and Numeracy (NAPLAN). 

Pandian & Kasiviswanathan [25] proposed a strategy to implement cloud-
computing project at Tirunelveli, a city located in the South of Tamilnadu, India 
where a number of engineering colleges are available in the area. Cloud computing 
implementation will enable remote sharing of resources in particular high-end soft-
ware connected through the use of high speed networks such as NKN (National 
Knowledge Network). The study proposed setting up the new centralized server for 
providing easy access of software to colleges students.  

4.2 Implications for Research  

Our SLR found out that there is considerably less empirical evidence about cloud 
computing adoption in education context. Most papers we found had focused on 
frameworks and implementations of cloud services. Some studies have reported fac-
tors that influence cloud computing in education[23], [28], [33] while others produced 
and implemented specific systems for cloud computing in education [6] ,[38]. Finally 
some studies suggested that universities are interested in all cloud computing service 
models (IaaS, PaaS, SaaS) while others reported that universities are more into soft-
ware as service (SaaS) [20] [38]. 

5 Conclusions 

Cloud computing stands as a new paradigm of providing IT services which includes 
rental of resources located in the cloud and in the future of IT development .Today we 
are increasingly doing our work online, from checking emails, using other forms of 
communication, writing and editing documents and collaboration, through watching 
movies and videos up to storing personal documents and images online. Cloud com-
puting usability in education is very wide and it is recognized by many educational 
institutions around the world. Financial nature is the main reason for the worldwide 
introduction of cloud computing for educational establishment[15], [29] but it should 
be noted that cloud has also creative potentials because it enables that ideas, thoughts 
and knowledge to be created, used and shared easily. However, to achieve this, aca-
demic institutions, students and teachers should be willing to use services in cloud 
and be familiar with their advantages and limitations. In this SLR paper, we have 
presented current studies about usage of cloud computing in education.  

The results from our SLR showed that there is a growing interest in utilizing cloud 
computing technology in various universities. In addition, some researchers have 
come out with specific systems or cloud implementation such as IOER in Indonesia. 
Finally, we found less empirical evidence have been reported about cloud computing 
adoption in education and future researchers should give attention to cloud computing 
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usage in education and find out the current systems that universities are using prior to 
developing a cloud framework or implement a cloud based educational system.  
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Abstract. The rapid growth of system development is no longer subtle and 
continuously improving today’s system. In education sector, the student 
attendance system is able to be applied by Near-Field Communication (NFC) 
technology. NFC can be referred to as a device that can detect information 
and/or command from a tag by bringing them together in a close proximity or 
even by touching together. Traditionally, the manual attendance system would 
require a lecturer to pass around an attendance sheet for students to sign beside 
their names and another method would require the lecturer to call out the 
students’ names one by one and register their attendance. The attendance 
system based on NFC is meant to improve the manual attendance system and 
therefore the aim of this paper is to review the existing research on this topic. 

Keywords: NFC · RFID · Attendance system · Systematic review 

1 Introduction 

Near-Field Communication (NFC) has been growing and developing endlessly 
throughout the globe. It has been introduced and used in several modern educational 
institutions where its services are proved beneficial [8], [9], [12]. The intention of 
applying NFC in an educational institution is for the purpose of observing and 
improving student’s attendance. Applying NFC could function as a platform that 
drives institutions towards a modern environment through innovative solutions. 

There are various inventions that allowed NFC to become a powerful tool which 
only needs proper requirements and installation. In this regard, related work around 
the globe has innovatively provided direct and indirect realization in creating NFC. 
Biometrics, web-based attendance, and bar scanning are some of the earliest 
inventions that functions almost similar as NFC[1], [3], [4],  

The traditional process of taking student’s attendance is time consuming and takes 
too much effort especially to record and to maintain it. Lecturers are required to call 
out the names of each student one by one and this process would consume time 
especially for a large class. Another method is to distribute an attendance sheet where 
students can check their credentials and sign it. However, the only drawback is that 
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students can be dishonest by signing on their friends’ behalf. In general, the manual or 
traditional way in recording attendance is usually time consuming and may distract 
the teaching process [5]. 

In creating NFC-based system, the two main components required are “reader/ 
writer” and a “tag” [5]. NFC covers standard communication protocol and data 
exchange formats that is based on Radio Frequency Identification, also known as RFID 
[5], [6]. The introduction of NFC technology in students’ attendance system will likely 
have a significant impact on the teaching and learning environment [21]. The 
expectation of using NFC based attendance system is also to utilize the two items that 
students always have and should always bring; i.e. their smart phone and matric cards. 

This paper review previous researches made for a variety of purposes related to the 
use of NFC in registering attendance. To achieve this objective, we have carried out a 
systematic literature review to identify all existing research evidence that is relevant 
to this topic. This study can contribute to the body of knowledge of the use or 
adoption of NFC in education institution in particular for managing attendance or 
participants in an event/class. Section 2 describes the related work contributing to 
NFC research and Section 3 describes the review method that we have followed in 
our research. Our review and analysis on existing research are available in Section 4. 
Finally, Section 5 concludes our study.  

2 Related Work 

NFC technology and student attendance system has existed for quite some time. We 
refer to NFC as a system that transfers data in a short distance wirelessly and the 
standards communication protocol are based on existing RFID standards [5]. The 
introduction of NFC technology allows developers to write applications such as 
attendance system, ticketing, cashless payment, and membership authentication [6].   

Biometric is another contactless technology that has been successfully 
commercialized worldwide where it uses the physical and behavioral aspect of a 
person to secure authentication. Using retina, voice, and/or thumbprint allows the 
biometric system to uniquely distinguished one person from the other [4]. However, 
one of the issues with implementing biometric in student attendance system is that its 
high-tech nature requires quite an expensive tool; therefore their implementation 
might not be cost-effective for an institution. 

One of the oldest technological break-through was the barcode system [4]. It is far 
more affordable than the biometric system and is still effective in certain aspects. 
Barcode uses unique identification of retrieving data and make use of symbols 
generally, like a bar, vertical, space, square and dots which contains different widths. 
Some institutions use this method but it was reported to be less reliable [4]. 

The most promising research conducted by several different researchers is about 
Radio Frequency Identification (RFID) [4], [1]. It has been reported that RFID is one 
of the most suitable technology for a student environment particularly for an 
attendance system. For instance, Mohamed et al. [1] report that the innovation of a 
system that records data automatically in universities using RFID is a suitable 
solution to their problem in recording students’ attendance. 
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One of the examples from existing projects related to NFC is the TouchIn NFC 
supported attendance system [5]. The system focuses on using NFC for improving the 
manual approach of recording attendance. The system is equipped with NFC tagging 
that keeps the attendance record using web-based method. The system components 
included the reader unit and server unit; reader unit reads the tag (student’s 
credentials) and the server unit records it.  

Another project that consists of using NFC for attendance is the Attendance System 
using NFC Technology and Embedded Camera Device on Mobile Phone reported by 
Subpratatsavee et al. [6]. In their study, they have increases the level of security of the 
previous research by making use of the camera located on the back of every 
smartphone. To avoid students passing around their NFC tag for attendance, the 
camera is used for verification that whoever tags it must be the same person as in the 
photo, which of course would be monitored by the lecturer or administrator. This 
project uses the concept of one centralized server to store its data efficiently while all 
related mobile phones connected to the server. Users can also import and export data 
effortlessly. 

Bucicoiu & Tapus (2013) [7] propose a location-based authentication for 
attendance system using NFC technology integrated with Moodle. The system 
exploits both NFC and pictures to ensure double verification on student attendance. 
The unique part about this project is that it uses a Moodle, which is one of the most 
popular e-learning platforms. By applying Moodle, lecturers can verify their students 
more effectively and a lot faster than verifying them individually.  

Enabling various functions and creative uses of NFC will further improve and 
enhance previous research in terms of what is lacking in certain fields for instance in 
the security and performance aspects [2]. Extracting information on what these 
researches are providing and what they are lacking are the key to pushing ourselves 
towards innovatively implementing and improving NFC-based student attendance 
system. In the next Section, we describe about the method we used in identifying 
studies related to the use of NFC in managing students’ attendance. 

3 Research Method 

We used a systematic literature method to systematically identify, evaluate, and 
analyze all available studies on NFC technology on attendance system in the 
education sector. The research question addressed in this paper is “What studies are 
available regarding the use of NFC technology in university/school attendance 
system?” As suggested by Petticrew & Roberts [23], the formulation of the research 
question was based on the five elements known as PICOC – Population, Intervention, 
Comparison, Outcome and Context (see Table 1).  

We followed the guidelines by Kitchenham & Charters (2007) in conducting this 
SLR [10]. The search process involves the use of five online databases: IEEExplore, 
ACM, Scopus, Springer, and ScienceDirect. The search terms used were “NFC AND 
attendance”.  The breakdown of literature searches from online databases is shown in 
Table 2. 
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Table 1. PICOC Elements 

Population Studies reporting about attendance system  
Intervention Use of NFC technology  
Comparison N/A 
Outcome Implementation or proposed attendance system 
Context Research conducted within academic setting 

Table 2. Breakdown of Literature Search 

Database 
Name 

# Studies  for 
screening (A) 

# Excluded 
Studies (B)* 

# Relevant Studies  
(A – B) 

IEEEXplore 10   0 10 
ACM 10   6   4 
Scopus   5   2   3 
SpringerLink  50 49   1 
ScienceDirect 66 63   3 
TOTAL 141 120 21 

(* after screening of Titles and Abstracts) 

 
Our major inclusion criteria is to include studies that have included NFC 

technology in their research paper relating to monitoring students’ attendance or 
participants. We excluded studies that were not conducted in academic setting or 
commercial based attendance system. Additionally, we excluded research that appears 
as work-in-progress, posters, and papers not written in English.  

During the initial phase of search, we found a total of 21 studies related to NFC 
and attendance system. However, after reading the full text articles and removing 
duplicates, only 17 studies can be included for analysis. Note that this review only 
included published studies indexed in online databases including conference papers 
and journal articles. List of studies included in this review is shown in Table 3. 

Table 3. List of included studies 

Author(s) & 
year 

Title Country 

Chavira et al. 
(2007) [8] 

Spontaneous Interaction on Context-Aware Public 
Display: An NFC and Infrared Sensor approach 

Spain 

Ervasti et al. 
(2009) [9] 

Bringing Technology into School – NFC-enabled 
School Attendance Supervision  

Finland 

Rahnama et 
al., (2010) [11] 

Securing RFID-Based Authentication Systems 
Using ParseKey+ 

Turkey 

Ervasti et al. 
(2009) [12]  

Experiences from NFC Supported School 
Attendance Supervision for Children 

Finland 

Isomursu et 
al. (2010) [13] 

Evaluating Human Values in the Adoption of New 
Technology in School Environment 

Finland 
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Table 3. (Continued) 
 

Ninomiya et al. 
(2012) [14] 

Bridging SNS ID and User Using NFC and SNS 
Design of NFC and SNS based event attendance 
management system 

Japan 

Ninomiya et 
al. (2012 [15] 

Near Friends Communication Encouragement 
System Using NFC And  SNS 

Japan 

Benyo et al. 
(2012) [16] 

Student attendance monitoring at the university 
using NFC 

Hungary 

Bueno-
Delgado et al. 
(2012) [17] 

The Smart University experience: A NFC-based 
ubiquitous environment () 

Spain 

Benyo et al. 
(2012) [18] 

University life in contactless way - NFC use cases 
in academic environment 

Hungary 

Ichimura & 
Kamada, 
(2013) [19] 

Early Discovery of Chronic Non-attenders by 
Using NFC Attendance Management System  

Japan 

Bucicoiu & 
Tapus (2013] 
[7] 

Easy Attendance: Location-based authentication 
for students integrated with Moodle 

Romania 

Subpratatsavee 
et al. (2014) 
[6] 

Attendance System using NFC Technology and 
Embedded Camera Device on Mobile Phone 

Thailand 

Ayu & Ahmad 
(2014) [5] 

TouchIn: An NFC Supported Attendance System 
in a University Environment 

Malaysia 

Isomursu et al. 
(2011) [20] 

Understanding human values in adopting new 
technology—A case study and methodological 
discussion 

Finland 

Fernandez et 
al. (2013) [21] 

Control of attendance applied in higher education 
through mobile NFC technologies 

Spain 

Shen et al. 
(2014) [22] 

Developing a NFC-equipped smart classroom: 
Effects on attitudes toward computer science 

Taiwan 

 
We reused some of the questions available in the literature to identify the study 

quality assessment. Table 4 shows the criteria used to evaluate the quality of the 
included studies. Each question was rated based on the following ratio scales: 
1=partially; 0.5=Partially; 0= No. We used a score scale of 0 to 6: Very Poor (Score < 
2), Poor (Score of 2 to <3), Fair (Score of 3 to <4), Good (Score of 4 to <5), and Very 
Good (Score of 5 to 6). 



 A Review of Student Attendance System Using NFC Technology 743 

 

Table 4. Quality criteria 

Item Answer 
1.    Are the aims clearly stated? [10] Yes/No/Partially 
2. Is there an adequate description of the context in which 

the research was carried out? [10] 
Yes/No/Partially 

3. Was the data collection done very well? [24] Yes/No/Partially 
4. If the study involves assessment of a technology, is the 

technology clearly defined? [10] 
Yes/No/Partially 

5. How well has the approach to, and formulation of, 
analysis been conveyed? [10] 

Yes/No/Partially 

6. How has knowledge or understanding been extended by 
the research? [10] 

Yes/No/Partially 

4 Review Findings 

Our analysis discovered that NFC technology has been implemented not only in 
higher education institutions, but it is also used in primary schools mainly in Finland 
[9], [12], [13], [20]. From the literature we found that NFC technology has been 
equipped in controlling attendance system in various countries including Spain [8], 
[17], [21], Japan [14], [15], [19], Hungary [16], [18], Romania [7], Turkey [11], 
Thailand [6], Malaysia [5], and Taiwan [22] (see Figure 1). 

 

 

Fig. 1. Breakdown of Countries 

There have been various kinds of system design based on existing researches. In 
each application, the design aims to interact with other components of the system 
effectively; based on multiple background study of previous designs. The architecture 
was design to ensure that each component is used optimally. General overview of the 
students’ attendance system using NFC technology can be seen in the Figure 2. In the 
following, we discuss the findings from our systematic review regarding the use of 
NFC in student attendance system. 
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Fig. 2. Overview of NFC-based Students’ Attendance System 

Ayu & Ahmad (2014) [5] reported their research work that utilize NFC-enabled 
device to allow students to register courses that have been set up by the lecturers. The 
system known as TouchIn is equipped with two main components: the reader unit and 
the server unit. The reader unit is responsible for reading the NFC-enabled smartphone  
 

or a tag/card that can store information. If a student is using an NFC-enabled device, 
then the student ID will be stored in a file stored in the device; tagging it will allow the 
NFC reader to retrieve that particular file. The web server unit acts as a dedicated 
server for storing the students’ credentials who tagged and display them on a website 
for recording and verification purposes. 

In Thailand, Subpratatsavee et al. [6] described the implementation of NFC 
technology in the attendance system by incorporating a smartphone’s camera 
capabilities. The system consists of a dedicated server for mobile devices and 
database. The smartphone/NFC-enabled devices can be connected to one particular 
server at all times, thus allowing unlimited access and mobility. The system allows 
lecturers to place their smartphone (acting as NFC reader) and the students can tag it 
with their NFC-enabled smartphone or NFC tag/card to register attendance for the 
current class. While tagging, the lecturer’s NFC reader will quickly verify the tag and 
capture a picture of the person who is tagging. The reader will then send both the 
student’s ID from their NFC-enabled device/tag/card along with the captured photo to 
the server. The server will be able to be accessed by the user depending on their 
access level (i.e. student, lecturer, or admin). The data stored on the server can be 
used for various purposes such as record-keeping and verification of student 
attendance.  

Bucicoiu & Tapus (2013) [7] have proposed a location-based authentication 
method (based on NFC) and using a photo as an authentication in the attendance 
system. They utilized the existing learning management platform known as Moodle as 
their backend server. Moodle is an educational platform that enables services like 
learning on the web. It already provides a stable platform that lecturers could use for 
online assessment, projects, or even assignments. Combining it with the student 
attendance system will coherently bring online education to a whole new level. 
Monitoring becomes effortless, synchronization is on-the-go, and the mobility is 
limitless. When the first contact of tagging has been made, a session will be created 

Application 

Students tag their 
matric card 

Data 
deployed 

Software reads 
data to/from 
server 

App read from 
server 

Server finds & marks 
student data 
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between the lecturer and their students. Moodle will act as their platform for the 
sessions. Such a system easily facilitates interaction between students and the 
lecturers. The researchers have implemented the design using a prototype; Samsung 
Galaxy S3 with Android 4.0.4 against Moodle 2.3.1 plug-in that uses PHP language. 
Communication between phone and server uses XMLRPC over HTTPS. Moodle uses 
two-way authentication; either token or username-password in order to ensure the 
security and integrity of data. The GUI on client side was programmed using Java 
programming. 

Chavira et al. [8] propose two approaches in interacting with context-aware public 
display: an NFC-enabled phone and infrared sensor. They have implemented a 
ViMOS system to test both approaches and they suggested that NFC-enable device is 
a more viable and effective option. 

In 2008, an NFC-based attendance system was implemented at primary school in 
Finland involving 23 pupils [9]. The system allows parent to receive real-time 
information on children’s attendance. The results of the study show that NFC based 
attendance system bring positive experience to the end-user groups (i.e. children, 
parents, and teachers).  

Rahmana et al. [11] proposed RFID authentication system utilizing ParseKey++ 
multi-way authentication scheme for the purpose to strengthen the security of the 
system. The algorithm was implemented on RFID based attendance control system. 
Such a secure authentication system is needed for highly secure environment for 
example to access confidential resources on computer network or authentication to 
access high security locals. 

In 2009, Ervasti et al. [12] reported a study that describes user experience in 
adopting attendance supervision system at primary school in Finland. The same 
authors have reported their work in [9]. Data were collected through classrooms 
observation, interviews with children and teachers, and phone interviews with parents. 
The findings showed that adoption of such system clearly benefits parents, children 
and teachers. 

A similar study was reported by Isomursu et al. [13]. In this study the authors 
presented results from a case study of elementary school children in using attendance 
control system based on NFC technology. Using the same model of human values 
from social psychology, and based on their analysis of subjective perceived values, 
the authors found that children were the most satisfied user group of the system 
compared to parents and teachers. 

While in Japan, Ninomiya et al. [14] have developed a system that matches real ID 
of a person with online SNS ID using NFC-enabled smart phone. The aim was to 
bridge the gap between an online identity on SNS and the real identity. To achieve 
this aim, the authors have designed an event attendance management system based on 
NFC and SNS using Twitter. Another study that is also conducted in Japan and 
reported by the same authors [15] have proposed a participant managerial system that 
makes use of human relation in SNS to an actual event site. The approach is to use 
NFC technology and linked with SNS ID and during the event day, the organizer as 
well as the participants can understand background and interest of each participant 
based on SNS information. This could aid in promoting exchange between 
participants in an actual event site. 
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Benyo et al. (2012) [16] described the design and implementation of student 
attendance monitoring at Budapest University of Technology and Economics in 
Hungary utilizing the NFC technology. The system was implemented in a highly 
autonomous distributed environment comprising NFC enabled contactless terminals 
and a scalable back-office. The terminals also support biometric identification by 
fingerprint reading to enhance the security aspect. In the pilot project, more than 1000 
students had tested the system and they become accustomed to use the system 
properly. 

Bueno-Delgado et al. (2012) [17] presented the overview of implementation of an 
ubiquitous computing platform based on NFC known as Smart University in 
Technical University of Cartagena, Spain. The two major projects development were 
NFC-attendance registering system and NFC administrative fee payment system. 
Prior to the development, data collection through opinion poll was conducted to study 
the impact of the use of NFC technology in a university environment. The results 
showed promising use of NFC applications among the university community. 

Benyo et al. (2012) [18] have summarized uses of NFC applications in a 
contactless infrastructure at the Budapest University of Technology and Economics. 
These include enrolment at the University, registering attendance during lecture, 
registration of end-of-semester exam and access to University resources. These 
contactless services have shown to be beneficial for students and lecturers. The same 
authors have presented similar works in [16]. 

A more recent work was reported by Ichimura & Kamada (2013) [19]. In this 
study, the authors describe the functionality of Attendance Management System 
(AMS) build upon NFC technology. They have developed the AMS for the University 
and tested using Nexus 7 devices connected to each other via peer-to-peer network. 
From the implementation, they found out that the number of absentees in nearly all 
classes was decreased and this could be due to students’ conscientiousness that they 
are being observed. 

Isomursu et al. (2011) [20] described a case study that explores the adoption of 
attendance control system in the school environment. The system was implemented 
using networked technology components, including smart cards, NFC enabled mobile 
phones and card readers, a web portal, and SMS messaging. Using Schwartz’s value 
model adopted from social psychology as a framework, the study analyze the 
technology adoption from the viewpoint of three end user groups, namely children, 
parents and teachers. The study presented value analysis to help understand user 
experience perceived by different user groups when adopting technology-supported 
attendance system. 

Fernández et al. (2013) [21] provide description of an attendance control system 
based on NFC technology developed and implemented at Pontifical University of 
Salamanca, Madrid, Spain. The project was carried out as Final Degree Project and 
developed in collaboration with Samsung Electronics. The aim was to ensure 
continuous assessment so that lecturers’ teaching time will not be affected by the 
manual way in recording attendance. Results from the survey of the pilot project 
indicate that students and lecturers perceived high level of satisfaction and usefulness 
of the project. 

Shen et al. (2014) [22] presented the most recent work in the area of NFC usage in 
classroom. In this study, the authors proposed the NFC-equipped smart classroom 



 A Review of Student Attendance System Using NFC Technology 747 

 

system to automate attendance management, to locate students, and to provide real-
time feedback to students. The positioning feature of the system shown to be very 
useful to users; particularly for large classes. The study also evaluates the effect of the 
proposed system by measuring the students’ attitude towards computer science 
education. Using a 5-point Likert scale questionnaire, students’ attitude was measured 
based on five aspects:  i) self-concept in computer science, ii) learning computer 
science at school, iii) learning computer science outside of school, iv)future 
participation in computer science, and v) importance of computer science. The results 
showed that students’ attitude toward computer science is generally improved and the 
students perceived computer science as interesting, exciting, beneficial and helpful 
after experiencing the proposed system. 

5 Conclusions 

The innovation and perception of using Near-Field Communication technology for 
student attendance has been and always will be supported by many researchers as 
shown in our systematic review [3]. As can be seen from our review, we found a total 
of 17 studies that have presented various system design and architecture in 
implementing NFC-based student attendance system for University and school 
children. The earliest study found was published in 2007 and the latest was in 2014. 
Hence, we believe that research will continue to bloom and fork on various paths in 
this area of research. 

The developing idea and prototype of Student’s Attendance System using NFC is 
on the verge of introducing worldwide institutions into an automated way of 
recording student’s attendance. It will, by far, improve the current manual process of 
tracking and recording student’s attendance. This system promotes a way for students 
to ‘sign’ their attendance on a digital form and in contactless mode. For lecturers, 
implementation of such system would ease their effort in tracking students who are 
missing from class as well as reducing effort to verify students’ attendance.  
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Abstract. In software engineering, security concerns should be addressed at 
every phase of the development process. To do that, patterns based security en-
gineering approach has been proposed and investigated becoming a very active 
area of research. Security patterns capture the experience of experts in order to 
solve a security problem in a more structured and reusable way. With the pro-
liferation of security patterns, thus it is becoming harder to select which ones 
should be applied and in each case. In this paper, our main contribution consists 
in the proposition of a map layered security patterns. This map allows software 
engineer to select and apply patterns in a systematic manner in order to guide 
the security decisions. 

Keywords: Security · Pattern · Software development · Patterns application · 
Cartography 

1 Introduction 

To build secure component based systems it is not enough to compose pre-secured 
atomic component. Security has to be thought during the entire component composi-
tion process. It has been argued that security concerns should be addressed at every 
phase of the development process [1]. Several approaches and methodologies have 
been proposed to help non-expert in security to implement secure software systems. 
One of them is Security Patterns approach [2], which is defined as an adaptation of 
design patterns to security.  

Security engineering with patterns is currently a very active area of research since 
security patterns capture the experience of experts in order to solve a security problem 
in a more structured and reusable way. A security pattern presents a well-understood 
generic solution to a particular recurring security problem that arises in specific con-
texts [2]. Moreover, the advantages of security patterns are that they provide novice 
security developers with security guidelines so that they will be able to solve security 
problems in a more systematic and structured way. 

A pattern can be defined as a generative tool which is helpful to the designer, but, 
another problem arises: there is a proliferation of security patterns, thus it is becoming 
harder to select which ones should be applied. In this work we will propose a systematic 
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manner in order to guide engineers in their decisions to select and use adequate security 
patterns. To do that, we formalize the concept of pattern cartography or pattern map. We 
make it navigable, so that it makes it easier for a designer to make security decisions. 

The remainder of this paper is organized as follows. Section 2 presents the motiva-
tions of this work. Section 3 details the proposed decision making map of security 
pattern in which we detail relationships among security patterns used to enforce a 
security policy. A use case of GPS system is presented in Section 4 to illustrate the 
use of the proposed map. Section 5 present the proposed framework for securing 
Component based applications using the proposed pattern Map. Section 6 ends the 
paper with a conclusion and an outlook. 

2 Motivations 

Making security decisions is a complex task that cannot be done automatically. In the 
literature, we can note the lack of systematic rules helping designers to secure their 
applications or systems so patterns help by gathering the knowledge of security ex-
perts. However, security patterns exist and propose a set of security knowledge.  

During last decades, and with the development of engineering patterns in general 
and security patterns in particular, we can note that many of these patterns are pro-
posed in both academic and industrial context. Although these patterns have efficient 
solutions to specific problems, the choice of a pattern over other remains a major 
problem for developers not expert in security [13]. For example we can find two or 
three patterns with the same purpose, but using different solutions to solve the same 
problem. So, according to the proposed design, one of these patterns will be more 
suitable to use than others. To facilitate this choice, we will try to offer a clear mecha-
nism to help engineers in their decisions. 

In this paper, we propose to organize the security patterns as cartography to help 
developer making security decision. The proposed map will be navigable, in order to 
help the designer to choose suitable security pattern within the current context and the 
development phase. In other words, according to a decision tree, the developer is 
guided to select the appropriate pattern depending on the problem faced.  

3 Security Pattern Cartography 

In Software development process the problem is first analyzed and then the solution is 
iteratively refined. During each phase of the software life cycle, the solution is treated 
with a different level of abstraction. Security is a non-functional requirement that 
must be thought from the requirements analysis phase. In this context, the security 
patterns must be defined and used at different levels of abstraction [10]. 

The higher layer gathers security patterns that describe security policies, that will 
be applied regardless of the technology or platform used. At the next layer, security 
patterns that implement these security policies are defined. Then the third layer pro-
poses rules for implementing those patterns. Finally at the lower and end layer aspects 
are proposed to implement these security solutions. 
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3.1 Relationships Between Security Patterns 

In this section we will focus on different relationships between security patterns that 
appear in the proposed map. To do that we have already study classification of the 
relationship between design patterns which are proposed in [3], [4] and [5]. We note 
that relations between patterns can exist at the same layer or on two different layers.  

The relationship that connects one or more patterns from one layer to another pat-
tern of a lower-level layer (rules or aspects), is a "realization" relationship. 

In the same time, we have identified three basic relationships offered by most 
known formalisms describing patterns [3], [6], [7]. Those relationships are “use", 
"refinement" and "alternative". In the following we will describe those relationships 
with more details. 

 

- Use relationship: This is the most common relationship in patterns systems. 
It allows the decomposition of a complex problem into sub-problems of less complex-
ity. We can define this relationship as follows: Pattern X uses a pattern Y if and only 
if some problems of X can be solved by Y. 

-Refinement / Extension Relationship: These are two reciprocal relations. The re-
lationship "Extension" tends to generalize the intention of a pattern while the relation-
ship "refinement "restricts it.  So if a pattern X is an extension of a pattern Y, X can 
solve the Y pattern's problem. Conversely, we say that Y is a refinement of X. 

- Alternative Relationship: A pattern X is an alternative of a pattern Y, if Y has the 
same intention of pattern X, but proposes a different solution. 

3.2 The Decision Guiding Cartography 

Using previous described relationship, we propose a decision map as shown in figure 
1 for structuring security patterns. In this first tentative map, all patterns used and 
listed have been proposed in the literature by various authors as find in [8], [9] and in 
different areas. However, this map is not exhaustive, new patterns can be proposed 
and incorporated in a simple way. 

In the proposed map, the higher layer, is called "security policies" and contains all 
security policies that can be defined by the literature such as access control, authenti-
cation, etc. These policies define needs in terms of application security.  

The second layer, which is a less abstract level and we called it "Security Patterns". 
This level describes security mechanisms that present several solutions that can be 
used to implement security policies mentioned above. For example, the "single access 
point" pattern and the "Authenticator" pattern of one layer can be used together to 
achieve the "access control" policy.  

We note that we can also add other layers to implement these patterns as shown in 
Figure 1. This figure shows one layer containing the rules for integration of different 
security patterns and another layer grouping aspects templates enabling aspects code 
generation according to the selected security solutions. We keep the same semantics 
relationships for all layers of this mapping. 
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Fig. 1. The decision support cartography for security patterns application 

3.3 The Usage of the Map  

Since developers must add security to their models during the software development 
lifecycle phases, they have to make security decisions. In our approach, security deci-
sions are actually about choosing appropriate security patterns that should be applied 
to the model. 



754 R. Bouaziz and S. Kammoun 

A decision tree is a decision analysis tool that uses a graph of nodes to model all 
the choices and their possible consequences. The proposed map can be considered as 
a decision tree forest used to select the appropriate security patterns (in what follows 
we present an example of a decision tree). We can say that: 

 

- All nodes in the top layer are the following goal: "How can we implement the 
security policy represented by this node?" 
-Arcs from decision trees are relations between the patrons of the map. 
- The roots of the trees are selected based on security needs i.e. security policies 
to be applied. 

The security decisions are ultimately taken by developers (humans) from reading 
the textual parts of patterns templates. In particular, the "consequences" candidates 
patterns sections because they describe the results following the implementation of 
the selected patterns. 

In addition, the use of the map also provides good traceability of decisions 
throughout the development cycle. Security decisions are recorded as a sequence of 
nodes (applied security patterns). The process can be iterative, so, a flashback in the 
same tree is possible. 

4 Application to the Simple GPS Case Study 

In order to illustrate the use of the proposed map to select the appropriate security 
pattern, we present a case study inspired from the use of GPS (Global Positioning 
System) based systems, illustrated by Figure 2. Those systems allow determining the 
geographical coordinates of any point on the globe. GPS is used in combination with 
a map to locate and position. 

 

 

Fig. 2. Basic GPS example 

In this example, we consider mainly the management of access control to various 
services offered by phone operator’s especially downloading geographic maps in real-
time and manage secure access to satellites. The Basic GPS system described above 
works as follows: 
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(1) The GPS Terminal receives continuously the signal of Satellite as well as that 
of SecureSatellite. The SecureSatellite is active if the user has access rights to it. 

(2) The GPS Terminal sends a request to download map to the Phone Operator. 
(3) The Phone Operator allows the user, depending on it's access rights, to down-

load the requested geographic map. 
With regard to the Basic GPS system, we have identified the following use case: 
Access to secure satellites. To implement this use case, we have identified the se-

curity policy to be applied: "access control". 
Therefore, we consider only decision trees with root as the access control policy. 

As shown in Figure 1, we can see that starting from this root and following the links 
of "realization" of "refinement" and "Alternative", we select the "RBAC" pattern,  the 
"Session" pattern, the "System check Point" pattern, the "authorization" pattern and 
the "reference monitor" pattern. For design phase, the designer can choose to apply 
one or more patterns belonging to the same family, for example, the "RBAC" pattern. 
Thus the tree leads us to the selection integration rules of the selected pattern.  

Once and for the implementation stage, the decision tree will also give us the as-
pects templates to generate the code of the chosen the security solution offered by the 
selected pattern, in our case it is the "RBAC" pattern. 

5 A Framework for Securing Component Based Applications 
Using the Proposed Pattern Map 

In order to use the proposed patterns cartography, we propose a framework as shown 
in Figure 2. This framework will be used to secure component based applications 
using security patterns.  The proposed framework called SCRI-PRO for SeCurity Pat-
tern Integration apPROach will describe how models are derived from one another. 

SCRI-PRO covers all phases of a system development process, namely the design 
phase, the integration of non-functional properties phase (i.e. security), and finally 
their integration into the functional code of the application. 

SCRI-PRO combines the advantages of the use of engineering patterns (especially 
security patterns), the strengths of the model-driven engineering and the flexibility of 
aspect-oriented programming. This gives the user the ability to integrate the solutions 
proposed by the patterns in a way both semi-automatic and modular way. 

The proposed framework presents two dimensions: 
 
Vertically: two MDA views are represented, platform independent view and platform 
specific view. We can clearly see two phases that constitute the proposed framework: 
the modeling phase, which is independent form a given platform and the implementa-
tion phase, which is the specific view of a platform. 

The modeling phase comprises: 
 

1. Propose the components application model to secure 
2. Annotate the defined application model by the patterns security solutions 

through: 
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- Firstly, the definition of UML profiles to extend the components meta-model 
with all necessary concepts for the specification of non-functional properties (e.g. 
Security). 
- In a second step, the specification of integration rules adapted to the solutions 
from engineering patterns. These rules once specified may be applied to the model 
of the application to generate a model that supports non-functional properties. 

The implementation phase covers the generation of the functional code of the ap-
plication. 

This code contains the business logic of the application and does not cover non-
functional properties. These properties will be specified through the aspects templates. 
The generated aspects are automatically integrated, in a modular manner, to the func-
tional code defined in the same phase. 

 
Horizontally, we present the separation between the different concerns. 
This separation is maintained in all phases of the proposed approach. In Our ap-

proach, we think that it is necessary to separate the expertise of the application do-
main (functional concerns) from expertise encapsulated by specific patterns like secu-
rity patterns. 

The transformations between models are represented by large arrows in Figure 2. 
These transformations are of two different types: 

- Patterns are integrated into a model using UML profile(s) that extend(s) the UML 
metamodel with security concepts. Then in a second step, this integration will be 
semi-automatic, requiring that designer make security decisions, through the execu-
tion of transformation rules. The implementation of these rules allows the annotation 
of the components based model with the pattern's concepts. 

- To transform a platform independent model (PIM) to a platform dependent (spe-
cific) model (PSM) (principle MDA), we will use aspect templates that will be woven 
in the functional code. 

The large arrow between security patterns and aspects templates illustrates the use 
of aspect paradigm in the implementation of the solutions proposed by the security 
patterns. Specifically, when selecting security patterns (according to security require-
ments for a particular application) in the abstract level (PIM), templates correspond-
ing security aspects are generated. 

The second vertical red arrow illustrates the use of the proposed decision tree: 
when security patterns are selected dynamically (according to the security require-
ments for the particular application eg. security policy) at the abstract level, then the 
corresponding concrete security patterns (corresponding security rules and corre-
sponding aspects template) can be implied. 

The development process is iterative and incremental:  activities are repeated 
through successive refinements, which allow the reuse of proposed security patterns 
available in the repository and organized as a map, as proposed in this paper. The 
structure of the proposed process follows the classical life cycle, in which we have an 
elicitation phase, a modeling phase and finally an implementation phase. 

In the elicitation phase, the designer identifies and models the basic functionality of 
the system. Security concepts are not introduced. 
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The modeling phase consists first in identifying and analyzing the security re-
quirements from the application component model. Those security requirements de-
fine which security policies are necessary for the analysis model. After that, security 
patterns are selected to enforce security policies and UML profiles are defined accord-
ing to the selected security patterns. These patterns are integrated into the application 
component model in order to obtain a secure Application Component Model. 

 

 

Fig. 3. A framework for securing component based applications using the proposed pattern 
Map 

In the implementation phase, a component-based platform must be selected (CCM, 
EJB, etc.) and the secure application component model is refined into security aspects 
code together with the functional code for producing the secure application code. 

As one can note with this phase, some activities are collaborative, in the sense that 
several participants working together towards a common goal should perform them. 
In the following, we put the focus on the collaborative aspects of this phase. 

To describe the collaborative aspect of our process, we use CMSPEM, an exten-
sion of the SPEM standard, proposed by Kedji et al. [11]. CMSPEM introduces new 
concepts to represent collaborative processes, and relationships among them. For 
describing collaborative activities, CMSPEM introduces the concept of Actor (human 
actor), a specific human participant in a project, associated with a role and provides 
relations to specify what is done by each actor.  

Our work investigates how non-security experts can take profits from security pat-
terns to easily implement secure component-based applications. In previous work [10, 
12], we proposed an engineering process, called SCRIP (SeCurity patteRn Integration 
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Process), which provides guidelines for integrating security patterns into component-
based models. SCRIP defines activities and products to integrate security patterns in 
the whole development process, from UML component modeling until aspect code 
generation. 

6 Conclusion 

Security is one of the most important properties to consider in systems development 
and the goal of developing secure software system has remained an area of active 
research. A promising way to address this issue is the application of solutions pro-
posed by security patterns. Because of the proliferation of security patterns, we pro-
posed a structured decision making map for security patterns so that it makes it  
easier for a designer to make security decisions. The proposed framework has the 
advantage of separating the application domain expertise and expertise in security. 
The integration of security in the software development process becomes easier for 
the architects/designers. Furthermore, it is relatively simple and suitable for use by 
non-security experts. Understanding security patterns from their description and hav-
ing knowledge on applications-based components are sufficient skills to use this pro-
cess. The implementation and the experimentation of the framework were done in a 
prototype as a partial validation of our approach because further work is still needed  
to get a true validation. 

As future work, we aim to provide a complete development environment to design 
secure component based application using the proposed engineering process and 
guide developer in the selection of security patterns by navigating the proposed  
decision map and suggesting what reachable patterns could be applied. 
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