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Abstract. This work introduces a new class of group similarity where different 
measures are parameterized with respect to a basic similarity defined on the 
elements of the sets. Group similarity measures are of great interest for many 
application domains, since they can be used to evaluate similarity of objects in 
term of the similarity of the associated sets, for example in multimedia colla-
borative repositories where images, videos and other multimedia are annotated 
with meaningful tags whose semantics reflects the collective knowledge of a 
community of users. The group similarity classes are formally defined and their 
properties are described and discussed. Experimental results, obtained in the 
domain of images semantic similarity by using search engine based tag similari-
ty, show the adequacy of the proposed approach in order to reflect the collective 
notion of semantic similarity. 
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1 Introduction 

Search engines, continually exploring the Web using its semantic meaning, are a natu-
ral source of information on which to base a modern approach to semantic annotation. 
The similarity measurement between documents and text has been extensively studied 
in information retrieval. [15][17] 

Content Based Image retrieval (CBIR) [3][18] enables satisfactory similarity mea-
surements of low level features. However, the semantic similarity of deep relation-
ships among objects is not explored by CBIR or other state-of-the-art techniques in 
Concept Based Image Retrieval [9][10]. The example in Fig. 1 shows the different 
similarity recognition of humans and computers. 

A promising idea is that it is possible to generalize the semantic similarity, under 
the assumption that semantically similar terms behave similarly [12][18-20]. In this 
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work the features of the main semantic proximity measures used in literature are ana-
lyzed and used in a new group similarity measure, as a basis to extract semantic con-
tent, reflecting the collaborative change made on the web resources. We propose a 
Context-based Group Similarity to measure deep semantic similarity of images. The 
proposed algorithm measures the similarity between a pair of images with clouds in-
cluding the tags provided by the user i.e., image author/owner. 
 

 

 

Fig. 1. Image similarity discovery comparison between computer and human 

2 Related Work 

2.1 WordNet Similarity 

WordNet [1], is one of the applications of semantic lexicon propose for the English 
language and is a general knowledge base and common sense reasoning engine [3]. 
Recent researches [2] on the topic in computational linguistics has emphasized the 
perspective of semantic relatedness of two lexemes in a lexical resource, or its inverse, 
semantic distance. The work in [3] brings together ontology and corpus, defining the 
similarity between two concepts c1 and c2 lexicalized in WordNet, named WordNet 
Distance (WD), by the information content of the concepts that subsume them in the 
taxonomy. Then, [4] proposes a similarity measure in WordNet between arbitrary  
objects: 
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The advantage of a WordNet similarity is that it is a very mature and comprehen-
sive lexical database, which provides measures of similarity and relatedness: it re-
flects universal knowledge because it is built by human experts, however WordNet 
Distance is only for nouns and verbs in WordNet, which is not dynamically updated. 
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2.2 Wikipedia Similarity 

WikiRelate [5] was the first research to compute measures of semantic relatedness 
using Wikipedia. This approach took familiar techniques that had previously been 
applied to WordNet and modified them to suit Wikipedia. The implementation of  
WikiRelate follows the hierarchical category structure of Wikipedia. 

The Wikipedia Link Vector Model (WLVM) [6] uses Wikipedia to provide struc-
tured world knowledge about terms of interest. 

These approaches use the hyperlink structure of Wikipedia rather than its category 
hierarchy or textual content [7][11]. The probability of WLVM is defined by the total 
number of links to the target article over the total number of articles. Thus if t is the 
total number of articles within Wikipedia, the weighted value w for the link a → b is: 
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where a and b denote the search terms. 

Wikipedia similarity reflects relationships as seen by the user community [18][19], 
which is dynamically changing, as links and nodes are changed by the users’ colla-
borative effort. However, it only can apply to knowledge base organized as networks 
of concepts. 

2.3 Flickr Similarity 

Flickr distance (FD) [8] is another model for measuring the relationship between se-
mantic concepts in visual domain. For each concept, a collection of images is obtained 
from Flickr, based on which the improved latent topic-based visual language model is 
built to capture the visual characteristics of the concept. The Flickr distance between 
concepts c1 and c2 can be measured by the square root of Jensen-Shannon divergence 
[10, 11] between the corresponding visual language models as follows: 

 

                       
(3)

 

where 

              (4) 

 
K is the total number of latent topics, which is determined by experiment. PZi C1 and 
PZj C2 are the trigram distributions under latent topic zic1 and zjc2 respectively, with M 
representing the mean of PZi C1 and PZj C2. The FD is based on visual language models 
(VLM), which is a different concept relationship respect to WordNet Similarity and 
Wikipedia Similarity. 
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3 Context-Based Semantic Group Distance  

3.1 Web-Based Proximity Measures 

We use Web-based proximity Measurements [18] as compositor of Group  
Distance because it can be applied to any retrieval engine. It makes good use of the 
occurrence/co-occurrence of words, terms, tags, users, objects etc. It reflects the user 
community current state of believes and dynamically changes as results change 
[16][11]. 

 
3.1.1 Normalized Google Distance (NGD) 
Normalized Google distance (NGD) [9] quantifies the extent of the relationship  
between two concepts by their correlation in the search results from Google search 
engine when querying both concepts, with 
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Where f(x) and f(y) are the numbers of the web pages and documents returned by 
Google search engine when typing x and y as the search term respectively, with f(x,y) 
denoting the number of pages containing both x and y. N denotes the total number of 
documents indexed by Google search, which is deductible or approximable by any 
number greater than every page count of the results. 

 
3.1.2 Pointwise Mutual Information (PMI) 
Mutual Information (MI) is a measure of the information overlap between two random 
variables. 

Pointwise Mutual Information (PMI) [13][14] is a point-to-point measure of asso-
ciation, which represents how much the actual probability of a particular co-occurrence 
of events differs from what we would expect it to be on the basis of the probabilities of 
the individual events and the assumption of their independence. Even though PMI may 
be negative or positive, its expected outcome over all joint events (i.e., PMI) is  
positive. 

PMI is used both in statistics and in information theory. 
PMI between two particular events w1 and w2, in this case the occurrence of partic-

ular words in Web-based text pages, is defined as follows: 

                        (6) 

This quantity is zero if w1 and w2 are independent, positive if they are positively 
correlated, and negative if they are negatively correlated. 
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On particularly low frequency data, PMI does not provide reliable results [19]. 
Since PMI is a ratio of the probability of w1, w2 together and w1, w2 separately, in the 
case of perfect dependence, PMI will be 0. 

PMI is a bad measure of dependence, since the dependency score is related to the 
frequency of individual words. PMI could not always be suitable when the aim is to 
compare information on different pairs of words. 

3.2 Confidence and Average Confidence (CM) 

Given a rule X→Y, Confidence [4] is a statistical measure that, given the number of 
transactions that contain X, indicates the percentage of transactions that contain also Y. 

 

                      (7) 

 
From a probabilistic point of view, confidence approximates the conditional  

probability: 

                   (8) 

 
Since Confidence is not a symmetric measure, the Average Confidence (CM) [19] 

can be defined a 

                    (9) 

3.3 Context-Based Group Similarity 

We propose a Context-based Group Similarity to measure deep semantic similarity of 
images. The proposed algorithm measures the image similarities with semantic prox-
imity based one user provided concept clouds. Image semantic concept clouds include 
any semantic concept associated to or extracted from images. Typical sources for se-
mantic concepts are tags, comments, descriptors, categories, or text surrounding the 
image. As shown in Fig. 2, Image Ii and Image Ij are a pair of images to be compared. 
Ti1, Ti2,…, Tim are original user provided tags of image Ii, while Tj1; Tj2,.., Tjn are 
original user provided tags of image IJ . 

Given DIij as the distance (or equivalently, the similarity) of image Ii and image Ij, 
we define the Group Distance (GD): 

 

         
(10)

 
 

where SEL could be the maximum MAX, the average AVG or the minimum MIN  
of d, the similarity calculated by algorithm (Confidence or NGD or PMI), as in  
equations (11-14). 
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Fig. 2. Group Similarity Core Algorithm 

We calculate the similarity of each pair of images, from the users' votes of how 
much similar of certain pair of images is. Users can score each pair of images with a 
number from 0 (=very different) to 5 (=very similar), based on their personal opinion. 



414 V. Franzoni et al. 

The quantitative experimental results which compare the users' scores and proposed 
Context-based Group Distance will be shown in section 4. 

The core algorithm of the proposed Context-based Group Distance calculations is 
shown in Figure 2. 

4 Experimental Results 

The system is evaluated quantitatively using more than 500 pairs of Web images on 
Flickr to compare the users' scores and the proposed Context-based Group Distance. 
We keep the tags as original ones provided by the owner of images in Flickr. 

Fig. 3 shows a sample of image pairs similarity experiment results comparing user 
score and proposed Group Similarity. 

 

Table 1. Experimental Results on Bing for avg-avg-avg GD 

 

 
Table 1 shows a small subset of experimental results. User Score represents the  

average human evaluation score. GD-Confidence, GD-NGD and GD-PMI are  
respectively the Group Distance for Confidence, Normalized Google Distance and  
Pointwise Mutual Information. 

Experimental results indicate that this approach can give more accurate and effi-
cient similarity measurements than calculations based on image low level features, in 
terms of the deep semantic concept similarity.  
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Fig. 3. Sample set of image pairs similarity experiment results – comparing user score and 
proposed Group Similarity 
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5 Conclusion  

In this work we present our approach to measure the context-based group similarity 
among concepts and images. Comparing with Content Based Image Retrieval (CBIR), 
which measures the image content similarities by low level features, the proposed Con-
text-based Image Similarity outperforms CBIR in effectiveness and accuracy of com-
paring the deep concept among images, since in order to recognize low level features 
in the CBIR higher computation capabilities are required. The systems are evaluated 
quantitatively involving the user judgments. Experimental results indicate that our 
approaches could enable advanced degree of semantic similarity measurements and 
deep meaning enrichment of images, also delivering highly competent performance, 
attaining excellent precision and efficiency. 
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