
The Effects of Automation Reliability
and Multi-tasking on Trust and

Reliance in a Simulated Unmanned
System Control Task

Svyatoslav Guznov(&), Alexander Nelson, Joseph Lyons,
and David Dycus

Air Force Research Laboratory, WPAFB, Dayton, USA
{svyatoslav.guznov.ctr,alexander.nelson.2,

joseph.lyons.6,david.dycus}@us.af.mil

Abstract. This study examined the effects of automation reliability and
multi-tasking on trust and reliance in a simulated unmanned system scenario.
Participants performed an insurgent search task with the help of an automated
aid that provided information about targets with varying levels of reliability
(high, medium, and low). In addition, a multi-tasking condition was imple-
mented in which a radio communication assignment designed to increase cog-
nitive demand was performed. Results indicated that participants were not able
to accurately assess the true reliability of the automated aid in any condition, and
were unable to discriminate between low and medium reliability. Results from
the multi-tasking manipulation show that participants were more reliant upon the
automated aid when the secondary task was present. Overall, this study provides
insight into the patterns of trust calibration errors that may negatively affect
performance in human-machine teams, particularly when additional task pres-
sure is present.
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1 Introduction

In recent years, military systems have become more technologically complex and are
incorporating higher levels of automation than ever before. As the function of the
operator in these human-machine systems has evolved to more of a supervisory and
decision-making role, the importance of understanding the factors that influence trust
and reliance has dramatically increased. Most automated systems are not infallible and
it is critical that the human partner is able to calibrate their trust for appropriate reliance.
When trust is not calibrated correctly, errors in over-reliance and under-reliance can
occur, leading to misuse or disuse of the automation [12].

The major factor that influences the reliance calibration process is trust [7]. Trust in
a system is a belief that the trustee will accomplish a certain objective and the will-
ingness of a trustor to accept vulnerability and uncertainty [6]. Several studies
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examined the influence of automation reliability on trust and reliance showing that
increased automation reliability increases trust and reliance [1]. However, unmanned
systems often incorporate multi-tasking demands where the operator, in addition to the
primary task (e.g., target search), needs to communicate with teammates, interact with a
control panel, or accomplish other tasks. Such environments might result in overreli-
ance errors and misuse due to the diversion of cognitive resources away from the
evaluation of automation performance [11]. These types of overreliance errors can
have severe consequences when the automation used to accomplish the task is
imperfect [6].

Although previous studies have examined automation reliability and multi-tasking
as factors that affect trust and reliance, none of them looked at the joint effects of these
two factors. In this study, we examined the effects of three levels of automation
reliability and task type on trust and reliance. The participants performed an insurgent
search task in the Mixed Initiative eXperimental (MIX) [2] testbed and had an Auto-
mated Aid (AA) that provided information about insurgent and other combatant
locations on a map. In the multi-task condition, participants were asked to perform a
communication task (Coordinate Response Measure (CRM) [3] in addition to the
search task.

An interaction was expected between reliability and multi-tasking factors. The
participants were expected to calibrate their trust and reliance appropriately to the level
of automation reliability when posed with the insurgent search task only. However, the
participants were expected to over trust and overrely on low reliability automation
when asked to perform the CRM task concurrently with the insurgent search task.

2 Methodology

2.1 Participants

Forty eight participants were recruited for this experiment (28 men and 20 women).
Participants ranged in age from 18 to 59 years (M = 36.67, SD = 11.22). All partici-
pants reported normal or corrected-to-normal vision.

2.2 Design

The experiment employed a 3 (Automation Reliability) × 2 (Task Type) mixed
design. The Automation Reliability was a between-subjects factor including high
reliability (HR), medium reliability (MR), and low reliability (LR) levels with the
reliability values of 93 %, 75 %, and 55 % respectively. The Task Type was a
within-subjects factor including single task and multi-task levels. The Task Type
factor levels were counter-balanced to control for potential carry-over effects. The
dependent variables for the study were insurgent search performance and CRM task
performance; reliance, trust state, and perceptual accuracy with the regard to the AA;
and perceived workload.
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2.3 Apparatus and Materials

The experiment was conducted using two computers that ran the MIX testbed and the
CRM task. The MIX testbed simulated a UGV task. The MIX interface consisted of a
video feed window that showed the UGV camera view and the AA window. In the
simulation, the UGV moved along a pre-determined path while the operator monitored
the video feed screen searching for insurgents. The AA provided the participants with a
map that showed the locations of the combatants. Depending on the condition (i.e.,
low, medium, or high reliability), the AA made respectively seven, four, or one clas-
sification errors. A classification error occurred when the AA marked an insurgent as a
non-insurgent or vice versa. Participants were asked to press either Accept or Reject
buttons in the AA interface when they agreed or disagreed with the AA.

The CRM software was used to simulate a military radio communication assign-
ment. Each participant was assigned the call sign “Arrow” and was asked to follow
commands associated with their call sign by pressing a color- and number-coded button
as quickly as possible on a touch screen monitor. The program logged the accuracy of
the selections made by the participants.

In this study, the following metrics were used. The Perceptual Accuracy
metric [9] estimated participants’ accuracy at evaluating the reliability of the AA.
The Trust Scale [8] measured participants’ trust state. The NASA-Task Load Index
(NASA-TLX) [5] was used to measure participants’ perceived workload.

2.4 Procedure

Upon arrival, the participants were trained on how to perform the experimental task in
the MIX testbed and the CRM task. Next, the participants performed the experimental
task consisting of two phases: single task (insurgent search in the MIX simulator alone)
or multi-task (insurgent search and the CRM task). In the single task condition, the
participants were asked to search for the insurgents using the AA. The participants were
also asked to accept or reject the AA’s classification suggestions. The task was paused
three times to administer the Trust Scale, Perceptual Accuracy, and NASA-TLX
questionnaires. In the multi-task condition, the participants performed the task identical
to that of the single task condition, but were also asked to simultaneously perform the
CRM task.

3 Results

3.1 Perceived Reliability

Mixed-model ANOVA showed a significant main effect for the Automation Reliability
factor, F (2, 33) = 29.85, p < .001, partial η2 = .64. Post hoc comparisons using the
Tukey HSD criterion for significance showed that there was no significant difference
between LR and MR levels. However, both LR (M = 59.79, SD = 9.06) and MR
(M = 64.44, SD = 9.51) levels had significantly lower perceived reliability ratings when
compared to HR (M = 84.31, SD = 8.02) level with p < .001 for both comparisons.
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3.2 Trust State

Mixed-model ANOVA revealed a significant main effect for the Automation Reliability
factor, F (2, 33) = 14.04, p < .001, partial η2 = .46. Post hoc comparisons using the
Tukey HSD criterion for significance showed that there was no significant difference
between LR and MR levels. However, both LR (M = 2.04, SD = .7) and MR (M = 2.53,
SD = .68) levels were significantly lower in trust ratings when compared to HR
(M = 3.68, SD = .73) level with p < .001 for both comparisons.

3.3 Reliance

The reliance scores were calculated as a sum of the total number of agreements with the
AA. Mixed-model ANOVA revealed a significant interaction between Automation
Reliability and Task Type factors, F (2, 33) = 3.48, p < .04, partial η2 = .17. In addition,
there was a significant main effect for Automation Reliability F (2, 33) = 51.89,
p < .001, partial η2 = .76. Post hoc comparisons with the Tukey HSD criterion for
significance showed LR Single Task condition (M = 7.41, SD = .97) produced sig-
nificantly lower reliance when compared to LR Multi-task condition (M = 8.45,
SD = .1.26), p < .05 (Fig. 1).

3.4 Insurgent Search Task and CRM Task Performance

No significant main effects for the Automation Reliability and Task Type for both the
insurgent search and the CRM tasks were observed. In addition, there was also no
significant interaction between these two factors for both tasks.

3.5 Global Workload

Mixed-model ANOVA revealed a significant main effect for the Task Type factor, F (1,
44) = 4.88, p < .05, partial η2 = .1. Participants in the Multi-Task condition (M = 29.31,
SD = 16.09) reported significantly higher workload when compared to the Single Task
condition (M = 26.06, SD = 17.27).

Fig. 1. Reliance across automation reliability conditions. Error bars are standard errors.
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4 Discussion

The main focus of the study was to examine the joint effects of automation reliability
and multi-tasking on trust calibration and reliance towards the AA. The overall results
confirmed some, but not all, of the original hypotheses. While LR and MR conditions
were similar to each other in perceived reliability, each was significantly lower when
compared to the HR condition. In addition, the participants in LR condition overesti-
mated the reliability by approximately 6 % and participants in MR and HR conditions
underestimated the reliability by approximately 11 %. A similar pattern was observed
for the trust state scores: the participants in LR and MR conditions rated their trust to be
significantly lower when compared to the HR condition. However, there was no dif-
ference between LR and MR conditions showing that the participants were not sen-
sitive to reliability manipulation when the reliability levels are low (50 %–70 %). For
the AA reliance, a significant interaction was observed showing that participants relied
on the LR automation more when asked to perform the CRM task confirming the
original hypothesis that increasing task demand would divert cognitive resources away
from evaluating the automation. Finally, participants found the multi-tasking condition
more challenging when compared to the single task condition indicating that the CRM
task indeed induced additional mental demand.

Generally, the results indicate the complex nature of the interaction between dif-
ferent levels of automation reliability and multi-tasking. Participants were neither
accurate in their judgment of automation reliability levels nor were they able to dis-
criminate between low and medium levels of automation reliability. It appears that they
“averaged” low and medium levels of reliability by overestimating one and underes-
timating the other showing low trust resolution [6]. The results related to underesti-
mation of reliability correspond well with previous findings of underestimation of
imperfect automation [13]. These findings indicate that human perception of system
reliability is not linear and possibly require additional features to help the operators
correctly judge its magnitude. In addition, while the participants were not affected by
the CRM task in their perceptual accuracy and trust ratings, the behavioral outcome
(i.e., reliance) was affected in the low reliability condition. This shows that even if the
participants estimated the aid to be equally reliable, they still have a tendency to agree
with the automation more, possibly due to a lack of the cognitive resources to ade-
quately interact with the automation as suggested by [10]. Overall, this study provides
insight into the patterns of trust calibration errors that may negatively affect perfor-
mance in human-machine teams, particularly when additional task pressure is present.

There are limitations associated with the experiment that the authors would like to
address in future studies. The performance data indicated that the results could have
been more dramatic if the insurgent search task and the secondary tasks were higher in
difficulty or longer in duration. In addition to addressing these errors, future studies
would benefit from the integration of psychophysiological metrics (e.g. EEG,
eye-tracking) that give additional information about the participants’ trust and work-
load states.
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