
Chapter 15
In-Silico Models of Trabecular Bone:
A Sensitivity Analysis Perspective
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Abstract This chapter provides an overview from a sensitivity analysis perspective
of computational mechanical modeling of trabecular bone, where models are gener-
ated from Computed Tomography images. Specifically, the effect of model develop-
ment choices on the model results is systematically reviewed and analyzed for both
micro-Finite Element and continuum-Finite Element models. Particular emphasis
is placed on the image processing effects (thresholding, down-sampling, image to
material properties relationships), themesh-related aspects (mesh size, element type),
and the computational representation of the boundary conditions. Typical issues are
highlighted and recommendations are proposed with respect to various model appli-
cations, including global stiffness/strength and local failure stress/strain behavior.
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15.1 Introduction

Biological processes such as bone and soft tissue remodeling are triggered or influ-
enced by the local mechanical environment through the cells’ mechanotransduction
[9, 57]. An accurate model of that environment is therefore important to capture the
coupled mechano-biological response of biological tissues. In particular, this chapter
will focus on the structural modelling of trabecular bone, which is a driver in appli-
cations such as bone adaptation and repair [8, 41]. There is wide-spread interest
in replicating the behavior of trabecular bone within a computational environment.
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Fig. 15.1 Trabecular core of a deer antler (2.11mm cubic specimen): a 3D visualization obtained
from micro-CT images, b hexahedral micro-FE mesh (195,862 elements), and c hexahedral
continuum-FE mesh (27 elements)

The improvement of bone strength estimation is a key clinical driver, which would
enhance treatment of patients whose bones are weakened, such as those with osteo-
porosis. In parallel, researchers are developing detailed theoretical models of bone
structure, material properties and macroscopic behavior in order to better understand
its fracture mechanics and regeneration mechanisms.

The development of these patient-specific, highly detailed computermodels of tra-
becular bone has been made possible by high-resolution, bench-top imaging systems
such as micro-Computed Tomography (micro-CT) scanners. The three-dimensional
images generated by a micro-CT scanner can be processed to extract geometric
details at a macroscopic and microscopic level as well as maps of how the material
properties vary throughout the bone.

This chapter reviews two of the dominant approaches to image-based model-
ing of trabecular bone. These are micro-Finite Element (micro-FE) models, which
explicitly represent the micro-structure of the bone, and continuum-Finite Element
models, which use a continuous, inhomogeneous material property field to implicitly
represent that micro-structure (see Fig. 15.1).

Any theoretical representation of a physical system is built upon a series of
assumptions about the behavior of that system. Finite element models of trabecular
bone by necessity use boundary conditions and loading regimeswhich are either pure
assumption or approximations of experimental conditions [42]. In addition the geom-
etry, and in some cases the material properties, are derived from image data using
theoretical relationships, calibrated conversion values, or user-controlled processes.

This chapter is specifically concerned with the sensitivity of key trabecular bone
measures to the variation caused bymodeling assumptions and decisionsmade during
the derivation of geometries and material properties. Analysis of these sensitivities is
a fundamental part of the model development process [18]. Data from the literature is
reviewed and specific cases from the authors’ work are used to provide more detailed
examples.
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15.1.1 Micro-Finite Element Models

Trabecular bone models which fall into the category of micro-FE explicitly include
individual trabecular struts resolved as part of the three-dimensionalmodel geometry.
The element size within the mesh is small enough for several elements to span the
thickness of a typical trabecular strut. The marrow and blood within the bone are
generally excluded from the finite element mesh.

Due to the large number of elements and complex geometries,micro-FEmodels of
trabecular bone typically require a large amount of computing resource and are often
analyzed on high performance computers. With the advances in imaging techniques
as well as computational power, micro-FE models have emerged since the 1990s.
The high computational cost however generally restricts the size of samples which
are processed, a typical area or bone represented is (5–10mm)3 [50].

In some cases the trabecular bone within a micro-FE model may be assigned
homogeneous material property constants across all elements [55]. In other cases the
material properties are assigned on an element-by-element basis, using information
from a micro-CT image [5, 25].

In order to construct a subject-specific micro-FE model of trabecular bone a
three-dimensional image must be available with a resolution small enough to cap-
ture the trabecular geometry. Although bench-top micro-CT scanners can generate
sufficiently high-resolution images, they are limited to relatively small in vitro speci-
mens: a whole human vertebra can currently be scanned but generally not a complete
human femur. In vivo imaging is possible through the use of high resolution periph-
eral Quantitative Computed Tomography (HR-pQCT) which makes it possible to
capture trabecular level images of small peripheral human joints.

15.1.2 Continuum Finite Element Models

Continuum finite element models of trabecular bone use an element size which is too
large for individual trabeculae to be resolved. A single element will typically cover
an area which is large enough to contain several trabecular struts and the marrow
space between them. Since fewer elements are needed, whole bone models can be
analyzed at relatively low computational cost.

The trabecular structure within each element can be represented by a separate
material property definition, creating a continuous but inhomogeneous map of prop-
erties throughout the bone. The sophistication and accuracy of the element-specific
material models depends on both the source image and the modeling approach. In
many cases the material properties are isotropic [22]. However, information on tra-
becular directionality has been used to derive orthotropic material properties for each
element [37, 58].
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15.1.3 Trabecular Bone Modeling Applications

Both the micro- and the continuum-FE modeling methods are capable of replicating
apparent load-displacement behavior of trabecular bone, equivalent to the measure-
ments obtained from a materials testing machine. In the case of continuum-FE,
stiffness and strength of whole bones can be modeled [22, 27, 32, 44]. However, the
use of a relatively low mesh density, which does not capture individual trabecular
struts, limits the possible outputs to those at a macro level. Since micro-FE models
are capable of capturing deformation of individual trabecular members, their outputs
can include stress, strain and failure initiation within the microstructure.

The development of image-based computer modeling of bone has largely been
driven by the need to assess the integrity of bone in patients with a suspected fracture
risk. This may be to diagnose bone weakening conditions such as osteoporosis or
metastatic involvement, or to measure the effectiveness of on-going treatment [3, 24,
48]. Models designed for this purpose generally use continuum material properties
due to the low resolution of in vivo scanning. The apparent stiffness and strength
measurements taken from these models have been compared to traditional DEXA
scans in terms of reliability in predicting fracture [7].

The continuum-FE method has also been used in pre-clinical research setting
to compare the effect of treatment across a set of specimens [54]. High resolution
micro-CT source images may be available in the laboratory environment and can
enhance the accuracy of continuum-FE models while the computational cost of the
model solution remains low.

Where the high resolution imaging was available, micro-FE modeling has been
developed in order to analyze micro-mechanics and detailed damage mechanics of
trabecular bone [30, 36]. The ability to model deformation at the level of individ-
ual trabecular struts has led to the use of micro-FE as the mechanical driver for
bone remodeling prediction [41] where the local strain/strain energy field drives the
remodeling algorithm.

Initial development of the micro-FE method used images of in vitro specimens.
With the development of peripheral quantitative computed tomography (pQCT),
micro-FE has now been applied to in vivo studies [6, 49, 50].

15.1.4 Sensitivity Analysis

Sensitivity analysis is the process of establishing how sensitive the outputs of amodel
are to various inputs or settings [1]. This is done by varying the input within a range
considered reasonable or realistic, and measuring the effect on the model outputs
and on any conclusions drawn from model comparisons. A sensitivity test will give
information on how precise the value of a parameter should be but will not show
how accurate it is.
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For the trabecular bone models discussed in this chapter, the assumptions which
could introduce errors into the solution can be grouped as follows.

1. Digital representation: the accuracy with which the imaging modality represents
the real bone.

2. Geometry and mesh generation: the accuracy with which the source image is
segmented and the bone geometry is represented by the mesh.

3. Mesh quality: the numerical effect of element size, element shape and order of
integration.

4. Material model: the accuracy with which the material model represents the mate-
rial mechanical behavior.

5. Boundary conditions and constraints: the effect of assumptionsmade about behav-
ior at the model boundaries.

6. Loading regime: accuracy of representation of the load in the simulated scenario.

Both the geometry (2) and the material model (4) are central to the development
of a specimen-specific model and can be dependent on the source image.

In contrast, the boundary conditions (5) and loads (6) are usually independent of
the source image and aim to replicate some in vivo or in vitro scenario. This chapter
will review the effect of boundary condition choices but not that of loading cases.

The finite element solution depends in the mesh quality (3). A mesh sensitivity
analysis is one of the fundamental verification steps highlighted in any course on
finite element analysis. The choice of element type in any finite element model is
not always clear cut. In solid models, the common types are linear or higher order
elements of tetrahedral or hexahedral shape. There is often a balance between using
a higher order integration function, which in some cases will converge with fewer
elements but have more integration points (and hence a higher computational cost)
and a linear option where a larger number of elements may be needed to reach
convergence.

Sections15.2 and 15.3 give some details of the methodology employed for micro-
FE and continuum-FE respectively, along with evidence of sensitivity of key outputs
to the assumptions detailed above. Although the image resolution is mentioned in
the context of image segmentation, digital representation (1) is otherwise neglected.
The bonematerial model (4) is assumed throughout the chapter to follow an isotropic
Hookean elastic behavior. The effect of using a, possibly more accurate, nonlinear
and/or anisotropic material model is not considered in this work.

15.2 Micro-FE Models of Trabecular Bone

There are two main methods to create micro-FE meshes from images. The first
method requires a triangulation of the surface that first needs to be extracted from
the images [13, 35]. The triangulated surface can then be filled with tetrahedral
elements. The second one, referred to as the voxel-basedmethod, creates the elements
by converting the images voxels into hexahedral elements [47, 51]. This second
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method can be used either to directly create hexahedra from voxels or to create
hexahedral meshes that are mass-compensated [47]. Indeed, direct conversion of
voxels to hexahedra can lead to loss of connectivity. These disconnected elements
are not an active part of the model and are thus disregarded by any computation
method. This induces a loss of bone mass compared to the actual bone mass of the
specimen. The mass-compensated method accounts for this loss of connectivity and
adds mass by artificially thickening the remaining bone trabeculae.

The voxel-based method is straightforward; however, if not smoothed, it produces
jagged surfaces and edges, known as a staircase artifact, and thus is not accurate at
the boundaries.

The meshes produced by a surface extraction method are smoother than voxel-
based meshes; however, tetrahedral elements do not perform as well as hexahedral
elements of the same order from a computational point of view [10, 39, 46].

When used in a small strain analysis with uniform elastic properties, the voxel-
based meshes (using 8-noded elements) are particularly efficient as all elements are
the same (same fixed orientation and shape), allowing an elementary tangent operator
to represent the entire linear system [40, 52]. In this case, models with millions of
degrees-of-freedom can be resolved on standard desktop computers.

15.2.1 Sensitivity to Imaging and Material Property
Assignment

Before 3D CT images are converted into micro-FE models, they are usually bina-
rized by thresholding, segmenting marrow and bone. The threshold level and method
influence the results of micro-FE models as they influence the mesh and lose infor-
mation on the partial volume voxels (voxels representing both bone and marrow).
Another method of producing the micro-FE models is to directly convert the grey
level into equivalent mechanical properties, thus accounting in the model for both
bone and marrow (and partial volume voxels). The greyvalue to mechanical proper-
ties relationship thus influences the micro-FE results.

15.2.1.1 Sensitivity to the Threshold

The image threshold levels and the threshold method are two of the key points
affecting the model behavior. They determine whether a voxel is represented or not
as a solid element in the model. The threshold method thus has a direct influence
on the bone volume modeled, as well as on the trabecular thickness and trabecular
connection. Changes in these three parameters affect the apparent behavior of a
trabecular model, since a high bone mass sample will be stiffer than a low bone
mass one of the same size. Equally, local behavior will be affected. For example thin
trabeculae are more likely to fracture and unconnected trabeculae do not participate
in the weight bearing of the bone sample.
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Table 15.1 Deviation of structural parameters for a 0.5% increase in threshold level; data from
[20]

Deviation in Low volume fraction samples
(<0.15) (%)

High volume fraction samples
(>0.2) (%)

BV/TV 5 2

Tb.Th <3 <3

Computed apparent stiffness 9 3

Early on in the introduction ofmicro-FEmodels, the effect of the thresholdmethod
was analyzed. By comparing the behavior of human trabecular bone models at dif-
ferent image resolutions [47], it was shown that the use of a direct voxel conversion
produces good results for high resolution models but not for lower resolution ones
(with however a better apparent behavior representation than the local behavior one).
The use of a mass compensated method produces more accurate results on an appar-
ent point of view, however it compensates the loss of connectivity by a thickening
of the remaining structure and thus significantly changes the micro architecture, and
the local behavior.

The threshold level used for trabecular bone is also significant. Manual threshold-
ing by different users leads to different results. Even though there is a low inter-user
variability (0.5% difference in threshold value) to produce a “judged as optimal”
threshold [20], the change in structural parameters extracted within that variability
can be significant (see Table15.1). It has been shown [4] that visual thresholding usu-
ally under-estimates the bone volume. Due mainly to the difference in the thickness
of the trabeculae, the sensitivity of a visual threshold is lower for high volume frac-
tion samples [4]. It is likely that the error is systematic per user [20]. This systematic
error would therefore not be an issue for a comparative study performed by a single
user as differences between groups could be detected anyway. It cannot however
be blindly used to extract absolute quantitative mechanical parameters. Choosing a
threshold value that accounts for an experimentally measured BV/TV (e.g. measured
with Archimedes’ principle) would reduce the errors associated to manual threshold-
ing. However, such an experimental value can prove difficult to measure. Indeed, the
specimen whose density is measured using Archimedes’ principle needs to be com-
pletely immersed into distilled water, or another submersion liquid of known density,
and degassed to remove all trapped air [16]. The measured density thus depends on
the reliability of the degassing phase which is not easy to assess.

It should be pointed out that these different studies [4, 20, 47] did not account
for geometrical nonlinearities that could occur even at low apparent strains. Their
conclusions over the representation of mechanical parameters are thus valid only
under a small strain hypothesis.



400 M. Mengoni et al.

15.2.1.2 Sensitivity to the Relationship Used

Most micro-FEmodels of trabecular bone consider a homogeneous tissue-level bone
modulus. However, the tissue modulus is dependent on the mineralization and thus
can vary both within a trabecula and between struts [29]. Using a density-dependent
modulus can thus account for the mineral content but also for the partial volume
effects at the trabecular surfaces. This partial volume effect is caused by the error
in capturing the surface of the trabeculae. Depending on the threshold value, voxels
representing a mix of bone tissue and air or marrow can be considered as being
100% bone or 100% air/marrow. The material properties of those areas are thus
either over-estimated or under-estimated. Using material properties function of a
local greyscale rather than homogeneous values after thresholding can thus help to
reduce the sensitivity of the model to the threshold. With a non-linear relationship,
Homminga et al. [25] showed that using a greyscale-based modulus value for each
voxel instead of a homogeneous value reduces the mean deviation and the range of
deviation of the computed apparent elastic modulus from the experimental apparent
elastic modulus. Bourne et al. [5], proposed a linear relationship between the X-ray
attenuation and tissue modulus. This relationship assumes a modulus of 20 GPa for
a tissue of 1.1g/cc. Using different slopes for the linear relationship, they found a
slope of 1.4 most precisely predicted experimental modulus. They demonstrated the
apparent elastic modulus value for a homogeneous 20 GPa model was significantly
greater than for all types of inhomogeneous models. Following the same principle,
Harrison et al. [21] calibrated their linear relationship with micro-indentation tests.
Finally, a more complex relationship accounting for the mineral content of the bone
was proposed by Bourne et al. [5]. They defined a theoretical relationship relating
micro-CT mineral density to tissue density and elastic modulus. The derivation uses
prior knowledge of the bone constituents’ volume fractions and individual constituent
densities to calculate the volume and mass of each constituent within a voxel.

15.2.2 Sensitivity to the Finite Element Mesh

To perform a finite element analysis on processed images, the geometry they repre-
sent needs to be discretized into a finite element mesh. A finite number of geomet-
rically simple elements (such as hexahedra and tetrahedra) is used to represent the
potentially very complex geometry represented in the images. The mesh built on the
processed images is the next source of errors to which the results are very sensitive.
The element size needs to be appropriate so that the geometrical discretization is
accurate. However, a series of numerical errors occurs depending on the element
size, type, and integration method. The sensitivity of the results to these types of
errors is overviewed here.
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15.2.2.1 Sensitivity to the Finite Element Mesh Size

Early work on the influence of element size [31] showed that computing an apparent
stiffness with a linear model and a voxel-based mesh produced results which were
very sensitive to the mesh resolution. However, the image resolution those meshes
were built from (given the trabeculae are properly resolved) did not seem to play an
important role. Low density samples seemed more sensitive to the mesh resolution
than high density ones. Convergence studies for a fully linear model and a voxel-
based mesh [19] have shown that the element size should be less than one fourth
of the trabecular thickness. No convergence studies for meshes built on triangulated
surfaces of trabecular structures were however found in the literature. This gap is
partially covered hereafter.

Micro-CT images of the trabecular core of a bone antler [13] were used to analyze
several sensitivity aspects of micro-FE models. It consisted of a 2.11mm cubic spec-
imen (BV/TV of 10.88%), imaged at a cubic voxel size of 8.64 μm (see Fig. 15.1a).
Ten triangulation surface meshes obtained with a surface reconstruction algorithm
[13] were constructed at different resolutions (producing from 65,000 to 120,000 tri-
angles). Linear tetrahedral meshes built on those surface triangulations (i.e. meshes
with 130,000–290,000 elements) were used to analyze the effect of mesh size on a
finite strain model of compression tests. The material at trabecular level was consid-
ered as following an isotropic Hookean elastic behavior, described with a Young’s
modulus of 7.78 GPa [14], and a Poisson’s ratio of 0.3. The performance of those
meshes was evaluated by comparing the computed apparent stiffness (computed with
a linear regression at 0.2% compression), and the force level for 5% compression
tests in each direction. The finite strains micro-FEmodels were solved using the non-
linear object-oriented implicit software Metafor (LTAS-MN2L, University of Liège,
Belgium).

The coarser meshes show places (highlighted in red on Fig. 15.2) where only
one element spans across the trabecular thickness. The convergence study shows
(Fig. 15.3) that both the apparent stiffness and the maximal force decrease when
increasing the number of elements. The apparent stiffness decreases by 6.2% from
the coarser mesh to the finer ones, while the maximal force decreases by 10.4%.

15.2.2.2 Sensitivity to Type of Finite Element

The performance of a model is not only sensitive to the mesh resolution but also to
the shape of each element. Early studies on the subject [47] showed that for a fully
linear elastic model, there were no significant differences between the performances
of a mass-compensated linear hexahedral mesh and a tetrahedral one. As soon as
geometrical nonlinearities are included in a model, those conclusions may no longer
be valid. To analyze the element shape influence on a model performance, the bone
antler sample introducedpreviouslywasmeshedusing three different algorithms.The
first one used a surface-reconstruction algorithm as presented in Fig. 15.2 (we use
here the finest mesh from that study), thus producing a smooth tetrahedral mesh; the
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Fig. 15.2 Cut through antler meshes. Left 130,000 elements mesh, Right 290,000 elements mesh

Fig. 15.3 Convergence
study—normalized values
for compression tests in three
directions (color dots):
stiffness (dashed line) and
force (plain line) (color
online)

second one used a direct voxel conversion algorithm, thus producing a jagged hexa-
hedral mesh (see Fig. 15.1b); the third one used a direct voxel conversion followed
by a topology-preserving smoothing algorithm [12], producing a smooth hexahedral
mesh. Two meshes were produced using this last method, the first one involved one
smoothing iteration, the second one two smoothing iterations. The performance of
these four meshes was evaluated comparing the computed apparent stiffness (com-
puted with a linear regression at 0.2% compression), the maximal force level, and
the deformed micro-structure for 10% compression tests in each direction, using the
same material model as earlier.

Even though the smoothing algorithm preserves the initial topology as accurately
as possible, some shrinkage is inevitable. The bone volume represented by eachmesh
is slightly different (Table15.2). Smooth hexahedral meshes represent a smaller bone
volume than the voxel-basedmesh, the tetrahedral mesh represents however a similar
bone volume. The computed apparent stiffness slightly decreases with smoothing in
the hexahedral meshes. The computed force (Fig. 15.4) is equivalent for the three
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Table 15.2 Mesh type dependent parameters

Relative difference
(in % of the voxel
mesh value)

Smooth hexahedral
mesh (1 smoothing
iteration)

Smooth hexahedral
mesh (2 smoothing
iterations)

Tetrahedral mesh

Volume −4.32 −7.89 +0.75

Stiffness −3.71 (±1.72) −5.55 (±0.52) +39.63 (±7.05)

Fig. 15.4 Example of force versus applied engineering strain function of the element type

hexahedral meshes, slightly decreasing as the smoothing increases. The tetrahedral
mesh requires however a higher force to be applied, especially at large strains.

Finally, the deformation pattern between the hexahedral meshes shows only slight
differences while that of the tetrahedral mesh is completely different (Fig. 15.5). In
particular, direction of trabecular bending can be opposite.

It is thus clear that the choice of element shape for a given mesh resolution
influences not only the local behavior of the model but also its apparent behavior.
A thorough comparison with experimental data on both the apparent and local level
is needed to fully evaluate the best choice of element type. It should finally be pointed
out that the conclusions addressed here are only valid on a sample with low BV/TV
and considered as following an isotropic Hookean elastic behavior. Differences in
results for the force level or the deformation pattern may be different for other types
of material behavior more appropriate to model bone trabeculae at large strains.

For a given element shape and size, the chosen integration method will affect
the integration results. Geometrical discretization errors lead generally to softening
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Fig. 15.5 von Mises equivalent stress fields and values of the applied force at 10% applied engi-
neering strains

(due to an underestimation of the volume at the threshold and the meshing phases).
For hexahedral elements in a linear integration (8 integration points), there can be
a stiffening effect due to shear locking if elements happen to be submitted to pure
bending. In a finite element solution process the stress field, and all other secondary
fields, are computed accurately at the integration points, and reducing their number
reduces the accuracy of the stress field. A reduced integration (one integration point)
avoids shear-locking but degrades the computed stress field. Quadratic integration
(27 integration points) also avoids shear locking and does not degrade the secondary
fields (as the number of integration points increases). It thus can be used even at low
resolutions for accurate stress fields. The main disadvantages of a quadratic integra-
tion are the increase in computational cost and the increase in sensitivity in inaccurate
geometry (such as staircase artifacts). The opposite behavior between geometrical
discretization softening and integration stiffening explains [13]why 8-noded hexahe-
dra, using a sufficient resolution, are accurate concerning the computation of global
apparent values in small strains analysis. For a quadratic integration however, as
discretization errors are not compensated by integration errors, the computed appar-
ent values are less accurate than 8-noded hexahedra (even though both results are
strongly correlated).

15.2.2.3 Discussion

A number of studies have been performed on the analysis of hexahedral mesh perfor-
mances representing trabecular bone microstructure. However voxel-based meshes,
while straightforward to build, do not represent the trabecular surface accurately as
they produce jagged edges. Tetrahedral meshes allow the representation of smooth
surfaces more easily. There are few convergence studies on the performance of tetra-
hedral meshes representing trabecular microstructure. The current work illustrated
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that the mesh has to be fine enough in order for more than one element to span across
the trabecular thickness. However, drawing a definite conclusion on the number of
elements needed over the trabecular thickness is difficult. Indeed as all elements do
not have the same size, measuring the quality of the mesh by the ratio of the mean
edge length to the mean trabecular thickness is not representative of the mesh quality.
For the presented meshes, that ratio indeed varies from 3.04 to 3.47 when increas-
ing the number of elements. Looking at that ratio only would thus not highlight the
differences observed between meshes. Only a local inspection of the mesh can help
determine whether or not the mesh is fine enough.

Anothermethod for avoiding jagged surfaces is to smooth out voxel-basedmeshes,
thus obtaining smooth hexahedral meshes. This smoothing operation has to be done
with as little volume loss as possible. The performance of smooth hexahedral meshes
was compared to that of a voxel-based mesh and a tetrahedral mesh, showing dif-
ferences in computed force and stiffness. The stiffness and force decrease of the
hexahedral meshes can be explained by the proportional volume loss. The tetrahe-
dral mesh shows higher apparent stiffness and force that cannot be explained by the
small volume increase. The difference is most probably due to the numerical stiff-
ness of the linear tetrahedron. Indeed, the linear tetrahedron (1 integration point) is
known to be stiff while the hexahedra are here integrated on 8 nodes with selective
reduced integration to reduce shear-locking effects. The increased apparent stiffness
behavior of the tetrahedral model is therefore most likely to be a numerical artifact.
This numerical stiffness is less present in second (or higher) order tetrahedra. How-
ever, due to their simplicity and robustness, elements with linear shape functions
are often preferred for non-linear problems, particularly when these involve large
strains, frictional contact or material nonlinearities.

15.2.3 Sensitivity to Boundary Conditions

This section discusses the sensitivity of micro-FE models to the representation of
boundary conditions. Boundary conditions represent experimental loading and sup-
port conditions of the modeled specimens. When qualitatively comparing the per-
formance of several models, the applied boundary conditions might not be of impor-
tance to extract differences or similitudes between different groups as long as they
are applied in the same way for each group. When quantitatively comparing models
and experimental data, the accuracy of the boundary condition representation can be
of great importance.

Most experimental tests of trabecular structure are compression tests of cylindri-
cal samples. Representing the experimental setup in details can be considered. The
interaction between the bone sample and the experimental setup (the sample extrem-
ities can be embedded into end-caps) is however often unknown. The setup is thus
often simplified into a fixed end, on top of which lays the sample, and a moving one,
compressing it. The applied boundary conditions can allow either for the material to
move in the plane perpendicular to the loading direction (free boundary condition)
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or not (constrained boundary conditions). Several studies have shown the influence
of model choice on the results. The models are highly sensitive to the representation
of the gripped end by constrained or free boundary conditions. Apparent parameters
such as the apparent stiffness can show variations up to 40% [31], with a constrained
numerical setup stiffer than a free one. Note however that a compression experiment
with or without end-caps can show comparable deviations [28]. Using micro-FE
models coupled to an optimization method to compute the hard tissue modulus gives
however resultswhich are better correlated [26]when the samples are testedwith end-
caps and modeled with constrained BC’s, than tested without end-caps and modeled
with frictionless contact conditions or free moving boundaries. The difference may
be due to the fact that modeling a free moving boundary with frictionless behavior is
not fully representative of the experimental conditions as purely frictionless behav-
ior is not obtained. Approximating the boundary conditions usually leads to a higher
tissue modulus than representing the actual experimental setup [4]. The method used
to represent constrained or free boundary conditions can still be achieved in different
ways using for instance either nodal constraints or contact conditions.

To analyze the effect of boundary representations, the bone antler sample intro-
duced previously was compressed using eight different boundary setups (Fig. 15.6),
all representing a fixed bottom surface and a moving upper one. Four of those setups
had constrained boundary conditions at each end (Fig. 15.6a–d) and four had free
boundary conditions at each end (Fig. 15.6e–h). The constrained condition on the
fixed surface was represented either as a node constraint (cases a and b), for which
the surface nodes were pinned in 3D, or as a friction contact with a rigid plane (cases
c and d) using a friction coefficient of μ = 0.8. The constrained condition on the

Fig. 15.6 Different types of constrained (top row) and free (bottom row) boundary conditions for
a vertical displacement. Constraints in grey are applied to contact planes; constraints in black are
applied to surface nodes
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Table 15.3 Boundary conditions type dependent parameters (values in parentheses are the standard
deviations)

Relative difference in
stiffness (in % of the
“no contact” stiffness)

Contact on moving
side

Contact on pinned side Contact on both sides

Constrained type BC’s 51.3 (±19.4) 76.9 (±23.5) 86.8 (±15.4)

Free type BC’s 26.8 (±3.5) 34.5 (±10.5) 51.3 (±9.4)

moving surface was similarly represented either as a node constraint (cases a and c)
or as a contact condition (cases b and d). Similarly the free condition on the fixed
surface was represented either as a node constraint (cases e and f), for which the
nodes were pinned in the directions perpendicular to the compression, or as a fric-
tionless contact condition (cases g and h). The free condition on the moving surface
was either a node constraint (cases e and g) or a frictionless contact condition (cases
f and h). For the case where two frictionless contact conditions were used (case h)
the central node of the bottom surface was pinned to avoid rigid body motion.

As previously a compression of 5% was applied in a large strains framework
and the performance of each model was assessed comparing the computed apparent
stiffness and the maximal force reached. Exactly as constrained BC’s are stiffer than
free ones, contact BC’s are stiffer than node constraints, whether constrained or free
(Table15.3). The deviation in the force between the different free representations
stay proportional with the level of compression while the constrained representation
shows increasing deviation with compression (Fig. 15.7).

Fig. 15.7 Example of force
versus engineering strain
function of the BC type
(plain lines free BC’s,
dashed lines constrained
BC’s)
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The ability to move laterally while applying a compression allows the virtual
setup to be more compliant. The computed apparent stiffness and force decreases
with the increasing flexibility for the sample to move or expand laterally.

15.3 Continuum Level Models of Trabecular Bone

Finite element models of trabecular bone at the continuum level have existed for
many decades and have been used to investigate a range of clinical situations. Whilst
micro-FE models have become more prevalent for the simulation of small regions
of trabecular bone, the computational cost can be prohibitive, and whole bones and
joints are still routinely simulated at the continuum level. Advances in imaging
technologies such as CT and micro-CT have enabled more information to be derived
for the generation of such models, including both the geometry and the spatially
varying material properties.

15.3.1 Sensitivity to Imaging and Material Property
Assignment

Continuum-level finite element models of bones with inhomogeneous material prop-
erties based on the underlying bone density have become widely adopted, and have
been shown to provide better agreement with experimental data than those using
uniform properties [44]. The elastic modulus of elements representing the trabecu-
lar bone regions within these models are often assigned on an element-by-element
basis. Two approaches are commonly used to derive the elastic modulus values, as
illustrated in Fig. 15.8. In the first (the ‘greyscale’ approach), an average greyscale
is calculated from the voxels within the element volume, and the elastic modulus is
calculated as a function of this value.

In the second (the ‘segmentation’ or ‘BV/TV’ approach), the underlying image
is first segmented in order to calculate the bone volume fraction (BV/TV) and the
modulus is then calculated as a function of the BV/TV. The segmentation approach
allows extracting further information on the microstructure. In particular, informa-
tion about the anisotropic organization of trabeculae can be computed from the
segmented images. In that case, fabric tensor based orthotropic material properties
can be derived. Accounting for anisotropy showed it can improve the correlation of
bone morphology to bone strength for several anatomical sites [32, 37].
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Fig. 15.8 Example of two
different approaches for the
derivation of mechanical
properties from the
micro-CT image data. For
each element within the
model, the elastic modulus is
calculated based on either
the mean greyscale
(greyscale approach) or the
BV/TV (segmentation
approach) of that region

15.3.1.1 Sensitivity to the Methodology Used

In order to examine the sensitivity to the approach used, models from two previous
specimen-specific studies [45, 54] were examined using both methods. In total, ten
vertebral bodies (four human and six porcine)were imaged usingmicro-CT at a cubic
voxel size of 0.074 mm, and tested under axial compression. From the micro-CT
scans, two models were built of each specimen with the same element size of 1 mm.
In one model, the greyscale approach was used, with the modulus linearly related to
the mean greyscale of the voxels within the element. In the other, the segmentation
approach was used, by first segmenting the images with a species-specific threshold
(i.e. different for the human and porcine specimens). The elastic modulus was then
linearly related to BV/TV. In both cases, the relationship between the image data and
elastic modulus was optimized until the average error between the predicted stiffness
of the models and the experimental values was minimized. The resulting predictions
were compared to the experimental values and are shown in Fig. 15.9. The absolute
average errors in stiffness for the two sets of models compared to the experimental
results were then calculated. It was found that these errors were very similar for the
two methods (6.5% for BV/TV method and 8.3% for greyscale method). Since the
experimental error is likely to be of a similar order of magnitude to these errors,
the results suggest that there is no advantage in using one method over the other,
providing that the parameters used have been optimized.

15.3.1.2 Sensitivity to the Threshold for the Segmentation Method

As discussed in Sect. 15.2.1.1, the threshold selected to segment an image into tra-
becular bone and trabecular space will affect the thickness of the trabeculae and it
has been shown that the choice of threshold can have a considerable effect on the
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Fig. 15.9 Agreement between FE model predictions and experimental stiffness values for ten
porcine and human vertebrae modeled using element-specific material properties based on BV/TV
and mean greyscale data derived from the micro-CT image data of the specimens

Fig. 15.10 Predicted stiffness of four FE models of human vertebra [54] generated using the
segmentation method to assign element-specific elastic modulus values. For each specimen, the
predicted stiffness when two different threshold values were used to calculate the BV/TV is shown

calculated BV/TV values [38]. This then has a knock-on effect on the resulting FE
model stiffness, as is illustrated in Fig. 15.10 for the four models of cadaveric ver-
tebrae described above [54]. Here, two threshold values were selected to represent
extremes of the range likely to be picked ‘by eye’, and it was found that the predicted
stiffness varied by a mean of over 30%.
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15.3.1.3 Sensitivity to the Relationship Used

Whichever method is used to determine the elastic modulus or other material prop-
erties from the underlying image data, the relationship between the greyscale and
the property will have an effect on the final model. A number of different rela-
tionships have been used for both the BV/TV and the greyscale methods. Many of
these relationships originate from density-modulus equations derived from previous
experimental tests on trabecular bone specimens. The number of available equations
in the literature is large, and several studies have investigated the sensitivity of the
model outputs to the equation used, in many cases making direct comparisons with
experimental tests in order to determine the most suitable relationship (e.g. [2, 11,
17]). These studies have generally found that the FE model predictions of apparent
stiffness and local strain are highly sensitive to the equation adopted, which is unsur-
prising when the range of different equations in the literature is considered. However,
there is little consensus across the studies on a single ‘optimum’ equation and, even
within studies, different equations appear to fit different individual specimens better
(e.g. [2, 17]). Many of the equations used are based on a power-law relationship
between a measure of bone density (ρ) (ash density, apparent density, BV/TV etc.)
and elastic modulus (E):

E = aρb

The relationship derived byMorgan et al. [34] with a relatively low power (b = 1.49)
appears to commonly be amongst the closest when the resulting FE models are
compared to experimental data [11, 17]. In the study by Cong et al. [11], the authors
determined optimum values of a and b to best fit the stiffness predictions of the
FE models of femora to results obtained experimentally. They found an even lower
power (b = 1.16) obtained the best results from a power-law equation. In another
study [54], it was found that the value of the power had little effect on the performance
of an individual model of a spinal vertebra, providing the associated constant, a,was
optimized, as can be seen in Fig. 15.11.

The effect of the power will depend on the spread of the greyscale values within
the underlying images. Extremely bright and dark regions in the image, which may

Fig. 15.11 Load–
displacement curves for a
vertebral model generated
using different relationships.
Adapted from [54]
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be caused by artifacts, will dominate the model behavior with higher power terms
by causing regions of overly large or small modulus values. The low sensitivity seen
here makes a linear relationship a reasonable choice for this study. However the
sensitivity may be affected by bone density range within the specimen set.

15.3.1.4 Discussion

A number of different methods have been used to both extract information from
three dimensional image data sets and to derive finite element mechanical properties
from this information. Two common methods for extraction, described here as the
‘greyscale’ method and the ‘segmentation’ method appear to yield models with
relatively similar levels of accuracy. Both have their advantages and disadvantages.
The segmentation method is sensitive to threshold, which in turn is sensitive to the
scanner and settings used. Use of phantoms and/or automatic segmentation methods
could allow scans from different imaging systems to be used, but as yet, little work
has been undertaken to develop a robust framework for this process. The greyscale
method is dependent on both the scanner and its settings, aswell as thematerialwithin
the marrow space. The use of phantoms is common place to calibrate scanners and
relate the greyscale to the bone density. However, the greyscale of the trabecular
space will be very different for dry bone specimens compared to those where the
marrow is intact. So, whilst phantoms may get around some of the problems of using
different scanners, it is more difficult to take account of different materials within
the trabecular space.

Themodel predictions have been shown to be sensitive to the relationships used to
assign the properties from this image information. The literature is awash with differ-
ent equations and there is no clear consensus on an optimum choice. For applications
with a limited density range, it may be possible to use a simple linear relationship,
provided that the terms in the equation can be tuned for the specific species and type
of bone that is used.

15.3.2 Sensitivity to the Finite Element Mesh

15.3.2.1 Sensitivity to the Finite Element Mesh Size

Many factors affect the convergence behavior with respect to the elements size of
a finite element model, and the inhomogeneous properties, often coupled with a
complex geometry, add particular challenges to the analysis of bone. To isolate the
effects of material properties from those of the geometry, a study was undertaken
where six rectangular cores of bone were extracted from continuum-level models
of whole vertebrae and examined in isolation [27]. As the mesh density was altered
(Fig. 15.12), models where the bone properties were inhomogeneous, and based on
the underlying image greyscale, displayed less consistent convergence that those
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Fig. 15.12 A typical cuboid (12× 12× 32mm3) of trabecular bone meshed with three different
element sizes (Model 4 = 4mm3, Model 2 = 2mm3, Model 1 = 1mm3). Adapted from [27]

Table 15.4 Difference in predicted stiffness between homogenous and greyscale-based FEmodels
of trabecular bone cores generated with different element sizes (Model 4= 4mm,Model 2= 2mm,
Model 1 = 1mm)

Homogenous properties Greyscale-based properties

(Model 4-Model 2)/Model 2 (%) 6.3 5.5 (±4.3)

(Model 2-Model 1)/Model 1 (%) 0.030 3.8 (±2.5)

From [27]

where the properties were homogenous (Table15.4). This is not surprising, since
within the inhomogeneous greyscale-based models element size will alter not only
the number of degrees of freedom, but also the distribution of material properties.

Zhao [56] decoupled these two effects by generating models of synthetic tra-
becular bone specimens based on micro-CT images in two different ways. In the
first method, the images were down-sampled to different resolutions using a method
incorporating partial volume effects. Then finite elementmodels were generatedwith
elements of the same size as the down-sampled images resolutions. In the second
method, the images were down-sampled to the coarsest level, and then finite element
models created from the images with varying mesh sizes, such that there were differ-
ent numbers of elements but the materials properties of each were based on the same
underlying greyscale grid (Fig. 15.13). Where this latter method was used, there was
a rapid convergence that remained as the element size decreased. However with the
first method, there was some evidence of convergence at larger element sizes (where
the element was much larger than the trabecular bone structure), but as the image
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Fig. 15.13 Example in 2D of two methods of generating FE models from images at different
element sizes. In Method 1, the underlying image is down-sampled, and the elements are assigned
properties based on the image greyscale at that down-sampled level. In Method 2, the images are
first down-sampled to the lowest resolution, then meshes of different sizes are used, such that the
properties are always based on the same down-sampled image. Adapted from [56]

Fig. 15.14 Results of mesh convergence tests using a Method 1 and b Method 2 for models
generated from images of a synthetic trabecular-like structure. Each line depicts the results of a
different image data set. In Method 2, as the element size is decreased, the elements become a
similar size to the trabeculae (∼1mm in this case) and eventually a second convergence occurs
once the model becomes a micro-FE model. From [56]

resolution neared that of the trabecular structure itself, there was instability, since
the elements were beginning to represent either trabecular space, or trabecular bone,
rather than an average of the two (Fig. 15.14).

In a study including both isotropic and orthotropic models of cylindrical samples
of deer antlers and other cellular materials, Mengoni et al. [33] decoupled the mesh
size effects from the region size from which the material properties are extracted.
The samples were meshed at a given fine resolution while the image-based material
properties were extracted on regions of different size, assigning the same set of
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properties to the underlying cluster of mesh elements. This method showed evidence
of convergence for decreasing size of element clusters, before reaching the element-
by-element level. For a given mesh size, while assigning material properties on an
element-by-element basis may be necessary for isotropic models where only the
modulus is evaluated from the image, for orthotropic models where fabric is also
evaluated, it is less necessary and a cluster approachmay be appropriate here because
more information is extracted from the images.

15.3.2.2 Sensitivity to Type of Finite Element

There are relatively few studies that have specifically analyzed the element type in
relation to continuum bone models. Ramos and Simoes [39] compared element type
and order for simplified and realistic geometry femur models with homogeneous
material properties. For the realistic model, the results for models with hexahedral
elements converged with a lower number of elements than for the tetrahedral models,
but there were some (<10%) differences between the first and second order con-
verged results. For the tetrahedral elements, there was little difference in the results
between the first and second order element types for the same number of elements.
Their general conclusion was that the type of element “did not evidence significant
differences”, however this will be very dependent on the nature of the problem and
level of accuracy required. In the case of bone models with inhomogeneous, image-
based material properties a change in element size will affect multiple aspects of the
model (Sect. 15.3.2.1) and convergence testing is not straight forward.

15.3.3 Sensitivity to Boundary Conditions

The sensitivity of ovine trabecular bone models to the representation of boundary
conditions replicating an experimental test were examined by Sikora [43]. Exper-
imental tests were undertaken in which trabecular cores (approximately 10mm in
diameter and 20mm in length) were extracted from ovine vertebrae, and set in del-
rin endcaps using a small quantity of polymethylmethacrylate (PMMA) cement, as
shown in Fig. 15.15a. The specimens were imaged using an HR-pQCT (XtremeCT,
Scanco Medical, Switzerland) with a voxel size of 0.041mm and converted to finite
element models with a 1mm mesh size using proprietary software (ScanIP v4.2,
Simpleware Ltd., UK). Four different methods of representing the boundary condi-
tions on the bone were investigated. For each case, four specimens were investigated
and the mean difference in predicted stiffness between the case representing the full
experimental set up (Fig. 15.15a) and the different simplifications (Fig. 15.15b–d)
were calculated.

The results are presented in Fig. 15.16. It can be seen that large relative differences
on the stiffness occur where the boundary conditions do not provide the lateral
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Fig. 15.15 Schematics of FE models of a trabecular bone compression test representing a the
experimental set-up including the endcaps and PMMA cement, b a simplified version without the
PMMA cement, c only the bone and d the bone with additional boundary conditions preventing
lateral displacement (shown as grey lines). In all cases, the models were tied to rigid plates on the
top and bottom surfaces. Adapted from [43]
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Fig. 15.16 Results for a boundary condition sensitivity study [43] undertaken on four models under
the four different boundary conditions shown in Fig. 15.15. The absolute mean stiffness differences
(error bars show standard deviations) are shown for cases (b)–(d) compared to the reference case
(a). Mean solution times are also shown

constraint at the ends (case c). Similar results were also found by Zhao [56] using
synthetic bone specimens. Here, an investigation was also undertaken to examine
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the effects of different boundary conditions on a model similar to that shown in
Fig. 15.15c.

The representation of whole bone specimens is just as sensitive to loading condi-
tions, as was illustrated by Jones and Wilcox [27]. Here, specimen-specific models
of spinal vertebrae were constructed to replicate an experimental compression test
where the upper endplate was loaded via a steel ball, allowing it to tilt relative to
the lower endplate. The predictions of stiffness from the FE models was found to be
highly sensitive to the position at which the load was applied, with even deviations of
2mm in location causing nearly 20% change in the predicted stiffness. Such results
illustrate not only the importance of boundary conditions in an FE model, but that
this is also an issue with an experimental test, although it is often less apparent in
the laboratory because of the variation between specimens.

From these results, it is clear that boundary conditions are important and changes
in their implementation can cause substantial differences in model predictions. Even
known conditions in a laboratory test can be represented in different ways, and sim-
plifications can lead to substantial errors. The endcapped trabecular bone specimen
should be very ‘easy’ to model and the situation becomes worse if the ends of the
specimen are free to move laterally, as Zhao [56] showed, since the coefficient of
friction between the bone and the loading platen is usually unknown. Where there
are more unconstrained degrees of freedom, such as in the whole vertebra model,
then the location of the constraints can play a major role and the replication of an
experimental test becomes increasingly more difficult.

Boundary conditions are often appliedwithoutmuch justification, and these exam-
ples demonstrate that there is a need for thorough sensitivity tests since subtle changes
in their application can lead to quite different results.

15.4 Discussion

This chapter provided evidence on the sensitivity of trabecular bone model outputs
to the assumptions made during their construction, for micro-FE and continuum-FE
models.

The level of sensitivity to several aspects, such as image segmentation and mesh-
ing, depended on the density of the specimen considered and the amount of defor-
mation modeled. Model results were less sensitive to the assumptions made with
the presence of higher density bone within the source specimen or with a low strain
assumption during virtual testing. This is an important consideration when applying
established methods to a new site in the body or new disease state.
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15.4.1 Segmentation

Micro-FE predictions are sensitive to the threshold value used to segment the bone
from the source image as this process affects both the total bone volume and can
affect the connectivity within. Therefore changes to the threshold value will affect
both macro behavior and that at an individual trabecular level. This sensitivity is
more pronounced for low density bone specimens. The segmentation process also
affects outcomes in the case of continuum-FE models which are based on BV/TV
values. It is unclear whether one modeling approach provides a lower sensitivity
to the image segmentation process as the available tests are not easily comparable
(Sects. 15.2.1.1 and 15.3.2.1). In the absence of an ideal threshold value, the segmen-
tation of the micro-structure should be as consistent as possible between specimens.
The best chance of this consistency is through the use of phantoms, user training and
automation where possible.

15.4.2 Meshing

The choice of optimum element type for micro-FE models is dependent on the
intended application. For example, a direct conversion from image voxels to linear
hexahedral elements may be a good choice where a linear analysis is sufficient,
computational cost must be controlled and only macro level behavior is of interest.
The representation of bending behavior of individual trabecular struts remains a
challengewith each element shape and typeof integrationdeliveringdifferent benefits
and drawbacks (Sect. 15.2.2.3). Ultimately the choice for a particular project will
likely be driven by the level of accuracy required and the computational resources
available.

Regardless of what other sensitivity analyses are undertaken, a mesh convergence
test is recommended for any new model or different application of an existing model
[23]. However, the choice of element size for continuum-FE models is somewhat
arbitrary. This chapter has discussed how the underlying structure, represented by the
element-specific material properties, is captured at different resolutions depending
on the element size. The image to material property conversion formula is likely
dependent on the element size and therefore can be calibrated for a particular choice.
The effect of element size is therefore corrected for during that calibration process.
For lower resolution source images (such as traditional hospital grade QCT) the
image resolution may provide a logical cap for the mesh resolution.

The choice of element integration for the representation of macro behavior using
continuum-FE models requires the consideration of similar factors to the represen-
tation of micro behavior using micro-FE models. For example, care should be taken
when using linear elements with standard integration if there is large deformation or
bending, and a sensitivity test is always a useful check.
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15.4.3 Image-to-Material Properties Relationship

Applying suitable material properties to finite element models of bone is challenging
and there is currently no consensus on the optimalmethod.Although the use of source
images provides a method of applying a realistic distribution of those properties, that
distribution is reliant on the accuracy of the imaging modality and the choice of
conversion formula. Relationships between image greyscale, density and material
constants are sometimes derived from in vitro material tests, sometimes from theory
and sometimes calibrated in silico against experimental data. Regardless the resulting
material distribution is dependent on specimen preparation and scanner settings,
underlining the importance of calibration phantoms during the image capture. In
addition it is possible for any image to contain artifacts which will skew the greyscale
distribution. The higher the power law in either micro- or continuum-FE methods,
the greater the effect of those artifacts.

Aswell as allowing the analysis of local trabecular behavior, themicro-FEmethod
can produce useful results with average homogeneousmaterial properties. In contrast
the continuum-FEmethod requires the calibration of a conversion formula in order to
create thematerial propertymap. This calibration requires the use of image phantoms
and knowledge of the bone type, density, and specimen-preparation. The use of
segmented BV/TV values rather than average greyscale is one way to eliminate
some of the variability between cases.

15.4.4 Boundary Conditions

Sensitivity to boundary conditions is an issue for both micro- and continuum-FE
models of bone. The choice of boundary conditions has been shown to have one the
most significant effects on apparent stiffness values of all of the aspects studied in this
chapter. It is easier to match model boundary conditions to experimental boundary
conditions where the latter are more constrained. Matching frictional properties at
free boundaries is challenging as these are often unknown. It is necessary to take care
with the choice of boundary constraints: contact conditions, even when frictionless,
can constrain movement more than simple nodal constraints.

15.4.5 Looking Forward

Both micro- and continuum-FE modeling techniques have advantages which should
secure them a place in the virtual representation of trabecular bone for the foresee-
able future. Continuum-FE can capture the inhomogeneity of the micro-structure
sufficiently well to generate stiffness and strength predictions at a macro level, while
keeping computational cost low enough tomakewhole bonemodels possible. In con-
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trast the computational cost of micro-FE is high making it currently more suitable
for the analysis of local behavior in small samples.

Information from sensitivity testing is a crucial aspect to be considered alongside
experimental data on tissue properties and comparative validation studies, which
together provide the necessary confidence in model predictions. The majority of
the sensitivity tests reported for trabecular bone models consider overall stiffness as
the output of interest. This trend is reflected in the studies detailed in this chapter.
Establishing the accuracy of the overall stiffness prediction is a natural starting point
for the development of thesemechanicalmodels of bone and is therefore themostwell
documented. However, advances in model sophistication are allowing the prediction
of local behavior and the simulation of bone failure. These developments currently
outstrip the availability of relevant sensitivity information. Sensitivity data, which
quantifies the effect of key parameters on these alternative modeling outputs, will be
an important part of next stage of evolution in this research area.
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