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Preface

The 24th International Conference on Robotics in Alpe-Adria-Danube Region,
RAAD 2015, was held in the conference centre of Grand Hotel Continental,
Bucharest, Romania, on 27–29 May 2015. The conference brought together aca-
demic and industry researchers in robotics from the 11 countries affiliated to the
Alpe-Adria-Danube space, Austria, Croatia, Czech Republic, Germany, Greece,
Hungary, Italy, Romania, Serbia, Slovakia and Slovenia, and their worldwide
partners in a collegial and stimulating environment.

According to its tradition, RAAD 2015 covered all important areas of research,
development and innovation in robotics, including new trends such as bio-inspired
and cognitive robots, visual servoing of robot motion, human–robot interaction and
personal robots for ambient assisted living.

Papers were solicited in topics related to new theories, advanced design of robot
mechanics and intelligent control architectures and development of robot applica-
tions, including but not limited to:

• Novel design and applications of robotic systems; micro- and nano-scale robots
• Dexterous grasping, handling and intelligent multi-finger hand control
• Intelligent cooperating and service robots; bio-inspired and swarm robotic

systems
• Human–robot interfaces; natural-like interaction of humans with robots
• Advanced robot control; robot vision systems and visual servoing techniques;

intelligent information technologies for cognitive robots
• Mobile, humanoid and walking robots
• Robot integration in holonic manufacturing; underwater and spatial robots
• Medical robots and bionic prostheses; robots for ambient assisted living
• Education in robotics; history of automation and robotics

Human activities in many sectors are nowadays supported or replaced by robots,
which range from standard robots for industrial or service applications to autono-
mous robots for complex activities, such as underwater and space exploration. The
great versatility and flexibility of nowadays robots allow them to be employed in
different sectors, to perform a diversity of tasks.
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A number of papers included in this volume report advances in robot control and
integration in production and services. Solving constraint satisfaction problems
allows for robust, safe planning of multiple robots in manufacturing. The sustain-
ability of robotized processes is analysed by monitoring energy consumption at
operation level and consequently reconfiguring robot speed and acceleration or
conducting robot allocation scenarios in an efficient way. In order to adapt them-
selves to the environment and characteristics of material flows, robot systems are
often equipped with vision systems.

Vision-guided robot motion using look-and-move and visual servoing methods
provide best performances in the generation of accurate, task-oriented motion
patterns. Integrating visual quality control services in manufacturing environments
allows product traceability. In the context of agent-based manufacturing, some
papers approach the problem of planning cooperative activities in robot teams.

The problem of dual- or multiple-arm robot cooperation for handling objects in
service tasks is approached from the point of view of path planning, kinematics and
movement synchronization. Two solutions can be recognized: hybrid position–
force control in dual-arm tasks and I/O communication with master–slave
synchronization.

There are also analysed new methods of using robots in interaction with humans
(natural interaction) to provide assistance services. Using depth sensors, the robots
are able to detect the human operator and to avoid collisions. Collision avoidance
uses depth sensors which monitor the activity outside and inside the multi-robot
system workspace using skeleton tracking (e.g. with the Kinect sensor), allowing
the robot to detect collisions and stop the motion at the right time.

Papers in the conference address the development of software interfaces for
natural-like interaction of humans with personal robots. This type of interaction is
considered for communication (models of hand gestures are established that allow
many natural gestures to be interpreted by the personal robot), emulation of human
skills and routine tasks (extracting reusable task knowledge from visual observation
of human gestures, learning dexterous operations from human demonstration).
These papers describe spatial and temporal modelling of communicative and
manipulative gestures; hand gestures analysis and recognition based on
multiple-image processing; reusable task knowledge extraction from visual obser-
vation of human performance and action reproduction (human tasks emulator); and
visual servoing for motion tuning.

The conference topics address theoretical principles and methods, implementing
solutions and tools for visual servo control of robot manipulators in grasping tasks.
Guidance vision is presented as an advanced motion control method, which pro-
vides flexibility to robots integrated in manufacturing cells with unstructured
environment and in line quality inspection, e.g. in the glass industry.

The received papers have been grouped into nine parts:

Part I—Robot Integration in Industrial Applications
Part II—Grasping Analysis, Dexterous Grippers and Component Design
Part III—Advanced Robot Motion Control
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Part IV—Robot Vision and Sensory Control
Part V—Human-Robot Interaction and Collaboration
Part VI—Modelling and Design of Novel Mechanisms and Robotic Structures
Part VII—Robots in Medicine and Rehabilitation
Part VIII—Tracking Systems and Unmanned Aerial Vehicles
Part IX—Autonomous Task Learning, Motion Planning and Scheduling

All these aspects are treated in the special issue “Advances in Robot Design and
Intelligent Control—Proceedings of the 24th International Conference on Robotics
in Alpe-Adria-Danube Region” of the Springer series Advances in Intelligent
Systems and Computing, which we hope you will find useful reading.

Bucharest Theodor Borangiu
May 2015

Preface vii



Contents

Part I Robot Integration in Industrial Applications

On Applying CSP for Coordination of a Multi-robot
Holonic Manufacturing Execution System. . . . . . . . . . . . . . . . . . . . . . 3
Doru Panescu and Gabriela Varvara

Establishing Optimal Energy Working Parameters
for a Robotized Manufacturing Cell . . . . . . . . . . . . . . . . . . . . . . . . . . 13
Silviu Raileanu, Theodor Borangiu and Florin Anton

ROS Based Safety Concept for Collaborative Robots
in Industrial Applications. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Stephan Kallweit, Robert Walenta and Michael Gottschalk

Experimental Platform for Performance Tests
of Compliant Robotic Devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Jaroslav Hricko

Cooperative Assembly Using Two Industrial Robots . . . . . . . . . . . . . . 47
Mădălin-Petru Sbanca and Gheorghe-Leonte Mogan

The Beginning of the Automation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Cesare Rossi

Part II Grasping Analysis, Dexterous Grippers
and Component Design

Gripping Analysis of an Underactuated Finger . . . . . . . . . . . . . . . . . . 71
Francesco Penta, Cesare Rossi and Sergio Savino

ix

http://dx.doi.org/10.1007/978-3-319-21290-6_1
http://dx.doi.org/10.1007/978-3-319-21290-6_1
http://dx.doi.org/10.1007/978-3-319-21290-6_2
http://dx.doi.org/10.1007/978-3-319-21290-6_2
http://dx.doi.org/10.1007/978-3-319-21290-6_3
http://dx.doi.org/10.1007/978-3-319-21290-6_3
http://dx.doi.org/10.1007/978-3-319-21290-6_4
http://dx.doi.org/10.1007/978-3-319-21290-6_4
http://dx.doi.org/10.1007/978-3-319-21290-6_5
http://dx.doi.org/10.1007/978-3-319-21290-6_6
http://dx.doi.org/10.1007/978-3-319-21290-6_7


Dynamic Behaviour of an Underactuated Finger . . . . . . . . . . . . . . . . . 79
Vincenzo Niola, Cesare Rossi, Sergio Savino and Pavel Potapov

Swivel Walker with Electromotor Module and Designation
of Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Mikuláš Hajduk and Jozef Varga

Resistance Feedback of a Shape Memory Alloy Wire . . . . . . . . . . . . . 97
Daniela Maffiodo and Terenziano Raparelli

Study of 3-Jaw Gripper Architectures . . . . . . . . . . . . . . . . . . . . . . . . 105
Giuseppe Quaglia and Luca Girolamo Butera

Flexible Actuator for Biomorphic Applications: Performances
and Energy Consumption Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 115
Andrea Manuello Bertetto, Carlo Ferraresi,
Luigi Antonio Besalduch, Roberto Ricciu
and Andrea Cadeddu

Part III Advanced Robot Motion Control

Optimizing Trajectory Points for High Speed Robot
Assembly Operations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
Florin Anton, Silvia Anton, Silviu Raileanu and Theodor Borangiu

Cost Function-Free Optimization in Inverse Kinematics
of Open Kinematic Chains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
József K. Tar, László Nádai, Imre Felde and Imre J. Rudas

Control and Coordination System Supported by Biologically
Inspired Method for 3D Space “Proof of Concept” . . . . . . . . . . . . . . . 147
Ján Zelenka and Tomáš Kasanický

Preliminary Ideas on the Odometry of an Omni-directional
Mobile Robot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
Ioan Doroftei, Ionel Conduraru and Vasile Horga

Study of Controlled Motion of Exoskeleton Moving
from Sitting to Standing Position . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
Sergey Jatsun, Sergei Savin, Andrey Yatsun and Andrei Malchikov

x Contents

http://dx.doi.org/10.1007/978-3-319-21290-6_8
http://dx.doi.org/10.1007/978-3-319-21290-6_9
http://dx.doi.org/10.1007/978-3-319-21290-6_9
http://dx.doi.org/10.1007/978-3-319-21290-6_10
http://dx.doi.org/10.1007/978-3-319-21290-6_11
http://dx.doi.org/10.1007/978-3-319-21290-6_12
http://dx.doi.org/10.1007/978-3-319-21290-6_12
http://dx.doi.org/10.1007/978-3-319-21290-6_13
http://dx.doi.org/10.1007/978-3-319-21290-6_13
http://dx.doi.org/10.1007/978-3-319-21290-6_14
http://dx.doi.org/10.1007/978-3-319-21290-6_14
http://dx.doi.org/10.1007/978-3-319-21290-6_15
http://dx.doi.org/10.1007/978-3-319-21290-6_15
http://dx.doi.org/10.1007/978-3-319-21290-6_16
http://dx.doi.org/10.1007/978-3-319-21290-6_16
http://dx.doi.org/10.1007/978-3-319-21290-6_17
http://dx.doi.org/10.1007/978-3-319-21290-6_17


Robotic System Equipped with Catapult . . . . . . . . . . . . . . . . . . . . . . . 173
Sergey Jatsun, Oksana Loktionova, Lyudmila Vorochaeva
and Alexander Vorochaev

Part IV Robot Vision and Sensory Control

A Control Predictive Framework for Image-Based Visual
Servoing Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
Corneliu Lazar and Adrian Burlacu

Motion Leap Compared to Data Gloves in Human
Hand Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
Constantin Cătălin Moldovan and Ionel Stareţu

Considerations for Robot Vision in Glass Production . . . . . . . . . . . . . 203
Anton Ružič

Rotation Angle Determination of a Rectangular Object
Using an Infrared Sensorial System . . . . . . . . . . . . . . . . . . . . . . . . . . 213
Tony Stănescu, Diana Savu and Valer Dolga

Part V Human-Robot Interaction and Collaboration

Individuals with Autism: Analysis of the First Interaction
with Nao Robot Based on Their Proprioceptive
and Kinematic Profiles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225
Pauline Chevalier, Brice Isableu, Jean-Claude Martin
and Adriana Tapus

Human Robot Collaboration for Folding Fabrics Based
on Force/RGB-D Feedback . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
Panagiotis N. Koustoumpardis, Konstantinos I. Chatzilygeroudis,
Aris I. Synodinos and Nikos A. Aspragathos

Case Studies for Education in Robotics: From Serious
Games to “Technology to Teach Technology” Platforms . . . . . . . . . . . 245
Monica Drăgoicea and Theodor Borangiu

Designing a Multimodal Human-Robot Interaction Interface
for an Industrial Robot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
Bogdan Mocan, Mircea Fulea and Stelian Brad

Contents xi

http://dx.doi.org/10.1007/978-3-319-21290-6_18
http://dx.doi.org/10.1007/978-3-319-21290-6_19
http://dx.doi.org/10.1007/978-3-319-21290-6_19
http://dx.doi.org/10.1007/978-3-319-21290-6_20
http://dx.doi.org/10.1007/978-3-319-21290-6_20
http://dx.doi.org/10.1007/978-3-319-21290-6_21
http://dx.doi.org/10.1007/978-3-319-21290-6_22
http://dx.doi.org/10.1007/978-3-319-21290-6_22
http://dx.doi.org/10.1007/978-3-319-21290-6_23
http://dx.doi.org/10.1007/978-3-319-21290-6_23
http://dx.doi.org/10.1007/978-3-319-21290-6_23
http://dx.doi.org/10.1007/978-3-319-21290-6_24
http://dx.doi.org/10.1007/978-3-319-21290-6_24
http://dx.doi.org/10.1007/978-3-319-21290-6_25
http://dx.doi.org/10.1007/978-3-319-21290-6_25
http://dx.doi.org/10.1007/978-3-319-21290-6_26
http://dx.doi.org/10.1007/978-3-319-21290-6_26


Part VI Modelling and Design of Novel Mechanisms
and Robotic Structures

Modelling of the Hexapod Mobile Robot Leg
Using Matlab SimMechanics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
Sorin Mănoiu Olaru and Mircea Niţulescu

Static Analysis of Rotary Positioning Modules
for Technological Head of the Robot . . . . . . . . . . . . . . . . . . . . . . . . . 277
Jan Semjon, Marek Vagas and Vladimir Balaz

A New Hyper-Redundant Arm and Control System . . . . . . . . . . . . . . 287
Viorel Stoian, Ionel Cristian Vladu and Ileana Vladu

Dynamic Model of a Discrete Planar Tentacle Robot. . . . . . . . . . . . . . 297
Mihaela Florescu and Mircea Ivanescu

How to Use 3D Printing for Feasibility Check
of Mechanism Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307
Marco Ceccarelli, Giuseppe Carbone, Daniele Cafolla
and Mingfeng Wang

Gibbs-Appell Equations of Motion for a Three Link
Robot with MATLAB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 317
Dan B. Marghitu and Dorian Cojocaru

Part VII Robots in Medicine and Rehabilitation

Kinematic Behaviour of a Novel Medical Parallel Robot
for Needle Placement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329
Bogdan Gherman, Doina Pîslă, Gabriel Kacso and Nicolae Plitea

Optimal Planning of Needle Insertion for Robotic-Assisted
Prostate Biopsy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339
Doina Pîslă, Bogdan Gherman, Florin Gîrbacia, Călin Vaida,
Silviu Butnariu, Teodora Gîrbacia and Nicolae Plitea

Towards Robot-Assisted Rehabilitation of Upper
Limb Dysfunction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 347
Irina Voiculescu, Stephen Cameron, Manfred Zabarauskas
and Piotr Kozlowski

xii Contents

http://dx.doi.org/10.1007/978-3-319-21290-6_27
http://dx.doi.org/10.1007/978-3-319-21290-6_27
http://dx.doi.org/10.1007/978-3-319-21290-6_28
http://dx.doi.org/10.1007/978-3-319-21290-6_28
http://dx.doi.org/10.1007/978-3-319-21290-6_29
http://dx.doi.org/10.1007/978-3-319-21290-6_30
http://dx.doi.org/10.1007/978-3-319-21290-6_31
http://dx.doi.org/10.1007/978-3-319-21290-6_31
http://dx.doi.org/10.1007/978-3-319-21290-6_32
http://dx.doi.org/10.1007/978-3-319-21290-6_32
http://dx.doi.org/10.1007/978-3-319-21290-6_33
http://dx.doi.org/10.1007/978-3-319-21290-6_33
http://dx.doi.org/10.1007/978-3-319-21290-6_34
http://dx.doi.org/10.1007/978-3-319-21290-6_34
http://dx.doi.org/10.1007/978-3-319-21290-6_35
http://dx.doi.org/10.1007/978-3-319-21290-6_35


Simulation and Control of a Robotic Device for Cardio-Circulatory
Rehabilitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 357
Carlo Ferraresi, Daniela Maffiodo and Hamidreza Hajimirzaalian

Part VIII Tracking Systems and Unmanned Aerial Vehicles

Aiming Procedure for the Tracking System . . . . . . . . . . . . . . . . . . . . 369
Karol Dobrovodský and Pavel Andris

Trajectory Generation with Way-Point Constraints
for UAV Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 379
Florin Stoican and Dan Popescu

Kinematics-Based Localization of a Skid-Steer Vehicle . . . . . . . . . . . . 387
Rocco Galati, Ivan Giannoccaro, Arcangelo Messina
and Giulio Reina

Dynamic Task Planning of Aerial Robotic Platforms
for Ground Sensor Data Collection and Processing . . . . . . . . . . . . . . . 397
Grigore Stamatescu, Dan Popescu and Cristian Mateescu

Improving Communication Efficiency of Hybrid UAV-WSN
Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 407
Maximilian Nicolae, Dan Popescu, Radu Dobrescu
and Cristian Mateescu

Top Viewing Human Tracking in Shopping Centres . . . . . . . . . . . . . . 417
Petros G. Vasileiou, Nefeli Lamprinou, Emmanouil Z. Psarakis,
Giannis Tzimas and Nikos Achilleopoulos

Part IX Autonomous Task Learning, Motion Planning
and Scheduling

Motion Planning and Scheduling with Stochastic Demands . . . . . . . . . 429
Elias K. Xidias and Philip N. Azariadis

Autonomous Learning of Internal Dynamic Models
for Reaching Tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 439
Tadej Petrič, Aleš Ude and Auke J. Ijspeert

Contents xiii

http://dx.doi.org/10.1007/978-3-319-21290-6_36
http://dx.doi.org/10.1007/978-3-319-21290-6_36
http://dx.doi.org/10.1007/978-3-319-21290-6_37
http://dx.doi.org/10.1007/978-3-319-21290-6_38
http://dx.doi.org/10.1007/978-3-319-21290-6_38
http://dx.doi.org/10.1007/978-3-319-21290-6_39
http://dx.doi.org/10.1007/978-3-319-21290-6_40
http://dx.doi.org/10.1007/978-3-319-21290-6_40
http://dx.doi.org/10.1007/978-3-319-21290-6_41
http://dx.doi.org/10.1007/978-3-319-21290-6_41
http://dx.doi.org/10.1007/978-3-319-21290-6_42
http://dx.doi.org/10.1007/978-3-319-21290-6_43
http://dx.doi.org/10.1007/978-3-319-21290-6_44
http://dx.doi.org/10.1007/978-3-319-21290-6_44


Adaptation of Motor Primitives to the Environment
Through Learning and Statistical Generalization . . . . . . . . . . . . . . . . 449
Miha Deniša, Aleš Ude and Andrej Gams

Extended Kalman Filter (EKF)-Based Local SLAM
in Dynamic Environments: A Framework. . . . . . . . . . . . . . . . . . . . . . 459
Horaţiu George Todoran and Markus Bader

Motion Analysis of a Robotic Wheelchair . . . . . . . . . . . . . . . . . . . . . . 471
Ionuţ Geonea and Nicolae Dumitru

On Building Remotely Operated Underwater Robot-Explorer
with Bi-manual Poly-articular System. . . . . . . . . . . . . . . . . . . . . . . . . 481
Aleksandar Rodić, Ilija Stevanović, Miloš D. Jovanović
and Đorđe Urukalo

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 491

xiv Contents

http://dx.doi.org/10.1007/978-3-319-21290-6_45
http://dx.doi.org/10.1007/978-3-319-21290-6_45
http://dx.doi.org/10.1007/978-3-319-21290-6_46
http://dx.doi.org/10.1007/978-3-319-21290-6_46
http://dx.doi.org/10.1007/978-3-319-21290-6_47
http://dx.doi.org/10.1007/978-3-319-21290-6_48
http://dx.doi.org/10.1007/978-3-319-21290-6_48


Part I
Robot Integration in Industrial

Applications



On Applying CSP for Coordination
of a Multi-robot Holonic Manufacturing
Execution System

Doru Panescu and Gabriela Varvara

Abstract The use of distributed constraint satisfaction problem for the coordina-
tion of holonic schemes that include multi-robot systems is investigated here. The
formalism needed to apply the constraint satisfaction approach for manufacturing
problems is discussed and exemplified in a case study. An implementing solution is
also introduced. The proposed method determines safe operation even in cases with
conflicting goals, without using any centralized component.

Keywords Holonic manufacturing execution system � Distributed constraint sat-
isfaction problem � Coordination � Planning � Multi-robot systems

1 Introduction

Holonic manufacturing systems (HMSs) are among the promising approaches for
solving the requirements on adaptability, agility, scalability and optimality imposed
to companies at present [1, 2]. HMSs can conduct to a suitable trade-off between
centralized and distributed control. The holonic method is in a great deal based on
multiagent systems (MASs). Even so, the mechanisms of MASs must be adapted in
order to be adequate for holonic schemes [3] and such an adaptation is considered
here. We refer to the shop-floor level of a company, meaning the focus is on holonic
manufacturing execution systems (HMESs) [2, 4]. In such a case, holons’ coordi-
nation must be related with planning [1, 2], which becomes a distributed one. This
aspect is even more important when an HMES contains a multi-robot system, due to
certain additional issues, such as robots’ collision avoidance and synchronization.
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The new investigated possibility regards the use of constraint satisfaction problem
(CSP), specially its distributed version (DisCSP) [5]. The established research goals
are presented in the next section. Then, the proposed method is described using a
representative example. The paper ends with some implementation details, a few
conclusions and ideas for future work.

2 Related Work and Research Goals

There are different treatments for associating planning/coordination and DisCSP
[6–8]. They concern coupling DisCSP with a classical planning technique to get
individual plans of agents, or a method that is based on adapting the well-known A*
algorithm (this would be difficult to apply in HMESs due to the problem of finding
proper cost functions), or a mechanism that applies distributed planning and CSP
through graph merging. Between the raised issues, one has to consider: finding a
suitable formalization both for the planning part and the CSP one, studying the
degree of coupling between agents and obtaining appropriate implementation
schemes. Another important point is to observe the influence of how information is
gathered and shared; this specifically applies for HMESs, as holons are specialized
entities and possess certain types of knowledge [9]. Taking into account all these
concerns we established the following research aspects, which will be tackled in the
rest of this paper:

• To study the possibility of coupling a well established multiagent planning
approach—the one based on the Belief Desire Intention (BDI) agent’s archi-
tecture [10]—with DisCSP, into the framework of a holonic scheme;

• To find a solution suitable for HMESs with respect to the way information is
shared/communicated between different types of holons;

• To compare a previously devised holonic solution that was based on a cen-
tralized component with the new approach that eliminates this additional entity.

3 A Difficult Case for HMES: A Scenario
with Two Related Goals

Starting from our previous research [2, 11], we consider a holonic scheme where
holarchies must be decided by product/order holons according to the manufacturing
goals they have to solve. Our holonic scheme, named HAPBA, besides other things
differs from PROSA regarding the product holons, as they can be involved in
establishing goals for resource holons [2]. Each holonic agent is endowed with a
library of plans, as being of a BDI type [10]. Thus, a received goal is mapped to
a corresponding plan or plan pattern, after the BDI reasoning process. A goal means
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a certain product to be obtained, and to find the related plan signifies to settle the
required sequence of actions, together with the needed actors. An increased flex-
ibility is obtained when partially ordered plans are used [12]. It means the sequence
of actions composing a plan is not entirely settled, but the order between certain
actions is not established. This happens when the order of actions does not matter,
meaning they can be carried out in any order or even in parallel. Such a form of
plans is beneficial for a distributed treatment, too. As an example, two such plans
are presented in Fig. 1a; it is supposed that they are selected by two product holons,
according to the goals they have to fulfil. The first plan (for product holon PH1) is
composed of four actions. Action a11 must be executed first; when it is finished
actions a21 and a31 can be started and carried out in any order; after their end, action
a41 must be run and thus the plan is fulfilled. The plan for the second product holon
(PH2) contains two actions—a12 and a22—which can be executed in any order. As
already told, the two holons establish these plans by combining planning with the
BDI mechanism, as explained in [2, 10, 13]. In fact, planning is not ended until
appropriate actors/resources are found for all actions included in plans.

These plans regard some experiments performed with a manufacturing system
containing two industrial robots (see Fig. 1b) [11]. In the tested scenarios, the
resource holons are the two robots composing a multi-robot system, storage devi-
ces, a conveyor, a computer vision system and a machine tool (these last two
devices do not appear in Fig. 1b).

Let us consider the difficult case, namely when holons PH1 and PH2 are part of
the same manufacturing environment and they try to materialize their plans in the
same time by involving the same resource holons. This refers to the case when the
two robots in Fig. 1b have to fill in two pallets, working together in a common area.
To be able to make a comparison, we consider the same scenario as in [2], namely
the existence of four resource holons (RH1 ÷ RH4). The capability of each resource
holon concerns the actions it can achieve, the correspondence being as follows:
RH1 → {a11, a41, a12} (it means holon RH1—a robot resource holon can perform
the actions a11, a41 and a12, which in our case refer to part placement on pallet, see

Fig. 1 a Plans of two product holons. b The experimental manufacturing environment
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Fig. 1b); RH2 → {a11} (the second robot holon); RH3 → {a21, a22} (the computer
vision resource holon, achieving part recognition); RH4 → {a31} (the machine tool
resource holon, performing part processing operations). All resources have a unitary
capacity, i.e. they are not able to simultaneously carry out two actions (these can be
done only in sequence). As presented in [2], when holons PH1 and PH2 concur-
rently try to establish holarchies for solving their goals according to the above
presented plans and by applying the Contract Net Protocol (CNP) as negotiation
scheme [2, 13], the HMES can fail. Namely, though the existing resources are
enough to fulfil the goal for one of the two product holons, it can happen that both
product holons end their negotiation with the resource holons with a negative result.
For example, this may occur when RH1 makes a bid for action a11 as needed by
PH1 and RH3 makes a bid for action a22 as requested by PH2.

Thus, PH1 fails in assigning resources for its plan, because there is no resource
holon to carry out its action a21 (RH3 is committed to PH2), and PH2 fails because it
receives no bid for action a12 (RH1 is committed to PH1). As stated in [2], one
possibility to avoid such a wrong operation of an HMES is to add a centralized
component. This can be a staff holon [2, 9, 13], which is supposed to provide the
needed synchronization so that the two product holons should not block one
another.

The use of a staff holon can be criticized for more reasons. It supposes the
introduction of a centralized part, which must possess knowledge on the plans of
holons that are working for establishing their holarchies. Then, the staff holon must
know the capabilities of resource holons so that it should detect potential conflicts.
This can happen when the plans of two/more managers within the CNP framework
address the same resources; in such a case, the staff holon decides to block the
access of one or more managers to contractors until the first manager settles its
holarchy. It is clear that this mechanism is safe, but it can cause a bottleneck
regarding the information to be acquired and handled by the staff holon. Then, it
must be also taken into account that the privacy of holons is somehow violated:
product holons must transmit information on their plans towards the staff holon,
while resource holons must communicate their capabilities to the same staff holon.
So, we propose an alternative for obtaining a safe operation that excludes the staff
holon and reaches a solution by applying DisCSP.

4 A DisCSP Solution for Obtaining Coordination
in HMES

CSP is a method for solving problems when these are expressed as finding the
appropriate assignment for a set of variables [5]. The domain for each variable is a
priori known and represented by a finite set. A problem is specified by a set of
constraints. The problem is solved when an assignment of all variables is found so
that it complies with all constraints. In DisCSP, a distributed approach is taken with
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more agents that handle distinct variables. Restrictions can be classified in different
categories: implicit constraints, those being given when the problem is described,
and implied constraints; these last ones regard prohibited combinations of variable
values which are discovered during the search process. Such a new revealed con-
straint is called nogood [5, 7]. Moreover, there are intra-agent constraints that
concern the variable or variables of a single agent and inter-agent constraints that
imply variables from more agents.

A significant point for applying CSP is to transpose the problem according to the
specific, imposed formalism [7]. In our case, one must express the HMES
planning/coordination problem according to the CSP pattern. Because holonic
approach is a distributed one, the DisCSP should be naturally used. For the con-
sidered holonic system, as stated above, the problem is to obtain coordination for
the two product holons; so, the holonic agents for PH1 and PH2 will handle distinct
variables. Our solution is that the value for such a variable should be the instan-
tiated plan of the corresponding holon, namely a set of pairs: action—actor,
according to the relation:

Pi ¼ ðða1; act1Þ; . . .ðan; actnÞÞ ð1Þ

In (1) n represents the number of actions of plan Pi. By applying (1) for the plans
of holons PH1 and PH2, one obtains (see Fig. 1):

PPH1 ¼ ðða11; act11ÞÞ; ða21; act21Þ; ða31; act31Þ; ða41; act41ÞÞ ð2Þ

PPH2 ¼ ðða12; act12ÞÞ; ða22; act22ÞÞ ð3Þ

If holons PH1 and PH2 have received the bids from the resource holons, then
they can establish the domains for their variables. For the above described scenario
these are:

DPH1 ¼ ðða11;RH1Þða21;RH3Þ; ða31;RH4Þ; ða41;RH1ÞÞ;f ðða11;RH2Þ; ða21;RH3Þ; ða31;RH4Þ; ða41;RH1ÞÞg
ð4Þ

DPH2 ¼ ðða12;RH1Þ;f ða22;RH3ÞÞg ð5Þ

The constraints to be considered are as follows. As presented in Fig. 1a, an
optimal plan for PH1 would be the one when actions a21 and a31 are carried out in the
same time (they are overlapping). Thus an implicit constraint for the variable which
is PPH1 should be (see 2):

act21 6¼ act31 ð6Þ

One can observe that the above constraint is an intra-agent one, as it regards only
the holon PH1; namely, according to the way a variable is defined (see 1), it has as
value a set of pairs, and between the elements of these pairs certain restrictions
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can appear. The constraint imposes for the two actors to be different, so that their
activity can overlap. The similar corresponding constraint for PH2 is:

act12 6¼ act22 ð7Þ

The need of coordination between the product holons can be expressed through
an inter-agent constraint. Namely, the same actor is not allowed to be involved in
plans of both product holons; in this way any possible blockage is avoided. Thus,
the following constrained is got:

acti1 6¼ actj2; i 2 1; 2; 3; 4f g; j 2 1; 2f g ð8Þ

Based on this set up, the two product holons can apply the DisCSP algorithm to
find a solution for their coordination. Taking into account that in the manufacturing
environment distinct goals may have different priorities a priori known, the asyn-
chronous backtracking algorithm (ABT) can be used [5]. This means the priorities
of holonic agents are fixed, as imposed by the importance of the goals they manage.

Nevertheless, ABT must be slightly modified when applied in an HMES; this
can be explained using the case study that was previously introduced. Figure 2
presents the interaction diagram for holons PH1 and PH2 when they apply ABT (the
problem is the one expressed by relations 2 ÷ 8). The common notation for CSP is
used, and the Ok and Nogood messages exchanged between agents are presented.
PH1 is considered as the higher priority holonic agent. Thus, it chooses one of the
two possibilities for its variable assignment; let it be the first value from DPH1 (see
4), which was labelled p1 in Fig. 2. PH1 sends a first Ok message according to the
value decided for its variable. Due to the constraint (8), PH2 cannot find an
assignment for its variable and so it replies with a Nogood message. Consequently,
PH1 changes the assignment of its variable and sends a new Ok message (p2
represents the second element of DPH1 ). Again, PH2 is not able to find a value
satisfying constraint (8), and so a new Nogood message is issued towards PH1.
After that, if ABT is strictly applied, then the two holonic agents will report that the
problem has no solution. Instead of this, we propose to modify the ending condition
for ABT. Namely, when one or more agents with higher priority can find

Fig. 2 The interaction
diagram for product holons
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assignments that do not violate any intra-agent constraint and any inter-agent
constraint between them, then they report a partial solution. Only the lower priority
agents that are not able to find assignments for their variables consistent with the
constraints determined by them and higher priority agents must report a fail. This
condition expresses a case more general than the one in Fig. 2, where there are only
two holonic agents; i.e., from a group of holonic agents, it can happen that a
subgroup (those having the higher priorities) succeeds to accomplish their goals,
while the others fail. This generalization is obvious; the only complication consists
in correctly expressing constraints on the number of available resources.

The final part of the interaction diagram must be understood as PH1 informs the
entity from which it received the goal that it could establish a holarchy to fulfil it
(this corresponds to using RH1, RH2, RH3 and RH4), while PH2 issues a message
about its failure in solving the goal. After the goal of PH1 is achieved and resource
holons are released, if PH2 further keeps its goal, it will be able to fulfil it. An
important point is that the proposed DisCSP based mechanism rends impossible the
case when both product holons fail, and this without using a staff holon.

5 An Implementing Possibility

In order to verify the above presented method, a distributed constraint solver was
used, namely DisChoco 2 [14]. It consists of an open source Java library designed
to offer DisCSP solutions based on several algorithms, including ABT and its
variants. The main advantages of using this distributed constraint reasoning soft-
ware platform, as mentioned in [15], refer to an easy access to DisCSP solutions
and benchmarks with default parameters ready to use by industry practitioners on
one hand, and the ability to work with an open source framework in order to
develop new constraint programming techniques, benefiting from the associated
testing facilities on the other hand. DisChoco 2, as MAS platform, can be used for
simulation purposes on a single machine or for implementing real distributed
frameworks, when its independence from the communication system is the main
gain. Its library of generators for satisfaction/optimization problems provides a
benchmark for testing new developed algorithms.

For the considered case study, a simulation experiment based on a network with
six ABT agents was performed. The agent’s solution is obtained through a cen-
tralized Choco solver. After that, an ABT Master object is needed; this will control
the global search in order to obtain a solution based on the message exchange
between agents. In this implementation, each agent refers to a single action and
manipulates (as variable) its associated resource index or indexes, as illustrated by
the following code lines:

On Applying CSP for Coordination of a Multi-robot Holonic … 9



In order to impose the restrictions corresponding to relations (6) and (7), external
constraints involving several agents are defined, as illustrated by the next source
lines:

Associated to the agents’ network definition, an ABT master object is instanti-
ated and transmitted to a DisCSP simulation solver:

It will monitor the global execution, sending messages to launch/stop the search
and collaborating for distributed algorithm progress. Execution could be associated
with recording several metrics, useful to assess the search complexity, through the
maximum number of non-concurrent constraint checks, cumulated CPU time, total
number of exchanged messages and their maximum/total size, and each agent’s
individual effort measured by CPU time and specific costs, as depicted below:
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6 Conclusion and Future Work

According to the proposed research goals, we can conclude that it is possible to
obtain a planning and coordination scheme for HMESs including multi-robot
systems, which must handle goals creating conflicts by involving an adapted form
of DisCSP. This approach brings benefits in what concerns the way different holons
use their own knowledge without the need to centralize the information towards a
staff holon.

The briefly sketched implementation scheme shows the viability of the proposed
solution. Nevertheless, it is to further analyse which is the most efficient commu-
nication mechanism, knowing that DisCSP can conduct to a great number of
messages between holons for a long search. As future research, we intend to use the
possibilities offered by the considered open-source software platform to compare
different DisCSP algorithms (there is an entire class of ABT versions) and thus to
find the one being the most suitable for HMESs. Furthermore, simulations are to be
transposed in our experimental manufacturing environment, where agents will be
deployed to the physical distributed network.
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Establishing Optimal Energy Working
Parameters for a Robotized
Manufacturing Cell

Silviu Raileanu, Theodor Borangiu and Florin Anton

Abstract The paper proposes a method for measuring energy consumption of single
phase equipment. Although it can be used on different domains the solution targets the
shop floor level of robotized manufacturing systems. The paper focuses thus on the
energy consumption of industrial robots for different operation types. This solution is
extended in the second part of the paper for a set of workstations cooperating in order
to minimize energy consumption at global level for a batch production.

Keywords Industrial robot � Energy consumption � Sustainable manufacturing �
HMES

1 Introduction

The increased usage of automated manufacturing equipment in industry led to an
equivalent increase in energy consumption in this sector, especially due to the
complexity of the material transforming processes [1]. Thus, the need to conserve,
monitor [2, 3] and optimize energy [4] rises as a direct request for coping with
ascending energy costs but also because using and developing green solutions is
encouraged by governments, European Union [5] and other bodies around the
globe.
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In literature there are several solutions reported for the optimization of energy
consumption: analytical solutions [6, 7] which, based on the physical characteristics
of processing resources, offer a mathematical expression which links the input
parameters to the energy consumption, and empirical solutions [8] which make use of
measuring equipment to determine the energy consumption. The disadvantage of the
first solution is that it relies on a model which in the majority of cases is an
approximation of the real system being usually developed for long time operations. In
our present research we are interested in counting energy consumption for compact
periods of time for which the model does not apply well, and in realizing a knowledge
base which will be used to take resource allocation decisions. Thus, we have chosen
to implement an energy optimization solution based on smart meters [9].

There are equipment for continuous measurement of energy consumption (smart
meters, watt meters) but since manufacturing is operation-based these equipment
have to be integrated in a smart way into the shop floor in order to compute the
energy consumed for each operation; this requires to integrate smart meters and
physical processes with control applications that govern process execution at shop
floor level. The aim of this paper is to analyse in real time the energy consumption
for equipment which is frequently used in automated manufacturing cells—
industrial robots. The analysis of energy consumption has been studied in literature
for both household [10] (characterized by connectivity) and industrial applications
[11] (characterized by precision) but the novelty of our approach is that it integrates
the two modes into a single, easy to procure/configure system which is used to
analyse standard robot operations both in assembly and continuous path following
applications. Thus we analyse the movement of single joints, the movement of the
controlled point (end tip point) and two manufacturing specific operations: pick
and place and continuous path movement.

The remainder of the manuscript is organized as follows: section two presents
the structure of the energy measurement and operation execution system; section
three presents the scenarios used to analyse energy consumption for a single
industrial robot, the collected data and selection of optimal operating parameters
based on this data; section four extends the energy optimization solution to a set of
industrial robots working together in a job-shop manufacturing layout, and the last
section presents the conclusions and perspectives of future research.

2 Energy Measurement and Operation Execution
Monitoring

The framework used to analyse and optimize energy consumption contains three
elements as described in Fig. 1: the monitored resource, the smart energy meter
with network connection and the application used to synchronize the data received
from the previous two parts.
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2.1 Monitored Resource

The monitored resource consists of an Adept Cobra S600 [12] industrial robot
(ROB) executing handling operations. From an energy consumption point of view its
characteristics are: 4 degrees of freedom realized through 4 alternative current motors
(M1–M4 in Fig. 1, J1–J4 in Fig. 2 right) supplied through a common power amplifier.
It runs a TCP server consisting of a single loop (LOOP_ROB) able to receive handling
commands identifying specific operations: DRIVE—actuating a single robot joint;
MOVE—joint interpolatedmotion;MOVES—straight line motion; PP (Fig. 2, left)—
pick and place: a combination of joint interpolated and straight line motions which
moves an object between two points (pick, place); CPF—continuous path fol-
lowing (Fig. 2 right), and after motion execution it responds with a confirmation.

LOOP_ROB:

1. Wait for a TCP connection.
2. Extract operation and parameters (speed and acceleration/deceleration).
3. Start timer for measurement during operation execution.
4. Execute operation based on the code and parameters extracted at 2.
5. Confirm execution by sending an acknowledgement containing the execu-

tion time, the distance covered by the tool and by each joint.

2.2 Smart Energy Meter

The energy consumed by a manufacturing resource (a robot) is computed by inte-
grating the instantaneous power (current x voltage) over time. In this case we will
compute the apparent power as the root mean square of the current IRMS (Eqs. 1, 2)
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Fig. 1 The energy measurement system
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multiplied by the root mean square of voltageURMS (which has a fixed value of 230V)
[13]. Thus the equipment used to measure energy is composed of a non-invasive
current transformer connected to the analogue input of an acquisition board which
does all the energy calculations and offers this information as a service over Ethernet.

IRMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

all samples I
2

number of samples

s

ð1Þ

The implementation of the smart energy meter (SEM), see Fig. 1, consists of a
non-invasive current sensor (accuracy 1 %) [14] connected to an Arduino Ethernet
board [15] running the LOOP_SEM service which reads the instantaneous current
value I, then computes the IRMS using Eq. 1 while storing the time at which the value
was calculated. With these values the energy consumed is computed as follows:

W ¼ IRMS � URMS � dt ¼ IRMS � 230 � ðt � t0Þ ð2Þ

where t is the current time and t′ is the time when the previous current measurement
was done.

LOOP_SEM:

1. Compute IRMS from a continuous set of samples (Eq. 1)
2. Compute the consumed energy (Eq. 2)
3. Wait for a TCP connection and based on the received command provide the

requested information (instantaneous current, energy, time)

2.3 Coordinating Agent

A coordinating agent is used to synchronize the continuous energy consumption
with operation execution on products in order to compute the energy consumed by a
robot during an operation. It acts as a master over the SEM and ROB executing in

Pick

Safe

Place

Robot
base

Fig. 2 PP (left) and procedural motion (right) configurations
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parallel the energy monitoring function (LOOP1) and the robot operation execution
(LOOP2). Thus, LOOP2 uses information (energy consumption data) computed by
LOOP1.

LOOP1:

1. Continuously poll energy consumption data

LOOP2:

1. Manually or automatically (depending on the operating mode) set the
operating parameters and the operation type that has to be executed by the
robot.

2. Request operation start and start execution log.
3. Wait acknowledgement of operation execution.
4. Stop log and store data: operation type, speed, accelerations, samples (used

to analyse energy patterns: maximum intensity, profile, a.o.).
5. Update operation execution model.

3 Energy Consumption Analysis for Different Types
of Robot Motions

3.1 Description of the Testing Scenarios

Industrial robots are integrated in manufacturing cells to automate two types of
operations: material handling (through pick_and_place (PP) operations [16]) and
material processing (through path following/procedural motions). The target
manufacturing cell consists of resources executing both assembly operations real-
ized through PP operations and material processing operations realized through
continuous path following (CPF) operations.

The parameters for energy measurement in the case of a PP operation and of a
procedural motion (CPF) are as follows:

(i) Total distance covered between the three points (starting point—safe,
picking point—pick, destination—place and back) is 1820 mm and was
realized using different speed limits and accelerations while the total distance
in the continuous path following is *500 mm,

(ii) All experiments have been done using the same handled objects characterized
by a small weight (<100 g) which is negligible compared to the maximum
payload of the robot (5 kg).
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3.2 Measurements and Analysis for a Single Joint

For the first scenario the energies consumed by each joint were measured as
described in Table 1.

As expected, the main contribution in energy consumption is brought by J1 (see
Table 1).

3.3 Measurements and Analysis for Simple Tool Movements

The second scenario consists of a comparison between a joint interpolated motion
(MOVE) and a straight line motion in Cartesian space (MOVES), both executed
between the pick and place points (Fig. 2, left).

As can be seen from Fig. 3, a straight line movement consumes more energy and in
our particular case (the PP sequence in Fig. 2) this energy increase is influenced by the
location of the point of interest, the robot being forced to heavily accelerate and
decelerate at the middle of the movement to maintain a straight line. Also, this is the
reasonwhy theMOVEScommandwith 90 and 100% is not possible due to high inertia.

3.4 Measurements and Analysis for the Pick and Place
Procedure

The third scenario consists of a comparison for the PP operation (the basic oper-
ation used in assembly) executed using different speed and acceleration limitations.

Table 1 Energy consumed
by each robot joint

Joint Energy consumed (Ws) Distance covered

J1 278 80°

J2 36 80°

J3 30 80 mm

J4 0 (negligible) 180°
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Its basic power profile is depicted in Fig. 4 from where it can be observed that the
energy consumption rises three times according to the approach pick, approach
place, move safe operations.

Using the same interest points (pick, place, safe) the PP operation was
executed considering different speed (10–100 %) and acceleration (20, 50 and
100 %) limitations. The energy consumption (Fig. 5) and the operating times
(Fig. 6) are described below.

The conclusions which can be drawn from this scenario are: (1) increasing
acceleration increases consumption; (2) increasing the operation speed limit has two
effects: (i) an increase of the acceleration duration which causes an increase of
energy and (ii) a decrease of operation time which decreases energy (P*dt).

Fig. 4 PP energy consumption profile

Fig. 5 PP energy consumption for different accelerations

Fig. 6 Execution time for a PP operation for different speeds and accelerations
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By combining these two effects, and due to the fact that acceleration determines a
non-linear increase of energy it results that less energy is consumed for an inter-
mediary speed, which is experimentally confirmed; (3) energy consumption varies
if the same experiment is executed several times. However, the standard deviation
for all experiments does not exceed 5 %.

3.5 Measurements and Analysis for Continuous
Path Movement

The fourth scenario consists in monitoring the process of continuous path gener-
ation and following (Fig. 2 right). The data obtained from this experiment allows
drawing the power profile (Fig. 7), the energy consumption and execution time
diagrams for a variable speed limit (10–100 %), see Fig. 8.

The conclusion which can be drawn from this scenario is that the additional
energy consumed for continuous path following has small variations (Fig. 7)
especially due to the fact that the accelerations are eliminated once the cruise speed
is attained. The power profile is influenced by the path’s shape and by the robot
structure. In our particular case (Fig. 2 right) the robot is following a circular path
starting from near the base and extending towards the exterior. This continuous path
energy consumption (Fig. 7) generates two maximum power consumption points

Fig. 7 Power profile for a procedural motion operation consisting of a circular path

Fig. 8 Procedural motion energy consumption and execution time
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corresponding to 90° and 270° of the circle and one minimum located at 180°,
where the robot is extended. The energy is the product between the time and the
average power. The average power does not differ significantly for different speed
limitations during a continuous path movement but the time decreases, which
generates an energy reduction.

4 Evaluating the Energy Consumption for a Multi-robot
Manufacturing System

The energy measurement principle and operation execution system proposed in
Sect. 2 were developed in order to be replicated and integrated over a set of robotic
resources working together in a flexible manufacturing cell, where they are dis-
posed as described in the shop floor layout depicted in Fig. 9 to allow cost effective
job-shop production sequences. Energy measurement and operation execution
monitoring are done at workstation level (a SEM_i device is used to monitor energy
consumption at workstation Pi, 1 ≤ i ≤ 4). Each workstation Pi contains one robot
(P1, P2) or two robots and a machine tool (P3, P4). These resources can execute a
set of operations characterized by different parameters (speed, acceleration, exe-
cution time, timeliness and energy consumption).

During initial, centralized production planning, job scheduling and resource
allocation, the operation type (defined by the product agent) is mapped to a PP or

Fig. 9 Robotized manufacturing system layout
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CPF robot motion task along with its speed and acceleration constraints which are
set in a range of values leading to reasonable execution time and consumed energy.
Thus, the energy measurement and operation execution system are used to provide
continuously updated data for a Resource Service Access Model (RSAM) which
describes the particularities of all operations that can be executed in the manu-
facturing cell and their execution mode [host robot, operation type, modes of
execution (speed, acceleration, execution time, timeliness and energy consump-
tion)] (Fig. 9). Based on this model the optimization of robot scheduling can be
done with different objective functions such as: consumed energy, makespan, total
production cost, a.o. [17, 18].

The manufacturing cell features a high degree of flexibility meaning that some
operations can be executed by different robot workstations, but with different energy
footprints due to the fact that resources are different (SCARA and vertical articulated
robots, 3- and 4-axis CNC milling machines). This flexibility justifies operation
scheduling and resource allocation processes, which in this case are launched at the
beginning of production or whenever a resource changes its state or when the
conditions met initially at the moment of scheduling differ from the current condi-
tions at execution time. This difference is detected using a final interaction protocol
between the product to be executed and the resource executing the operation [19].

The parameters collected from the previous operations (resource, operation,
execution time, acceleration limit, speed limit, execution time stamp) are stored and
used as input data for the next resource scheduling. Thus, resource scheduling is
done by computing a preference coefficient that describes the degree of preference
for executing a given operation on a given resource (robot). The coefficients are a
sum of weighted factors (K1–K3 in Eq. 3), resulted from experiments; their choice
is justified by the initial performances and their awards/penalties accumulated
during previous usage. These factors, which are offered by the RSAM include:

• resource status ([rs], online or offline), and resource operations status (a
resource can be online but cannot offer a certain service due to the lack of raw
materials);

• energy consumption for operation [ec]: the energy consumed for executing an
operation with specified parameters (speed and acceleration);

• resource availability [ra]: the time interval after which the resource is available;
• service execution time [set]: the time for executing an operation with specified

parameters (speed and acceleration);
• accessibility [tt]: the time of transporting the product to the selected resource.

Hence, the preference coefficient for operation i (Val_opi) is computed as fol-
lows, if the resource status is “online”:

Val opi ¼ K1 � ecþ K2 � raþ K3 � set þ K4 � tt ð3Þ

The result of the scheduling process is an ordered series of operations along with
the chosen resource for each operation and optimal operating parameters consisting
of robot processing speed and acceleration.
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The sequence diagram detailing the final interaction between an order agent and
a resource agent (which will integrate the functionality of energy measurement) is
presented in Fig. 10. The outcome of the final dialog can be either the execution of
the operation or its rescheduling on another robot if the current conditions (resource
status and operation execution time, energy consumption and quality) differ sig-
nificantly from the initial ones.

A different energy consumption pattern, besides the invalidation of the last
schedule, may signal a faulty motor prompting thus preventive resource mainte-
nance [20].

5 Conclusion

This paper proposes a cost-effective solution for monitoring the energy consump-
tion of an industrial single phase robot system. The energy is determined by
measuring the instantaneous current consumed for sets of standard operations. The
paper focuses on a four degree of freedom industrial robot executing four types of
operations: single joint movement, movement in linear joint and Cartesian space,
pick and place motion sequence and continuous path movement.

As seen from these measurement experiments, the consumed energy increases at
higher operating speeds but the robot acceleration is the parameter that most sig-
nificantly influences the consumed energy. This is why it is advisable even for
handling operations to define and execute continuous motion paths in order to limit
trajectory discontinuities which involve accelerations, avoiding thus motor over-
loads, overheating and consequently reducing the frequency of maintenance.

Resource 
agent Order agent

Request operation 
execution parameters

Offer operation 
execution parameters

Verify if parameters are the 
same as for scheduling

execute operation IF 
parameters are the same

Reschedule operation IF
parameters are different

Goto chosen 
resource

Fig. 10 Detailed description of the final interaction protocol (right side of Fig. 1)
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As expected, moving the robot at maximum or minimum speed does not opti-
mize energy consumption, the solution lying somewhere in between these extreme
values and depending heavily on the robot structure, the payload and the serviced
locations. In the case of handling operations the optimal energy consumption is
obtained in the range of speed between 20 and 30 % of the maximal robot speed
value (Fig. 5).

The computation of the optimal motion operating parameters is difficult to be
done analytically (due to the difficult access to motors to estimate their real char-
acteristics); this is why an experimental solution which measures in real time energy
consumption and adjusts the cruise speed and acceleration is a better one. By
implementing this solution an improved monitoring of the motion process (allowing
also the computation of the final energy foot print) was obtained.

Future research will address the following directions: (i) testing the accuracy of
the SEM equipment and improving its performance if necessary and (ii) collecting
energy data over longer periods of robot motion execution to estimate energy
consumption variations in time and update consequently the resource’s perfor-
mances which will be used in product scheduling (resource allocation).
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ROS Based Safety Concept
for Collaborative Robots in Industrial
Applications

Stephan Kallweit, Robert Walenta and Michael Gottschalk

Abstract The production and assembly of customized products increases the
demand for flexible automation systems. One approach is to remove the safety
fences that separate human and industrial robot to combine their skills. This col-
laboration possesses a certain risk for the human co-worker, leading to numerous
safety concepts to protect him. The human needs to be monitored and tracked by a
safety system using different sensors. The proposed system consists of a RGBD
camera for surveillance of the common working area, an array of optical distance
sensors to compensate shadowing effects of the RGBD camera and a laser range
finder to detect the co-worker when approaching the work cell. The software for
collision detection, path planning, robot control and predicting the behaviour of the
co-worker is based on the Robot Operating System (ROS). A first prototype of the
work cell shows that with advanced algorithms from the field of mobile robotics a
very flexible safety concept can be realized: the robot not simply stops its move-
ment when detecting a collision, but plans and executes an alternative path around
the obstacle.
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1 Introduction

Modern production of consumer goods will develop from mass production of
identical items to customized products in the near future [1], a so called “mass
customization”. The flexibility of a production line can be increased by using a
combination of a flexible human worker and an industrial robot [2]. The robots task
is the disposing of all repeatable jobs, which are too time consuming, too heavy for
the human co-worker or need a relatively high positional accuracy. Several aspects
need to be considered for a collaborative workspace, as shown in Fig. 1. The human
co-worker is the flexible and fault tolerant partner, guiding the robot to his next
mission. In our study a typical “Pick-and-Place” task is analysed. Although this is
the basic scenario for a variety of assembling tasks, the drawback is the threat
generated by a fast moving robot [3].

Various safety concepts exist in the industrial environment, which are even
commercially available like camera based monitoring systems [4]. The system
detects an intruder in the working area of the robot and stops the running procedure.
This is not beneficial for a real collaborative approach: the process would be most
of the time switched off. Collaboration between the human co-worker and the
industrial robot is only possible if the robot perceives the dynamically changing
environment and reacts to the new situation accordingly [5]. In the field of mobile
robotics, this scenario became already a reality: the Google self-driving car is
licensed to autonomously drive in several states in the US [6]. Another example
from the field of logistics are Kiva Systems, recently acquired from Amazon [7],
which deploy autonomous mobile robots for commissioning tasks. As a conse-
quence, advanced algorithms from mobile robotics can be applied to standard
industrial tasks, like e.g. assembly or pick-and-place jobs.

Fig. 1 a Collaborative workspace (CW) between human and robot monitored by multiple sensors;
b interaction diagram showing the concept used for safe human robot collaboration
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2 Safety Requirements

The operation of a collaborative robot system is strictly regulated. There are dif-
ferent regulations for each country: e.g. in Germany a license is required according
to a combination of DIN-EN-ISO 10218 [8] and DIN-EN-12100 [9]. Here the
fundamental risks are described which arise from the operation of a robot system
without protection fences. Procedures are explained to discover and eliminate
dangerous threats in order to protect the human co-worker. To operate a robot in a
collaborative mode, the system needs to fulfil the following criteria:

• The robot needs to be realized in a light-weight design.
• An independent controller monitors the robot motion.
• Sensors are monitoring the position of the human co-worker.
• Safety classification must be done according to DIN EN ISO 13849 [10].

Figure 2 shows different “Hazard Zones” (D1–D3) which are generated considering
thementionedDIN standards, the speed of the robot, the latency time of the sensors and
the distance between co-worker and robot base point. Zone D1 is the zone with highest
hazard. The co-worker cannot leave quickly enough D1, if the robot makes an unpre-
dictedmovement. The only safe state for this situation is to stop completely the motion.
Zone D2 is the collaborative zone. Here the interaction with the co-worker is allowed
and all the sensor devices are monitoring continuously the human co-worker and the
robot. If a threat is detected in D2, the system goes into a safety stop.

2.1 General Principles for the Design

An industrial robot is controlled by a user program which defines a specific task.
Each part of this program, which initiates an action of the robot itself, has to be
monitored by a safety function. This function needs to be classified as category 3
with “performance level d”, which means:

• Failures cannot lead to a loss of safety functions.
• Failures have to be recognized at an early state.

Fig. 2 Different “Hazard
Zones” considering sensor
latency and distance
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• Every safety function leads to a safe state.
• The safe state is kept until the threat is relieved.

“Performance level d” indicates a probability of failures occurring when the
system is used. This probability is below 10−6 for a critical failure/hour in the case
of level d [10]. Safety functions are used for risk reduction. For a collaborative
system the control of the robot motion is of great importance. This includes the
ability to stop, to control the speed and to limit the free working area of the robot.
The system needs an emergency stop and a safety stop. An emergency stop shuts
the system down and cuts it from the energy source. A safety stop is only stopping
the motion and waiting until a safe operation is guaranteed. The TCP velocity needs
to be continuously controlled. It must be ensured that a maximum speed of
250 mm/s is not exceeded, when the co-worker is entering zone D3. The software
must implement a limitation of the robot working range. When the robot reaches
this limit, the robot has to stop. This simple method is an instrument for reducing
the interaction area with the human co-worker and defines the area where the robot
is allowed to move.

2.2 Collaboration Scenarios

Different collaboration tasks need different setups like described in [11]. The most
interesting scenario for collaboration is a direct, joint interaction between human
co-worker and robot. The other possible collaboration setups include e.g. forbidden
areas, where a robot is integrated in a production line and some parts need to be
loaded and unloaded to the production cell or heavy robot tools handled, where the
human co-worker is just shortly exposed to the robot working area.

3 System Architecture

Several tasks can be associated to a system for robot collaboration. These tasks can
be formulated quite similarly to the tasks a mobile robot has to solve; it is thus
natural to use similar strategies. The main tasks for mobile robots are [12]:
(a) Locomotion; (b) Perception; (c) Localization, and (d) Navigation.

Locomotion is realized by the robot standard hardware controller. When using
an external control program which generates control commands for the joint
positions, an external kinematic solver is needed. We use the Open Source library
KDL [13] to solve the inverse kinematic iteratively for an UR5 light-weight
industrial robot. The robot controller has a software interface to ROS [14] which
simplifies the development.

The system controller needs to acquire enough data to generate a model of the
current state. This perception of the environment is often done with 3D vision
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systems; in our setup we use a simple RGBD camera, several proximity sensors and
a laser range finder. These sensors are supported by ROS or simple interfaces are
developed with the rosserial package [14].

Another module is needed for collision detection, which is part of the locali-
zation task. Here the Open Source library FCL [15] is used, to allow a probabilistic
collision check of static and dynamic objects in 3D environments. For collision
avoidance a path planning algorithm is necessary for navigation. A common library
for path planning within ROS is OMPL [16], which uses a local and a global
planner to generate possible 3D paths of the kinematic structure and to check the
closer surrounding of the robot. The path planning was simulated online in a virtual
environment using MoveIt [17]. Here all the necessary geometrical constraints are
provided as URDF [18] data sets. Figure 3 shows the main components of the
generated system.

3.1 Robot Cell Setup

A laser range finder, mounted in front of the robot cell observes the plane
orthogonal to the base coordinate plane of the robot and detects the human
co-worker when entering D3. The RGBD camera is placed *2 m above the
working area for collision detection, i.e., detecting objects in all three Zones (D1–
D3). Using depth images from the RGBD camera it is possible to monitor nearly the
robot’s complete working area.

Virtual fences limit the possible working area of the robot from three directions:
in front of the robot cell an interaction with the robot is possible (D3 and D2); this
area is partially monitored by the RGBD camera and some additional proximity

Fig. 3 Modules of the system architecture
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sensors with a range of *800 mm (Sharp GP2 Y0A21). The sensor signals S1–S3
are used for the safety state machines.

The robot itself is equipped with a sensor belt in order to detect objects near the
kinematic chain. This belt consists of four of the already mentioned low cost
proximity sensors (S4–S7), which have a lower latency time than the RGBD
camera. Depending on the detected collision threat, the movement of the robot
stops.

4 Safety Controller

The task of the safety controller is to perceive the working area and to monitor the
robot and human co-worker. The implementation of object detection, collision
avoidance, path planning and of the state machines was done in ROS using MoveIt.
Due to the ROS communication engine, it is possible to exchange data for the UR5
robot via a simple TCP/IP connection. The robot hardware controller is expecting
new joint positions, speed and acceleration values with a data rate of 125 Hz as a
ROS client. The new data is FIFO transferred and directly sent to the servo motors.

As a test case, we implemented a simple Pick and Place task with several PTP
and LIN movements. It is worth mentioning that MoveIt doesn’t support LIN
movements, so the target points for a linear movement need to be calculated in
advance and sent to the robot controller. A simple state machine is controlling the
Pick and Place process. The transitions can only be triggered if non-blocking calls
are used. That prevents from using the move() and execute() functions of the
MoveGroup. One possibility to use the state machine is using MoveGroupAction,
which starts the ActionServer and publishes an event when the action is triggered.

The safety functions are implemented as state machines. As soon as the human
co-worker is detected in D3, the system reduces the speed to 250 mm/s. If the
co-worker enters D2 and he is closer than 200 mm to the robots upper arm, the
system is stopped. It is as well stopped, when entering D1. If a colliding movement
of the robot in D2 or D3 is detected, the system stops and calculates an alternative
path around the colliding object. If successful, the planned path is executed.
Figure 4 depicts the safety state machines where the signals S1–S7 are used for
additional intruder detection not covered by the RGBD and laser range finder data.

5 Results

A successful path planning with colliding objects is generated using the mentioned
setup. When the human co-worker stretches his arm into the collaboration area
D3-D2, the arm is detected as an obstacle but as the bounding box of the arm is not
interfering with the planned trajectory, a re-planning is not necessary. The robot
moves with reduced speed of 250 mm/s to the target position. If the arm is detected
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as a colliding object, the system is stopped for a short time for re-planning the path
around the obstacle and—if successful—moves the robot using the new trajectory.

Other collaboration scenarios are as well possible, e.g. a pick-and-place appli-
cation, where the robot should pick the object from the co-workers hand. Here the
hand of the co-worker is not classified as a collision object, because he is in a
special collaboration zone. If the hand would be defined as a collision object, the
robot wouldn’t be able to reach the target position. This collaboration zone has only
a certain limited height *50 mm, so that it is possible to interact with the robot. If
the dimension of this zone is increased too much, it will be dangerous for the
co-worker.

In order to get a first indication of the latency time of only the collision detection
system, the time between a trigger from the laser range finder and the complete stop of
the robot wasmeasured using internal time stamps fromROS; proximity sensors were
ignored for this test. These time stamps are indicators which should be interpreted
with care, due to the limited real time possibilities of ROS. This data is a first estimate
of a possible threat for the co-worker. Figure 5 shows the setup of the measurement:
the robot is repeatedly moving from starting position A to target position D on a
circular trajectory. The co-worker enters the zone D3 via B1 or B2, disturbing the
trajectory. The time for a complete stop of the robot when detecting the collision
object is measured. The laser range finder doesn’t stop the robot; only the safety
controller based on the collision detection without the proximity sensors is used.

Three different speeds for the robot were used: 10, 50 and 100 %. The mean
values �t and the standard deviations sd were calculated from 30 measurements
(Table 1).

Obviously the latency time depends on the point where the co-worker enters the
collaboration zone but does not depend on the robot’s speed. The latency time
between the two investigated points differs by *0.2 s. During the test sequence the
robot always stopped before the co-workers hand, so that the measured difference in
latency time for B1 and B2 is due to different braking ramps of the robot hardware
controller.

Fig. 4 Safety functions as
state machines
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6 Conclusion and Future Aspects

The successful setup of a collaborative robot system using the ROS framework
shows that combining algorithms from mobile robotics with industrial tasks is
suitable for future automation purposes. By using open source libraries a very
flexible low cost collaborative system was developed. The used sensors are com-
mon, low cost devices which are not suitable for industrial safety applications, but
the capabilities of combining 3D sensors with some additional proximity devices
are considered.

The system is still not fast enough to detect quick movements of human
co-workers due to the latency time of the RGBD camera and the high computational
load. Here ROS is beneficial again: ROS scales quite well on multicore machines
due to the fine-grained structure. Future multicore CPU power can be easily used.

Next steps in the research will be: the use of faster and more accurate RGBD
cameras, e.g. some TOF cameras with higher frame rates and higher resolution.
A decentralized approach with a cluster of powerful embedded systems will
increase the overall performance. The use of a different kinematic solver can as well
improve the global performance: KDL solves iteratively, so the algorithm spends
more time in some kinematic positions compared to an analytic solver.
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Experimental Platform for Performance
Tests of Compliant Robotic Devices

Jaroslav Hricko

Abstract The design process of mechatronic devices is usually performed with
Model-Based Design (MBD) methods. This approach enables obtaining properties
and functional behaviour of designed devices at lower costs of prototyping.
Building prototypes is usually the last operation before the real manufacture of
products and includes several experimental tests for parameter verification. As
prototype building is the most expensive part of the design process, the
Hardware-in-the-loop (HIL) and Software-in-the-loop (SIL) simulation methods are
strongly recommended to decrease final production cost of designed devices. This
paper deals with designing a specific test bed for performance quality evaluation of
compliant robotic devices. The proposed equipment enables parameter verification
and evaluation of differences between mathematical models of flexible parts and
their real characteristics. Thus, the structures and parameters of the compliant
devices of interest can be optimally designed. The paper also discusses the utili-
zation mode of the proposed testing and performance evaluation equipment for a
designed micro-gripper.

Keywords Mechatronic device � Compliant mechanism � Mathematical model �
Stiffness � Robot gripper

1 Introduction

Currently the design process of mechatronic devices is based on knowledge inte-
gration of from main technical fields: mechanics, electronics and informatics.
Therefore, design methods include the mathematical modelling and simulation of the
whole device and the main interactions between functional components of designed
device. Well-known design methods of mechatronic devices are: V-model [1]
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and Model-Based-Design [2, 3]. These methods include verification of the desired
functional performances of prototypes, which is executed before physical realization
of the device. Before performing this verification procedure, a careful analysis of the
mathematical model is required.

Methods used for experimentation are based on combinations of physical
models/prototypes and mathematical models in order to express functional char-
acteristics in a most reliable way. Such approaches enable knowing the performance
characteristics and expected parameters of a final product. There are two principal
approaches [4]:

• Software-in-the-Loop (SIL) integrates the models of system’s components in
one common simulation background. Real components and simulation models
could work together in real-time or off-line processes. This SIL simulation
concept can be used in the design phase as a useful tool for the analysis of
system dynamics including properties of drivers. It is useful for tests and sim-
ulation of control algorithms.

• Hardware-in-the-Loop (HIL) integrates physical components and models of
other parts into one common simulation background and enables real time
simulation. It is used mainly in cases when real functional performances will be
verified.

Mutual interaction of both methods and models are shown in Fig. 1.

2 Experimental Platform for Prototype Testing

The most adequate performance characteristics of a device can be obtained in
hybrid approach (theoretical model— real characteristics). Considering the specific
group of compliant robotic devices this approach is really needed; such compliant
devices include mechanically flexible parts (joints/arms) as important building
elements. Flexural characteristics of these elements usually differ from theirs
mathematical models and the cumulated error in performance can reach up to 5–
10 % [5, 6].

Fig. 1 Combinations of
models and real objects
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The proposed experimental test bed allows carrying out functional tests and
measurements on compliant devices such as grippers, force/displacement amplifi-
ers, etc. There are some functional requirements to be met:

• Performing experimental tests with micro positioning devices (measurements of
small displacements should be enabled);

• Tests of dynamic properties;
• Experiments with real size devices;
• Force measurements.

The purpose of this platform is performing preliminary tests in laboratory
conditions; for this reason the following design criteria have been considered:

• Interaction with higher control systems (e.g., computer with MATLAB);
• Integration of position/force feedback (sensors);
• Using standard industrial components;
• Switching between global/modular approach;
• Keeping low cost of the platform and physical samples.

Considering the previous requirements, the platform includes drivers/actuators,
sensors for displacement feedback and a control unit supporting connectivity with
higher control systems, eventually in multitasking regime for multiple actuators.

2.1 Principal Components

The test platform is developed mainly for assisting the design of compliant robotic
devices as for instance grippers and force/displacement amplifiers. For this reason
the main active components are linear actuators. Although experiments have been
made on this platform with 1-D.o.F. linear actuator, in principle the platform can be
modified to accommodate up to 3-D.o.F. motion systems. According to Howell [7]
and Smith [8], most of devices are currently built in planar configurations and
usually work in one or two D.o.F.

The main component of the proposed platform is the linear actuator as the
principal driving device of the motions of compliant—functional elements. In our
case, because experiments will be made in the dimensional scale up to 10:1, the
imposed characteristics of a linear actuator should assure the numerical values: min.
stroke 5 mm, applied force 5 N and higher, positioning accuracy—at least micro-
metres, and highest possible working frequency.

Two physical principles were compared when choosing linear actuators: pie-
zoelectric and electromagnetic. An actuator working on piezoelectric principle
exhibits main parameters [9] with the values: stroke 80 mm, maximum motion
speed 15 mm/s, resolution <1 nm, maximum force 7 N. An actuator working on
electromagnetic principle [10] exhibits the following values for its parameters:
stroke 10 mm, maximal motion speed 400 mm/s, resolution given an optical sensor
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30 µm, positioning accuracy ±90 µm, maximum force 5.5 N. Considering the costs
of both devices the electromagnetic drive was finally chosen.

The intended experimental tasks require measurements for position feedback of
the actuator and for displacement measurements of other experimental devices as
well. The optical encoder integrated in the linear actuator is used for open loop
control. The output displacements of the tested devices can be calculated and
verified from their mathematical-flexural models. Other possible sources of position
measurements/feedback are contactless sensors. Some types of sensors have spe-
cific requirements: for example ultrasonic and capacitive sensors need relatively big
surfaces for measuring, inductive sensors require metallic surfaces/parts, etc.

In order to assure maximal generality in position sensing, the platform uses a
webcam device. Sensing relatively small areas (covered by a mechanism’s end
element) is done by processing the images of the end element’s displacement. For
example, when scanning a 10 mm × 10 mm area with a relatively cheap webcam of
resolution 640 × 480 pixels, one pixel represents approximately 20 µm. On the
other hand, it is more difficult to apply this method for fast moving objects;
therefore, visual measurements are currently used only for evaluating deflection.

2.2 Control System (HW, SW)

The linear actuator and its controller are originally designed for industrial appli-
cations. In the proposed experimental platform, the connection of the motor con-
troller with a higher control system uses digital inputs and outputs and supervised
by a PLC. The number of digital inputs and outputs was increased when the motor
controller didn’t support direct computer control.

In order to expand the computer’s digital and analogue port capability, data
acquisition cards were used; they are fully supported by MATLAB and its real-time
toolboxes [11]. Another method of interconnection of a computer with an industrial
controller is using a dedicated microprocessor. Between the microprocessor’s TTL
logic and the 24 V motor controller’s logic a galvanic isolation must be inserted as
convertor. The block scheme of this solution is shown in Fig. 2b.

The Arduino microcontroller was used for the test platform [12], with galvanic
isolation by optical couplers. The platform includes six digital computer outputs
(inputs for the controller) and four digital inputs. Currently the galvanic isolation
module is realized on an extension board which allows adding or removing further
electronic modules.

A Graphical User Interface (GUI) for real-time control of linear actuators was
developed in the MATLAB environment. MATLAB supports Arduino boards by
running an on board server program which responds to commands arriving via serial
port, executes the commands, and, if needed, returns a result [13]. The MATLAB
function timer was adjusted at the working frequency of 20 Hz and used for
real-time control. The GUI application supports two modes for controlling linear
actuators: manual and automatic. In manual mode, the operator must know all
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control instructions to have direct access to the parallel I/O connector. The actual
states of the controller inputs and outputs are graphically individualized by the
colour of the button and simultaneously drawn in a monitor window. The automatic
mode enables setting desired values, only the current values being displayed.

3 Using the Experimental Platform for Micro-gripper
Design. A Case Study

The possibilities of using the experimental platform are documented in an example
of micro-gripper design [14–16]. The dimensions proposed for the gripper’s body
are: width 5.0 mm, height 6.2 mm, distance of fingers 0.2 mm, thickness of flexure
joint 0.05 mm and thickness of the flexure plate 0.5 mm. The elastic material is
aluminium alloy.

In principle, for manufacturing of such complex form there are two technologies
that can be used: precise machining or 3D printing. Standard 3D printers support
only specific types of materials like PLA or ABS, but these materials exhibit small
flexibility. Polyamide seems to be a suitable material that can be processed by 3D
printers. Naturally, if another material is used, different values of Young’s elasticity
modulus must be taken into account when calculating the flexural characteristics.

For experimentation, the physical sample of the micro-gripper was built at a
scale of 20:1. As the Young’s modulus of material for this model sample differs
from polyamide, compliance/stiffness analysis is needed. It includes the calculation
of compliance/stiffness of the elastic structure and building flexural model of the
gripper. This type of gripper consists of relatively rigid parts interconnected by
elastic joints having the form of circular double-side notches. Flexural character-
istics of the whole gripper depend on the stiffness/compliance of its particular
elastic connections. The coefficients of the compliance matrix for such joints can be
expressed by the relation [5]:

(a) (b)

Fig. 2 a Placement of components on the test platform. b Block scheme of interconnection
between industrial motor controller and computer
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CyFy ¼ 12
Ew

I2 ð1Þ

where I2 is the integral of function that depends on the shape of the notch, E is the
Young’s elasticity modulus and w is the thickness of the gripper plate. It is
remembered that, in order to get the same flexural characteristics for joints made
from different materials/Young’s modules one can vary the thickness w.

The form of the physical model is shown in Fig. 3. The principal dimensions are:
width of gripper—80 mm, high of gripper—154.2 mm, thickness of the flat elastic
material—3 mm, thickness of all elastic joints manufactured in the form of circular
notches—1 mm.

The kinematic relations between input motion of actuator and displacement of
fingers, together with forces were analysed for the proposed elastic mechanisms of
the gripper. The micro-gripper consists of two symmetric mechanisms as shown in
Fig. 3b. The gripper mechanism transforms the displacement of the actuator uyOA
into motions of the finger tips. For the preliminary calculation, the simplified
relation between input motion of the linear actuator and output movement of the
gripper finger uxOG (see Fig. 3b) is:

uyOA ¼ uxOG
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðL1 þ L5Þ2 þ ðL2 þ L4 � L6Þ2
q ðL2 þ L4Þ ð2Þ

The precise compliance analysis includes the calculation of deflections in desired
points, and was done in COMSOL Multiphysics.

(a) (b)

Fig. 3 a FEM simulation of micro-gripper. b Micro-gripper dimensions
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The principal condition for flexure’s design is that input force/energy exerted by
the actuator should deflect the mechanisms and produce the desired force between
fingers, expressed by the relation:

FA ¼ 2 � uyOAKG þ TGAFG
� � ð3Þ

where FA is the actuating force, KG is the gripper stiffness, TGA is the transformation
matrix between points OG and OA and FG is the desired force between gripper
fingers.

The micro-gripper’s symmetry enables the calculations only of its half part, the
results being directly applied to the right half part [17].

For preliminary experiments the finger force was considered zero. In this case
the actuating force overcomes only the stiffness of the two symmetric mechanisms.

Considering the linear flexural characteristics, the actuating force FA, the stiff-
ness KG and the input displacement of the actuator uyOA are related by:

FA ¼ KGuyOA ð4Þ

Then, calculating the stiffness for the whole gripper mechanism will be done as:

KG ¼ 2 T2A T12 T01CJ1TT
01

� �

TT
12 þ CJ2

� �

TT
2A

� ��1
; ð5Þ

where Tij are the transformation matrixes between i and j system coordinates
defined in points Oi, and CJi are the compliance matrixes of particular joints.

4 Conclusion

An experimental platform for performance tests of compliant robotic devices has
been described (see Fig. 4a). The purpose of this test bed is to verify the perfor-
mance characteristics of various compliant devices frequently used in robotics (e.g.
mechanisms, grippers and mechanical amplifiers). The testing allows applying HIL
and SIL approached as suitable tools in designing complex mechatronic devices.

In order to perform the experiments, interconnection between actuators and
control system was possible in MATLAB environment, which made possible
working with standard industrial actuators. At present, the actual realization of the
platform allows only relative low working frequencies; future research will permit
frequency increase.

An example of the platform’s application in micro-gripper development is
included in the paper. The platform enables performing tests and verification of
control algorithms (actuator control, position sensing and image processing).
Finally, some theoretical considerations are made for the optimized design of
compliant robotic devices.
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Both described approaches were used as position feedback and comparison of
their results is shown in Fig. 4b. The modularity of the designed experimental
platform enables the integration of other types of sensors, e.g. force transducers.
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Cooperative Assembly Using Two
Industrial Robots

Mădălin-Petru Sbanca and Gheorghe-Leonte Mogan

Abstract The paper presents some design aspects concerning robot cooperation
methods in order to accomplish dexterous tasks using two industrial robots with
different controllers. The goal of this research is to present assembly strategies of
two objects using an external master-slave controller for the robots actions. The
method described in the paper presents a new solution for automatic robot col-
laboration and interaction with user interface.

Keywords Industrial robot � Robot cooperation � Force control � SCADA
system � Automatic control system

1 Introduction

Compared with humans, robots have the disadvantage of lacking decision in critical
situations. During the reported research, we studied the robots’ behaviour by
assimilating them with human’s behaviour. Automatic robotic arms can assembly
complex planar parts using torque-controlled DLR light-weight on-board cameras
(eye-in-hand configuration). One of the objects is considered in a fix position and
the other one is manipulated by the robot [1].

To realize an algorithm for assembly operations with one or more robots, the first
step consisted in analysing human’s behaviour. According to [2], a solution is
hybrid robot control. The next step is to implement the decision procedure in the
robot controller [3], which involves both the robot and the operator. Using a virtual
environment, the human’s reaction and skills can be learned [4–6]. In some cases
delay problems occur [7] as a reaction of the robot positioning oscillations [8].
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2 Assembly Methods

The most efficient method of studying the assembly process is the “peg in the hole”
problem. First, the shape of the peg will be considered and then the hole’s chamfers
system [9]. The orientation of the peg is also very important to establish the
approach method [10, 11]. Researches were made with different feedback types,
like infrared sensors [12] or vision cameras [1, 13, 14]. Furthermore, as feedback of
the closed control loop, sometimes the impedance of the robot motors can be used
[15–17].

Considering the necessary equipment for realizing the assembling process
including robotic arms with 3–6 DOF, there were proposed such robotic structures
[16–18] based on 3 DOF, with different implementations. The closest approach to
this paper was the use of complex peri-robotics structures [16, 19] which are able to
realize complex assembly task. Our aim is to use less equipment still obtaining
accurate results and an optimized cycle time. Two possibilities will be considered:
the first one is to keep the peg in a perpendicular position to the hole’s plane and to
implement a different searching trajectory in the robot; the second option is to lean
the peg [11, 13] and follow the force feedback impulse.

3 System Description

The goal of this study was to realize a collaborative robot system. To achieve this,
an assembly process using one robot was extended to multi robot usage. The first
step to achieve the goal is to control the process using a master controller external
with respect to the existing robots controllers. The second step is to use the force
feedback signals from a sensor. Thus, the possibility to connect two different robots
to a master controller with the aim of realizing collaborative tasks was investigated.

3.1 Hardware Presentation. The System’s Architecture

The system developed (Fig. 1) to satisfy the collaborative robot behaviour uses
some of the equipment existing in the Robotics Lab. of the Product Design and
Robotics Department of Transylvania University of Brasov. The main system
components are two ABB industrial robots, IRB 1600-145 and IRB 2400L both
having their own controller. This means the robots are totally independent to each
other. They are used in our study like slaves components. The system includes a
force sensor JR3 type 100M40A; this is a wrist sensor able to measure forces in the
x, y and z directions as well as the corresponding moments with a frequency of
10 kHz. There is also a PC-based master controller, connected via Ethernet to the
robot controllers.
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3.2 Software Description—Automatic System Control

The force control uses a special PCI connection allowing execution of an appli-
cation in Visual Basic acquiring online the force values; it allows calibrating the
force cell and if is necessary adding new offsets. These values are then transferred
to the platform using UDP protocols at a frequency of 20 Hz. RAPID instructions
are used to make the connection between robot programs and the C# master
application. The main software part is the platform realized in C# software, which
interconnects all the tools used in the study (Fig. 2). The platform has also a user
interface to make the parameterization of the global control process, and is acting
like a hierarchical automatic control system. The inputs of the system are the
parameter specified by the user. The feedback is composed by the actual positions
of the robots and the force cell values for all three directions. The output of the
system is represented by the new positions of both robots, generated by the master
application according with the implemented control laws. Generally, the control
system can be implemented with different methods [15, 19]. The most popular
hybrid control systems are the ones with continuous action, linear, of P, PI, and PID
type, but there might be used nonlinear control laws too, such as bi-positional and
tri-positional.

4 Case Study

The most important goal of this study is to realize a master controller for different
robot types making the collaboration between them more natural in most of the
situations. This study presents a different approach of robots control provided by
the new developed platform. For the case study the peg in hole operation is ana-
lysed, with the tools presented in Figs. 3 and 4. Both of them have a small chamfer,

Fig. 1 Hardware architecture
of the system
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because of the tolerance between the peg size and the hole size which is only
0.05 mm, and we don’t want to lean the peg to find the hole position.

This case study used a better version of the platform in comparison with the
previous personal research [20]. Here are implemented two parallel communica-
tions with each robot, one is used for the actual positions and new set positions and

Fig. 3 Peg size

Fig. 4 Hole size

Fig. 2 Software structure
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the second one is used to synchronize the updates of the positions with the force
feedback.

The user interface is presented in Fig. 5. The user is thus able to make the
parameterization of the process. He can also choose the positioning method and the
feedback signal. It is possible to select manual positioning or manual update of
actual robot positions, synchronize the signals or manually manipulating the robot
using a peripheral controller (teach box).

The most important component of this application is the automatic collaborative
control system of the two robots. Considering fr as force feedback, s, _s and €s the
actual position, speed and acceleration, sc, _sc and €sc the set position, speed and
acceleration and M, B and K the mass, damping and stiffness matrix the process
control can be formulated like in the following equation:

fr ¼ Mð€s� €scÞ þ Bð_s� _scÞ þ Kðs� scÞ ð1Þ

Considering the present equipment (see chapter “ROS Based Safety Concept for
Collaborative Robots in Industrial Applications”), we selected for this study the
tri-positional and bi-positional control laws. These are applied for the X and Y axes
as well for the Z axis like in the Eq. 2:

u tð Þ ¼
�um for e\� ep
0 for � ep\e\þ ep

þum for e[ þ ep

8<
: ð2Þ

Fig. 5 User interface
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where u(t) is the value for X axis, −um and +um the value to add for X axis
calculated in the controller base on force feedback, e the actual value of force for X
axis and �ep are limits adjusted by the user in the interface. The same Eq. (1) is
used also for the Y axis with limits adjusted as well. The equation for Z axis is
different, because the robot is moving to the final position when the force is smaller
than the set one ðeÞ or when the forces for X and Y axis ðl; qÞ are bigger than the
imposed limit. In this case the law is bi-positional.

uðtÞ ¼ þum for e\� ep and l\lp and q\qp
0 for e[ � ep or l[ lp or q[ qp

�
ð3Þ

Using the three equations above, the control loop was changed like in Fig. 6,
which illustrates the control on all three axes and the force feedback as well.

The process is divided in two phases. First, the displacement is done with high
speed until near the target assembly position. The second phase performs collision
detection and evaluation, selects fine motion strategy, executes the adopted fine
motion strategy and repeats these sequences until the assembly task is performed
(Fig. 7). The second phase is conducted completely by the external controller. The

Fig. 6 Configuration of the automatic control system

52 M.-P. Sbanca and G.-L. Mogan



sample rate for the force sensor and for the positions refresh is 20 Hz. The master
sends to both robots new positions reading the synchronization signals from the
robots. In this way robot position can be precisely controlled. The robot starts to
move and the master reads the force value and waits for positions reaching or force
limit signal occurrence. Thus, robot collision is avoided. The process cycle time
depends on the set force limits at the user interface, on the robot accuracy and parts’
location in the gripper.

The robot trajectory is also influenced by parameter scaling in the C# platform.
For the first test the position increment was set to 1 mm. The measured values of the
force and positions of second robot were saved with a frequency of 10 Hz.
Analysing the results shown in Fig. 8, big oscillations in robot positions can be
observed. These are the results of force oscillations with values between ±100 N,
having the switching limits set to 2.5 N in the user interface.

After the position type was modified by the external controller in terms of
converting the parameters to float type, the test was repeated. In order to observe the
difference caused, various force limits were imposed. Both the limits were adjusted
considering the materials, and the robots torque limits to avoid crashing the robots
or the parts. The force cell scale is between −400 and +400 N. For the second test
the limit was set at 2.5 N and for the last test 12.5 N. Furthermore, Fig. 9 presents
the second test with minimum increment value to 0.1 mm. Improvements on the

Fig. 7 Process phases
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oscillations range around ±25 N in comparison with ±100 N from the first test can
be observed. Also the time has been optimized for the second test. For the cycle
time we have to consider the deepness of the hole which is 22 mm with the peg hold
until contact between the peg and the hole on Z axis occurs.

Considering the results, for the last test the limits were set to 12.5 N, in order to
obtain smaller oscillation on the robots positions. This action has no influence on
used part materials. Without oscillations the movement along the Z axis will be
much faster. Only small automatic adjustments could be observed in the position.
The complete cycle time is around 10 s (Fig. 10).
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Fig. 9 Measured forces and positions after optimization
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Data from the force sensor and position of the second robot were already pre-
sented. The position of the peg holder can be observed only on the X and Y axes,
because the goal was to observe the improvements of the automatic control system
during algorithm modifications. The force values on all three directions were
transformed into three dimensional points and then a trajectory was generated. This
trajectory was compared with the robot trajectory generated by the external control
system. Figure 11 presents the directions of the trajectories which are similar. This
confirms a strong dependency relation between these two parameters in the external
master controller.

5 Conclusions and Future Work

This study opens a new direction in the control of assembly processes. The novelty
of the reported research is the cooperation between two robots in order to
accomplish assembly tasks, reducing the cycle time.

Another advantage brought by this structure is flexibility because of the inter-
active, multi-modal user interface. There is no need to fix the robot base or to
cooperate with the human during the process; this is because the conceived platform
is automatically connecting to the robot. Using different feedback sensors, the
robots can be used to accomplish dexterous tasks that only human persons can do at
present.

The future research work consists in the study of more complex assembly
processes and in extending the platform to allow connectivity to other feedback
sensors and utilization of a greater number of collaborative robot manipulators,

Fig. 11 Positions dependency on force feedback
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possibly of different types (e.g., produced by different manufacturers). Another
future research line could investigate the possibility to implement and analyse
different control system laws like PID or fuzzy logic, and integrate the flow of
computing data into hierarchical multitasking dynamic robot motion control.
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The Beginning of the Automation

A Brief Review on the Automatic Devices in the
Hellenistic Age

Cesare Rossi

Abstract Some examples of the most interesting automatic devices of the
Hellenistic Age are presented. These devices can be considered the first examples of
automatic mechanical systems, thus representing the precursors of the automation;
they clearly show how the concept of automation was present in the minds of
ancient scientists and engineers since the II century B.C. or even earlier. The
devices also clearly show the surprising modernity of the knowledge of the ancient
scientists and engineers, both conceiving the mechanical designs and the building
of them. Moreover, the presented device spans a rather wide range of fields of
applications. The automatic systems that were chosen are presented by grouping
them by inventor. The latter are: Archimedes, Heron of Alexandria, Ctesibius,
Dionysius of Alexandria and Philon of Byzantium.

Keywords Ancient automatic devices � Automata � History of science

1 Introduction

The idea of building automatic devices is probably as old as the human thought.
The oldest clues about these ideas are probably found in the Greek mythology. For
instance, in the Iliad it is told that the god Hephaestus (Iliad, XVIII, vv. 519–525)
built some “automata” that helped him in his smith works. Another legend tells that
king Minos used a bronze mechanical giant, Talos, forged by Hephaestus, to patrol
the isle of Crete. Moreover, the word “automatic” comes from the ancient Greek
αυτοματος, an adjective meaning literally self-moving or self-acting. So, also in
ancient times, the term and the concept had practically the same meaning we use
today.
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As far as we can recognize of the past, automatic devices were first designed by
the scientists/engineers of the Hellenistic Age; this is to say in the Mediterranean
Area and in a period of time that strictly ranges between 323 B.C. and 31 B.C. but,
from a cultural point of view ranges between the III century B.C. and the II century
A.D. In this period of time, the human knowledge had a very considerable “jump”
in almost any field of the culture and put the basis of the society in which we live
today. Concerning the scientific and technical knowledge in particular, most of the
inventions developed in this period of time were beaten not earlier than in the XVIII
century. So, it seems interesting to propose a brief review on some examples of
these early automatic devices.

2 Heron of Alexandria

Heron of Alexandria was probably the best known designer of automatic devices in
ancient times. Although very few is known about his life, he is well-known for a
wide number of his inventions in different fields; probably the widest fields of his
inventions is the automation.

The main treatises by Heron about automatics (Pneumatica and Automata) were
translated during the Italian Renaissance by Baldi [1] (1553–1617), and by Aleotti
[2] (1546–1636); both describe a wide number of automatic devices.

The most famous automatic device by Heron is probably the mechanism to open
and close the doors of a temple shown in Fig. 1 with a virtual reconstruction.

A fire was lit on the brazier F; so, the hot air heated the water in the pressure tank
S. The pressure in this tank pushed the water in the mobile water container C
through a U-shaped pipe. The mobile water container was connected to the temple
doors by means of ropes or chains wrapped in coils on the door hinges. As the water
container was filled with water, because of its weight the ropes were unrolled and

Fig. 1 Heron’s mechanism for temple doors and virtual reconstruction, adapted from [17]
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the doors were opened. When the fire was extinguished, the steam in the pressure
tank condensed, hence the pressure in it decreased and the water was sucked up
from the water container. As soon as the weight of the latter decreased enough, the
counterweight P acted on the door hinges in the same way, but closing the doors.

Another interesting example of Heron’s automata is reported in Fig. 2 where a
reconstruction is shown made by Aleotti [2] in his “Gli artificiosi et curiosi moti
spirituali di Hero Alexandinus” (the artificial and strange pneumatic motions By
Heron of Alexandria), Ferrara 1589, of a famous Heron’s automaton. This
automaton was made up by two main characters: Heracles and a dragon. In few
words: the dragon hisses, Hercules beats it with a club and the dragon spits on
Hercules. The working principles can be deduced by Aleotti as it follows and is
shown in Fig. 2. A water flow from S fills a tank H through a funnel T. When the
tank H is filled the air flows through a small pipe M that is linked to the dragon’s
mouth and this one hisses. A rocker C can rotate on a pin O; one of its arms is
linked to a cone B and to a rope E, while the other arm is linked to a water container
Z; the latter, if empty weighs less than cone B. As the water level in the tank goes
up, the water fills the mobile water container Z through the U-shaped pipe X. When
the mobile container Z is heavier than the cone B, the rocker C rotates clockwise
and rope E moves Hercules’ arms through a simple T-shaped mechanism, not
represented. In this way the club is lifted up. At the same time through pipe Y tank
A, pipe Q, and the cone R are filled.

Since the mobile water container is conical, when it reaches the bottom it turns
upside down and the water in it is evacuated. Now cone B is heavier than container
Z and the rocker rotates counter-clockwise. The rope R is tightened and the club
beats the dragon’s head. At the same time, cone B gets inside cone R that is full of
water and so the pressure in the pipe Q rises. This pipe is linked to the dragon’s
mouth and so the latter spits a water jet onto Hercules.

To Heron was also ascribed the water distributor that represents the ancestor of
the modern drink vending machine.

But Heron’s most surprising automatic device is probably the programmable
self-moving robot. The latter was described by Baldi [1]. These automata were
conceived as “actors” in a puppet theatre; on the theatre proscenium all the

Fig. 2 Aleotti’s reconstruction of Heron’s automaton and working principle, from [2, 10]
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performance was played by those automata that were, hence, programmable. In
Fig. 3 drawings from Baldi’s work are reported, showing the working principle and
the counterweight motor that moved those automata. In the figure on the left, one
can observe the counterweight that is located in a tank filled with millet or mustard
seeds in order to regulate the counterweight motion, hence the automaton speed.
The system that changes direction uses the programmability of motion concept:
Fig. 3 on the right shows the axle of the driving wheels divided in two axle shafts
that are independent one from the other; on each one of the shafts a rope is rolled. If
the rope is rolled on one of the axle shafts in a different way from the other, when
the counterweight goes down pulling the rope, one of the two driving wheels will
rotate in different way from the other one. The programming of the motion can be
also obtained by putting some knobs on the axle shaft like shown in Fig. 3; by these
knobs it is possible to modify the rolling of the rope, in order to obtain different
laws of motion for each wheel [3–5].

The counterweigh motors were widely used in ancient age for a number of
applications such the theatre curtain lifter, the awnings of the Coliseum and most
probably the internal motors of the siege towers [5].

A siege tower or “helepolis”, as many ancient authors suggest [6–8], had internal
motors so that it can be considered as a large size of the Heron’s self-propelled
automaton. These towers, in fact, very probably were powered by counterweigh
motors. The scheme of a counterweigh motor for an helepolis is shown in Fig. 4; it
essentially consists in a counterweigh that pulls a rope rolled on the wheel axle by
means of a five-pulley block and tackle with 5 pulleys (Pentaspaston, described by
Vitruvius [9] in I century B.C.).

Fig. 3 Heron’s programmable robot and working principle of the motion programming, adapted
from [1, 10]
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A model of the tower was made by means of WM 2D™ code that permitted a
dynamical study of the device; this was made in order to evaluate the reliability of
the device itself. Since this investigation was already exposed in [5], in the fol-
lowing just the main results are reported. The data of the considered helepolis are:

• Mass of the helepolis = 40,000 kg;
• Mass of the counterweigh = 1000 kg;
• Radius of the wheels of the helepolis: rc = 1.5 m;
• Radius of the axle shaft: rr = 0.8 m;
• Slope α = 2°.

From the data above it was computed that such a counterweigh, having a stroke
of 20 m, could move the helepolis for 7.5 m. If the counterweigh was a water tank,
it could have been unfilled once at the bottom of the stroke, then lifted again and
finally re-filled by a pump or by a chain of buckles.

3 Ctesibius

Ctesibius (285–222 B.C.) was the director of the Library of Alexandria and is
credited of a large number of inventions, several of them being automatic devices.
Among these, one of the most interesting can be considered the water clock, shown
in Fig. 5; in the figure a virtual reconstruction and technical drawings showing the
working principle are reported. To understand the reason why an automatic device
was required for a water clock, we must remember that the length of a roman hour
was not constant since it was defined as 1/12 of the time between sunrise and sunset
during the day and 1/12 of the time between sunset and sunrise during the night.
Thus, the time duration of one hour was different from day to night (except at the
equinoxes) and from a given day to another one. The water clock designed by
Ctesibius solved this problem [10, 11]. A bottom tank is filled by a constant water

Fig. 4 Scheme of a counterweigh motor for a helepolis (right) and simulation results at constant
counterweight velocity (left), adapted from [5]
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flow from a top tank that is permanently maintained full. A yarn, wrapped in coil
around the pointer axle, is connected to a floater and to a counterweight. The
bottom tank is drained daily and the cycle starts again.

The dial is fitted on an off-centre shaft on which a gear having 365 teeth is fitted;
once a day the float passes through a certain position and moves a rod that pushes
one tooth; hence the dial completes a revolution in one year.

4 Dionysius of Alexandria and Philon of Byzantium

The invention of the repeating catapult is attributed to Dionysius of Alexandria (III
century B.C.), and was described by Philon of Byzantium [10, 12–16]. It can be
considered as a concentration of the most advanced mechanical kinematic and
automatic systems of the time, many of which being still widely used. According to
the author’s recent reconstruction, based on previous works and from Philon’s
description, the device is really automatic. A pictorial reconstruction of it is shown
in Fig. 6.

The device essentially consisted from a container holding within it a number of
arrows, a cylinder feeding device and movement chain. According to Philon, the
arrows were located in a vertical feeder F and were transferred one at a time into the
firing groove by means of a rotating cylinder C, activated alternatively by a guided
cam, in turn activated by a slide. One of the longer interior teeth T of the chain pulls
the slide S which in turn pulls the cord, loading the coils of the motor. At the same
time, an attached cam caused a 180° rotation in the direction of the cylinder,
drawing an arrow from the loader and placing it in the channel in front of the rope.
When the slide reached the rear of the weapon, the cog released it, while another
opened the release mechanisms. An instant later, upon completion of sprocket

Fig. 5 Ctesibius’ automatic water clock, adapted from [10]
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rotation, the same cog coupled with the slide from underneath, pulling in the
opposite direction. Near the top of the weapon, the second device closed the hook
after it had retrieved the cord, while the feeder cylinder picked up another arrow
from the feeder. A half rotation in the sprocket and the cycle was repeated. It must
be observed that our reconstruction, based on our translation of the text by Philon,
is really automatic; this because, differently from previous reconstructions, a simple
rotation of the crank was sufficient to move the cylinder, the slide, the slide hooking
mechanism and the trigger mechanism.

5 Conclusions

Some examples of automatic devices were presented, all belonging to the
Hellenistic Age. This historical period, in fact, represents a period of time during
which the human thought and knowledge had a deep improvement especially
concerning technology and engineering (see e.g. [18–29]).

Fig. 6 Pictorial reconstruction and views of the automatic catapult, adapted from [10, 15]
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The presented examples show how advanced were our predecessors about
2000 years ago. Most of their inventions, in fact, were beaten not earlier than in the
XVIII century. So, we should give them a tribute for having “placed the founda-
tion” of our knowledge and of our comfortable life nowadays.

Moreover, it can be interesting (and may be also instructive) to observe how
some devices represent solutions of problems that were obtained with a design
showing a brilliant simplicity.
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Part II
Grasping Analysis, Dexterous Grippers

and Component Design



Gripping Analysis of an Underactuated
Finger

Francesco Penta, Cesare Rossi and Sergio Savino

Abstract The paper presents a theoretical study about the gripping of an
underactuated tendon driver finger. The studies presented in the paper have been
performed to analyse the capability of the proposed device to apply forces on the
grasped object and to analyse the behaviour of the contact actions during the
grasping. The analysis of two models is reported and the results of simulations are
shown. The obtained results show a good efficiency of the designed finger.

Keywords Gripping analysis � Underactuated mechanism � Robotic finger

1 Introduction

A large number of existing grasping algorithms have been proposed in literature
and many studies have been made to optimize the design of the fingers of a gripping
member [1–3].

Simulation models with finite element and analysis systems were developed to
evaluate the complex contact types of the human hand grasp [4]; kinematics and
dynamics models were studied to calculate the force applied by fingers on points of
contact in order to have stable grasp at reduced grasping complexity [5].

This contribution proposes a grasping analysis of an underactuated finger which
is fitted (with four similar ones) in a mechanical underactuated hand that is patent
pending. The latter is mainly conceived as hand prosthesis and can also be used as a
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robot grasping device. A description of the hand was given in [6–12] and essentially
is based on an adaptive scheme.

The main aim of the study is to propose a technique based on the Lagrangian
approach in an energetic study, to analyse the finger gripping and to evaluate the
suitability of the finger as a part of the whole hand, and to optimize its design.

2 Finger Grasping by Multibody Code

The grasping was analysed by amultibody code. Figure 1 depicts a model made up by
multibody software: the model essentially consists of three rigid bodies representing
the phalanxes, linked each to the other and to a fixed body by hinges that include some
damping. The tendons are modelled by two pulley systems that are connected one to a
linear actuator and the other to a spring. The elongated (up) and the fully rotated
(below) finger are also shown in Fig. 1. To each of the phalanxes a constant force is
applied, the direction of which is always orthogonal to the phalanxes’ longitudinal
axe. The force can act at the starting of the movement or when any phalanx reaches a
given rotation; this simulates the grasping of an object. Figure 1 also shows the plot of
the rotation of each phalanx and the force exerted by the actuator.

In Figs. 2 and 3 the forces exerted by the actuator are plotted versus the first
phalanx rotation. In Fig. 2 the traction and contrast forces are equal and were
applied from the start of the movement.

In Fig. 3 the forces to each phalanx are applied when the rotation of the proximal
phalanx reaches 0.3 radians for F1, 0.6 radians for F2 and 1.4 radians for F3 (Fig. 1)

Fig. 1 Finger model by multibody software, with applied forces on the phalanges
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3 Mechanical Model of Finger Grasping

The finger studied in the present paper is a plane system having only three degrees
of freedom. It is composed of four rigid links connected together by means of three
friction-free hinges. Of these four links, one is fixed and acts as metacarpal phalanx;
the remaining three are movable and function as proximal, medial and distal
phalanxes.

The finger is equipped with a flexural and an extensor tendon, both having an
end fixed to the distal phalanx. The extensor tendon is also elastically constrained to
the metacarpal phalanx by a spring of stiffness equal to k, while to the free end of
the flexural tendon an actuator applies the traction force causing the finger defor-
mation. All the phalanxes, furthermore, are provided with a couple of cylindrical

Fig. 2 Traction force with
constant contrast force in the
middle of phalanxes

Fig. 3 Traction force when
contrast forces are applied in
sequence in the middle of
phalanges
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guides along which the tendons can freely slide when the finger deforms. We
assume that both tendons are inextensible, free of thickness and have zero bending
stiffness.

3.1 Mechanical Model

As Lagrangian coordinates of the finger we choose the absolute rotation φ1 of its
proximal phalanx, the relative rotation φ2 between the proximal and the medial
phalanx and finally the relative rotation φ3 between the medial and the distal
phalanx (see Fig. 4b). Hence, a finger configuration is univocally defined by the
vector column

u ¼ ½u1;u2;u3�T : ð1Þ

In the present study the initial or reference configuration of the finger is the one
with all the fingers totally extended (see Fig. 4a), that is with all the rotations φi = 0.
For sake of simplicity, the hinges of the finger are numbered consistently with the
notation adopted for the Lagrangian coordinates: i will denote the hinge where the
rotation φi occurs. Moreover, a movable phalanx is also identified by the same
number of the hinge that is on its right side in the reference configuration.

Figure 5a, b show respectively enlarged views of the initial and deformed
configurations of the flexure and extensor tendons close to the hinge i.

Denoting respectively with di and si the fixed distances from the centre of hinge
i to the points Pi and Qi in the initial configuration, and with di and si and the same
distances in the deformed configuration, then from the Carnot theorem the fol-
lowing expressions for the lengths PiQi ¼ zi and RiSi ¼ 1i are obtained:

zi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d2i þ s2i � 2 � disi cos Ui � uið Þ
q

ð2Þ

Fig. 4 Reference or initial
configuration (a) and
deformed configuration (b) of
the finger

74 F. Penta et al.



li ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�d2i þ �s2i � 2 � �di�si cos �Ui þ uið Þ;
q

ð3Þ

In the equation above, the angles Φi and Ui are defined in Fig. 5a.
When the finger reaches the configuration φ starting from its reference config-

uration, the flexure tendon free paths PiQi experience the shortenings

Dzi ¼ z0i � zi; ði ¼ 1; 2; 3Þ ð4Þ

with z0i the initial value of zi (Fig. 5). As a consequence, the free end of the flexure
tendon performs the displacement [considering Eq. (4)]:

uðf Þ ¼
X

3

i¼1

Dzðf Þi : ð5Þ

Similarly, the free paths RiSi of the extensor tendon experience the length
changes

Dli ¼ li � l0i; ði ¼ 1; 2; 3Þ ð6Þ

with l0i initial value of li, and the corresponding elongation of the spring con-
straining this tendon is:

Dl ¼
X

3

i¼1

Dli: ð7Þ

We have analysed the finger behaviour during the grasping of a cylindrical
object having the axis normally oriented to the finger plane. Under the assumption
of negligibility of inertial effects and of frictionless contact between fingers and the

Fig. 5 Initial (a) and deformed (b) configurations of the flexure and extensor tendons
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lateral surface of the object, the equilibrium finger configurations φ have to satisfy
both the stationary condition of the total potential energy Π,

d
Y

¼ d
1
2
kDl2 � k � u

� �

¼
X

3

i¼1

kDl
dli
dui

þ k � dzi
dui

� �

� dui; 8dui ð8Þ

and the following additional constraint conditions for those phalanxes that are in
contact with the object:

gk � R ¼ 0 with k 2C; ð9Þ

where ηk is the distance of the phalanx k from the cylinder axis, R the cylinder
radius and C the set of k index values denoting phalanxes in contact with the object.
This equilibrium problem is equivalent to searching for the stationary condition of
the function:

Y

ðuÞ ¼
Y

ðuÞ �
X

k2C
qkðgk � RÞ; ð10Þ

where ρk are unknown Lagrange multipliers having the meaning of contact reac-
tions exerted by the object on the phalanx k, see Fig. 6.

The finger equilibrium equations that are obtained by equating to zero partial
derivative of the function

Q

and the constraint equations (10) are non-linear in the
rotations φi and should be solved numerically by a small step incremental
approach: starting from the finger reference configuration, the actuator load λ is
gradually increased by small steps Δλ. In each step, checks for contact detection are
carried out in order to update the set C of phalanxes in contact; then equilibrium
equations and constraint conditions are solved by the Newton-Raphson method
assuming as first guess for the solution the equilibrium configuration attained at the
previous load step.

Some numerical results regarding the finger behaviour during the free flexion
and the grasping operation are synthetically presented in this section. These
numerical simulations have been carried out with an increment Δλ of the actuator
load equal to 10−2 N. This value has been determined by trial and error and has

Fig. 6 Final deformed
configuration of the finger
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proven to be suitable to generate very small contact penetrations in each calculation
step and to allow the Newton-Raphson algorithm to converge in very little
iterations.

Figure 7a, b show respectively the diagrams of the absolute rotations αi of the
phalanxes and of the flexural tendon end displacement as function of the actuator
force λ. Inspection of these figures indicates that during both the grasping operation
of the object (black line) and the finger free flexion (coloured lines) S-shaped
configurations are not assumed and that snapping and buckling phenomena do not
occur.

An example of the capability of the proposed device to apply forces on the
object through contacts is confirmed by the results in Fig. 8 where the predicted
values of the contact forces ρi are diagrammed as function of the actuator force.
When all phalanxes are in contact with the object, contact actions can be very easily
controlled since a linear relationship is established among forces ρi and the flexural
tendon traction λ.

Fig. 7 a Absolute rotations of the phalanxes versus finger actuator force; b Displacement of the
free end of the flexural tendon as function of finger actuator force

Fig. 8 Contact reactions
versus finger actuator force
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4 Conclusion

Models were developed to carry on the grasping analysis of an underactuated
finger. The presented analyses show the suitability of such a finger to be used in
hand prosthesis or in robot grasping end-effector. This is essentially because of the
following aspects:

1. The finger shows a good self-adaptability to the object shape
2. The tendon system permits suitable grasping forces in the contact between the

phalanxes’ inner surface and the object’s surface.
3. The forces above are obtained with relatively small traction forces of the tendon.

Further developments are in progress in order to optimize the tendons positions
and the extension spring stiffness.
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Dynamic Behaviour of an Underactuated
Finger

Vincenzo Niola, Cesare Rossi, Sergio Savino and Pavel Potapov

Abstract The paper presents a theoretical study about the dynamic behaviour of an
underactuated finger. By modelling the equation of dynamics, two kinds of fingers
were studied: the first with equal phalanges, and the second with three different
phalanges whose parameters are similar to those of a human finger. The results
obtained for this last type of configuration are presented in the paper. The studies
reported in the paper have been realized to study the dynamic behaviour of the
underactuated finger; the main scope was to investigate the geometrical parameters
which allow obtaining a more suitable closing sequence of the phalanges in order to
better grasp objects.

Keywords Dynamics � Underactuated mechanism � Robotic finger

1 Introduction

Many mechanical systems used for grasping devices have been conceived and
studied in the last decades. For grasping devices that use fingers, if the system’s
dimensions are comparable to those of a human hand, it is rather difficult to operate
each phalanx of the finger by a (micro) motor. Underactuated finger mechanism is
beneficial in the anthropomorphic applications in which it reduces the finger size,
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weight and power consumption. For this reason, many studies were carried out on the
underactuated systems development, and in particular systems moved with tendons.

Most of the previous research on underactuated mechanism is limited to
grasping capacity, [1–3]. Newer studies propose mechanisms of the underactuated
hand to perform both grasping and pinching operation, so that the finger can also
pinch with the fingertip to hold an object, [4].

The present study is a part of investigations of an underactuated mechanical
hand (patent pending) that can be used as human prosthesis or as a grasping device
in general [5–8]. In order to optimize the hand performances, in this investigation a
method to compute the dynamic behaviour of a single finger is presented.
A computing example is also reported.

2 Dynamic Analysis

Considering the structure of the finger, the dynamic study of the mechanism will be
referred to the convention of “Denavit and Hartenberg” for the arrangement of the
frame systems associated with each of the phalanxes.

Figure 1 shows the adopted arrangement of the frames; the subscripts “M”, “p”,
“m”, “d” identify the four sets of frames, respectively integral to the metacarpal, the
proximal phalanx, the medial phalanx and the distal phalanx.

By means of the Denavit and Hartenberg convention it is possible to identify the
homogeneous transformation matrices that describe the relationships between the
different parts of the mechanical structure that are in relative motion, [9].

In particular for two phalanges i − 1 and i, the matrix [i−1Ai] defines the
transformation between two frames i − 1 and i integral with the phalanges [10]. In
this way the relationships between the distal phalanx and the metacarpal is
described by means of the following matrix:

Fig. 1 “Denavit and
Hartenberg” representation of
the finger model
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MAd
� � ¼ MAp

� � � pAm½ � � mAd½ � ð1Þ

3 Dynamic Equilibrium of the Phalanx

Figure 2 shows the generic phalanx; in order to analyse its dynamic equilibrium,
one must consider the following actions [11, 12]:
[Φi

(e)] actions of external forces applied to the phalanx i including the forces of
inertia and the gravitational force;

[Φi] actions that the phalanx i exerts on the phalanx i − 1, including reaction
forces

[Φi+1] actions that the phalanx i + 1 exerts on the phalanx i;

The dynamic equilibrium is expressed by the following relationship:

� Ui½ � þ UðeÞ
i

h i

þ Uiþ1½ � ¼ 0½ � , Ui½ � ¼ UðeÞ
i

h i

þ Uiþ1½ � ð2Þ

In particular the action [Φi
(e)] can be expressed as:

UðeÞ
i

h i

¼ � 0Wi
� �

Yi½ � þ Yi½ � 0Wi
� �Tþ Wg

� �

Yi½ � � Yi½ � Wg
� �Tþ U�� � ð3Þ

In the previous relation:

• [0Wi] is the absolute acceleration matrix of the phalanx i with respect to an
inertial frame (0), projected on the frame that is connected to the phalanx i;

• [Yi] is an inertia matrix (pseudo-tensor of inertia) that takes into account the
mass distribution of the phalanx with respect to the frame system i, integral to
the phalanx;

• [Wg] is the matrix of the gravity acceleration;
• [Φ*] is the matrix that takes into account other external forces.

Equation (2) can be written in the form:

Ui½ � ¼ Wg
� �

Yi½ � � Yi½ � Wg
� �T� 0Wi

� �

Yi½ � þ Yi½ � 0Wi
� �Tþ Uiþ1½ � þ U�½ � ð4Þ

Fig. 2 Simplified diagram of the finger
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By means of (4) it is possible to determine the generic action exchanged between
two contiguous phalanges.

To determine the reactions at the joints, the actions between the last link and the
one immediately preceding it will be calculated first, and then we will proceed back
to the base. For this reason, the actions exchanged at a generic joint i shall be equal
to the sum of the actions exchanged in the joints that follow it, according to the
Eq. (5):

Ui½ �0¼
X

n

k¼i

Wg
� �

0 Yk½ �0� Yk½ �0 Wg
� �T

0� 0Wk
� �

0 Yk½ �0þ Yk½ �0 0Wk
� �T

0þ U�
k

� �

0

� �

ð5Þ

where the subscripts “i” identifies the generic link, the subscript “0” identifies an
inertial system, while n is the total number of links in the mechanical structure.

In the case of the finger, denoting by the subscripts “d”, “m” and “p” the matrix
of actions relating respectively to the distal phalanges, medial and proximal, and
denoting by the subscript “M” the inertial metacarpal system, it is possible to write
the following system of equations:

Ud½ �M¼ UðeÞ
d

h i

M

Um½ �M¼ UðeÞ
m

� �

Mþ Ud½ �M
Up
� �

M¼ UðeÞ
p

h i

M
þ Um½ �M

8

>

>

<

>

>

:

ð6Þ

In the system (6) the terms in the first member of each equation, [Φi] with i = {d,
m, p}, represent the matrix of actions that each phalanx exerts on the previous.

The terms [Φi
(e)] with i = {d, m, p}, represent the actions of external forces

applied to the phalanx (i), and it can be expressed as:

UðeÞ
i

h i

M
¼ � MWi

� �

M Yi½ �Mþ Yi½ �M MWi
� �T

Mþ Wg
� �

M Yi½ �M� Yi½ �M Wg
� �T

Mþ U�
i

� �

M ð7Þ

The generic matrix [Φi
*]M contains the other actions which act on the phalanx i in

the inertial system integral with the metacarpal (M); this matrix depends on the
analogous matrix, [Φi

*]i − 1, evaluated in the frame that is integral with the phalanx
i − 1 by means of the relation:

U�
i

� �

M¼ MAi�1
� � � U�

i

� �

i�1� MAi�1
� �T ð8Þ

The matrix [Φi
*]i − 1 can be evaluated considering all the actions operating on the

phalanx i. In particular, in our model, the actions that produce moments with respect
to axes X and Y of the frame are neglected, and the main considered actions are:

• Action of the traction tendon;
• Action of the antagonist tendon;
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• Action generated by forces applied on the face of the phalanx from the side of
the palm;

• Action generated by the presence of mechanical stops for the motions of the
phalanx.

4 Direct Dynamics

In a serial kinematic chain, the principle of virtual works states that the virtual work
at each joint i must be zero for any virtual variation of the variable of the joint.

The virtual work for the generic joint can be evaluated by means of the following
relation:

Li ¼ ui þ Ui½ � � L½ �i
� � � dhi ð9Þ

where:

• Li = virtual work at the joint (i)
• δθi = virtual variation of the variable of joint θi
• [Φi] = matrix of actions;
• φi = action of the actuator i of the joint i;
• [L]i = matrix that describes the coupling of the joint i;
• � = the operator that indicates the pseudo scalar product.

So, to solve the direct dynamic problem, it is possible to consider the following
relation:

ui þ Ui½ � � L½ �i¼ 0 ð10Þ

In the case of the finger that is actuated by means of a traction tendon, there are
not actuators for the three joints and the relation (13) becomes:

Ui½ � � L½ �i¼ 0 ð11Þ

In the case of the finger for each joint the matrix of the coupling has the form:

L½ �i¼
0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

2

6

6

4

3

7

7

5

So, in the case of direct dynamic of the finger, the relation (14) represents a
system of three equations:
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Ud½ �M 2; 1ð Þ� ¼ 0
Um½ �M 2; 1ð Þ� ¼ 0
Up
� �

M 2; 1ð Þ� ¼ 0

8

<

:

ð12Þ

By solving the system (12) with unknowns the angular accelerations of the three
phalanges, it is possible to obtain a system of three differential equations that
describe the motion of the finger, if all its geometric and inertial parameters, as well
as the forces acting on it, are assigned.

€hdð _hd ; _hm; _hp; hd ; hm; hpÞ ¼ 0
€hmð _hd ; _hm; _hp; hd ; hm; hpÞ ¼ 0
€hpð _hd; _hm; _hp; hd; hm; hpÞ ¼ 0

8

<

:

ð13Þ

The system (13) represents a solution of the direct dynamic problem of the finger.

5 Example: Finger Having Geometrical Dimensions
of the Human One

The dimensional parameters of the phalanges are crucial in the dynamic behaviour
of the finger. In the following, an analysis of a model of finger having three different
phalanges, whose parameters are similar to those of a human finger is presented
(Table 1).

The elastic constant, the damping constant and the preload of the spring of the
antagonist tendon were estimated with a simulation under the influence only of
gravity. In these conditions, the values able to keep the finger extended were
considered sufficient, and they were adopted for the successive simulations. These
values were kept constant in following simulations. In particular an elastic constant
of 31 N/m, a damping of 0.004 N/(rad/s) and a preload of 0.31 N were adopted.

5.1 Force Necessary for Closing the Finger

In Fig. 3a the phalanges behaviour is shown, with a traction force of 7.5 N.

Table 1 Parameters of the model

Phalanx Mass (kg) Length (m)—distance between the hinges

Proximal 0.01 0.045

Medial 0.0055 0.030

Distal 0.0030 0.025
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It can be observed that also for this model the closing sequence is d-p-m, while
with the same traction force of the model with equal phalanges in this model the
closing sequence occurs before.

In Fig. 3b the traction force is of 7 N, and this value is sufficient to complete the
closing of the finger.

5.2 Closing Sequence of the Finger

If the sequence of closing of the finger is d-p-m, like shown in the Fig. 3c, the
gripping of the object can be inadequate.

By means of the dynamic model, it was possible to study how to obtain a
different sequence, in particular the possibility of obtaining a closing sequence of
the phalanges p-m-d (proximal-medial-distal) was analysed.

To modify the dynamic sequence of closing the phalanges finger, it is necessary
to modify the torques that act on the phalanges. This was made by keeping constant
the traction force and by varying the geometrical position of the start and end of the
guide of the traction tendon. In this way the torques acting on each phalanx can be
varied with the same traction force and the closing sequence varies.

With a sequence of closing of the phalanges p-m-d, the torque on proximal and
medial phalanges decreases when the distal phalanx exceeds a certain closing angle,
so the proximal and the medial phalanges return to their initial configuration until
the distal phalanx reaches its limit.

To prevent the occurrence of instability, the limit of closure of the distal phalanx
was set. Figure 4 shows the dynamic behaviour of the finger when the distances
along the Y-axis of the guides of all the phalanxes are decreased to 0.0015 m and
with a limit of closure of distal phalanx of −45°.

Fig. 3 Phalanges behaviour with traction force of: a 7.5 N; b 7 N
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6 Conclusion

A method to compute the dynamic behaviour of a single finger was presented; the
method is based on the use of the matrixes of actions.

A computing example was also presented. The latter shows both the force
necessary for closing the finger and a more suitable finger closing sequence to grasp
objects. Both these aspects are very important to optimize the finger itself as far as
the whole system parameters are concerned. In particular, the position of the tendon
guides has a significant effect on the dynamic behaviour of the finger. The results
also show that if only the distance from the hinges along the Y axis, of the start and
end of the guide of the tendon are changed, the closing sequence of the finger
changes. This information on the dynamic behaviour of the finger is very important
to get a proper closure of the finger in the gripping operations.

These aspects, naturally, cannot be obtained by a mere kinematic investigation.
Further investigations are in progress in order to optimize the parameters above.
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Swivel Walker with Electromotor Module
and Designation of Stability

Mikuláš Hajduk and Jozef Varga

Abstract The aim of this paper is to propose a swivel walker design with elec-
tromotor module supporting the movement of handicapped people and determining
the limit positions of the equipment. In the first part the paper describes the
functional principle and design issues of the equipment. Initially, the design of the
equipment was full mechanical, such devices being still used. The movement with
mechanical swivel walker is physically demanding and for this reason we proposed
a swivel walker design with electromotor modules to facilitate the movement of
handicapped people. In its second part, the paper describes the stability principle of
two legged equipment and determines the height CoG position limit to ensure
swivel walker stability.

Keywords Swivel walker � Centre of gravity (CoG) � Electromotor module �
Stability

1 Introduction

The first attempt to build up mechanical swivel walker was an experiment for
children with amputated lower limbs. Initial trials of this equipment were made at
the Californian University in 1963. This model consists of a base platform, pylon
and a couple of rocking plates (foots). The experiment was not so successful and
did not bring satisfactory progress. Child expended too much physical energy and
the movement was very slow. Similar systems with improved mechanical structure
were developed and are used still now; however, for people with higher degree of
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disabling moving by help of this walker is very hard. This was a first impetus to
reach an easier movement using this walker. Therefore we suggested using elec-
tromotor modules to support the movements of disabled persons.

2 Functional Principle of Swivel Walker

Figure 1 shows the first functional principle of the walker. The person has to move
his weighting centre (CoG) to one rocking plate and then the second rocking plate
together with the base platform are turned about the vertical axis of the first rocking
plate employing only inertial force. Every rocking plate is able to rotate about the
pylon’s vertical axis. Rotation is stopped after the limit position of the rocking plate
is reached (limit stop) in each direction, and the rocking plate is returned back to the
initial position by the force of the spring [1, 2].

3 Swivel Walker with Electromotor Module

The analysis of mechanical swivel walkers identified a number of deficiencies
which led to the proposal of using electromotor modules which simplify the motion
support for disabled people. The equipment shown in Fig. 2 consists of a base
platform, rocking plates, bushing (combined axial and radial bearings) and return
springs [3].

Fig. 1 First functional
principle of the walker
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3.1 Design of the Electromotor Module

The design concept of the electromotor module is shown in Fig. 3. The module
consists of a 24 V DC motor, a worm gear box, a motor frame, a tilting structure, a
draw spring, a swivel eye joint and a stopper. The spring is drawing the stopper to
the initial position. At every tilting of the structure, the stopper is returned back to
the initial position and is thus prepared for the next touch with the base at a defined
angle (the entire stopper’s surface is in contact with the base). The module is
mounted with two screws on the base platform. The electromotor module is built as
right and left type of worm gear box.

Fig. 2 Structure of the swivel walker

Fig. 3 Design of the
electromotor module
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3.2 Main Parameters of Swivel Walker

The specification of the module’s main parameters results from designing the
swivel walker [4] equipped by electromotor module (Fig. 4). The angular dis-
placement (α) and the radius of the electromotor module’s displacement about the
axis of the rocking plate rM are known.

The step length was calculated by goniometric formulas as follows:

x ¼ rM � rM � cos að Þ ð1Þ

kM ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðk0MÞ2 þ x2
q

ð2Þ

3.3 Tilting Simulation

In order to assure stability it is important to set up a certain value for the structure’s
tilting and a height level of the subject’s CoG. For this reason, computer simulation
in SolidWorks was done with the main concern in the path of the tilting structure.

The input parameters for simulation were the equipment’s design data and the
motor speed of 10 rpm. The simulation, shown in the figures below, was split into
three stages.

In stage 0 shown in Fig. 5 left, the equipment is in the initial position when the
tilting structure is in horizontal position at an angle γ0. The central point of the
tilting structure (arm) is at the height level z0 above the base.

In stage 1 shown in Fig. 5 right, the stopper of the tilting structure is in contact
with the base. There is a known distance between the axis of the stopper and the
axis of the central point of the tilting structure in horizontal position k0M=2kM′/2,

Fig. 4 Specifying the main parameters of the swivel walker from design considerations
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height level of stopper f and vertical height level of center of tilting structure above
base z1 = z0.

In stage 2 shown in Fig. 6, the tilting structure is in vertical position and the left
rocking plate is in contact on its entire surface with the base. The centre point of the
tilting structure according to the curved path is at height level z2 above the base. In
this stage the equipment is in the middle of the working cycle.

The length of the tilting structure, shown in Fig. 7, is calculated from the central
point to the stopper axis where the equipment is tilted with the angle β.

Calculating the tilting structure e:

z2 ¼ rM � tgb ð3Þ

e ¼ z2 � f
cos b

ð4Þ

Fig. 6 Second and third stage of tilting simulation

Fig. 5 Zero stage and first stage of the tilting simulation

Fig. 7 Length of the tilting structure
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In stage 3 shown in Fig. 6, the equipment is shown at the end of the tilting cycle
and both rocking plates are touching with their inner edges with the base.

3.4 Graph of Tilting

The output of the simulation, shown in Fig. 8, is the path diagram of the tilting
structure followed by the 3D movement of the centre point for a time t of 3 s.

4 Determination of Balanced Position

The balanced position is a relative status of the object body caused by force bal-
ancing. For this status there must be fulfilled the condition that all forces and
torques applied to the object are balanced. Due to gravitation, the object must be
stable in all conditions; even after tilting of the object, the CoG is still at the same
height level and the axis of gravity intersects the support area [5, 6].

For bipedal structures there is a so called double support position [7]; the balance
condition from design is such that the intersection point of the gravity axis with the
support base is always near the center of the foot supporting area, see Fig. 9.

An important parameter for stability is the distance between the edge of the
rocking plate and centre of the equipment ymax, which must be kept constant

Fig. 8 Path chart of the
tilting structure
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(Fig. 10). The gravity axis must not exit the rocking plate area because the system
would become unstable [8].

In this way it is possible to set the maximum CoG height and consequently
approximate the height of the subject for safe equipment stability:

zcog ¼ ymax

tan b
ð5Þ

where ymax is the stability border and β is the angle of the tilted swivel walker.

5 Conclusion

This paper discusses the swivel walker design with electromotor module for
assisting the motion of handicapped people. The simulation of the tilting process,
split into 3 stages, was performed with SolidWorks software [9]. The results of
simulation were implemented in 3D graph—the path chart of tilting structure.

Fig. 9 Double support
position

Fig. 10 Important parameters
for stability
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Finally the CoG limit height of the subject was determined, and the condition
ensuring stability of the system was established. The swivel walker with electro-
motor modules is designed in principal for people with high degree of disability.

This reported research is part of the project “Aplikovaný výskum systémov
inteligentnej manipulácie priemyselných robotov s neorientovanými 3D objektmi
(activity 2,1), ITMS: 26220220164, supported by the Research and Development
Operational Program funded by ERDF.
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Resistance Feedback of a Shape Memory
Alloy Wire

Daniela Maffiodo and Terenziano Raparelli

Abstract The identification of a model able to relate the deformation of Shape
Memory Alloy (SMA) wire to a state variable easily measured is widely studied in
recent years. The electric resistance (ER) of a SMA wire varies depending on its
martensite and austenite fraction, so the determination of the biunivocal relationship
between the wire shortening and its electric resistance allows “previewing” the
position of the SMA wire. In this way the resistance of the SMA wire can be used
as feedback variable in a control system. A test bench was first used to determine
the above mentioned relationship, and then this relation is used in a fuzzy control
system to impose a desired position to a SMA wire and to check the response of the
device. This type of control doesn’t need a position sensor, which is a certain
advantage in terms of cost, overall dimensions and weight for possible applications.
The performances of this position control with resistance feedback are good and
adequate for many applications; in particular it will be suitable for all applications
which do not dispose of space to place a position sensor—like in aerospace
applications or micro manufacturing.

Keywords Shape memory alloy wire � Resistance feedback � Fuzzy control

1 Introduction

Many studies have been carried out by various researchers with the aim of iden-
tifying a model to relate the deformation of Shape Memory Alloy (SMA) wire to a
state variable of the same wire easily measured. The purpose of these researches is
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easy to understand: exactly knowing the deformation of the wire, see the position of
one end of a straight wire when the other end is fixed, with an indirect measurement
of an internal quantity of the wire, makes unnecessary the use of a position sensor to
perform the control. In addition, a mathematical model effectively describing the
complex behaviour of a SMA wire is very difficult to find; this is why researchers
often prefer to consider the wire as a “black box”, taking into account only the
inputs and related outputs to design the control.

Cho et al. [1] studied the behaviour of a NiTiCu SMA wire, obtaining interesting
results with an experimental set-up with strain gauge. Ma and Song [2, 3] devel-
oped an electrical resistance feedback control system for position regulation of a
spring-biased NiTi SMA wire actuator.

Song et al. [4] designed a control for SMA actuator wires using as a feedback
signal the value of the voltage drop across the wire, the relationship between
voltage and position being modelled with neural network.

These are recent interesting solutions, for example the use of the inductance of
the wire as the state variable [5]; but using resistance as the state variable is widely
used [6, 7]; also the author worked on a position control with PWM modulation and
resistance feedback signal [8]. Another work of Song et al. [9] considers the
resistance feedback with an original neural network to relate position and
resistance.

In the present research we decided to work on a resistance feedback using a
fuzzy logic for the control. The fuzzy logic is particularly suitable in case of
phenomena like the behaviour of SMA devices, in which there are uncertainties or
no detailed information about the constitutive model, with strong time dependence
and nonlinearities [10].

Ultimately the use of a resistance feedback control with fuzzy logic in SMA
wires actuating devices will lead to reduce overall dimensions and weight and
definitively save money. This kind of approach seems to be more and more required
in robotic applications, such as in servo-systems of aerospace vehicles and aircraft
[11] or precision manufacturing and assembly [12].

2 Resistance Feedback Control with Fuzzy Logic

The selected SMA wire (Nitinol HT wire, diameter 250 μm, length 200 mm) shows
the contracted shape at temperatures beyond 70 °C. To obtain the return to the other
crystalline form it is necessary to cool it and to apply a bias tension on the wire axis
direction (at least 35 MPa). The heating is obtained by Joule effect, the cooling is on
calm air. Having one wire end fixed, it is possible to consider the wire shortening,
caused by heating, as the upwards of the free end of the SMA wire. The words
“position control” will refer to the position of the free end with respect to the fixed
one. The wire must be firmly constrained under mechanical strain and heated by
electric current. A position sensor is used during the characterization phase to
measure the reached position of the free wire end.
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Figure 1 shows a sketch of the whole control test bench. The wire layout is
simple and efficient: the SMA wire (1) is vertically arranged and connected at its
ends to an insulated electric wire. On the upper side this wire is connected to the
structure (2), on the lower side there is a suspended mass (3) of about 1 kg. The
cursor of an inductive position sensor (4) is rigidly connected to the mass, sliding
inside an external cylinder, fixed to the structure (LVDT Shaevitz E200). The arrow
beside the wire indicates the heating/shortening direction, caused by Joule effect
with a 12 V power supply (5).

A computer with acquisition board executes the position control of the SMA
wire with Matlab/Simulink® programming. The amplification device (6) amplifies
the low power signal from DAQ and acquires the electric current magnitude
flowing into the SMA wire. In particular, the DAQ card makes the acquisition of
both the signal of the potential drop between the SMA wire ends and of the
potential drop at a known resistance in series with the SMA wire, and it transmits
the command signal necessary to control the SMA wire. Moreover it acquires the
position sensor signal where required. The resistance has a value much less than the
resistance of the SMA wire in order to measure the current.

A previously developed fuzzy control [13] had a similar hardware but using the
LVDT output as the feedback signal. The originality of the present study is on the
comparison with a “previewed” position, instead of a measured position coming
from a sensor, on the comparison block. This is possible because it is well known
that the electric resistance of a SMA wire varies depending on its martensite and
austenite fraction. This property can be used to create a biunivocal relationship
between the wire end position (length) and its electric resistance; in this way it will
be possible to “preview” the real position of the SMA wire. It is possible to

Fig. 1 Sketch of the test bench and its resistance feedback with fuzzy logic control
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calculate the reached position by measuring the electric resistance thanks to a little
resistance placed in series with the SMA wire and causing a little voltage drop. The
first Ohm law allows calculating the current passing both through the resistance and
the wire. The voltage drop VSMA and the current ISMA of the wire can be used to
calculate the desired resistance: RSMA ¼ VSMA=ISMA

With the experimental tests above described it is possible to evaluate the rela-
tionship between the reached position y (SMA wire length) and its electric resis-
tance R. This relationship was linearized, thus the equation y ¼ a � Rþ q allows
calculating the previewed position.

This control doesn’t need a position sensor and this is a certain advantage in
terms of money, overall dimensions and weight when using the device in appli-
cations. A possible drawback is the precision of this control that might be probably
less accurate than that of a position feedback control.

3 Open Loop Tests

Experimental open loop tests were carried out in order to study the relationship
between electric resistance and displacement of the Ni–Ti wire. These tests were
necessary because the electric resistance variation is sensitive to many factors, such
as heat treatment, exact alloy composition and manufacturing.

Tests under stress generated by different constant loads were performed. They
showed that an increase of the load applied to the wire corresponds to a decrease of
the amplitude of the hysteresis cycle; actually higher mechanical stresses cause a
decrease of the R-austenite produced and an increase of the direct transformation
from austenite to martensite. Moreover increasing the applied constant load causes
an increase of the electric resistance corresponding to a fixed value of strain. The
applied bias load was then increased until the hysteresis on the relationship between
position and electric resistance nearly disappears. Figure 2 shows the relationship
between position and electric resistance with a bias load of about 10 N. Data refers
to 15 activation cycles with a sinusoidal input having the amplitude between 0.1
and 0.9 V and 1/60 Hz frequency. Figure 2 shows a very tight hysteresis cycle and a
quite repeatable behaviour.

4 Relationship Between Position and Electric Resistance

In order to preview the SMA wire reached position it was decided to model the
relationship between position y and electric resistance R with a simple straight line.
Figure 3 shows a real curve (blue) and a linearized curve (red) with a = −12 and
q = 43.

The model represents well the actuator stroke. As it is possible to see in the
figure the wire maximum stroke is about 9 mm, but the linear behaviour is slightly
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reduced: the stroke that can be used during the closed loop resistance feedback is
about 6 mm, from 1.5 to 7.5 mm.

The control was implemented in Matlab Simulink and is shown in Fig. 4. The
error is generated by the comparison between the desired position and the pre-
viewed position, the real position being used as check information.

This kind of control is not better than a “normal” position control in terms of
positioning precision, but it has the great advantage of not having the need to use a
displacement sensor, which brings a number of advantages: less weight, overall
dimensions and costs reduced.

Fig. 2 Relationship between
position and electric
resistance (constant bias load
of about 10 N)

4312 +−= Ry

Fig. 3 Representative cycle
for the linearization of the
electric resistance/position
relationship in case of 10 N
constant load
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5 Results

Various experimental tests have been carried out to validate the control system, in
which the position sensor LVDT was used to compare the different results and not
for the feedback.

Figure 5 shows one example of the test with square waveform. Here the desired
position (dotted line) varies from 2 to 7 mm with frequency equal to 1/30 Hz; it is
possible to compare the desired position with the previewed position and the
reached position.

The first cycle is affected by errors due to the starting conditions and is not
relevant; only when the desired position becomes greater than the previewed
position the electric tension increases and the controller starts working effectively.
As it can be seen from Fig. 5, there are little overshoots in the rise side (0.2 mm
maximum), but the controller works well (with errors lower than 0.1 mm), and

Fig. 4 Block Diagram of the resistance feedback control

Fig. 5 Square wave with
frequency 1/30 Hz for
resistance feedback with
fuzzy control, at constant load
of 10 N; comparison between
desired position (dotted line),
previewed position (blue) and
reached position (red)
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heating and cooling times are similar to the results obtained with the position
feedback [13].

Figure 6 shows examples of tests with sine wave of 5 mm amplitude (from 2 to
7 mm of the wire stroke) at different frequencies (1/60, 1/15 and 1/6 Hz respec-
tively). There is no unsteadiness, regardless the sine wave frequency.

Figure 7 shows the results for a test in which the reference position is a step
function with single step height equal to 1 mm and step time of 20 s. There are five
rising steps, corresponding to a heating phase, and five fall steps, corresponding to a
cooling phase. The real position during rising is nearly the same as the desired
position; whereas during the falling there are differences, due to the modelling of
the hysteresis cycle.

Fig. 6 Examples of tests with sine wave with 5 mm amplitude (from 2 to 7 mm of the wire stroke)
with different frequencies (1/60, 1/15 and 1/6 Hz respectively) and constant load of 10 N

Fig. 7 Example of test with
step wave at constant load of
10 N
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6 Conclusions

On the whole, the overall performances of the position control with resistance
feedback are good and adequate for many applications; in particular it is suitable for
all applications in which there is no physical space to place a position sensor. The
possibility of controlling the position without a specific position sensor represents a
serious advantage, causing a positive outcome in terms of simplicity of the device
and cheapness.
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Study of 3-Jaw Gripper Architectures

Giuseppe Quaglia and Luca Girolamo Butera

Abstract The growing use of robots in automated industrial processes involves the
development of the solutions adopted for grasping objects. These devices or
grippers are used for handling components and products that can have different
shapes, materials and dimensions. Current demand for more cost-effective and
flexible industrial processes requires smart grippers able to perform a variety of
functions. In this paper we present a comparison of different architecture solutions
for an industrial gripper with specific features. Using a 3-Jaw gripper model, we
consider two different ways to grasp the object. In particular we introduce all
requirements of the gripper, the process design for reaching the target of the project
using a modular approach and the possible architectures of gripper.

Keywords Industrial manipulation � 3-jaw gripper � Design process

1 Introduction

The aim of this paper is to present a study that concerns the definition of archi-
tecture of a 3-Jaw industrial gripper to be used in a specific automatic process. The
gripper’s design requirements are described and the analysis and the comparison of
different architectures that could be used are reported.

This paper proposes novelties concerning the methodology used to compare
different architectures that can achieve the grasping task. A number of viable
kinematic transmission systems for the synchronization of finger motion are also
presented. An overview of the possible solutions is provided, specifying the design
parameters and the pro and cons of the solutions.
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The literature on classification of mechanical grippers presents many solutions
for manipulating objects that have a “disk” shape. For example there are radial
impactive grippers, three-finger grippers with centring sliding fingers or with
centring pivoted fingers [1, 2]. Robot hand architectures have also been developed,
for example DLR II Hand [3], Barret Hand [4] but it is still rare to find these devices
in an industrial process.

The present paper is focused on the design process, the modular approach and
the comparison of possible solutions. These tools are proposed to satisfy the spe-
cific requirements: adaptability; centring accuracy; limited work space and weight;
low-weight objects.

2 Design Requirements

This part of the paper presents the main design requirements for the gripper.
Different aspects that concern the gripper and the working environment are
considered.

• Task and object description: The gripper has to handle ring seals (Fig. 1) with
defined physical and geometrical characteristics. It has to be guaranteed a secure
handling of these objects during the execution of an automatic production cycle.
Table 1 reports the main physical and geometric characteristics of three different
work pieces, with maximum, intermediate and minimum outer radius.

• Adaptability: This requirement can be considered the main requirement. The
modern production processes need devices with a high adaptability in order to
satisfy different production necessities. Therefore a gripper that does not need a
jaw change-over when the work piece changes, provides an added value to the
whole production process: stops of the production machines are avoided and
specific and expensive equipment for each work piece are not requested. This
adaptability is mainly related to the romax/romin ratio that in this case is 2.5.

Fig. 1 Sample of grasped object
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Other requirements concern the reliability: a precise, stable and secure grasping
and the footprint and weight of the gripper.

3 Design of an Impactive Gripper

This section presents a comparison of the chosen gripper design solutions which
meet the project requirements.

The choice of planar mechanisms for the gripper was influenced by the volume
available with limited height (Fig. 2), the shape of the objects, the need to apply
forces in radial direction and the limited surface to apply these grasping forces.
Some mechanical architectures of gripper are here analysed and compared,
although the analysis is not exhaustive.

3.1 Functions and Modularity

During the production cycle it is necessary to know the exact position of a grasped
object. This requirement can be achieved with self-centring mechanisms with
synchronization devices. Furthermore, grasping stability depends on the solution
used to apply and distribute the grasping force (impactive force). Finally, there are
some phases of the production cycle where the grasped objects have to be released

Table 1 Main characteristics of three different work pieces

Characteristic

Geometry Axial symmetry Axial symmetry Axial symmetry

Outer Radius, rO (mm) 50 90 125

Inner Radius, rOi (mm) 38 80 109

Height, h (mm) 9 14.5 20

Weight (g) 60 140 440

Grasping force (N) 5 15 40

AVAILABLE VOLUME 
FOR GRIPPER

WORPIECE
GRASPING SURFACE

280 mm
280 mm

100 mm

Fig. 2 Work environment representation
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to other working stations. This operation can be carried out by an RCC (Remote
Center of Compliance) device that allows correcting alignment errors during
peg-in-hole applications.

These three tasks may correspond to the three phases of the grasping process. In
order to use a modular approach, it is possible to consider a relative subsystem for
each phase that can be used in the gripper. Using this modular approach, the gripper
can present one or more subsystems that may have different versions. In particular,
for each module it is possible to install sensors that can provide relative informa-
tion, useful to satisfy specific sensing aims (Fig. 3).

3.2 Gripper Subsystems

The gripper was divided into four subsystems in order to develop the design
solution analysis:

– Finger architectures subsystem;
– Transmission and synchronization group;
– Force distribution device;
– Compliance module.

For each subsystem the most important design parameters are identified and
some selection criteria are proposed. In this paper, due to the limited space avail-
able, only the first two subsystems that are responsible for the centring phase are
presented in detail.

For the other two, that will be presented in future works, only a few comments:

• The force distribution device can be added to the gripper jaws, in order to
increase the grasping force and/or the grasping surface, after the centring phase;

• The RCC (Remote Centre of Compliance module) can be inserted between the
gripper and the robot wrist; it may have the number and type of dumped d.o.f.
required, and it can be activated by a specific actuation device.

CENTERING

Kinematic sensors

FORCE 
DISTRIBUTION

Force contact point
Remote force sensing
Tactile sensing

COMPLIANCE 
MECHANISM

Blocking sensors
(ON/OFF)

PHASE

Sensing 
opportunities

Sensing aims

Object Size recognition
Fingers position control Grasping force control 

Proper grasping recognition

Control of accurate / 
compliant gripper

Fig. 3 Grasping process
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3.2.1 Finger Architectures Subsystem

The architectures analysed are presented in Fig. 4: they are all capable of grasping
on three points [5], by means of two or three movable fingers, using revolute joints
or prismatic pairs.

The 3-mobile finger prismatic pair architecture (Fig. 5), widely used, allows
good centring of the cylindrical object (Oo work piece centre, OG gripper centre),
when it is actuated using a synchronized transmission system (x1F = x2F = x3F = rO).
Another good property is due to the jaw approaching direction (described by the
vector dS), that is always normal to the surface. Objects of different size (minimum,
maximum radius rOMIN, rOMAX) receive grasping force on the edges of concentric
triangles.

The 2 mobile finger prismatic pair architecture (Fig. 6) has the advantage of
reducing the number of mobile fingers but has some limitations:

– the grasped object’s centre lies on a line and the position depends on rO;
– the use of this architecture requires that the robot control system recognizes the

object size and adapts the required center trajectory to this information;

Fig. 4 Kinematic architectures for radial impactive grippers

Fig. 5 3-mobile finger prismatic pair architecture
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– the jaw approaching direction form an angle ϑ = 30° with respect to the normal
direction at the contact point.

The 3-mobile finger revolute joint architecture (Fig. 7) makes it possible to
obtain a compact and cost-effective solution, operating on a wide range of object
sizes, replacing prismatic pairs with revolute joints. The most important design
requirement is the range of object size expressed by the ratio rOMAX/rOMIN, that in
our case is 2.5. The triangle that describes the force’s application points is rotating
according to the object size but always has the same centre. The effect of choosing
the finger length rP, and the position of the finger revolute joint rF, is presented in
Fig. 8 left and right respectively.

Fig. 6 2-mobile finger prismatic pair architecture

Fig. 7 3-mobile finger revolute joint architecture
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A design criterion for these parameters could be to minimize the approaching
angle ϑ for all work piece sizes getting the same values (ϑrmin = ϑrmax) for minimum
and maximum object radius.

The requirements lead to the graphic construction of Fig. 9, also showing that
reducing ϑ leads to higher rP values and so to greater overall dimensions of the
gripper.

The 2-mobile finger revolute joint architecture (Fig. 10) is a valid alternative to
replacing the prismatic pair of Fig. 6. If the force application on the edges of the
equilateral triangle is considered a good solution, the contact points must lie on an
ideal contact point line: this condition can be approximated using the graphic
constructions of Fig. 10 right.

3.2.2 Transmission and Synchronization Group

Figure 11 shows an example of solutions suitable when the motion is derived from
a single rotary motor, illustrating the main systems for transmitting a rotary motion
to three jaws when revolute pairs are used.

Fig. 8 Effect of finger length rp and position of the finger revolute joint rF

Fig. 9 Effect of approaching angle ϑ
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The use of gear transmission (left), economic and compact, allows easy syn-
chronization. It requires definition of the design parameters rTA, rTF, rTC.

Systems that use articulated transmission (middle) are effective but have different
equilibrium configurations that depend on the size of the grasped object.
Furthermore a greater number of revolute pairs are used. In order to get the required
range of motion ψ, the design parameters are δ, rM1, rM2, rM3.

Cam systems (right) represent an effective alternative to gear transmission sys-
tems but they may present higher manufacturing costs. The design parameters are δ,
rB and the cam profile according to the geometrical transmission ratio desired.

Fig. 10 2-mobile finger revolute joint architecture

Fig. 11 Transmission and synchronization group
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4 Conclusions

This work makes a comparative study of architectures of a 3-jaws gripper to meet
two main requirements: adaptability to a wide variety of object sizes and the
centring accuracy.

A modular approach was used. Two separate phases during work piece grasping
were defined: the first is the centring phase, with limited force; the second is the
gripping phase, where the gripping force increases and spreads over large surfaces
in order to ensure accurate and safe handling. The proposed modular approach
makes it possible to design devices with different performances by adding,
changing and/or modifying these modules. For example the terminal parts of the
jaws can be made rigid, or some of them can be activated in order to get the
distribution of gripping force.

For reasons of brevity only the development of an RCC module was mentioned,
that can be remotely activated. A detailed description of kinematic and dynamic
synthesis, a control system and the experimental results will be presented in a
subsequent work.

Acknowledgements This work has been performed under a research project with Corcos
Industriale S.a.s.
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Flexible Actuator for Biomorphic
Applications: Performances and Energy
Consumption Evaluation

Andrea Manuello Bertetto, Carlo Ferraresi, Luigi Antonio Besalduch,
Roberto Ricciu and Andrea Cadeddu

Abstract The article describes an experimental evaluation of performance of a
flexible actuator specially conceived for propulsion of biomorphic robots. Static and
dynamic characteristics are presented, particularly referring to the energy
consumption.

Keywords Flexible pneumatic actuator � Biomimetic actuator � Biomimetic
robot � Fish-like robot

1 Introduction

Industrial, agricultural, military, environmental and medical applications often
require actuators able to perform special tasks. Pneumatic actuators are often able to
give an effective response to these needs, especially when they are characterized by
unconventional architectures: the flexible pneumatic actuators are a very interesting
example [1]. One of the first specimens was the McKibben artificial muscle [2].
Flexible actuators are very useful for medical applications [3, 4], micro manipu-
lation, grasping of delicate object, harvesting of agricultural products, and pipes net
inspection [5, 6].
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Experimental and theoretical studies suggested that flexible actuators may
provide effective performance for fish-like propulsion. The classical Gray’s studies
[7–9] underline the interesting advantages of the oscillating tail instead of tradi-
tional aquatic propulsion. An innovative choice for the tail actuation system is
offered by the flexible actuators described in [10–12].

The goal of this work is to evaluate the operating characteristics and the energy
cost for a particular bending actuator used for aquatic fish-like robot propulsion.
The activity was worked out by test rigs especially designed. Some results are
referred and discussed to evaluate the advisability of this type of actuator to move
the fish-like fin of an aquatic robot.

2 Experimental Set-Up and Methodology

The actuator here designed and realised is a cylindrical device having a rubber
made internal double chamber divided by a longitudinal wall. The two heads allow
linking to the robot body and to the tail, the sealing of the chambers and the supply.
Around the cylindrical rubber body, numerous rigid rings prevent radial
deformations, forcing the axial one. The work envelope of the actuator is a 2D
plane region [11].

The flexible actuator is represented in Fig. 1. The pictures show the assembled
actuator with the radial constraints represented by the rigid rings, the two heads and
the section of the internal cylindrical rubber chamber. The figure shows also the
geometry of the elastomeric body section; two chambers divided by a longitudinal
wall: unbalancing the pressure drop between the chambers the actuator stretches
axially and bends in a plane perpendicular to the longitudinal wall. The rubber is an

Fig. 1 The flexible actuator
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elastomeric material with 70 shore A hardness; it permits high deformations pre-
serving an elastic behaviour, and minimising the residual deformation depending on
load velocity.

The actuator workspace was determined and traced by means of a specially
designed experimental set up as in Fig. 2a. The actuator is vertically suspended, and
the measuring of the end effector (EF) position is performed in a 3D space, by a
trigonometric indirect measure. The end effector position (EF), measured at given
values of the fluid pressures in the chambers defines the workspace in relation to the
chamber supply pressures. The experimental set-up provides by means of wire
position transducers the length variation of the edges of a pyramid having the basis
on a horizontal plane and the upper peak linked to the actuator EF (Fig. 3).

To determine the energy consumption, a second test rig summarized in Fig. 2b
was used. It consists of the same actuator of the first test rig, but, in order to control
the air volume injected in the actuator, a pneumatic cylinder (bore diameter of
63 mm and stroke of 750 mm) was used, whose rod displacement was registered by
means of a linear gauge (span: 0–1270 mm, static sensitivity of 9,8455 V/m and

Fig. 2 Schematic representation of the first (a) and second (b) test rig

Fig. 3 The test rig to define the actuator work space
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repeatability: ±0.02 % full stroke), and the pressure by means of two pressure
gauges (span: 689,476 Pa, static sensitivity: 25.0 mV/100 kPa).

The position of the flexible actuator was acquired by a digital photo camera. The
Data Acquisition System used was: NI USB-6221. The data was collected and
processed by Matlab software.

3 Workspace of the Actuator

The actuator static workspace, represented in Fig. 4a, is a plane surface perpen-
dicular to the plane of the longitudinal internal wall. The continuous red line has
been drawn with a maximum pressure of 5 bar relative and was traced starting from
A with both chambers discharged; increasing the pressure only in chamber 1, the
end effector (EF) moves along the A–B curve reaching the point B for a pressure of
5 bar in chamber 1 and zero in the other one. Keeping the pressure of 5 bar in the
chamber 1 and raising the pressure in the chamber 1 from zero to 5 bar the EF
reaches point C. Increasing the pressure in chamber 2 the curve B–C is described by
the end effector and in C the fluid pressure is 5 bar in both chambers. By dis-
charging the chamber 1 the curve C–D is then travelled. The EF reaches again point
A when both chambers are discharged. All points within the edge can be reached by
the actuator EF, combining the pressures in the chambers within the range 0–5 bar
relative.

In Fig. 4a, the black line represents the workspace of the second test rig for a
maximum pressure of 5 bars. With this set-up we can reproduce only the A–B curve
but as the two lines match quite well, the behaviour is approximately the same.

Figure 4b shows the velocity and the acceleration of the EF in the second test rig.
It is evident from the velocity vectors, as the trend is very smooth and also the
acceleration and the deceleration are not such abrupt as for common hydraulic
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Fig. 4 a The actuator’s 2D work space. b The actuator’s 2D work space, velocity and acceleration
of the EF in the second test rig
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actuators, that they are more suitable for the reproduction of fish fins. This
behaviour is shown in detail in Fig. 5. In particular in Fig. 5a it can be seen that the
velocity component’s behaviour is mainly represented by the horizontal component
Vx, because the extension of the EF path is not so relevant. In any case, the vertical
component starts in the downwards direction, due to the initial stretching of the
actuator; then, after approximately half path, assumes significant values in the
upwards direction. In Fig. 5b as expected the acceleration assumes significant
values at the edges of the path. The acceleration is relevant at the beginning because
the pressure force acts on the internal surface of the head bending the actuator at the
end of the path due to deceleration.

These kinematic considerations can be highlighted in the Fig. 6, observing the
different deformed geometries during the movement. In Fig. 6a, without pressure,
the actuator is in the rest position. Increasing the relative pressure (B), it starts to
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bend, and at approximately 4.5 bar (C) the actuator reaches its maximum curvature.
From (A) to (B) there is a stretching initial phase with a small curvature; then, from
(B) to (C) the stretching stops and the bending behaviour prevails.

4 Energetic Performances

Flexible actuators are suitable for propulsion of mobile robots in particular envi-
ronment and for non-conventional applications; therefore to provide endurance
allowing the accomplishment of a mission, an energy-saving behaviour is
fundamental.

To investigate this aspect, the test rig shown in Fig. 2b has been used. The
equipment can be considered as a “real” (irreversible) closed thermodynamic sys-
tem, where the cylinder is used to transfer to the actuator a given volume of air at
known conditions of pressure and temperature. The system allows energy transfer
as heat and as mechanical work, while no matter (mass) is exchanged with the
surroundings.

The experiment is composed of two steps: in the first one, the cylinder receives
work from the surrounding and the gas is compressed; in the second step the
cylinder returns the work previously received by expanding the internal air and
reaching a new equilibrium state.

The temperature is assumed almost invariant because of the slowness of the
process. The infinitesimal variation of work is:

dW ¼ P� dVþ V� dP ð1Þ

where the work (W) is negative if it is made by the surrounding.
The total work W is calculated by integrating the Eq. (1). This can be done in an

approximated way considering the whole process as a sequence of small volume
variations at constant pressure; therefore the total work was evaluated step by step
with the following expression:

W ¼
X

Wi ¼
X

ðPi� dViÞ ð2Þ

The quantities Pi and δVi, where i = 1, …, N is the number of the acquisition,
were measured by the instruments described in Fig. 2b. The curves obtained are
represented in Fig. 7; Fig. 7a, b show the evolution in time of the pressure P(t) and
of the volume V(t). Figure 7c shows the behaviour in the Clapeyron plane for
different frequencies of the compression/expansion cycles.

The areas subtended by the curves in Fig. 7c represent the mechanical works: in
the first step the work done on the system and in the second one the work returned
by the system. The work balance is represented by the net area within the cycle
which represents the lost work (the energy consumption due to internal friction of
the flexible actuator material and fluidic resistances).
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The experiment highlighted an energy loss of about 47 J for each cycle, while
the energy retrieved in the return stroke was 385 J. This value is approximately
independent from the considered cycle; this suggests that the main losses must be
due to the internal friction of the elastomeric actuator material, while other effects
(heat exchange and fluidic resistances) are negligible for slow functioning like in
this case. Of course, for higher working frequencies, fluidic losses would have
greater influence.
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5 A Case Study: A Fish-Like Robot

In order to verify the effectiveness of the actuator for propulsion of a fish-like robot,
specific tests were performed in water, with the experimental setup shown in Fig. 8a
[11]. During the actuator’s motion and for a given velocity of the fluid, the net force
acting on the robot was measured. In a separate test the resistance of the robot for
different fluid velocities and motionless actuator, was measured too. The
fin-actuator thrust is taken as the sum of resistance and net force.

The graph in Fig. 8b shows the average values of forces measured during the
oscillatory motion of the fin. The oscillating tail frequency was 0.5 Hz and a
pneumatic air supply pressure of 6 bar relative was given to perform arc amplitude
of the tail oscillating motion of 0.5 m, referred to the thrust centre of the tail. The
net force is positive up to a fish velocity of 0.6 m/s. This should indicate the
maximum forward velocity of such a fish-like robot propelled by this tail at these
values of frequency and amplitude tail motion.

6 Conclusions

This paper reports a first experimental investigation on a special flexible actuator,
fluid operated, particularly conceived for biomimetic propulsion of fish-like robots.

The tests investigated the actuator’s performances also from the energetic point
of view, confirming its suitability for such an application type.

This study permitted to individuate the main problems that have to be faced and
solved in future work, namely optimization of the fluid power transmission and the
choice of materials with low internal friction for the actuator’s body.

Acknowledgements The research reported by the authors was funded by the project INNNOVA.
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Optimizing Trajectory Points for High
Speed Robot Assembly Operations

Florin Anton, Silvia Anton, Silviu Raileanu and Theodor Borangiu

Abstract The work presented in this paper reports a research done in order to
optimize the relation speed—trajectory length for a complex robotic assembly task.
The assembly task consists in fixing an engine part with 8 screws, the screws being
already inserted and pre-fixed but not tightened; in some cases the screws must be
screwed for a length of 1 cm, and then tightened at 25 Nm. The operation duration
(cycle time) should be of maximum 45 s measured from the time the pallet enters in
the working area until the pallet exits the working area. Due to the conveyor
operation which takes 12 s to place the pallet in the working position and to remove
the pallet from the working area, only 33 s remain for the robot operation including
the operation time of the screwdriver placed on the robot. The solution is based on
developing an algorithm that uses the dynamics equations of the robot to compute
the time needed to accomplish the task, based on the load of the robot and the stop
points on the trajectory.

Keywords Robot dynamics � Industrial robot � Trajectory optimization �
Assembly � Cycle time
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1 Introduction

In manufacturing applications where industrial robots are involved, the cycle time
represents an important production indicator. The cycle time represents the time
required for a robot to repetitively accomplish its task; this means that the cycle
time is the time spent to execute a production operation in a certain work station in
the fabrication line. If the cycle time is shorter, then the productivity is increased,
and this is one of the goals for every manufacturer.

The cycle time depends on different parameters, for example the complexity of
the task, the trajectory length and shape, the payload of the robot and the tool
performance.

This problem has been approached from multiple points of view, for example
Carlson et al. [1] proposed a novel method for quality and throughput optimization
based on a systematic search algorithm which exploits properties of the welding
process in order to minimize the dimensional variation and robot travelling time in
welding stations. Huang et al. [2] addresses the problem of realizing multi-robot
coordination that is robust against pattern variation in pick-and-place tasks; there-
fore, they propose combining part-dispatching rules to coordinate robots, by inte-
grating a greedy randomized adaptive search procedure (GRASP) and a Monte
Carlo strategy (MCS).

Abdel-Malek and Li [3] addressed the problem of finding the robot location in a
manufacturing cell that minimizes the execution time of its assigned tasks.
Minimizing the robot cycle time leads to increased productivity in several industrial
applications. In this approach, the robot geometric structure and specifications were
considered in developing models using Inverse Kinematics to determine the trav-
elling times between the different tasks of a particular manufacturing cell. Then, an
optimization scheme is introduced to find the robot base location that minimizes its
cycle time.

Nilakantan et al. [4] propose models with dual focus on time and energy to
minimize the cycle time and total energy consumption simultaneously: one model
(time-based model) with the primary focus to optimize cycle time and the other
model (energy-based model) with the primary focus to optimize total energy con-
sumption. The models proposed have a significant managerial implication in real
assembly line systems. Depending upon the priorities of the management—primary
focus on reducing cycle time or total energy consumption—suitable models could
be selected. The proposed models are useful to reduce the total energy consumption
and cycle time in robotic assembly lines. It can be observed that the computation
time for control with time-based model is less compared to control using
energy-based model.

Another approach is to reduce energy consumption without sacrificing cycle
time. Björkenstam et al. [5] combined recent algorithms for collision free numerical
optimal control and for optimal sequencing, and created an algorithm that was
successfully applied to several industrial cases demonstrating that the proposed
method can be used effectively in practical applications to find fast and energy
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efficient solutions. Energy optimization related to trajectory planning was also
approached in [1, 6–8].

Our approach is to optimize the cycle time by minimizing the distance which the
robot end effector should travel, and to maximize the robot speed to obtain a robot
cycle time acceptable for the application and also avoid collisions.

2 Application Description

The application consists in an assembly task executed by an ABB IRB 2400, 6 d.o.f.
industrial robot. The robot is mounted on the ceiling above a conveyor belt. On the
conveyor belt, engine components are presented on pallets, the components being
pre fixed in 8 screws. The time required for this operation is maximum 45 s, but the
time taken by the conveyor belt to bring a pallet in the working position and to
remove the pallet after the screw tightening operation is 12 s. In this case the time
remaining for the robot operation is of 33 s.

The robot is equipped with a Desoutter EME38-20 J [9] automatic screwdriver
with telescopic pipe wrench with a screw search feature. The entire configuration:
screwdriver, wrench, telescope and robot mounting kit weights 9.3 kg. The weight
was determined by executing the robot routine Load Identify from the Call Service
Routine group. The screwdriver operation time is about 1 up to 1.5 s for each screw;
depending on how well the screws are pre fixed (this operation is done by human
operators and some time the screw must be screwed for about 1 cm by the robot
before tightening). Figure 1 shows two images with the engine assembly and screw
position for screws 1, 2, 3 and 4. The screws are positioned on two rows, and some
of them are very close to the engine edges.

Because some of the screws are very close to the edge of the engine and because
the pipe wrench has the search feature (that means that it wobbles with ±4 mm)
there is the risk that the pipe wrench could enter in collision with the engine. In
order to avoid this problem a constraint has been imposed regarding the way in
which the wrench should approach the screw: the robot will move using a linear

S1

S3

S2

S4

Fig. 1 The engine and screw positions
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movement (in Cartesian space) from outside the engine to the screw. The approach
point and the point where the wrench touches the screw define a line in space which
has a distance of 12 mm from the engine edge in order to avoid collisions (the pipe
wrench has a diameter of 12 mm and the wobble has 4 mm; this means that the
minimum distance from the engine edge to the wrench edge will be 2 mm).

The sequence of operations in the robot assembly station is:

(a) The robot is available and the workspace does not contain any pallet.
(b) A new pallet is allowed to enter the workspace and the pallet is fixed in place.
(c) The pallet RFID tag is read and the type of engine part is identified (there are

three types of engines).
(d) The robot tightens the screws (screw 1–8, and then the screws 1 and 2 are

tightened again) and then moves to a safe position.
(e) The pallet is removed from the workspace.

If we compute the time required for all operations one can notice that:

(a) For conveyor operation an amount of 12 s is required.
(b) For screwdriver operation there is needed a minimum time of 1 s × 10 screws

(10 s) and a maximum time of 1.5 s × 8 screws and 1 s × 2 screws (14 s).
(c) For robot movement a maximum time of 19 or 23 s remains.

Figure 2 illustrates the moment when the robot engages a screw; one can see the
distance on which the screw should be screwed before tightening.

Fig. 2 The moment when the
screw is engaged
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3 Trajectory and Cycle Time Optimization

In order to optimize the trajectory and the cycle time we started from the constraints
of the problem: the first constraint is represented by the points which are used to
access the screws, which are fixed. Because the pipe wrench has a telescope with
spring, after the screw tightening starts, the screw is moving down and the wrench
follows without the need to move the robot.

The second constraint is the shape of the engine and its position in space. The
shape of the engine was imported from a CAD file in Matlab and positioned relative
to the robot base exactly in the same position as in the assembly station. The shape
of the engine and its position were used in order to determine the collisions between
the robot and the engine.

In Fig. 3 the optimization algorithm is schematically presented. The initial robot
points are the points used to access the screws (extracted from the robot program
and trained manually), see Fig. 4; the loop robot point (where the robot is waiting

Fig. 3 The algorithm for trajectory and cycle time optimization

P3 P1

P2P4

P5

P6

P7

P8

safe
loop

Fig. 4 The positions of the screws
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the pallet with the engine) is also trained manually, and the approach points above
the screws are used as intermediary points in the robot trajectory. These interme-
diary points are defined initially as described in Sect. 2 in a plane above the engine
at 12 mm.

The initial speed is set to maximum (vmax), the robot dynamics is computed
using Robotics Toolbox [10], the trajectory is computed by using the function
ctraj and the tool weight is also added to the model.

The working environment is defined by the area where the engine is placed; the
coordinates are imported in Matlab using the STL file [11] of the engine model.

The collision detection block is based on a function which computes the inter-
section between the engine model and the robot model (also STL) and the tool
defined in the robot model.

The optimization is done in two steps; first the path is computed without taking
into account the speed, then the speed and the time required to execute the motion
are computed, and finally the trajectory is adjusted in order to maximize the speed.

4 Experimental Results

The trajectory is analysed in sequences: (loop, PA1, P1), (P1, PA1, PA2, P2), (P2,
PA2, PA3, P3), (P3, PA3, PA4, P4), (P4, PA4, PA5, P5), (P5, PA5, PA6, P6), (P6,
PA6, PA7, P7), (P7, PA7, PA8, P8), (P8, PA8, PA1, P1) where PA is the approach
position for each point P1 to P8. For each sequence the zone data has been defined;
for final points P1 to P8 the zone is fine, for the approach points the initial zone is
fine, then the zone is increased. Once the zone is increased the PA points are
translated on the segment (Px, PAx) in order to avoid the intersection of the zone
with the engine. The trajectory is then generated taking into account the dynamics,
the collisions are verified and the speed and time is also computed.

Figure 5 shows the simulation window where one can see the robot and the
trajectory to be generated.

The zone data is increased until a zone increase is not generating a speed
increase or a smaller execution time anymore. The speeds and accelerations are also
plotted in order to have a visual check too. The simulation of the robot, the com-
putation of speed and accelerations was executed using the Carlos Baraza [12]
simulator.

In Fig. 6 the joint speeds and accelerations for a single execution are presented.
After executing the algorithm the zones are presented in a graphical fashion.

Also, the end effector speed, the PA points and associated zone data are saved in a
dedicated file. Figure 7 presents these zones.
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Fig. 6 The joint positions, speeds and accelerations

Fig. 5 The robot and the generated trajectory
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5 Conclusion

The resulted speed is v300: this is the maximum speed which the robot can obtain
because of the important load which it handles (screwdriver and pipe wrench) and
also due to the relative short distances between points.

The speed can be increased by using a set of PAx points defined at a bigger
distance from the Px points but this will also increase the execution time. Another
way in which the speed can be increased is by modifying the robot’s accelerations,
but this was not possible from the RAPID robot program, and also this could lead to
premature wear of the robot.

The obtained zones were (z50, z50, z30, z25, z80, z80, z50, z40) for PA1 to PA8.
Using these settings in the simulation we obtained a cycle time of 16.53 s only

for the robot motion. After the implementation on the robot we obtained a cycle
time for the robot and screwdriver operation between 28 and 30 s, this is because
the screwdriver operation depends on how well the screws are pre fixed and also
because on the simulation the communications between the PLC and the robot were
not considered.

Comparing the results with other approaches [13–16] the solution we propose
can be easily integrated in manufacturing lines and adds the advantage that the
trajectory can be tested offline.

Future developments will consider the possibility to define different zones for the
same PA point depending on the trajectory, and also the possibility for the PA
points to be tuned on different directions not only on the initial approach direction;
this will allow to tune the PA position without increasing the distance that the robot
will have to travel.

Fig. 7 The resulted zones
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Cost Function-Free Optimization
in Inverse Kinematics of Open Kinematic
Chains

József K. Tar, László Nádai, Imre Felde and Imre J. Rudas

Abstract The traditional ways of solving various tasks “optimally” in control
technology and robotics normally are based on the minimization of some cost
function (or functional). On the basis of function minimization various “generalized
inverse matrices” can be introduced that have special significance in the inverse
kinematic tasks of redundant manipulators, where the possible solutions are
ambiguous—therefore various choices are available. The solution suggested here
tackles the question of optimality by the geometric interpretation of the simple and
computationally efficient Gram-Schmidt algorithm. The method is presented via
simulations using a redundant arm structure.

Keywords Open kinematic chain � Gram-Schmidt algorithm � Redundant robot
arms � Generalized inverse � Inverse kinematic task

1 Introduction

While the solution of the forward kinematic task can be solved by the use of simple
mathematical tools in general, that of the inverse kinematic task depends on the
particular details of the kinematic structure under consideration. Closed form
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analytical solutions exist only in particular cases that are typical in the current
industrial applications. Without the need of completeness we mention certain
typical examples in the sequel.

As a classic example of 6 “Degree of Freedom (DoF)” constructions the
PUMA-type robots can be mentioned, that were intensively studied even recently
[1]. The existence of the closed analytical solution is guaranteed by the application
of strictly parallel rotational axles, furthermore it is also necessary that the last three
rotary axles must have a common point of intersection. The “SCARA” robots are 4
DoF constructions in which a single translational axle exists that is strictly parallel
with the three also parallel rotary axles. This construction is very useful for exe-
cuting assembly tasks on a plain panel with guaranteed selective compliance. As
competitors of the SCARA robots the parallel robots can be mentioned that gen-
erally have closed kinematic chains. Clavel’s “DELTA” robot is an excellent
example in which parallelograms guarantee the rotation-free translation of a plateau
for assembly purposes. The hexapod robots as the Gough platform from 1942 have
closed kinematic chain. Its main virtue is the strong dynamic properties that enable
it for working as tire test machines exerting great forces by hydraulic cylinders [2].
The above mentioned structures have the common properties as follows:

• The relatively simple solution of the inverse kinematic task is guaranteed by
some geometric specialties.

• These particularities have to be guaranteed by precise manufacturing.
• When manufacturing errors occur the formal basis of the existence of the simple

solution of inverse kinematics ceases. The available formulas cannot be
“extrapolated” for studying the significance and effects of the modelling errors.
These investigations can be done only on a more general mathematical basis.

It is worthy to note that the errors in the kinematic models mean significant
problems even in our days. To reduce these errors, in [3] a laser-based calibration
system was reported for the use in differential solution of the inverse kinematic task.
Dealing with the kinematic uncertainties in robot control is also an actual problem,
for its solving novel techniques being recently suggested in [4]. These papers
considered co-operating robot arms moving some object. This task automatically
leads to the problem of closed kinematic chains that is a subject area in intensive
development. In [5] a new technique, based on dual quaternions, was introduced for
the analysis of closed linkages with revolute joints: the theory of bonds. The authors
considered that the bond structure generally comprises a lot of information on
closed revolute chains with a one-parametric mobility. The usefulness of bond
theory was demonstrated by giving a new and transparent proof for the well-known
classification of over constrained 5R linkages.

While in the construction of industrial robots it is reasonable to maintain high
precision and to apply special elements, in manufacturing toy robots neither high
precision nor the application of expensive joints is reasonable. It is reasonable to
assume that in this field the application of simple 1 DoF rotary joints is satisfactory
without guaranteeing special restrictions as e.g. that three rotary axles must have a
common point of intersection or certain axles must be strictly parallel. In these
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cases we cannot expect the existence of closed form analytical solutions for the
inverse kinematic task. In general, the “differential tackling” of the inverse kine-
matics represents a viable approach. In the sequel we restrict ourselves to such
constructions.

2 Formulation of the Kinematics of Open Chain Arm
Structures Using Rotary Joints

It is expedient to tackle the forward kinematics by the use of the concept of “home
position” that is illustrated by Fig. 1. In this position the arm consists of the
segments 1; 2; . . .; nf g so that to the rotation values q10 ; q20 ; . . .; qn0f g and the
actual axles (as unit vectors) e 1ð Þ; e 2ð Þ; . . .; e nð Þ� �

belong together to the arm

segments r 1ð Þ; r 2ð Þ; . . .; r nð Þ� �
. Each of these vectors is given with respect to the

workshop system of coordinates. (Without the loss of generality it is assumed that
in this position the generalized coordinates take the value 0.) The vector connecting
the base point of the robot and the Tool Center Point (TCP) with respect to the
workshop frame can be obtained by consecutive rotations as follows: at first a
rotation O nð Þ is executed around axis e nð Þ that transforms the vector connecting the
base point of the last segment and the tool centre point rf g into O nð Þr while it leaves
the other vectors invariant.

In the next step the vector connecting the base points of the previous and the
current segment r nð Þ� �

and O nð Þr
� �

as O nð Þr þ r nð Þ� �
will be rotated by O n�1ð Þ

around axis e n�1ð Þ O n�1ð Þ O nð Þr þ r nð Þ� �
, and so on. These operations consist of a

rotation and a subsequent translation that can be described by the “homogeneous
matrices” of size R4�4 representing the “Special Euclidean Matrix Group SE(3)” as

Fig. 1 The “home position”
of the robot arm
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H nð Þ qnð Þ r

1

� �
¼ O nð Þ qnð Þ r nð Þ

0T 1

 !
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1

� �
¼ O nð Þ qnð Þ þ r nð Þ

1

 !
;

~r

1

� �
¼ H 1ð Þ q1ð ÞH 2ð Þ q2ð Þ. . .H nð Þ qnð Þ r

1

� � ð1Þ

where ~r denotes the vector connecting the base point of the robot and the TCP, and
in H q1; q2; . . .; qnð Þ ¼ H 1ð Þ q1ð ÞH 2ð Þ q2ð Þ. . .H nð Þ qnð Þ the upper left R

3�3 block
O q1; q2; . . .; qnð Þ ¼ O 1ð Þ q1ð ÞO 2ð Þ q2ð Þ. . .O nð Þ qnð Þ corresponds to the rotational
matrix that describes the rotation of the work piece moved by the robot (both are
understood with respect to the workshop frame).

For giving the analytical form of the O ið Þ qið Þ matrices it is not compulsory to use
the Denavit-Hartenberg conventions. The Rodrigues formula, directly using the

axis vector e and the rotational angle q can be applied too [6]: O e; qð Þdef

cq þ ð1� cqÞe21 ð1� cqÞe1e2 � sqe3 ð1� cqÞe1e3 þ sqe2

ð1� cqÞe2e1 þ sqe3 cq þ ð1� cqÞe22 ð1� cqÞe2e3 � sqe1

ð1� cqÞe3e1 � sqe2 ð1� cqÞe3e2 þ sqe1 cq þ ð1� cqÞe23

0
B@

1
CA ð2Þ

where cq ¼ cos q and sq ¼ sin q. Taking into account that both the homogeneous

and the rotational matrices form “Lie groups”, the G tð Þdef _H tð ÞH�1 tð Þ and the

X tð Þdef _O tð ÞO�1 tð Þ quantities describe the elements of the tangent space of the
appropriate groups at their unit elements (i.e. at the unit matrices of appropriate
sizes)—in other words they are the generators of the appropriate groups.

H ¼ O a

0T 1

� �
; H�1 ¼ O�1 �O�1a

0T 1

� �
; _H ¼

_O _a

0T 0

 !
;

G ¼ X �Xaþ _a

0T 0

� � ð3Þ

The simple physical interpretation is: the skew-symmetric Ω describes the actual
rotational speed of the object rigidly attached to the tool, and �Xaþ _a describes
the translational speed of the TCP with respect to the workshop frame. By taking
into consideration the chain rule of differentiation in H q1; . . .; qnð Þ, that is a mul-
tiplicative structure, we obtain:
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G ¼ dH 1ð Þ

dq1
H 1ð Þ�1

_q1 þ H 1ð Þ dH
2ð Þ

dq2
H 2ð Þ�1

H 1ð Þ�1

_q2 þ . . .

þ H 1ð Þ. . .H n�1ð Þ dH
nð Þ

dqn
H nð Þ�1

H n�1ð Þ�1

. . .H 1ð Þ�1
�

_qn

¼ G 1ð Þ _q1 þ H 1ð ÞG 2ð ÞH 1ð Þ�1

_q2 þ . . .þ H 1ð Þ. . .H n�1ð ÞG nð ÞH n�1ð Þ�1

. . .H 1ð Þ�1

¼ ~G 1ð Þ _q1 þ . . .þ ~G nð Þ _qn

ð4Þ

Since in the Lie groups to an arbitrary generator G and an arbitrary group
element W the expression WGW−1 also is a generator, Eq. (4) has the following
physical interpretation: the six independent components of the rotational and
translational speed of the work piece, with respect to the workshop frame, can be
described as the linear combination of group generators by the joint coordinate
velocities _q1; . . .; _qnf g.

By placing the six independent components of G into the rows of a column array
GCol, (4) will have a simple mathematical interpretation: by describing the desired
velocities in G with respect to the workshop frame, these 6 components have to be
constructed as the linear combination of columns with the joint coordinate veloc-
ities _q1; . . .; _qnf g. By using arrays it can be written as GCol ¼ J _q where J is referred
to as the Jacobian matrix of the inverse kinematic task. If n[ 6 then the system is
redundant. If the rank (the number of the linearly independent columns) of J is
equal to 6, we have ambiguous solutions. If this rank is less than 6, we have
kinematic singularity and no exact solution of the differential inverse kinematic task
exists in general (in this case it may exist only for special trajectory).

The traditional solutions as the “Moore-Penrose Pseudoinverse” [7, 8] consider
this problem as optimization under constraints as for a P[ 0 symmetric positive
definite matrix one can minimize the quantity 1

2 _q
TP _q under the constraints

J _q� GCol ¼ 0.

The solution, if it exists, can be expressed as _q ¼ P�1JT JP�1JTð Þ�1
GCol. It is

evident that if JT has a non-empty null space the quadratic matrix JP�1JT does not
have inverse and the problem is singular. Formal possibilities for getting rid of
the singularities can be regarded as some “deformations” of the original
task. By introducing a small parameter l[ 0 the approximate solution

_q
^ ¼ P�1JTP�1JTðJP�1JT þ lIÞ�1GCol always exists.

In the non-singular case when l � min eigenvalues of JP�1JT
� �

the deforma-
tion of the problem is insignificant. The idea was first introduced by Levenberg in
1944 and sometimes is referred to as “Damped Least Squares” e.g. [9]. In 1991
Pohl [10] suggested a 2nd order approach instead of the use of the linear equations
near the singularities. Pohl and Lipkin [11] in 1993 suggested complex extension of
the generalized coordinates for task deformation. Other generalized inverses based
on the “Singular Value Decomposition (SVD)” [12] are not related to cost function
minimization but can guarantee controlled approximation errors to non-singular
problems. Other formal possibility for “colouring” the problem would be the
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application of coordinate- and task-dependent P qð Þ weighting in the Moore-Penrose
pseudoinverse. In this approach it would not be trivial how to determine P as the
function of the task’s specialties. In the sequel a simple and reasonable method is
suggested that drops the use of the concept of “cost function” and considers the
problem through a simple geometric interpretation.

3 The Application of the Gram-Schmidt Algorithm
to Avoid the Use of Generalized Inverses

Consider the following task: there is given a set of certain vectors
x ið Þ 2 R

nji ¼ 1; . . .;m� n
� �

; the construction of a “set of orthogonal vectors” is
desirable via the utilization of these vectors. Independently of each other, Laplace in
1820, Gram in 1883, and Schmidt [13] in 1907 suggested a simple solution. Its
essence can be highlighted as follows: assume that we have two real vectors a, b of
identical dimensions. Assume that instead of b we wish to use a vector that is
orthogonal to a. Since orthogonality means zero scalar product, with a parameter
k 2 R the ~b def bþ ka can be suggested with the prescription: bþ kajah i ¼ 0 that

has the solution k ¼ � bjah i
ajah i . This simple idea can be applied for the orthogonalization

of an initial set of vectors as follows: (a) Choose one element of this set to be the 1st
one of the new, orthogonalized set. (b) Remove its components from the remaining
vectors. In this manner a subset is achieved that spans a linear subspace that is
orthogonal to the 1st new vector. (c) Select an element of this subset and remove its
components from the remaining vectors. The vectors obtained thus span a linear
subspace that is orthogonal to the first two vectors. (d) Repeat this procedure until
obtaining an orthogonal set of basis vectors. If the above reductions are also exe-
cuted on an arbitrary vector b, it automatically appears as the linear combination of
the new orthogonal vectors. Since during the procedure the appropriate k values can
be stored in the memory, by the use of the orthogonality of the above mentioned
subspaces it is very easy to obtain b as a linear combination of the original vectors
x ið Þ� �

. This procedure has the following properties: (a) if the original set of vectors
cannot span the complete linear space its yields the best available approximation of
b as far as the use of these basis vectors is concerned; (b) in the case of redundant
original set, depending on the order of the choices, it provides one of the ambiguous
solutions; (c) if the original set is not redundant it yields the unique solution,
independently of the order of choosing the new basis vectors. We note that this
method is very efficient computationally. A generalized inverse solves the problem
for each possible vectors, but in the case of the inverse kinematic task we always
need a solution only for a given, particular vector b. The suggested optimization
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without goal function is formulated as follows: in each step of the orthogonalization
process that vector of the remaining set is chosen for which the absolute value of the
scalar product with the remaining fragment of b is maximal. In this manner the
rotational angle of the actual wrist joint is evidently minimized.

4 A Computational Example

In the investigations a standard 6 DoF PUMA structure has been completed with
further two axles to produce a redundant, “non-canonical” 8 DoF construction with
the kinematic parameters of the “home position” given in the columns of the
matrices in (5) with g2 ¼ 1=

ffiffiffi
2

p
; g3 ¼ 1=

ffiffiffi
3

p
(non-dimensional quantities) in the

unit vectors of the rotary axles, and L ¼ 0:5; l ¼ 0:1; S ¼ 0:3, and h ¼ 1 for the
arm segments in meter units. In the Gram-Schmidt algorithm the smallest vector not
replaced by 0 had the absolute value at least 10−4 times that of the greatest one.

e ið Þ
n o

¼
0
0
1

0
1
0

0
1
0

g2
0

�g2

g2
0
g2

0
1
0

g3
g3
g3

g3
�g3
g3

0
@

1
A; r ið Þ

n o
¼

0
0
h

0
l
0

L
0
L

L
�l
�L

0
0
0

0
0
0

S
0
�S

0
S
0

0
@

1
A ð5Þ

The interesting trajectories that can reveal the advantages of optimization are
located in the vicinity of singularities. The same parameters were set in the com-
putations, with the exception of the order of orthogonalization. The comparative
Figs. 2, 3 and 4 illustrate clearly the advantages of the suggested simple optimi-
zation method.

Fig. 2 Trajectory tracking in R
3: non-optimal order (LHS), optimal order (RHS) [x1; x2; x3

nominal trajectories dash-dot, long dash-dot, dash-dot-dot]
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5 Conclusions

In this paper a simple, geometric interpretation-based application of the
Gram-Schmidt algorithm was suggested to solve the differential inverse kinematic
task of open kinematic chain robot arms with non-special construction when no
closed analytical solution exists to the problem. The simple idea is choosing an
“optimal” order of orthogonalization to avoid the occurrence of too great angular
rotations around the robot axles.

Via completion with an error feedback term with respect to the workshop frame,
this method was applied in a Kinect based system to realize hand-controlled
rotation-free translation of a virtual work piece by this simulated robot.

Fig. 3 The rotation of the robot axes: non-optimal order (top), optimal order (bottom) dash-dot,
dash-dot-dot] (during its constant phase a given axle was not used in solving the inverse kinematic
task)

Fig. 4 The Frobenius norm of the array _q: non-optimal order (LHS), optimal order (RHS)
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Control and Coordination System
Supported by Biologically Inspired
Method for 3D Space “Proof of Concept”

Ján Zelenka and Tomáš Kasanický

Abstract This paper presents a control strategy for a swarm of mobile/flying
robots operated in 3D space. The described biologically inspired method was
developed to solve exploration or monitoring tasks. We discuss a possibility to
extend an algorithm [1] to 3D space in this paper. The presented model is a
decentralized adaptive system with shared memory representing the environment.

Keywords 3D space exploration � Cellular automata � Biologically inspired
method

1 Introduction and Motivation

One of the main issues of multi-robotics solutions is to ensure the functionality of
the whole system when a malfunction of some robots occurs. Therefore it is nec-
essary to develop systems with graceful degradation behaviour. Many works in this
area were done, but most of them are based on a complicated negotiation or
planning algorithms. When some of the robots cannot perform their tasks then the
whole strategy must be re-planned or a complicated negotiation process starts
among the remaining valid robots. Therefore a multi-robot system, capable to
achieve global goals without re-planning the whole strategy was developed. This
robotic system handles the area coverage problem. Let us have a space and robots
equipped with sensors. Each robot can observe an assigned sector of the space (the
sensors’ type depends on the task). In our previous work [1] an algorithm was
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presented which is able to reach a global goal even when only one robot from a
group remains valid. This solution is based on two dimensional cellular automata; it
is sufficient for most of the real world applications, but in some cases it might be
difficult to use two-dimensional approximation. For example, aerial photography
task in a rugged environment will be difficult because a constant flight level is
needed. Another typical task where the two-dimensional solution is useless is
patrolling in a mountain area, and also patrolling in urban areas with tall buildings,
etc. Following our previous work [1], we decided to develop a solution based on
cellular automata, extended by a three-dimensional cellular grid.

A large body of research has investigated robot or multi-robot coverage and
exploration problem. Many experimental and real applications exist in 2D [2–4, 5],
2.5D [6] and 3D [7, 8] environments. Applications of the coverage path planning in
domains such as agricultural robotics [9] and unmanned aerial vehicles (UAVs)
[10–13] have been reported in the literature. In [14] authors give a comprehensive
explanation of the existing methods and bring a detailed classification of the
existing approaches. Many approaches address optimal coverage methods. In [2]
authors use a spanning tree coverage algorithm for optimal 2D space exploration.
This approach also uses cellular automata as a platform and pheromone marks for
coordination. Another work [15] is focused on a problem of complete coverage of
an unstructured environment by a mobile robot; this paper describes a deterministic
algorithm. The goal of a single robot exploration is to minimize the overall
exploration time. The key problem to be solved in the context of multiple robots is
to choose appropriate target points for each of the individual robots. In [16] the
authors improved the path planning in 3D cellular space by D* algorithm.
Investigation of efficient and inefficient coverage methods are discussed in [17]. All
these methods solve the optimal coverage path for a defined swarm of robots. In
case of malfunction of a single robot it is necessary to re-plan individual paths. In
[18] authors use a combination of optimization methods with a virtual bird flocking
for space coverage by a group of mobile robots. Multi-robots coverage problem in
unknown 2D space by using the frontier-based techniques is described in [19].
These solutions were designed for 2D space and their extension for 3D was out of
the investigation scope.

2 A Biologically Inspired Method for 3D Space Coverage

Our approach is based on cellular automata. Each robot in the system has its own
representation of the environment (a map). The map of the robot’s environment is 3D
cellular grid. The robot uses the grid for navigation and as a memory. Each situation
which can be observed by the robot is entered into the map. Robots in our approach
cannot communicate directly; each robot communicates with the others trough
pheromone marks in the environment. When a particular robot moves to a new
location, the robot marks this location by its pheromone mark. Since it is difficult to
create a pheromone mark in the real world (humidity, wind, evaporation, etc.) we use
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virtual pheromone marks. When a robot marks a cell in the 3D grid, then the robot
broadcasts this information to all other robots. When a robot receives a broadcast
message from another robot it subsequently changes its map. This simple commu-
nication gives robots the ability to share information. Coordination of robots is
ensured by evaporating pheromone marks. Coordination is based on simple
attraction/repulsion behaviour of the robots. The environment is divided into regular
cubic cells.

The robot can perform one step or stay in an actual position (in case of collision)
in every iteration of time; the robot can change its position from [xt, yt, zt] at time
t to [xt+1, yt+1, zt+1] at time t + 1, {xs, ys, zs} 2 N, where N represents a set of
neighbour cells (3D Moore or 3D Neuman neighbourhood) and s represent discrete
time t. Each robot has a set of rules that determines its behaviour, because the
designed system is based on cellular automata. The movement of robots is con-
trolled by the following rules (taken from the 2D platform [1, 20] ):

• A robot moves to a neighbour cell with the smallest pheromone value; if there
exist more cells with the smallest pheromone value, the robot randomly selects
one of them;

• If there exist cells which were not previously marked by robots or the phero-
mone value of the cell is zero, then the robot makes a move to one of these cells;
the robot stores the movement direction, generates a random turn direction and
random direction ratios RD, RD 2 < 1,Z+> and continues in that direction until
cells in the selected direction are unmarked by pheromones;

• If more robots want to move to the same cell, then one of them will be randomly
selected as the winner.

– At time t + 1 the winner will move to a conflict cell and all other robots stay
in their current positions.

– Defeated robots can repeat the cell selection one time. At time t + 1 the
winner will move to the cell and defeated robots can move to a new selected
cell if no conflicts between robots occurred.

The RD parameter ensures a better distribution of robots in space at the start of
the coverage process. This type of motion in the cell space was also investigated in
[19]. When the robot is present in the cell it inserts a pheromone mark into the cell.
Let us consider a cell [x, y, z]; then the value of a pheromone mark Pxyz(t) at time t is
calculate as follows:

Rxyz tð Þ ¼ 0 robot is not in the cell xyz at time t
1 robot is in the cell xyz at time t

�

; ð1Þ

Pxyz tð Þ ¼ Pmax � Rxyz tð Þ if Pxyz t � 1ð Þ ¼ 0
Pmax � Rxyz tð Þ þ Pxyz t � 1ð Þ � 1 if Pxyz t � 1ð Þ[ 0

�

: ð2Þ

The initialization level of the pheromone mark Pmax is calculated at the start and
depends on the exploring space size and the number of robots in the swarm:
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Pmax ¼ number of cells in exploring space
number of rbots in swarm

� k; ð3Þ

where k represents the pheromone ratio. The following simulations will be focused
on verifying the pheromone ratio k in regard of mission requirements (exploration
time, conflicts).

3 Simulation Results

Our program written in MATLAB software tool is able to simulate the swarm
coordination based on pheromone marks in 3D space. In our simulation the visited
cell is evaluated by the pheromone value according to Eqs. (1) and (2). The 3D
Moore neighbourhood at the size 3 × 3 × 3 cell represents the direction selection
area. The size of these areas will be tested in regard of the mission requirements
(robots arrangement in space, exploration time, conflicts).

In order to verify the assumption that one robot can achieve the global goal in
3D environment (cover all space) we prepared the first simulation. Robot motion is
affected by the RD parameter which is determined randomly. In case the movement
and random direction ratio are the same, or in case 3D space the ratio is 1:1 the
robot motion is rectilinear (this motion is marked as billiard ball motion, Fig. 1
[21]). The first experiment was done with one robot and the RD parameter was set
up randomly. The robot movement was tested in space with different obstacle
distribution, as illustrated in Fig. 2. Table 1 summarizes the simulation results. The

Fig. 1 a Motion of the robot with a random RD parameter and b billiard motion of the robot in
space (red circles represent the pheromone mark, red sphere represents the robot) (color figure
online)
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optimal coverage method represents the situation when the exploration time equals
the number of cells in the explored space (in case of one robot). Because of a small
probability that the algorithm can perform optimal coverage, we decided to intro-
duce a parameter Ea which represents the average value of space exploration time
(number of iteration):

Ea ¼ average E1; E2; . . .Enf g; ð4Þ

where n is the number of experiments. This value can be reduced by increasing the
pheromone ratio k value or adding rules to control robot’s behaviour.

The experiment with a different pheromone ratio k was done in space illustrated
in Fig. 2b. Figure 3a shows how the pheromone ratio k impacts the average value of
the exploration time Ea. The line has slow decreasing character. From the k = 1.2
one can observe minimal differences between the simulation results. In the fol-
lowing experiments we changed the space so that we reduced time and computing
complexity of the simulation. Our experimental space represents an urban area
(90 × 80 × 20 cells with obstacles). The simulation results are illustrated in Fig. 3b.
In Figs. 3b and 4a, the results of the average exploration time of the swarm of one
and of five robots are respectively illustrated. The graph dependency is similar in
both cases. It is evident that the exploration time is dependent on the pheromone
ratio (depending on the space size) and the appropriate solution for the proposed
approach is from the pheromone ratio-k > 1.1.

Figure 4b illustrates the dependence on the number of robots in the swarm and
the average exploration time consumed for the first episode. The line character is
decreasing, but a high number of robots have no significant effect regarding the
exploration time. Conflicts occur if there is a larger number of a robot in the swarm.

A conflict represents the situation when more robots want to go to the same cell.
The raising line represents conflicts between robots in the swarm as shown in

Fig. 2 Various types of explored spaces with different obstacle distribution
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Fig. 5b. If in 10 robots-swarm the conflicts represent 1.5 % of the average explo-
ration time (per one robot), then in 15 robots-swarm the conflicts increased to 3.5 %
per each robot. Dependence on the average number of conflicts and the pheromone
ratio k is shown in Fig. 5a. It is evident from the simulation results that the average
number of conflicts is constant from k > 1.1. This simulation is done for the swarm
of 5 robots and conflicts represent 0.23 % of the average exploration time per one
robot. The upper limit of the interval in which it is optimal to choose a respective
pheromone ratio was determined in the simulation where the mutual

Fig. 3 The average exploration time of the first exploration episode dependent on the pheromone
ratio k, one robot exploring space illustrated on Fig. 2b and urban area

Fig. 4 The average exploration time of the first episode dependent on the pheromone ratio k with
the swarm of 5 robots and on the number of robots in swarm, respectively

Fig. 5 An average number of conflicts between robots during 500,000 iteration
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communication of robots was broken. Those simulations required more computa-
tion time. For this reason we illustrated the simulation results obtained from 15
repetitions for each simulation setting (pheromone ratio, time when mutual com-
munication is switched off). Figure 6a shows the average value of exploration
episodes during 400 k iterations. The individual lines represent the time when
mutual communication between robots is switched off. The communication was
switched off at the following iterations 0, 50, 100, 200, 300, and 400 k. The first
situation (communication is switched off at iteration zero) means that the swarm of
robots would not communicate from the beginning of the simulation. When the
communication is switched off at 400 kth iterations, each movement of all the
robots is merely based on their particular pheromone map. Each simulation will
take 400 k iterations and the results represent the average value from 15 repetitions
in the space representing urban area. From the simulation results (Fig. 6a) it is
evident that the high pheromone value has a positive effect for robot coordination
without a mutual communication. From the pheromone ratio k > 3, the average
value of exploration episodes is partially the same. The average number of conflicts
in case of a switched-off mutual communication is shown in Fig. 6b. Conflicts are
not dependent on the pheromone value k.

4 Conclusion and Discussion

In this paper we propose a study on the biologically motivated method for 3D space
exploration. The statement that one robot can achieve a global goal of the mission
in 3D platform was verified; a robot is able to explore 3D space by the proposed
method. We have investigated the pheromone ratio parameter; specifically the
pheromone ratio impacts on the first exploration episode, on the number of robots in
the swarm exploring area, on the increasing number of conflicts between robots and
on the communication malfunction of the robots. From the simulation results it is
evident that the higher pheromone value has no significant effect on the exploration
time, but in the case of communication malfunctions the higher pheromone value

Fig. 6 The average value of exploration episodes and conflicts during 400,000 and 15 repetitions
in a space with barriers with 5 robots and a variant pheromone ratio k
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had a positive influence on the exploration time. We assume that a correct
adjustment of the pheromone neighbourhood size and of the pheromone mark
quantity will decrease the number of conflicts between robots. In the above
described approach, robots can move in 3D space. When a robot made changes in
altitude some changes in its energy state would subsequently appear. The change is
much bigger when compared to the size of a covering area. Therefore it is important
to investigate the movement strategy based on efficiency of the energy manage-
ment. A situation might appear when the selection of new cell would be dependent
not only on the pheromone value, but also on the energy efficiency parameter.
However, the investigation would be strongly dependent on the robotic platform
(multi-rotor copter, flying wing, etc.). The pheromone role is not only to navigate
robots in the unexplored area, but also to coordinate the swarm of robots. The
problem with evaporation function can occur in space with a small and narrow area.
Accordingly, once the robot explored a narrow section of space, that area would be
saturated with high pheromone values. This situation creates a barrier automatically
blocking the route for other robots. In the future, we would like to try to solve this
problem using dynamical values of pheromone marks Pmax(t).

Simulations with more robots in a swarm or in a larger explored space require a
high computing performance. With the HPC support we would like to investigate
the discussed problems. The solution we proposed can be applied to heterogeneous
systems consisting of different types of robots (UAV, AAV). This suggestion
should also be investigated in the future.
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agency under the grant number 2/0194/13.
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Preliminary Ideas on the Odometry
of an Omni-directional Mobile Robot

Ioan Doroftei, Ionel Conduraru and Vasile Horga

Abstract Omni-directional mobile robots are very attractive because they have a
very good mobility, which make them appropriate when they have to move in tight
areas, avoid obstacles, and find the way to the next location. To move with pre-
cision in such environments, the accurate estimation of the position is very
important. The authors provide in this paper information about the design of an
omni-directional robot and its control system. Also, preliminary ideas about the
design of an odometer are presented.

Keywords Omni-directional mobile robot � Modified Mecanum wheel �
Odometry

1 Introduction

Mobile robots are very used in industrial applications, where one of their main issues
is mobility, allowing them to move in small and narrow spaces and to avoid
obstacles, [1, 2]. To accomplish such tasks, an omni-directional drive mechanism is
very useful because it guarantees a very good mobility. Omni-directionality mainly
depends on the wheels’ design, the Mecanum wheel being one of the possible
solutions. These wheels are well known in the robotics community, their exceptional
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manoeuvring capabilities attracting a lot of robot manufacturers; several classes of
industrial applications use robots with such omni-directional wheels. For certain
motions of the mobile platform, Mecanum wheels allow the mobile platform to
change its direction of motion without changing its orientation [3, 4], which is very
useful when the robot has to avoid obstacles in a small and narrow space as is the
industrial environment.

When the robot is autonomous, the accurate estimation of the position is a key
component of its successful operation, localization being a fundamental function for
navigation. Mobile robot localization refers mainly to the precise determination of
the spatial coordinates, as well as of its orientation at a certain moment of time. In
many applications, the orientation and an initial estimate of the robot position are
known, being supplied directly or indirectly by the user or the supervisor. During
the execution of the tasks, the robot must update this estimation using measure-
ments from its sensors; this process is known as individual localization. But using
only sensors that measure relative movements, the error in the pose estimation
increases over time because errors continuously accumulate. To improve the pose
estimation additional odometers must be used.

Guiding mobile robots along desired trajectories is an important problem in
mobile robot navigation. Often the industrial environment is changing at each
moment, which makes very difficult the use of maps because they may be
incomplete or inaccurate. This is why determining accurately the position and
orientation of a mobile robot without external devices is a challenge. For the typical
differential drive platforms used by many mobile robots, the current position and
orientation are easily estimated by dead-reckoning using two odometer wheels
together with two rotary encoders attached to the driving wheel axes. This posi-
tioning method is simple and cheap and easy operating in real-time. The main
disadvantage of this method is the accumulation of errors from one sequence of
motions to the next one [5].

Landmarks are effective in absolute locations where they are reliably detected in
real time. In case of false recognition of landmarks or landmark occlusion by
obstacles, a combination of landmarks and dead-reckoning is a useful method for
localization of the robot and trajectory correction.

Methods like odometry, inertial navigation (gyroscopes), and magnetic com-
passes can be used in mobile robotics directly without the use of any maps, external
marks or devices, other solutions being more complicated in terms of installation
and setup of external devices. A method that uses an odometry system with good
performances is presented in [6]. This method, together with a global tracking
system can be a systemic solution with good performances for omni-directional
mobile robot navigation. Another odometry method presented in [7] uses a sensor
that combines the classical differentials and an optical encoder so that it can provide
only the orientation information. The orientation sensor includes an optical encoder
and three differentials. Another odometry system that eliminates the errors of
asymmetry and the wheel slip is presented in [8]. An odometer attached to an
omni-directional mobile platform that can give information on the position and
orientation of the platform, its construction being capable to eliminate errors due to
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slips, is presented in this work. In [9] the authors present a very low-cost control
system which can be easily interfaced with any mobile platform. The sensor system
requires only two optical mice which can be placed in any position under the robot.
Another project used two prototypes of sensor heads, which have been constructed
[10]. Head A was designed for ground moving robots for which the distance to the
ground does not change significantly. Head B was intended to extract all the
possible information about self-motion that can be obtained from the optical flow.

In this work, some information is provided about the design of an
omni-directional robot with original modified Mecanum wheels, and its control
system. The novelty and the advantages of this wheel design have been discussed in
other previous works [2, 11]. Also, preliminary ideas about the design of a simple
and novel odometer are discussed. This type of odometer has not yet been
implemented and no experimental tests have been carried up until now in order to
prove its effectiveness. This will be the subject of future work.

2 Robot Design and Kinematics

As known, an omni-directional vehicle is able to move at any time in any direction
and rotate around its own vertical axis at the same time. To get an omni-directional
platform, the design of its wheels is essential, Mecanum wheel being one of the
possible solutions.

Our mobile robot (see Fig. 1a) is equipped with four modified Mecanum wheels
(Fig. 1b), which provide three degrees of freedom. The wheel configuration of the
vehicle is shown in Fig. 2.

The direct kinematics, which gives the robot velocities [2, 11], leads to
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and the inverse one transforms velocities in the robot frame into the wheel
velocities,
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Equation (1) is used in the operating system of the robot to execute odometry
and Eq. (2) is used to control the velocities in the robot frame.
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3 Robot Control

The multi-processor control architecture of the omni-directional robot is presented
Fig. 3. The actuating system is based on specific 4-Q-EC DES 70/10 drivers,
providing commands for the four brushless AC motors (of Maxon EC60-400 type).

Fig. 1 Omni-directional
robot with modified
Mecanum wheels: a real
robot; b CAD model of the
proposed wheel design

Fig. 2 Top view of the wheel
configuration
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Fig. 3 Multi-microprocessor control architecture of the omni-directional robot

Fig. 4 User interface for Remote Control mode
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One NAV300 laser sensor and six SRF05 ultrasonic sensors are used for obstacle
avoidance; each motor has one incremental encoder and three Hall sensors for
closed-loop displacement control. The master computing unit is implemented with a
phyCORE-mpc555 controller that uses a CAN bus network for the communication
with the slave (axis) controllers.

Two control modes have been implemented: Remote Control mode and
Autonomous Control mode. The user interface for Remote Control mode is shown
in Fig. 4.

4 Odometry Aspects

Between two time sample periods of the robot postures it is assumed that the
omni-directional robot moves on a straight line while it rotates simultaneously from
hk�1 to hk (see Fig. 5). To simplify computation, this movement is divided into 3
independent motions: (1) a rotation with Dh=2 around zR axis; (2) two translations
with DxR and DyR along axes xR and yR, without rotation; (3) finally, again a
rotation Dh=2 about zR axis. The movements described in the robot frame can be
computed with Eq. (1) as:
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Fig. 5 Movement of the
omni-directional robot
between two time steps
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With these movements, the new posture, (xk, yk , hk) of the omni-directional robot
in the world frame (xWOWyW ) may be computed based on the previous one
(xk�1; yk�1; hk�1):

xk ¼ xk�1 þ DxR cos hk�1 þ Dh
2

� �� DyR sin hk�1 þ Dh
2

� �

yk ¼ yk�1 þ DxR sin hk�1 þ Dh
2

� �þ DyR cos hk�1 þ Dh
2

� �

hk ¼ hk�1 þ Dh

8

<

:

: ð4Þ

Robot movements are corrupted by some noise caused by mechanical inaccu-
racies, mainly caused by slippage of the Mecanum wheels. Since the slippage of the
wheels depends on the rotational speed of the free spinning rollers, the uncertainty
depends on the direction of the movement in the robot frame. In order to correct
positioning errors, a simple odometer solution is proposed in this work (see Fig. 6).

The odometer is based on two spherical joints, each one composed by one rubber
ball 3 and six spherical bearings 4. Three universal wheels 2 are in contact with the
rubber balls; on the shaft of each universal wheel an encoder was mounted. The
information received from these encoders (Fig. 6) is used as displacement feedback
to compute the movements of the robot:

DxR ¼ ra2
DyR ¼ ra1
DhR ¼ r

a a3 � a2ð Þ

8

<

:

; ð5Þ

where r is the radius of universal wheels, ai (i = 1…3) are the angular strokes
measured by the encoders, and a is the distance between the axes of the two rubber
balls (see Fig. 6b).

To evaluate the effectiveness of this odometer, experimental tests will be carried
out to confirm the effectiveness of the design.

Fig. 6 Odometer: a 3D view; b top view of the robot with odometer
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5 Summary

The accurate position estimation for mobile, autonomous robots represents a key
function for its successful operation, because localization is the fundamental
operation for correct navigation. Robot movements are corrupted by some noise
caused by mechanical inaccuracies, mainly caused by slippage of the Mecanum
wheels. In this work, some information about the design of an omni-directional
robot using modified Mecanum wheels, and its control has been presented. Also,
preliminary ideas about the design of a simple and novel odometer have been
discussed. To evaluate the effectiveness of this odometer, experimental tests will be
carried out to confirm the effectiveness of the design. This will be the subject of
future work.
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Study of Controlled Motion of Exoskeleton
Moving from Sitting to Standing Position

Sergey Jatsun, Sergei Savin, Andrey Yatsun and Andrei Malchikov

Abstract In this paper we derive analytical expressions which describe the law of
change of generalized coordinates of an exoskeleton, such that the mechanism
performs standing up motion. Using the obtained expressions the control system
has been designed and the controller’s coefficients have been tuned. The behaviour
of the control system with additional linear element was studied. The modified
system shows significant improvement, as compared to the initial one.

Keywords Exoskeleton � Control system � Centre of mass � Control � Trajectory

1 Introduction

There are publications that study the controlled motion of walking type robots and
exoskeletons. Fundamental research works in this area are [1–4]. At the same time
the study of controlled stand up motion had not been yet sufficiently covered.

Research in this area presents practical interest for the following reason: stand up
motion requires motor to produce greater torques than walking motion, so that the
choice of motors and other design decisions for walking robots and exoskeletons
should be at least partially based on the information obtained by modelling the
standing up process.

This paper is focused on studying controlled motion of an exoskeleton that
moves from sitting to standing position. This includes formulating performance
quality measurements, synthesizing the input values of the system, synthesizing the
structure of the control system and tuning the regulator.
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2 Object of the Research

In this paper we study a two legged walking exoskeleton that uses linear actuators
(see Fig. 1). The robot’s legs consist of three bodies connected in series by means of
rotational joints.

We will call those bodies: “hip”, “shin” and “foot”. Hips are connected to the
“torso” of the robot through rotational joints. Interaction between the bearing
surface and legs occurs through contact surfaces of robot’s feet.

The robot has six linear actuators. Two of them are connected to the torso
through rotational joints. Each hip and shin has one linear actuator attached to it in
the same way. The rod of each actuator is connected to one of the mechanism’s
bodies (Fig. 1).

3 Synthesis of the Control System Inputs

Here we investigate a special case of standing up motion that is characterized by the
fact that the velocities of all points on the mechanism bodies are coplanar. Thus to
describe the motion of the mechanism one can use a model of four link planar
mechanism where links are connected in series by rotational joints (see Fig. 2).

Also we assume that the foot is immobile during the whole time standing up
motion takes place. We introduce a fixed coordinate system O1xy and write down
radius-vectors, which describe the position of points C1;C2;C3.

In Fig. 2, u1, u2, u3 are the generalized coordinates which describe the orien-
tation of the mechanism bodies. In the initial moment, the generalized coordinates
have following values: u1ð0Þ ¼ u�

1, u2ð0Þ ¼ u�
2, u3ð0Þ ¼ u�

3.
Let us write down the expression for vector~rC that describes the position of the

mass centre of the system (when calculating the position of the mass center we
leave out the foot of the robot). To do so we introduce new constants:

Fig. 1 3D model of lower
limbs of the walking robot. 1
Torso, 2 hip, 3 shin, 4 foot, 5
bearing surface
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K1 ¼ l1 0:5m1 þm2 þm3ð Þ
m1 þm2 þm3

, K2 ¼ l2 0:5m2 þm3ð Þ
m1þm2 þm3

, K3 ¼ 0:5l3m3
m1 þm2 þm3

. Then the expression for
~rC can be written in the following form:

~rC ¼ K1 cos u1ð Þ þ K2 cos u2ð Þ þ K3 cos u3ð Þ
K1 sin u1ð Þ þ K2 sin u2ð Þ þ K3 sin u3ð Þ

� �
¼ xC

yC

� �
: ð1Þ

Let us write down the list of conditions, which should be met during execution
of standing up motion:

• Projection of the vector~rC on O1x axis should belong to interval ð0; x4Þ;
• Projection of the vector ~rC on O1y axis should change from yC 0ð Þ ¼ y0 to

yC t1ð Þ ¼ y1 during time t1;
• Torso should rotate into the vertical position in time t1;
• Velocities of each body at time t1 should be equal to zero.

We can define the function that describes the change of vector~rC and angle u3 in
the following way:

xCðtÞ ¼ a1; yCðtÞ ¼ a2 � t2 þ a3 � t þ a4; u3ðtÞ ¼ a5 � t2 þ a6 � t þ a7: ð2Þ

To calculate constants ai, i 2 1; 7 we use the following reasoning. At the initial
point of time (t ¼ 0) values xCðtÞ; yCðtÞ can be found using (1) and (2) in the
following way:

xC 0ð Þ ¼ K1 cos u�
1

� �þ K2 cos u�
2

� �þ K3 cos u�
3

� � ¼ x0
yC 0ð Þ ¼ K1 sin u�

1

� �þ K2 sin u�
2

� �þ K3 sin u�
3

� � ¼ y0

�
ð3Þ

We assume that the initial values of the generalized coordinates are such that the
condition xC 0ð Þ 2 0; x4ð Þ is met. By using the list of requirements, we can write
down two more equalities:yC t1ð Þ ¼ y1, u3 t1ð Þ ¼ 0:5p. Also according to the list of

1– torso, 2 – hip, 3 – shin, 4 – foot 

Fig. 2 The schematic
representation of the
exoskeleton. 1 Torso, 2 hip, 3
shin, 4 foot
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conditions, the values of time derivatives _yCðtÞ, _u3ðtÞ at the moment t1 are equal to
zero: _yC t1ð Þ ¼ 0, _u3 t1ð Þ ¼ 0. Thus, we obtained the system of equations, linear
with respect to ai. Solving this system we obtain values for constants ai:

a1 ¼ x0; a2 ¼ 1
t21

y0 � y1ð Þ; a3 ¼ y0; a4 ¼ 2
t1

y1 � y0ð Þ;

a5 ¼ 1
t21

u�
3 �

p
2

� �
; a6 ¼ u�

3; a7 ¼ 2
t1

p
2
� u�

3

� �
:

ð4Þ

To find trajectories of the mechanism in configuration space, we solve the
inverse kinematics problem. To do, we solve the following system of trigonometric
equations:

K1 cos u1ð Þ þ K2 cos u2ð Þ þ K3 cos u3ð Þ ¼ a1
K1 sin u1ð Þ þ K2 sin u2ð Þ þ K3 sin u3ð Þ ¼ a2 � t2 þ a3 � t þ a4
u3 ¼ a5 � t2 þ a6 � t þ a7

8<
: ð5Þ

The solutions have the following form:

u1 ¼ � arccos
b21 þ b22 þ K2

1 � K2
2

2K1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b21 þ b22

p
 !

þ a;

u2 ¼ arccos
b21 þ b22 þ K2

2 � K2
1

2K2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b21 þ b22

p
 !

þ a;

u3 ¼ a5 � t2 þ a6 � t þ a7;

ð6Þ

where b1 ¼ a1 � K3 cos a5t2 þ a6t þ a7ð Þ, b2 ¼ a2t2 þ a3t þ a4 � K3 sin a5t2 þ a6tð
þ a7Þ.

4 Description of the Control System Design and Tuning
of the Regulator

Derivation of dynamics equations for three link mechanisms using Lagrange
equations has been done in a number of works including [5]. Here we only present a
generalized form of the equations in the form that was used in papers such as [6–8]:

A uð Þ€uþ~b u; _uð Þ þ ~G uð Þ þ ~f _uð Þ ¼ ~C; ð7Þ

where: A uð Þ 2 R3�3 is the kinetic energy matrix, ~bðu; _uÞ 2 R3 is the vector of
Coriolis and centrifugal forces, ~GðuÞ 2 R3 is the gravity force vector,~f _uð Þ 2 R3 is
the vector of dissipative forces obtained by differentiating Rayleigh dissipation
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function, and ~C 2 R3 is the vector of generalized forces: ~C ¼ M1 �M2ð Þ M2�ð½
M3ÞM3�T where M1;M2;M3 are torques generated by actuators.

Here we consider a control system with feedback loop. The system uses
multi-input multi-output proportional-integral (PI) controller. In this paper we do
not look into the dynamics of the motors; we assume that we can directly and
instantaneously generate torques M1;M2;M3:

~MðtÞ ¼
k1 k1 k1
0 k1 k1
0 0 k1

2
4

3
5 e1

e2
e3

2
4

3
5þ

k2 k2 k2
0 k2 k2
0 0 k2

2
4

3
5
Rt
0
e1dt

Rt
0
e2dt

Rt
0
e3dt

2
66666664

3
77777775
; ð9Þ

where k1; k2 are PI controller coefficients, ~M ¼ M1 M2 M3½ �T .
Let us consider a problem of tuning controller coefficients k1; k2 pursuing two

goals: (1) minimization of oscillation amplitude, (2) minimization of error (differ-
ence between desired and real values of variables xC; yC;u3). To do that we write
down expressions that relate the motion of the mechanical system (obtained as a set
of numerical sequences) to two scalar values, that correspond to the quality of the
control system work according to the mentioned criteria:

P1 ¼ 1
t1

Zt1
0

_u1 tð Þ � s1ð Þ2þ _u2 tð Þ � s2ð Þ2 þ _u3 tð Þ � s3ð Þ2dt; where si ¼ 1
t1

Zt1
0

_ui tð Þdt; ð10Þ

P2 ¼ 1
t1

Zt1
0

u
31ðtÞ � u1ðtÞ

� �2 þ u
32ðtÞ � u2ðtÞ

� �2 þ u
33ðtÞ � u3ðtÞ

� �2
dt; ð11Þ

where P1 is a scalar that grows quadratically with the growth of oscillation
amplitude; P2 is a scalar that grows quadratically with the growth of the error; and
Si is the average value of the generalized velocity _ui.

In this way, tuning the regulator means minimizing the values P1 and P2. Below
we plot graphs which represent change of values P1 and P2 with respect to coef-
ficients k1; k2 (see Fig. 3).

As can be seen, local minima of functions (10) and (11) do not coincide. To
choose one set of coefficients k1; k2 let us introduce weight coefficients bP1 and bP2
which allow us to redefine the problem to minimization of a single scalar function:

P ¼ bP1P1 þ bP2P2 ð12Þ

This new function has a local minimum at k1 ¼ 2500, k2 ¼ �400 in the set of
possible values of k1; k2 which we considered.
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5 Introducing a Linear Compensating Element
to the Control System

To improve the quality of the control system work (to minimize oscillation
amplitude and error of the control system) let us introduce a linear correcting
element, as shown in Fig. 4.

The correcting element does linear transformation of the regulator output such
that the generalized forces vector ~C assumes the following form:

~C ¼ A kp ~u3ðtÞ �~uðtÞð Þ þ ki

Z t

0

~u3ðtÞ �~uðtÞð Þdt
2
4

3
5; ð13Þ

where A is the kinetic energy matrix of the system.
Let us study Fig. 5 that provides information about how much the correcting

element changes the system’s dynamics (we look at the case when k1 ¼ 300,
k2 ¼ 0, in Fig. 5.

By using parameters k1; k2 optimized in the same way as before, we can plot the
trajectory of the mass centre and compare it to the best trajectory we had without
the correcting element (by the best trajectory we understand the one obtained after
tuning the regulator). The result is shown in Fig. 6.

It can be seen that the introduction of the correcting element leads to a significant
improvement of the quality of the control system work.

Fig. 3 a Change of value P1 with respect to k2, b change of value P2 with respect to k2

Fig. 4 Control system scheme with linear correcting element introduced
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6 Conclusions

In this paper we derived analytical expressions for laws of change of generalized
coordinates that allow the mechanism to perform standing up motion. The criteria
that can be used to assess the quality of control system work were presented, along
with the method of the PI controller parameters tuning.

A way to improve the quality of the control system work was shown. It requires
introducing a new element to the control system design in order to change the
control system’s structure. The linear correction element that was introduced in the
control system allows one to significantly improve the quality of the control system
work, but there are still oscillations.

Fig. 5 Trajectory of the centre of mass a without the correcting element b with the correcting
element

Fig. 6 Trajectory of the centre of mass (CM) of the mechanism 1—the desired trajectory defined
by Eq. (6), 2—the trajectory obtained from control system with correcting element, 3—the
trajectory obtained with the control system without correcting element
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Robotic System Equipped with Catapult

Sergey Jatsun, Oksana Loktionova, Lyudmila Vorochaeva
and Alexander Vorochaev

Abstract The article presents a mathematical model of motion of a robotic system
that moves in jumps from the surface using the on-board catapult and selected
stages of the jump. Conditions switch between stages are formulated, special
attention being paid to the slideway design. A comparative analysis of the results
obtained in the numerical simulation methods and the data collected from real
experiments is presented.

Keywords Robotic system � On-board catapult � Acceleration � Accelerating
force � Slideway � Deformation

1 Introduction

Recently, in order to accelerate a robotic system which moves by lifting-off from a
surface, catapults are more and more widely used. In general we can distinguish two
types of catapults: on-board and stationary. The first type has multiple acts of use,
but has low efficiency because the catapult must be moved together with additional
equipment, which makes the ensemble heavier. Such catapults are used for
movement of robots which are designed for environment monitoring, prospecting,
equipment transportation to the destination, etc. [1–5]. The second type of catapult
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provides a single acceleration of an object to reach the destination; now, the catapult
remains fixed. In this case, it is easier and energetically more effective to accelerate
an apparatus. Further robot movement is impossible, therefore such systems are
used generally for military goals: shipping explosives or toxic substance s [6–8].

Scientists pay the greatest attention to on-board catapults, which are set on
apparatuses which move with lift-off from a surface. Such catapults are used for to
perform series of jumps. Computational and design methods for these devices are
currently insufficiently studied. The present work is devoted to studying the
influence of the apparatus acceleration in the catapult on the height and length of the
jump.

2 Description of the Experimental Stand

Figure 1a presents the image of an experimental stand and Fig. 1b shows the
scheme of the accelerating module of the robotic system equipped by catapult. The
catapult consists of the base 1 mounted on the stand 2, where cam shaft 3 rotates. It
is driven by the servo-motor 4 through the gear 5. The cam profiles interact with the
pusher 6, which is set in the fasteners 7. The fasteners are connected with the
support (foot) 8 by means of rods 9, which move translational in the slideway.
Between the base and elements 10 of fasteners there are tension springs 11. To
calculate the height and length of the jump the coordinate grid is used [9–12].

When the pusher is located on the smallest radius of the cam, the springs are not
deformed, the length of springs is the smallest, and the foot must be moved from the
base. During the rotation of the cam, the springs are stretched and the base extends
to the foot. At the moment of transition of the largest radius of the cam at least

Fig. 1 Experimental stand: a photo, b settlement scheme
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going to slide off of the pusher, the springs quickly compress, and the accumulated
potential energy at the moment of their full compression is converted into kinetic
energy. The apparatus acquires speed, being separated from the surface.

3 Mathematical Model of the Robot’s Movement

To work out the mathematical model of the robotic system with catapult one should
look at the scheme in Fig. 1b. The following assumptions were adopted: (a) all
apparatus links are absolute solid bodies, and foot (link 1), leg (link 2), and platform
(link 3) represent the rods lengths li, i = 1 – 3, and body (link 4) is a rectangle of
dimensions 2a × 2b. The centres of mass of the links coincide with the centres of
their symmetry—points Ci. The distance between the body and the foot is equal l14.
Between links 3 and 4 a compression spring is 5 installed [10].

The robot jumps in the vertical plane Oxy from the horizontal rough surface from
the initial position where the link 1 is on the surface; the springs 5 are not strained,
the distance l14 = l14n is greatest (Fig. 2a) [9, 10].

On the first stage takes place the preparation for accelerating. Link 1 interacts
with the surface, link 4 gravitates to link 1 under the action of the force F which is
generated during the rotation of the servo-motor cam, and the springs are stretched.
This stage begins in initial conditions t = t1, l14 = l14n, _l14 ¼ 0, and ends when the
springs are completely stretched (the pusher is on the largest radius of the cam):
t = t2, l14 = l14 min, _l14 ¼ 0. The system’s motion in this stage is described by one
generalized coordinate—the distance l14; the differential equation is:

m4€l14 ¼ Fð1Þ � Ffr1 þ m4g; ð1Þ

Fig. 2 Stages of the jump
robotic system: a initial
position, b stage 1, c stage 2,
d stage 3
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where: g—free fall acceleration, Ffr1—friction force in the progressive pair deter-
mined by the materials composing the links 2 and 4, and F(1)—force generated by
the rotation of the cam in the first stage.

The second stage starts when t = t2, l14 = l14 min, _l14 ¼ 0, and corresponds with
the apparatus acceleration because of the springs’ compression after the pusher
slides down from the largest radius of cam. On this stage the link 1 enters in contact
with the surface, the links 2 and 3 are immovable, and the link 4 moves
upward with accelerated velocity because of the progressive pair. The object action
is characterized by one generalized coordinate, which is the distance l14:

m4€l14 ¼ Fð2Þ � Ffr2 � m4g; ð2Þ

where Ffr2—the friction force in the progressive pair, and F(2)—the force which is
created by the springs in the second stage. During acceleration, due to the high
speed link 4 the friction force is defined as sum of two forces: the first one equals
Ffr1, due to materials used in the links of the progressive pair, and the second one,
Ffrd, associated with flexural deformations of links 2 moving in the slideway
mounted in the body.

Ffr2 ¼ Ffr1 þ Ffrd; ð3Þ

Ffrd ¼ Fð2Þ sin a; ð4Þ

where α is the angle between links 2 and 4 in conditions of flexural deformations of
the link 2. In compliance with (4) we can see that the friction force Ffrd increases
proportionally to the value of the accelerating force F(2) and the angle α of link 2 is
flexural.

The acceleration stage ends with the time point at completed spring compress-

ing; the distance is l14 = l14n, the link 4 speed is _l14 ¼ _lð2Þ14 , where _l
ð2Þ
14 is the speed of

link 4 at the end of the acceleration stage.
At time t = t3 when l14 = l14n the blow between Sects. 3 and 4 happens. Their

relative motion stops. The object lift-off occurs under the zeroing of the normal
reaction between link 1 and the surface. After that, the third stage of the flight starts.
In special cases, if the blow is totally inelastic, the initial speed _l014 of the flight stage
equals

_l014 ¼ m4_l
ð2Þ
14 =

X4

i¼1

mi: ð5Þ

The stage of the flight starts at t = t3, yC4 = l14n + b, and _yC4 ¼ _l014. The position
of system links, when the line of action of the accelerating force goes through the
mass centre of the link 4 and is directed vertically, can be described by one
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generalized coordinate the projection yC4 position of the point C4 on the vertical
axis of the absolute coordinate system:

€yC4
X4

i¼1

mi ¼ �
X4

i¼1

mig: ð6Þ

The landing of the apparatus is not observed and described, because the aim of
this work is to study the influence of the accelerating stage on the height of the
jump.

The modelling of the robot motion is realized with a numerical method using a
special algorithm which is based on the precise definition of the time points, when
there is a transition from one stage of the jump to the next one. This leads to the
change of the generalized coordinates and initial conditions of the model.

4 Results of Theoretical and Experimental Investigations

To validate the numerical simulation, the results were compared with the experi-
mental data. Experimentally, the height of the jump which represents the distance
travelled by the foot along the Oy axis is measured by a camera grid, located
vertically over the robot. Experiments used springs with different stiffness; for each
stiffness value and, accordingly, for each acceleration force created, five experi-
ments were carried out. Then the average value of the jump was calculated using
the formula:

Hsr ¼
XN

i¼1

Hi=N ð8Þ

where Hi is the height of the jump in the ith experiment, and N = 5 is the number of
experiments having the same spring stiffness.

The progressive pair that consists of rods and slideway (on which the rods move)
is one of the most important components of the robot system with catapult. That’s
why special attention was paid to modelling the slideway.

For the tested apparatus, a slideway module allowing the sliding movement was
designed. This module consists of one basic component—stand 2; it has a
square-topped shape with holes, where rods 9 move (Fig. 3a). The mass of such
module is equal 20 g, the mass of the experimental stand is 500 g, and the spring
motion is 5 cm.

Figure 4a illustrates the graphs of the experimental Hsk and theoretical Hteor

evaluation of the height of the device’s vertical jump, when different force values
are applied to the springs, and the corresponding stiffness of the springs is
considered.
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Figure 4b describes the efficiency of the progressive pair with slideway which
allows the sliding motion. The efficiency was determined experimentally, leading to
a value of ηsk = 0.6.

In Fig. 4b one can see that during the increase up to the largest value of the
accelerating force (which has effect on the slideway); the energy conversion effi-
ciency is not permanent, because it decreases from 0.6 till 0.38 on a nonlinear
curve. The curve convexity has an upwards direction. This is caused by the con-
siderable deformation of the rods, when short-time large weight bearing acts on
them in the acceleration stage. This deformation augments with the increase of the
accelerating force and leads to their incandescing.

To eliminate the influence of the slideway’s deformation on the height of the
jump a new slideway module with rolling motion, compensating the deformable
condition of the rods, was designed (Fig. 3b, c). The slideway of the rolling motion
consist of the stand 2 and the lid 12 where axes 13 are set, and the rollers 14 rotate
about the axes 13. Three rollers were used to provide the translation of each rod 9.
During the work process the rollers rotate about the fixed axes. The utilisation of

Fig. 3 Photos of the slideways: a sliding, b, c rolling

Fig. 4 Graphics dependence of sliding slideways: a Hteor(F, c), Hsk(F, c), b ηsk(F, c)
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rollers in slideway with rotational motion needs to assure enough distance between
them to reach an efficient functioning. The length of rod 9 was therefore increased,
which led to a reduction of the module’s mass with 40 g—the mass of the
experimental sample being 520 g. The modelling efficiency is ηk = 0.85.

Figure 5a shows the graphs of theoretical Hteor and experimentally Hk evaluated
heights of the jump with slideways of rolling motion.

In theory the height of the jump increases proportional the increment of the force
created by the springs, and their stiffness. The experimental dependence has the
same character, a small discrepancy between two graphs is due to inaccuracy in the
experiments. As opposed to the experimental curve with the sliding slideways are
shown in Fig. 4a, the difference between curves in Fig. 5a does not exceed 5 %. It
means that efficiency of the slideways of the rolling motion does not depend on the
accelerating force and in average it is ηksr = 0.85, which is caused by the com-
pensating of the deformation of the punches in the designed module (Fig. 5b).

Experimental data allow concluding that robot-technical systems with on-board
catapults as slideways of the translation motion should better use the slideways of the
rolling motion, because of their much greater efficiency not decreasing with
increasing accelerating force. Therefore, the comparison of theoretical and experi-
mental data of the height of the jump when the variation ratio mo/mzv (mass of the
body and the mass of the other links atmzv = 0.27 kg and deformation of the springsΔ)
is held to the rolling slideway, shows that the greatest force of the springs in the
experiments is equal to F = 200 N. Combined graphs are shown in Fig. 6.

The graphs in Fig. 6a show that with the increase of the ratio mo/mzv the theo-
retical height of the jump decreases smoothly along a curve, the convexity of which
is directed downwards. The experimental results deviate in the range of ±5 % from
the theoretical ones, this discrepancy being due to measurement inaccuracy. With
the increase of the springs’ deformation, the height of the jump estimated theo-
retically by numerical method gradually increases along a law shown in Fig. 6b.
The deviation of the experimental dependence does not extend beyond 10 %. Based
on the analysis of these results, it was possible to draw a conclusion about the

Fig. 5 Graphics dependence of rolling slideways: a Hteor(F, c), Hk(F, c), b ηk(F, c), ηksr(F, c)
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adequacy of the developed mathematical model that fully and accurately describes
the implementation of the jumping movement of the robotic system using on board
catapult.

5 Conclusions

The paper presents the method, experimental stand and measurement tools devel-
oped for a robotic system equipped with on board catapult and moving with jumps
from the surface. The sequence of jump stages and the mathematical model of the
robot movement were developed; the main feature of this model is the change of
generalized coordinates and initial conditions of motion at each stage.

Special attention was paid to investigating the influence of the acceleration stage
on the height of the jump. Also, a model is proposed for the friction force; the
model has two components, one of which depends on the materials used in the
translational pair, and the second one due to the flexural deformation of the rods.
The comparative analysis of results produced by numerical simulation and exper-
imental studies confirmed the adequacy of the mathematical model. The analysis
showed that the device moving in jumps from the surface, equipped with pro-
gressive accelerating pairs that use sliding slideways is impractical because
deformations and jamming significantly reduce efficiency with increasing acceler-
ating force. It is preferable the use of rolling slideways which compensate the
deformation in the rods and keep constant efficiency, independent on the force
generated during acceleration.

Acknowledgements The reported scientificwork is performedwithRNF,ProjectNo. 14-39-00008.

Fig. 6 Graphs of dependencies: a Hteor(mo/mzv), Hk(mo/mzv), b Hteor(Δ), Hk(Δ)
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A Control Predictive Framework
for Image-Based Visual Servoing
Applications

Corneliu Lazar and Adrian Burlacu

Abstract Model predictive control (MPC) is a very attractive control algorithm
used to solve the complex problems of image-based visual servoing (IBVS) sys-
tems. Many image-based predictive controllers were reported, each being different
regarding the implementing of the MPC concept. In this paper, we present a MPC
framework for IBVS applications, the main contributions being a new visual pre-
dictor and the introduction of the reference trajectory.

Keywords Visual predictive control � Image based visual servoing � Robot arm
motion control

1 Introduction

In order to control a robot by an image-based visual servo (IBVS) method, a set of
image features must reach desired image locations. Typically, the set of features
corresponds to several 3D points of the tracked target projected on the image plane
[1]. Many control algorithms were used to decrease asymptotically to zero the error
between the actual location of the observed features and their desired locations.
Among them, the model predictive control (MPC) has been successfully used in
visual servoing applications in order to control the motion of a robotic system [2–7].

In MPC, an internal model of the system is used to predict the future evolution of
the system output starting at the current time, over a future prediction horizon,
which is used to optimize the control signal by minimizing a constrained cost
function. Distinct from the set-point trajectory, the reference trajectory is introduced
in MPC to define the desired closed-loop behaviour. Along this ideal trajectory the
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system output should return to the set-point trajectory, for example when a dis-
turbance occurs.

In recent years, many predictive controllers were used in IBVS applications to
control motion of autonomous manipulators, but differ in how they have imple-
mented the concept of MPC. The plant of the visual servo loop is considered to be
composed of the robot and the camera models. Thus, in [2], the visual servo loop
plant is described by an ARIMAX model including the dynamics of the velocity
controlled robot (called Virtual Cartesian Motion Device -VCMD) and the
dynamics introduced by the camera with image acquisition and processing. Based
on this model, a Multi-Input Multi-Output (MIMO) Generalized Predictive Control
(GPC) was designed to optimally control a 6 DOF manipulator. In [3], a nonlinear
MPC algorithm is presented, considering the constraints in terms of robot limita-
tions and feature visibility. The robot model is based on a set of double integrators
plus the internal feedback and the camera projection model. Another nonlinear
predictive algorithm for IBVS systems based on an internal model control structure
was introduced in [5]. The visual servoing task is formulated as a nonlinear opti-
mization problem over a prediction horizon which offers the advantage of taking
into account the visibility and the 3D constraints.

This paper presents a review of predictive control algorithms developed by the
authors for visual servoing of robot manipulators with eye-in-hand configuration.
Firstly, considering point features, we introduce an internal model predictor based
on the interaction matrix [4, 6], different from those used in [2, 3], but very suitable
for image predictions. Two years later, the same model (called local model) was
used for image prediction [5]. Secondly, we introduce the reference trajectory
concept from predictive control to image based predictive controllers [6, 7]. Finally,
we propose a control predictive framework for IBVS applications, which is detailed
in this paper.

2 MPC Framework for IBVS

The main goal of IBVS is to find a control algorithm capable to drive the robot arm
so that a set of image features f, composed of image coordinates ½ ui vi � of several
Cartesian points belonging to the tracked target reaches a desired value f�. An
important role in designing the control algorithm is played by the interaction matrix
J defined:

_f ¼ Jvc ð1Þ

where vc ¼ ½vT xT �T is the camera velocity screw with its translational ðvÞ and
rotational ðxÞ components. A Cartesian point, having coordinates ½X Y Z �
related to the camera frame, can be projected using a perspective model into a point
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feature with image coordinates ½ u v �. Denoting with λ the focal length, Eq. (1)
becomes:

_u
_v

� �

¼
k
Z 0 u

Z
uv
Z � kþ u2

k

� �

v

0 � k
Z

v
Z kþ v2

k � uv
k �u

" #

v
x

� �

ð2Þ

where Z is the corresponding point’s depth in the camera frame. The control
algorithm computes the camera velocity screw which is sent to the robot velocity
controller.

2.1 Image Based Predictive Control

The proposed MPC framework for IBVS is based on the interaction matrix
LðfðkÞ;ZðkÞÞ. Considering m point features, an internal model for the plant of the
visual servo loop, which has as input the camera velocity screw and as output point
features, is built. This internal model, introduced for the first time in [4], has been
used to build predictors fðk þ ijkÞ; i ¼ 1; hp that calculate the future evolution of
the plant output over the prediction horizon hp.

Taking into account the general concept of predictive control, where the refer-
ence trajectory is distinct from the set-point, we define such a trajectory denoted by
wðk þ ijkÞ; i ¼ 1; hp in [6, 7] along which the plant should go to the set-point
(desired features f�), starting from the current features f(k), over the prediction
horizon. In Fig. 1, the new concept of predictive control for IBVS applications is
represented. Considering the dependency of the interaction matrix of depth, we put
Z as vertical axis in Fig. 1. We assume a discrete-time setting and thus, the current
time is k.

At the current time, the plant output f(k) is measured by the image acquisition
and processing and the previous history of the output trajectory is known. Also, the
set-point trajectory rðk þ ijkÞ; i ¼ 1; hp is known over the prediction horizon. We
considered in Fig. 1 a constant set-point equal to the desired point features f�

obtained for the depth Z*. Distinct from the set-point trajectory, we introduce the
reference trajectory wðk þ ijkÞ; i ¼ 1; hp which starts at the current output f(k) and
ends at time k + hp with the desired point features f� (wðk þ hpjkÞ ¼ f�). In this
way, through the reference trajectory the behaviour of the closed loop is established
and the plant output will reach the set-point trajectory as fast as possible.

Using an internal model, we predict the behaviour of the plant fðk þ ijkÞ; i ¼
1; hp over the prediction horizon. The predicted output depends on the input tra-
jectory vcðk þ ijkÞ; i ¼ 0; hp � 1 which is the future control sequence over the
prediction horizon. The future control sequence is chosen such as to bring the plant
output at the end of the prediction horizon and the desired point features, i.e.
fðk þ hpjkÞ ¼ f�. After the computation of the optimal input trajectory by
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minimizing a sum of squares of errors
P

i¼1;hp fðk þ ijkÞ � wðk þ ijkÞ½ �2, only the

first element vcðkjkÞ is applied to the plant and at the next sampling time the whole
cycle is repeated again according to the receding horizon strategy.

2.2 Visual Predictive Control Loop

Using the new concept of predictive control for IBVS systems presented in Fig. 1,
we developed the cascade structure from Fig. 2 for motion control of robot arms [6].
The inner loop regulates the camera velocity screw vc and the outer one the robot
arm motion such as to obtain a desired position described by f�.

k - 1 k k + 1 k + hc k + hp

Z* r(k+i|k) = f*
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1,
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Fig. 1 Predictive control: the basic idea for IBVS applications
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Fig. 2 Cascade structure for robot arm motion control
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The inner velocity loop is considered a virtual Cartesian motion device
(VCMD), usually described by a transfer matrix with camera velocity set-point
v�cðkÞ as input and camera velocity vcðkÞ. This transfer matrix approximates the
nonlinear robot dynamics using different approaches [2, 8] and typically has a
diagonal form obtained through a suitable design of the multivariable inner velocity
control loop.

The outer loop, based on an image based predictive controller (IbPC), computes
the control signal v�cðkÞ so that the current point features fðkÞ should reach the
desired ones f�. The IbPC consists of a reference trajectory generator, an internal
model based predictor and an optimization block.

The internal model for image prediction was developed starting from the relation
between the camera and the point features velocities given by (1) and considering
the inner velocity loop as an analogue system, because of its very short sampling
period (usually 1 ms), described by a diagonal transfer matrix GðsÞ [9]. Having
vcðkÞ as output of the VCMD discrete time model, the discrete time relation
between camera and point features velocities is obtained by the discretization of (1)
using Euler’s method:

fðk þ 1Þ ¼ fðkÞ þ TeLkvcðkÞ ð3Þ

The one-step ahead prediction of the image point features evolution can now be
calculated using (3) and the discrete model GðzÞ ¼ 1� z�1ð ÞZ GðsÞ=sf g of the
VCMD, resulting:

fðk þ 1jkÞ ¼ fðkÞ þ TeLkGðzÞv�cðkjkÞ ð4Þ

where the notation f ðk þ 1jkÞ indicates that the prediction is computed at the dis-
crete time k. The interaction matrix Lk is computed with the point features
uiðkÞ; viðkÞð Þ acquired at the current discrete time k. It is assumed that it is possible
to compute at every sampling period the depth ziðkÞ of the current point features
with respect to the camera frame. Shifting the one-step ahead prediction model (4)
by recursion, the i-step ahead predictor fðk þ ijkÞ is obtained:

fðk þ ijkÞ ¼ fðk þ i� 1jkÞ þ TeLkþi�1GðzÞv�cðk þ i� 1jkÞ ð5Þ

being used as internal model based predictor.
For IBVS control systems, the set-point is the desired feature set f� obtained

from a reference image acquired from the desired grasping position. This image
describes what the camera should see when the end-effector is correctly positioned
relative to the target object. Starting from the current features fðkÞ, a reference
trajectory is necessary in visual predictive control to define the way how to reach
the desired features f� over the prediction horizon.

Beginning at the current discrete time k with the current image Ik having the
point features fðkÞ, the reference trajectory is designed using the image sequence
Ikþi; i ¼ 1; hp

� �

with point features wðk þ ijkÞ in order to obtain wðk þ hpjkÞ ¼ f�.
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To generate the image plane trajectories for tracked points in an eye-in-hand sys-
tem, we have chosen the 3D motion planning approach for image-based visual
servoing task from [9]. Considering that the initial image is Ik with point features
fðkÞ, the final one is Ikþhp with the point features f� and the object is fixed being
described by four point features assumed to be coplanar but not collinear. The
reference trajectory gradually varies from the current point features fðkÞ at time k to
the desired point features f� at time k þ hp. Taking into account the collineation
matrix C representing the projective homography between the initial image Ik and
the final image Ikþhp, the homogeneous coordinates of the four point features from

the final image ~f
�
i ¼ u�i ; v

�
i ; 1

� 	T can be expressed with respect to the coordinates of

points from the initial image ~f iðkÞ ¼ uiðkÞ; viðkÞ; 1½ �T , resulting ~f
�
i ¼ C~f iðkÞ; i ¼

1; 4 and the possibility to compute the reference trajectory wðk þ ijkÞ; i ¼f
1; hpg[6].

The optimization block is developed to make future system outputs to converge
to the reference trajectory. For that, an objective function J is established, generally
defined as a quadratic function of predicted control error given by:

eðk þ ijkÞ ¼ fðk þ ijkÞ � wðk þ ijkÞ; i ¼ 1; hp ð6Þ

The objective function to be minimized is defined by:

J ¼ 1
2

X

hp

i¼1

eTðk þ ijkÞQeðk þ ijkÞ þ
X

hc�1

i¼0

v�Tc ðk þ ijkÞRv�cðk þ ijkÞ ð7Þ

where Q and R denote positive definite, symmetric weighting matrices and hc is the
control horizon in (7). The main constraints are associated to the limits of the image
called the visibility constraint, ensuring that all the features are always visible:

uiðkÞ; viðkÞð Þ 2 umin; vminð Þ; umax; vmaxð Þ½ �; i ¼ 1;m: ð8Þ

3 Simulator for IBVS Applications

Using the MPC framework for IBVS applications, more simulators were imple-
mented in Matlab [4, 6]. A modified version of the simulator from [6] is presented
in Fig. 3, considering an object defined by 4 planar points in the Cartesian space.

The blocks ‘Init pos’ and ‘Des conf’ are used to represent the start position P0
b

and the desired position P�
b of the object. Considering the frames attached to the

robot base Rb, to the camera Rc and to the object Ro, the homogeneous matrices Tb
c

and Tb
o between the frames Rc and Rb and, respectively Ro and Rb are given.

Knowing the position of the desired points related to the robot P�
b and the camera

position related to the robot Tb
cð0Þ, the points position P�

c can be detected relative to
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the camera coordinate system Rc by using a homogeneous transformation imple-
mented with ‘Hom1’ block.

By a similar procedure, the initial position P0
b, respectively the current positions

of the points are transposed from Rb to Rc frames using ‘Hom2’, respectively,
‘Hom3’ block, resulting the initial/current position of the object points P0

c=P
k
c in the

camera frame. The image of the object described by the points given in the
Cartesian space is built using ‘Persp proj’ blocks, considering the intrinsic camera
parameters and the image centre point coordinates [6].

The depth Zi, necessary for the interaction matrix computation, is extracted with
the ‘Depth extr’ block. For the visualization of the object points in the image plane,
the ‘image view’ block is employed. Using the current feature fðkÞ ¼ fk together
with the corresponding depth ZðkÞ ¼ Zk, the interaction matrix Lk is computed.
The ‘Reference trajectory’ block generates wðk þ ijkÞ ¼ wkþi and the ‘Predictor’,
the output fðk þ ijkÞ ¼ fkþi. The objective function (7) with the constraints (8) is
minimized by the ‘Optimization block’ using the Matlab function fmincon.

In simulation two IbPCs were tested, with and without reference trajectory
having the parameters: hp = 4, hc = 1, Q ¼ e1�iI8; i ¼ 1; hp and R ¼ I6.

The simulation results are presented in Fig. 4 and include for the two IbPCs the
point features trajectories from the starting point features represented with blue
circles to the desired ones depicted with red squares. Both predictive techniques
fulfil the servoing task and one can observe that the reference trajectory based
predictive approach has a smoother behaviour, thus making it more suitable for a
real time implementation, as in [7].
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Fig. 3 Simulator for IBVS systems
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4 Conclusion

The paper presented a MPC framework for IBVS applications and a review of the
predictive control algorithms developed by the authors for visual servoing of robot
manipulators with eye-in-hand configuration. Using a reference trajectory concept
for IbVCs and an internal model based predictor the convergence and stability of
robot motion have been obtained through nonlinear constraint optimization.
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Motion Leap Compared to Data Gloves
in Human Hand Tracking

Constantin Cătălin Moldovan and Ionel Stareţu

Abstract The paper presents a comparative analysis of current methods for cap-
turing human hand gestures and using then the results in virtual reality environ-
ments as a mean of direct, non-intrusive interaction between human and computer.
Compared to the methods which are using different data gloves, the Motion Leap
device enables new ways of interactions that are not intrusive. In this paper a
system is developed that uses Motion Leap to capture human hand poses and
recognize gestures, the results of the analysis being sent to a virtual reality envi-
ronment for further, task-oriented high level processing.

Keywords Virtual reality � Human hand capture � Gesture recognition � Frame
processing

1 Introduction

Capturing the motions of the human body and especially of human hands represents
one of the most complex tasks in computer science. The complexity of the cap-
turing process is given by the fact that human finger joints don’t move perfectly in
the sense that the joints of a finger move in a different way compared to the joints of
another finger and moreover, one joint of a finger might move in a different manner
compared to another joint of the same finger.

In time, different sensors and methods were developed and a higher accuracy and
robustness were progressively obtained. The methods were categorized in invasive
techniques, like those using various tracking devices and different data gloves
(Cyber Glove) and non-invasive techniques based on vision techniques. At the
beginning, the researchers in this field used invasive techniques which were
superior from the accuracy and robustness points of view to non-invasive
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techniques, but this handicap was progressively overcome. As the present research
paper demonstrates, the accuracy given by vision-based techniques is very high,
and seems even to be comparable with the invasive techniques.

The initial non-invasive sensors selected were basically RGB cameras that used
markers placed on the human hand in order to accurately capture the hand’s
movements [1]. There were also developed methods based on contours tracking [2],
edge tracking [3] or artificial intelligent methods [4]. All of them were successful to
a certain degree, but, in order to obtain an accuracy compared to invasive tech-
niques, real progress was made only recently with the development of Microsoft
Kinect sensor [5] and Motion Leap sensor [6]. The latest ones provide accuracy
high enough to be compared to the invasive techniques, thus indicating that they
can be used in the same scope having the same kind of results but without having
the same limits as the intrusive techniques.

Based on the researches made using this device [6, 7], it was demonstrated that
the Kinect sensor progressively became a useful mean to capture depth data, even
suggesting that it might even become an alternative solution to the intrusive
techniques based on various data gloves. But, since there is a difference in the
computed distance and the real distance between the Kinect Sensors and objects,
using this sensor proves to be not quite efficient if the task consists in capturing
complex human hands motion [6]. As an alternative to the Microsoft Kinect Sensor,
a new sensor called Motion Leap was developed in 2012. Using this new sensor,
the paper analyses the possibility to develop a non-invasive technique based on
Motion Leap to capture various gestures from a human hand and use the resulting
data to control a virtual hand, in comparison with the technique based on data
glove.

The reported research is part of a more ample program that intends using a
non-invasive technique to control a robotic arm and hand ensemble.

2 Motion Leap Device

The Motion Leap sensor is a newly developed sensor using the structured light
concept [6]. Motion Leap allows a new way to detect human hand and recognizes
human hand gestures. Compared to the Microsoft Kinect, Motion Leap constructor
state that the sensor has sub-millimetre accuracy and can be considered for com-
puter applications that require interaction in virtual reality [8]. Compared to the
Microsoft Kinect sensor, the main scope for which the Motion Leap was created is
to detect and track accurately and rapidly human hands with optimization of costs.

The position delivered by the Motion Leap device is relative to the centre of the
device which is located in the centre of the second infrared sensor position (Fig. 1).

As can be observed in Fig. 1, the Motion Leap sensor uses three infrared emitters
and two CMOS sensors in order to capture depth data. In Fig. 2 it is shown how the
human hand is captured by the sensor using the internal Motion Leap viewer.
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From a functional perspective, information about the human hand, fingers,
positions, joints and gestures can be recognized when the hand is in the range of
25–500 mm above the sensor (Fig. 3).

Along with the Motion Leap package, a programming interface was used; this
interface, called Motion Leap SDK provides programmable access to the depth
data. It can be used either by C++, Java or Microsoft .NET programming languages.

From the functional point of view, the Motion Leap device analyses a data flow
which is then split by the Motion Leap SDK in frames depending on the time
allowing the SDK to compute gestures or the speed which the hand is having over
the sensor.

One of the most important advantages of Motion Leap is the fact that, compared
to all its predecessors it can distinguish between each finger of the human hand. The
internal algorithm of Motion Leap is assigning a unique identifier to every hand
gesture or finger, allowing thus the algorithm to easily track each entity through a
video stream. If at a certain moment of time, a finger disappears and then reappears,
the internal algorithm will assign a new unique identifier.

Position data for each finger object is given with sub-millimetre accuracy on
each axis X, Y and Z relative to the centre of the device (Fig. 4). Real captured

Fig. 1 Motion Leap sensor
elements [6]

Fig. 2 Human hand capture
[6]
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spatial data is then translated by the internal Motion Leap SDK in different envi-
ronments into the following programmable classes: Screen, Interaction Box and
Touch Zone.

The Screen class describes the position and orientation of the user’s monitor
relatively to the coordination system used by Motion Leap. The Screen class
structure includes the bottom left corner of the screen, the direction vectors of the
vertical axes of the screen and the normal vectors of the screen. The same class
offers intersection methods that calculate how the hand will intersect the screen.
Intersection points are defined using the normalized screen coordinates (see Fig. 4).
The origin point of the screen is characterized as being the 0,0 point localized in the
bottom left corner with the upper right corner normalized to 1,1. That means that
the intersection points x and y will be normalized between 0 and 1 (the z coordinate
value will be always 0).

The Interaction Box class represents a rectangular space and is situated above
the Motion Leap device. This rectangular space is basically the whole field of view

Fig. 3 Device centre and
coordinate system

Fig. 4 Interaction cube [9]
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of the device (Fig. 4). A coordinate system of the Motion Leap might be mapped
easily to a point relative to the volume represented by the Interaction Box class. The
value of that point is scaled in such a way that the entire volume represented by the
rectangular space is treated as a cube with the edge length of 1 and with the origin
in the bottom left corned the most distant from the user.

The Touch Zone class can be used with an object of Point-table type. This might
represent a finger or a pen. The Touch Zone class is used for implementing a
surface that emulates touching without actually doing touch on a physical surface.
The touch zone is divided into two areas, the hovering zone and touch zone which
are identified with a touch distance between –1 and +1.

3 Testing the System and Analysis of Results

In order to test the Motion Leap-based procedure and compare the results with a
glove system, it was first necessary to define and then recognize different gestures
of the human hand. The recognized gestures were then sent to a virtual reality
environment called Grasp IT [10] using the same interface as the data gloves does.

For hand recognition several sequence frames were captured using the Motion
Leap device. These sequences were captured using different light conditions (nat-
ural light or artificial light) and different visualization points. In Fig. 5 there can be
seen gestures used in the recognition process.

In an empirical way it was observed that the gestures don’t depend on the light
conditions when Motion Leap is used. Figure 6 reproduces recognized hand ges-
tures and displays the hand joints using the Motion Leap internal visualizer.

In order to evaluate and transmit human hand gestures to the virtual environment
a module for the interaction with the virtual environment was created. The whole
system is divided in five separate components: (1) hardware component, (2) frame

Fig. 5 Human gestures for which the recognition will be run

Fig. 6 Gestures recognized using Motion Leap

Motion Leap Compared to Data Gloves in Human Hand Tracking 199



processor, (3) gestures detector and (4) Hand Commander component used to
transfer the data to (5) Grasp IT visual interface.

• The Hardware component represents the Motion Leap sensor responsible for
capturing raw data.

• Once the data are available, the Motion Leap device transfers the data to a
frame processor for a further evaluation.

• The frame processor uses the software module of the Motion Leap device
which processes the input from the sensor and calculates the information about
the current state of the hand.

• The human hand data is transmitted to the gesture detection module which has
the main activity to detect gestures.

• Once one of gestures is detected, the detection module notifies the functional
simulation component Hand Commander to transmit the data to the virtual
environment for execution.

For the gestures captured above, the sequence in Fig. 7 was obtained.

4 Results and Conclusions

In order to test the accuracy of the Motion Leap device, a comparative analysis
between gestures identified with the Motion Leap and with a glove system was
performed. It was assumed that the Glove system has 100 % accuracy.

The test was run five times and the results were recorded and presented in Fig. 8.
Figure 8 also show results of the glove-based gesture capture that can be thus
compared with the results of the gestures captured with the Motion Leap sensor.

As can be seen in Fig. 8, comparing visually the results obtained with the two
types of sensors, the following observations can be made:

• Using a data glove device, the precision and the accuracy are very high and the
algorithm is running well in terms of repeatability.

• Using a Motion Leap sensor, the precision and the accuracy are very high too,
and the algorithm is executed well in terms of repeatability with one exception
for the 6th gesture.

Fig. 7 Gestures transmitted to the virtual environment
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Based on the above considerations, it can be concluded that the Motion Leap
sensor can be used as a means to capture data related to the human hand and the
results are comparative with the methods based on data gloves.

Acknowledgments We express our gratitude to the Company Karl Cloos, Germany and its
Romanian representative Robcon TM which partly sustained this research work.
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Considerations for Robot Vision in Glass
Production

Anton Ružič

Abstract In this paper we present considerations for implementing and using robot
vision in glass production. We concentrate specifically on the forming processes of
those shell glass objects that are still produced with a considerable amount of
manual labour. It is shown that every practical robot automation solution in these
production phases must include the perception of the glass object’s shape, imple-
mented with computer vision. A number of particular requirements and conditions
are identified, originating from high and ever changing temperature and from
specific production environment conditions.

Keywords Vision systems � Glass technology requirements � Robotics

1 Introduction

The research aims at introducing robot automation for selected tasks in the glass
industry. Evaluating the current situation in the European Union, we find that the
largest part of glass industry production, over 60 %, is represented by container
glass items (e.g. bottles, jars, and lightning covers—generally all shell and hollow
glass objects).

Glass production has three main parts: first, raw glass components are prepared;
then, these are melted in furnaces and objects are formed; the final part includes
inspection and packaging. In this paper we consider mainly the forming processes
for container/hollow glass items. These start with gathering one (or more) glass
“chunks” or gobs from a furnace (or furnaces) where the glass is melted. Here the
glass is in a plastic phase and has very low viscosity, at temperatures between 1050
and 1100 °C. Then a series of forming operations is carried out sequentially, so that
from a solid melted gob gradually the final hollow glass object is achieved. At this
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point the object becomes almost rigid and has approximately 800 °C, depending on
the glass type. The chain of forming processes is somewhat different, depending on
item types, mechanization and automation level, in-house technology etc.
Nonetheless, hollow glass forming always includes a number of blow operations
and press operations. Typically, manipulation operations and shaping operations
involving respectively manipulation or contact of the glass object with some tool
are also executed. Some operations include combinations of the above mentioned,
applied concurrently.

Presently, two situations occur in glass container forming technology. Forming
of container/hollow glass objects is automated when all of the following conditions
are valid: objects have standard dimensions and shapes; the production runs are
very large (from 300,000 to 500,000 on). For this purpose, specialized automated
machines are used, most often so-called IS machines that use individual section
technology (Fig. 1). For production with IS machines, a set of dedicated tools must
be developed for each item produced. Although IS production is largely automated,
it requires very meticulous settings of a large number of different parameters. These
depend on each product type, tool set and other factors. Inappropriate settings result
in defects. Such glass objects are rejected at the final quality inspection. While there
are automated dimensional control systems utilising computer vision [1–3], the
inspection of in-glass defects can still be performed only by trained operators,
basically manually. They inspect object visually while manipulating them, to
change the viewpoint, direction and lightning conditions; their work requires
experience and previously acquired knowledge. Summarizing, for large production
series and usual glass objects forming can be performed by automated IS machines.

Another situation exists when some of the following production conditions
apply: the object production has medium or smaller runs (less than 300,000 objects
in a run); objects have larger than usual external dimensions (e.g. larger the
ordinary bottles or jars), accented non-uniform shapes; objects are composed of
special glass or multiple layers of different glass. When any of these situation
applies today, the production is carried out manually or semi-mechanized, (mainly
manually with additional devices).

Fig. 1 Section of an automated IS machine
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Manual forming is accomplished by a group of operators performing a series of
tasks. Figure 2 shows a scheme of manual operations carried out in a real forming
production cell. The operations involve, among others, a pre shaping by blowing
and manipulation operation, press operations, and shaping by manual manipulation.
One single forming cell requires typically 6–10 operators, depending on the items
formed. Each operator is usually specialized for some operations.

One of the key operations in glass industry is the preforming operation by
blowing and manipulation, where the shell is tied to a pipe or to a collar tool when
the objects have larger openings. The operator achieves the desired form by a
concurrent combination of manipulation and blowing of the low-viscosity shell,
permanently using visual estimation of the shell’s shape. Due to its high temper-
ature, the shell is subject to deformation due to movements and to gravity. This
operation is highly demanding, only few company operators being able to perform
it satisfactorily for several hundreds of various items produced in this way.

Presently, in such small to medium series glass forming, the only operation
where robot automation has been introduced in production, although with limited
success, is glass gob gathering from furnaces [4]. Here, a rotating tool is mounted
on the robot tip; the robot inserts the tool top into the furnace, gathers the adequate
amount of glass and transfers it to the workplace, where a worker cuts the appro-
priate amount of glass. The robotized implementation is based on the assumption

Fig. 2 Some operations in a manual glass containers forming environment
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that all the parameters (e.g. glass, tool and environment temperatures, timing, glass
level in the furnace, a.o.) are sufficiently invariant. When this is not the case, such
robot operation can perform unsatisfactorily.

2 Shape Perception as a Base for Robot Automated Glass
Forming

In order to automate some forming operations for glass objects produced in medium
to small series (according to glass industry criteria), one can foresee that the final
solution will involve robots. Namely, due to the less large runs, to the large number
of items in a company’s portfolio and to their dimensional and shape variety the
development of fixed automated machines would not be technically possible or
would not be economically feasible.

Based on our previous work in this field [5, 6], we found that to develop viable
robot automation for operations performed manually at present, we need to
investigate and use scientific knowledge from the fields of manipulation, robotics,
computer vision and generalized trajectory task description. Because of the nature
of forming, it is obvious that permanent, real-time perception of the surface shape is
necessary, using computer vision. The scientific field of computer vision being
quite mature and well established, a number of various methods exist that are well
suited for different individual problems [7, 8]. On the other hand the majority of
these methods are reliably applicable only for well determined problem domains, if
the environmental conditions during image acquisition are invariant and can be
appropriately controlled.

To design and develop a practical system able to perform satisfactorily in our
target environment—production of glass objects, we have systematically analysed
and identified all conditions and requirements that apply to the glass forming
environment.

3 Specific Conditions in Manual Glass Forming
Environments

3.1 Non-Rigidness and Fast Glass Object Shape Changing

The glass material is melted and conditioned in furnaces at temperatures up to
1575 °C and the temperature of the gathered glass gob is approximately 1090 °C.
The object is formed in a sequence of operations in the range down to approxi-
mately 870 °C (for some glass types as low as 730 °C). The gathered object is
initially a glass chunk, then it is gradually formed to become hollow, i.e. a glass
shell or container. In either form (full gob or shell) the glass object has low viscosity
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at these temperatures. Thus, it changes shape rapidly due to movements, when
inflated and also due to gravitation, as shown in Fig. 3.

3.2 Various Influences of Glass Radiation Depending
on Temperature

3.2.1 Glowing/Visual Radiation

The glass, heated at high temperatures, irradiates in the visual bandwidth. There are
a couple of factors that must be taken into account when designing a visual
subsystem.

First, as glowing glass acts as a light source, it illuminates the environment
changing thus the lightning conditions of visual acquisition. Second, the radiation
of heated glass can influence the characteristics of data generated by some sensors.
These can function in a spectral range different from the visual one discerned by
humans.

3.2.2 Radiation Change with Temperature

As glass objects change temperatures continuously during forming, the radiation and
images acquired also change. Image acquisition can be additionally influenced by
the shape’s alteration. Figure 3 shows that the object’s light radiation in the third row
differs greatly from the light radiation in the first two rows, even for the very same
object, just as the form reached the final aspect after approximately 8 s. A similar
example is given Fig. 4, where the individual frames were taken 3 s apart. Another
example of radiation change with temperature results by comparing images in Figs. 4
and 5 (the last ones show the same object after approximately 11 s).

Fig. 3 Shape change speed of a high-temperature glass object: a 1st row—solid gob, form
changes due to gravity in 500 ms; b 2nd row—solid gob, lower-viscosity glass, form changes in
500 ms; c 3rd row—glass shell, changes due to gravity in 800 ms
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Another consideration is that in a single frame different points on the surface
radiate differently due to their different temperatures.

3.3 Influence of Different Glass Translucency and Its
Change

3.3.1 Object Background and Reflection Influence

Glass materials used for objects are often naturally translucent. This represents a
problem when discriminating the object’s shape from the background. For example,
all images in Fig. 5 represent the same object during a very short period; none-
theless the image characteristics of the object’s body appear very different, mainly
because of the different background, and also due to the variable reflections.

3.3.2 Translucency Varying with Temperature and Geometry

In Fig. 4 one can notice that translucency changes with temperature, too. Thick-
ness changes and other geometry changes can also influence considerably translucency.

3.3.3 Different Glass Materials and Multiple Glass Material Layers

Various glass materials have different basic translucency. For example, the usual
soda-lime glass is transparent at room temperatures, while the opal glass is whitish,
non-transparent. Furthermore, sometimes a glass objects is produced from multiple
layers of different glasses.

Fig. 4 Change in image characteristics of a glass object in the visual spectrum. Two rows show
consecutive acquisitions; for each one, images are taken with 3 s period. The objects in the images
are formed from a transparent glass; the temperature is between 800 and 900 °C
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3.4 Different and Varying Reflectivity

In a similar way to translucency, a variable reflectivity also influences the acquired
image. Here the reflectivity changes with temperature, too.

3.5 Uncharacteristic Surfaces

During forming, the surface of intermediate formed shells has no distinctive
characteristics (for example edges or vertices), except along paths where the car-
rying tool connects to the glass shell. This makes surface characterization consid-
erably harder.

3.6 Limited Possibilities for Arranging Acquisition
Environment

We identified factors due to glass characteristics and high temperatures. Besides
these, computer vision implementation is influenced by characteristics of real glass
industry working environment. The layout of glass industry work cells is charac-
terized by fixed positions of furnaces and crowded dispositions of machines, tools,
operators and work pieces. These are dictated by operations’ sequences and strict
timing requirements. Due to the disposition of all components, it is often impossible
to arrange the background at locations where images are acquired. The background
can’t be ordered also because the glass object is moved during some operations and

Fig. 5 Change in image characteristics of a glass object in the visual spectrum. The series of 6
consecutive images is taken during 1 s, approximately 11 s after the last series from the image in
Fig. 4. The object formed has a temperature of approximately 700 °C
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between individual operations. Also, sometimes we cannot mount a uniform color
background panel because its size could cause changes in the object’s transfer
trajectory and thus influence the non-rigid, low-viscosity object shape.

Another consideration is the presence of multiple glass objects in the same work
cell, as different phases are performed concurrently on multiple objects. This can
result in multiple objects overlapping in individual images acquired.

The glass forming operations usually involve additional intermediate reheating
implemented with gas burners. The fire can also overlap with the glass objects.

3.7 Additional Production Environment Problems

3.7.1 Spontaneous Ignition

The glass object transport and manipulation devices and tools, as well as the glass
object’s surface may sometime spontaneously ignite in fire that degrades the
acquired images. This is usually caused by lubricants applied periodically to the cell
tools and devices; due to the elevated temperature, the lubricants sometimes ignite,
which cannot be avoided. Such a situation is depicted in Fig. 6.

3.7.2 Pollution, Smoke

The manual glass production environment can be considerably polluted, which
influences the quality of acquired images. The pollutants can be: dust resulting from
production, smoke of burning or heated lubricants and other impurities. These
particles obscure the image acquired. Sometimes, primary light sources are reflected
from these particles. Such variable glowing reflections affect negatively the cap-
tured image stream.

Fig. 6 Influence of spontaneous ignition on images, acquired for characterizing the glass object
surface. Note that image quality is degraded by both fire and smoke; a first row—normal camera
aperture: the fire completely hides the object’s image; b second row—small aperture: surfaces can
be better determined under fire, but contrast is otherwise diminished
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4 Conclusion

Several types of container glass objects are still formed mostly manually, due to
technical or economic reasons. Here, robot automation would be the right solution,
provided that we succeed in the design of a computer vision system able to offer
permanently information on the formed object’s shape (i.e., about its surface or
contour geometry).

As part of automation projects carried out for a glass production company [5],
we systematically investigated various requirements of the glass forming environ-
ments and real-world conditions that such a vision system have to cope with.

Although this is beyond the scope of this contribution, we anticipate that the
right approach should tackle multiple points in the environment-optics-
sensor-algorithms chain. For example, practical solutions would have to include:
multiple cameras (to avoid clutter, to characterize non-rigid and/or deformable
shapes), active vision, on-line aperture control, and concurrent acquisition with
cameras in various spectra: visible, infrared, and near-infrared regions.
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Rotation Angle Determination
of a Rectangular Object Using an Infrared
Sensorial System

Tony Stănescu, Diana Savu and Valer Dolga

Abstract Mobile robots are extensively approached as investigation topic in var-
ious research laboratories, due to their diverse applications. Currently, the interest is
focused toward applications of mobile robots within unstructured working envi-
ronments. The successful running of this type of applications is subject to the
possibility of localizing obstacles within the working environment. This paper deals
with a method to determine the position and the orientation of a rectangular object
with respect to several infrared sensorial elements. Locating an object expects the
determination of the reference frame coordinates of this object and of the object
orientation relative to the axes of a coordinate system.

Keywords Infrared sensors � Distance measurement � Infrared data integration

1 Introduction

Infrared sensors belong to the sensor category that helps detecting obstacles within
the working area of a mobile robot. Using infrared light is a simple method to
determine the presence of obstacles and does not involve major costs.
Bibliographical references in this field thoroughly approach the possibilities for
detecting the optical radiation [1–3]. The amplitude response of infrared sensors
(IR) is based on the reflected amplitude of the surrounding objects in the robot’s
work scene. The reflectance process depends upon the reflectance characteristics of
the object’s surface. The response of the infrared sensorial elements is widely used
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because of its low cost and fast response time. The response time of IR elements is
faster than that of ultrasonic sensors. Mohammad [4] approaches the Phong lighting
model in the analysis of IR sensors when determining the distance. Korba et al. [5]
used more IR sensorial elements to determine the distance but the results are not
compelling. Benet et al. [6] consider that the documentation on using IR sensors in
mobile robotics is still reduced. Research in this domain aims identifying new
sensorial variants in IR which might be successfully integrated within the con-
struction of mobile robots.

This paper presents an experimental method that can determine the angle with
which a rectangular object is rotated with respect to a sensorial system, consisting
of three IR sensors. The paper includes three sections, preceded by an
“Introduction” and by the “Abstract” and ends by “Conclusions” about the
approached subject. Section 2 describes theoretical notions regarding the working
principle of the Sharp GP2Y0A21YK sensor. Section 3 shows how the reverse
characteristic of the sensor is determined by two types of equations, and afterwards
the most convenient equation is selected. Within the Sect. 4 a real study is shown,
some laboratory experiments are described and the obtained results are outlined.

2 The Infrared Sensor and the Operating Principle

During the experiments mentioned in this paper, the GP2Y0A21YK Sharp sensor
was used [7] (see Fig. 1), with the aim of analysing the detection of obstacles and
the integration of sensorial elements in the structure of a mobile robot.

According to the device’s operating principle [8], the sensorial element emits an
incident ray in infrared radiation with the wavelength λ = 850 ± 70 nm. This is
reflected by the obstacle, after which it is received back by the sensor, see Fig. 2.

Novotny analyses in [10] the behaviour of the sensorial element based on the
emitted energy and the received energy. The determination of the distance between
the sensorial element and the obstacle is evaluated in three stages:

Fig. 1 A sharp sensor
GP2Y0A21YK [7]
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• Identification of the obstacle parameters;
• Calculation of the distance between the sensor and the obstacle;
• Identification of the orientation between two plans: the plan of the sensorial

element and the reflection plan of the obstacle.

3 The Determination of the Reverse Characteristic
for the Sensorial Element

A first set of experiments aimed to determine the distance between the IR sensor
and a rectangular object with the dimensions: L = 700 mm and l = 250 mm. The
reference distance was determined prior to this experiment by the laser telemeter
Bosch DLE 70 Professional [11]. For this purpose, an experimental stand whose
scheme is shown in Fig. 3 has been developed.

The object was placed at different distances with respect to the sensor. Figure 4
exemplifies how the object was placed in the work scene.

The authors performed several sets of measurements using the above presented
stand, and the results were statistically processed. Based on these processed values,
the authors mathematically approximated the inverse characteristic. The results
acquired during the experiments were statistically processed and are given in
Table 1, where d is the reference distance measured with the laser device and U is
the average output voltage of the sensor.

S
E

N
S

O
R E

R

d

Obstacle

Incident Ray

Reflected Ray

Fig. 2 The working principle of the sensorial element [9]

Fig. 3 The scheme of the experimental stand
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Figure 5 illustrates the approximation curve of the sensorial element. The
available data indicates a maximum for the output voltage of the infrared sensor
when the object was positioned at the distance d = 125 mm.

Based on the obtained values, the reverse characteristic of the sensor was
approximated. The determination of the reverse characteristic was performed in the
MATLAB software environment using, during a first step, the function

Fig. 4 Images of the object placed in the working scene: a far, b near

Table 1 Results processed
after the experiment

d
(mm)

U
(mV)

d
(mm)

U
(mV)

d
(mm)

U
(mV)

25 1464.4 300 1711.7 1000 741.4

50 1701.5 400 1330.7 1100 702.1

75 1888.5 500 1123.3 1200 671.4

100 2486.2 600 983.9 1300 645.6

125 2553.2 700 905.4 1400 615.9

150 2472.6 800 837.6 1500 590.1

200 2248.3 900 787.3 1600 565.6

0
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Fig. 5 The approximation
curve of the sensorial element
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“polyval” (from MATLAB/Cftool), which allows the digital evaluation of the
approximation polynomial for a given set of the input values. The reverse char-
acteristic of the sensorial element was calculated over the interval [125, 1600] mm.
Two approximations were applied: by an exponential equation of 2nd degree and
by a polynomial equation of 4th degree.

The exponential equation of 2nd degree is:

dexp : ¼ 1:291 � 10 4 � e�0:00457 �U þ 976:8 � e�0:0007403 �U ð1Þ

The polynomial equation of 4th degree is:

dpol: ¼ 5:35 � 10�10 � U4 � 3:956 � 10�6 � U3 þ 0:01069 � U2 � 12:71 � U þ 6013

ð2Þ

Figure 6 shows the reverse characteristic represented by the exponential equation
of 2nd degree, while Fig. 7 shows the reverse characteristic represented by the
polynomial equation of 4th degree.

d [mm]

U[mV]

Fig. 6 Approximation of the reverse characteristic by an exponential equation of 2nd degree

d [mm]

U[mV]

Fig. 7 Approximation of the reverse characteristic by an exponential equation of 4th degree
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Table 2 shows the statistics indices for the approximation of the reverse char-
acteristic over the interval [125, 1600] mm by a 2nd degree exponential equation
and the 4th degree polynomial equation.

The notations in the table have the following meanings: SSE is the sum of
squared errors of prediction, R_square is a coefficient of determination and RMSE
is root-mean-square error.

After examining the results, the authors chose the exponential equation of 2nd
degree, due to the higher statistical index. The obtained results allow also an
analysis on the best results (see Table 3), where dexp is the exponential equation.

4 Detection of Obstacle Orientation
Within the Working Scene

The second set of experiments used three infrared sensors Sharp GP2Y0A21YK to
determine the angle with which the rectangle object was rotated. The sensors were
positioned in line, with a distance of 220 mm between the middle sensor and
external sensors. The reference distance between the sensorial system and the object
was measured by the laser device, from the middle of sensor to the object’s middle.
The object was placed just in front of the middle sensor, at a distance of 500 mm.
The object was rotated by 10°, 20° and 30° counter clockwise respectively

Table 2 Statistics indices for the approximation of the reverse characteristic

The exponential of 2nd degree The polynomial 4th degree

SSE 2220 4237

R—square 0.9994 0.9989

Adjusted R—square 0.9993 0.9985

RMSE 13.07 18.79

Table 3 The analysis of the results obtained with the exponential equation

U
(mV)

d
(mm)

dexp.
(mm)

d − dexp.
(mm)

U
(mV)

d
(mm)

dexp.
(mm)

d − dexp.
(mm)

2553.2 125 147.65 −22.65 787.3 900 898.82 1.17

2472.6 150 156.77 −6.77 741.4 1000 1000.17 −0.17

2248.3 200 185.35 14.64 702.1 1100 1102.60 −2.59

1711.7 300 280.26 19.73 671.4 1200 1194.53 5.46

1330.7 400 394.23 5.76 645.6 1300 1281.11 18.88

1123.3 500 501.37 −1.37 615.9 1400 1392.77 7.22

983.9 600 615.42 −15.42 590.1 1500 1501.52 −1.52

905.4 700 705.74 −5.74 565.6 1600 1616.19 −16.19

837.6 800 806.30 −6.30
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clockwise. Figure 8 shows images of the object positioned on the experimental
stand. Processed results taken from three sensors are shown in Tables 4 and 5.

By introducing the 2nd degree exponential Eq. (1), the distances with the three
sensors were obtained; the results are outlined in Tables 6 and 7. These results
presented in Table 6 and in Table 7 were introduced in MATLAB/Cftool to obtain
the polynomial equation of 1st degree in each case (Table 8).

It is considered that the object is at 0° when it is parallel to the axes of the three
sensors. Therefore, the rotation angle is positive regardless whether the object is

Fig. 8 Hypostases of the object placed in the working scene

Table 4 Object is rotated
counter clockwise

Angle Left sensor Middle sensor Right sensor

α (°) U (mV) U (mV) U (mV)

10 1222.9 1130.7 1092.3

20 1327.7 1134.7 1054.6

30 1474.4 1139.2 1024.2

Table 5 Object is rotated
clockwise

Angle Left sensor Middle sensor Right sensor

α (°) U (mV) U (mV) U (mV)

10 1085.7 1123.2 1224.6

20 1028.7 1129.6 1307.8

30 982 1116.6 1417.1

Table 6 The distance
measured by the sensor when
the object is rotated counter
clockwise

Angle Left sensor Middle sensor Right sensor

α (°) d1 (mm) d2 (mm) d3 (mm)

10 443.317 496.523 522.835

20 395.452 493.940 551.640

30 343.223 491.067 577.353
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rotated clockwise or counter clockwise. A mathematical processing of the obtained
data led to the results in Table 9, where: α is the angle by which the object was
rotated, α′ is the angle determined by the sensory system and tan α is the angular
coefficient of the straight lines mentioned in Table 8.

5 Conclusions

There is a good correlation between the theoretical characteristics of the sensor, as
they are mentioned in the sensor’s documentation [8] and the experimental ones.

The exponential equation of 2nd degree is much better than polynomial equation
of 4th degree in determining the reverse characteristic of the sensor, because the
statistical parameters are superior and thus lead to smaller errors.

The rotation angle of the object during the realised experiments was determined
using the sensors and the reverse characteristic.

The difference between the object’s rotation angle and the angle that was
determined by the experimental procedure, using the IR sensors, is very low.

Table 7 The distance measured by the sensor when the object is rotated clockwise

Angle Left sensor Middle sensor Right sensor

α (°) d1 (mm) d2 (mm) d3 (mm)

10 527.652 501.444 442.446

20 573.394 497.239 403.725

30 617.341 505.859 362.012

Table 8 The polynomial equation

Angle (°) Mathematical approximation equation

Object rotated counter clockwise 10 y ¼ 0:1807 � xþ 447:8 ð3Þ
20 y ¼ 0:355 � xþ 402:3 ð4Þ
30 y ¼ 0:5321 � xþ 353:5 ð5Þ

Object rotated clockwise 10 y ¼ �0:1936 � xþ 533:1 ð6Þ
20 y ¼ �0:3856 � xþ 576:3 ð7Þ
30 y ¼ �0:5803 � xþ 622:7 ð8Þ

Table 9 Results after a
mathematical processing of
data

Angle Object rotated
counter clockwise

Object rotated
clockwise

α (°) tan α′ α′ (°) tan α′ α′ (°)

10 0.1807 10.248 0.1936 10.962

20 0.355 19.554 0.3856 21.097

30 0.5321 28.031 0.5803 30.141
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The method presented in this paper to determine the rotation angles of the
objects can be successfully implemented in the control system of a mobile robot.
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Individuals with Autism: Analysis
of the First Interaction with Nao Robot
Based on Their Proprioceptive
and Kinematic Profiles

Pauline Chevalier, Brice Isableu, Jean-Claude Martin
and Adriana Tapus

Abstract Our research aims to develop a new personalized social interaction
model between a humanoid robot and an individual suffering of Autistic Spectrum
Disorder (ASD), so as to enhance his/her social and communication skills. In order
to define individual’s profile, we posit that the individual’s reliance to proprio-
ceptive and kinematic visual cues will affect the way an individual suffering of ASD
interacts with a social agent. We describe a first experiment that defines each
participant’s perceptivocognitive and sensorimotor profile with respect to the
integration of visual inputs, thanks to the Sensory Profile questionnaire and an
experimental set-up. We succeeded to form 3 groups with significant different
behavioural responses inside our subject pool formed by 7 adults and 6 children
with ASD. In a second experiment, we presented the Nao robot to all of our
participants. We video-analysed their behaviours and compared them to the profiles
we defined. In view of our results, this first interaction confirmed our hypothesis:
participants with a weak proprioceptive integration and strong visual dependency
had more successful interaction than participants with an overreliance on proprio-
ceptive input and hyporeactivity to visual cues.

Keywords Autism � Personalized interaction � Socially assistive robotics �
Proprioception � Kinematics
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1 Introduction

Nowadays, research in socially assistive robotics (SAR) is in expansion [1, 2]. One
of the target populations is people suffering of Autistic Spectrum Disorders (ASD).
Individuals with ASD have impaired skills in communication, interaction, emotion
recognition, joint attention, and imitation [3]. Many studies showed that children
with ASD have a great affinity with robots, computers, and mechanical components
[4]. Moreover, in SAR, robots have already been used several times as tools in
socialization therapies for children with ASD [5, 6]. Individuals with ASD also
suffer from visual and sensory motor impairments [7, 8]. It is suggested that they
manifest an exacerbated reliance on proprioceptive feedback and a deficient use of
kinematic visual cues [9, 10]. A link between the individual integration of pro-
prioceptive and visual feedbacks and communication, interactions skills, and
emotion recognition had already been discussed in [10].

The goal of our research is to develop a novel personalized robot behaviour
based on a social interaction model for individuals suffering of ASD. In order to
define users’ profiles, we make the hypothesis H1 that mitigated behavioural
response (i.e., hyporeactivity) to visual motion of the scene and overreliance on
proprioceptive information are linked in individuals with ASD to difficulties in
integrating social cues and engaging in successful interactions. We work in col-
laboration with two care facilities for people suffering of ASD: MAIA Autisme
(France), an association for children and adolescents with ASD, and FAM-La
Lendemaine (France), a residence for adults with ASD. Our current subject pool is
composed of 6 autistic children (10.9 ± 1.8 years) and 7 autistic adults
(26.1 ± 7.9 years) from these two care facilities. Both of the experiments described
here have been done with the same individuals.1

In this paper, we first present an experiment that defines each participant’s
perceptivo-cognitive and sensorimotor profiles with respect to the integration of
visual inputs. Furthermore, we describe a second experiment where the Nao robot
was presented for the first time to all our participants. Their behaviours during this
first interaction with the robot, based on their profiles, are analysed and reported.

2 State of the Art

Motor, sensory, and visual impairments are present in autism, but are not taken into
account in the ASD diagnosis [7, 8]. These deficits have an influence on the quality
of life of individuals suffering of ASD and on their social development. An over-
reliance on proprioceptive information in autism has already been studied. As it has
been reported in [8], individuals with autism showed normal to improved

1For confidentiality reasons, we encoded the participants’ identity: AD# for the participants from
the adults care centre and CH# for the participants from the children care centre.
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integration of the proprioceptive cues in comparison to typically developed indi-
viduals. Moreover, results in [9] confirmed that postural hyporeactivity to visual
information was present in the tested individuals with autism (individuals suffering
from ASD with IQ comparable to that of typically developed persons).
Proprioception integration in ASD was also studied so as to better understand the
interaction and social capabilities. In [10], Haswell et al. asked 14 children with
ASD and 13 typically developed children to perform a reaching task with their arm,
while holding a robotic arm that applied a force, constraining the movement. It was
found that autistic brain built a stronger than normal association between
self-generated motor commands and proprioceptive feedback, confirming an
overreliance on proprioceptive cues in individuals with ASD. Furthermore, it was
also established that greater the reliance on proprioception was, the higher the
impairments in social and imitation functions were.

The use of robots in therapy for individuals with ASD has been a great topic of
interest in the last decade. Indeed, robots have been found to be great partners in
learning social interaction, and imitation skills [4]. Robots are less complex in their
behaviour than human peers offering more predictable and comfortable interaction
behaviours [6]. Different research areas on robots for therapy for individuals with
ASD have been reported in [1]: (1) developing a robot especially designed for
individuals suffering of ASD, (2) design of Human-Robot Interaction, and
(3) evaluation of the robot in therapies. There are many open challenges in SAR for
people with ASD. However, due to small subject pools and/or short-time experi-
ments, generalized results in improved skills are still questioned [11]. Salter et al.
[12] discussed on the variability of Human-Robot Interaction set up that could
biased the results and founding in this area. To the best of our knowledge, no study
examined the sensorimotor and visual profiles of individuals suffering of ASD to
determine and elaborate individualized and personalized scenarios for
Human-Robot social interaction therapy.

3 Defining Proprioceptive and Kinematic Profiles

3.1 Methods

The first step of our work was to determine how to define each participant’s
perceptive-cognitive and sensorimotor profiles. We used two methodologies. First,
the Sensory Profile (SP) [13] and the Adolescents/Adults Sensory Profiles (AASP)
[14] were filled. They allowed evaluating individual’s sensory processing prefer-
ences, being widely used in ASD research. The individual’s sensory processing
preferences are described in terms of the quadrants in Dunn’s Model of Sensory
Processing [13]: Low Registration, Sensation Seeking, Sensory Sensitivity, and
Sensation Avoiding. These quadrants are formed by the junctions between the
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individual differences in neurological thresholds for stimulation (high-low) and
self-regulation strategies (active-passive).

As we worked with two age groups, we used the appropriate questionnaire
corresponding to their age range. The AASP was filled for all the +11 years old
participants and the SP was filled for the youngest participants. As most of the
participants did not have the cognitive level to fill the questionnaire by themselves,
it has been filled with the help of their caretakers who knew well their habits and
response to everyday life sensory stimuli. The caretakers were well informed of the
conditions and forms of the questionnaire. In order to have homogeneous scores
between age groups to assess Movement, Visual, Touch, and Auditory processing,
we carefully matched and adapted the items based on their correspondence to the
neurological threshold and behaviour response/self-regulation. Second, we
designed an experimental setup to assess the effect of a moving virtual visual scene
(VVS) on postural control, and the individual’s capability to use proprioceptive
inputs provided in dynamics of balance to reduce visual dependency [15]. In an
instable posture, the integration of proprioceptive feedback differs among indi-
viduals. An individual integrating proprioceptive cues less than other individuals is
probability visual dependent.

While exposed to a visual motion in an instable posture, his/her body sway will
follow the visual stimulus. Participants were asked to stand on a force platform
(FP) in front of a virtual room (Fig. 1) in three conditions:

• C1—Stable position with static VVS: each participant stood on the FP, straight
ahead, with feet hip-width apart. The virtual room stays still. The recording
lasted 30 s.

• C2—Stable position with moving VVS: the participant stood on the FP, straight
ahead with feet hip-width apart. The virtual room has a sinusoidal movement.
The recording lasted 50 s.

• C3—Tandem Romberg position with moving VVS: the participant stood on the
FP, straight ahead, one foot in front of the other one (tandem Romberg stance).
The virtual room has a sinusoidal movement. The recording lasted 50 s.

Fig. 1 Setup: a Experimental setup for the adults group in condition C3; b Capture of the virtual
room used in the experiment
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The virtual room was created with Blender, a free 3D rendering software. It was
decorated with child toys and furniture so as to create a friendly environment. A toy
plane was placed in the line of sight of the individuals in order to help them to focus
on the task, and not to be distracted away. It was projected to a wall with a short
focal projector in a dark room. It rolled at 0.25 Hz with an inclination of ±10°. For
the adult group setup, the dimension of the projection was 2.4 m large × 1.8 m high
and the participants stood at 1.3 m of the point of observation (Fig. 1b). For the
children group setup, the dimension was 1.75 m large × 1.16 m high and the
participants stood at 1 m.

3.2 Data Analysis

For all the sessions, a FP (AMTI OR6-5-1000) was used to record the displacement
of the centre of pressure (CoP) with a sampling frequency of 1 kHz. We used a
Butterworth filter with a cut-off frequency of 10 Hz on the recorded data in order to
reduce the noise. We computed the Root Mean Square (RMS) of the CoP in both
mediolateral and anteroposterior directions as an indicator of the individual’s sta-
bility. Indeed, the RMS provides the information about the variability of the CoP in
space [15]. We computed the Fast Fourier Transform (FFT) of the CoP and the
correlation with a 0.25 Hz sinus so as to evaluate coupling between the postural
response and the moving visual stimulus. In order to assess the correlation between
sensory preferences and postural responses to our visual stimulus, we computed the
correlation between the scores of the different items of the SP and the data obtained
from the CoP. We computed the correlation between the CoP behaviours during
different conditions to evaluate if a behaviour in a condition induced another
behaviour in a different one. Then, we used clustering analysis (Dendrogram) to
form behavioural groups.

3.3 Results

We observed a close relationship between the AASP patterns and the postural
behaviours. Individual with higher movement sensory sensitivity score in AASP
showed greater postural stability, and postural sway less driven by the moving
VVS. A low visual sensation seeking behaviour also resulted in smaller postural
responses to the moving VVS whereas individual with a higher visual sensitivity
showed a greater postural coupling response with moving VVS. A relation between
age and postural instability was found, but not between age and postural response to
the moving VVS.

Clustering analyses allowed us to identify 3 groups with significant different
behavioural responses (see Fig. 2): (G1) high scores in movement sensitivity and
visual sensation seeking, low scores in visual sensory sensitivity and strong visual
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independence to the moving VVS, suggesting an overreliance on proprioceptive
input and hypo reactivity to visual cues; (G2) moderate scores in movement sen-
sitivity and low scores in visual sensation seeking, low scores in visual sensory
sensitivity and moderate reactivity to moving VVS, suggesting a reliance on both
visual and proprioceptive input; and (G3) high scores in visual sensory sensitivity
and low scores in movement sensitivity and in visual sensory seeking, and hyper
reactivity to moving VVS, suggesting a weak proprioceptive integration and strong
visual dependency.

4 Greetings with Nao

4.1 Method

A first Human-Robot Interaction was conducted with all our participants. The
interaction purpose was to present Nao to our participants for a short duration, up to
2 min. Indeed, some of the individuals with ASD are reluctant to unusual events
and change in their daily routine. The scenario was the following: after being seated
in front of Nao, the robot waved to the participant and said “Hello, I am Nao. You
and I, are going to be friends”. If the participant was verbal, the robot asked for the
participant’s name. Afterwards, it continued with “Hello” followed by the name of
the participant, and asked if he/she wanted it to dance for him/her, and then danced.
During all the experiment, the participant was with his/her caretaker. The caretaker
encouraged the participant to look at and answer to the robot. We manually ana-
lysed the video recording the participants’ gaze direction and gestures towards the
robot, the caretaker, and all the other directions so as to determine a match with the
3 groups described in Sect. 3.3, so as to evaluate our H1 hypothesis (Table 1).

Fig. 2 Left Histograms of the mean RMS for the groups defined by clustering analysis for the 3
conditions. Right Histograms for AASP scores for the groups
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4.2 Results

The analysis of the gaze direction showed us that the individuals from G3 had gaze
direction more focused on Nao and switched less their gaze than the individuals
belonging to other groups. The individuals from G1 were less looking at Nao, they
switched more their gaze, and looked more in other directions (nor the robot or the
caretaker) than the other groups, see Table 1. Only two individuals (AD3 from G2
and AD6 from G1) looked less than 50 % of the time in other direction. The gesture
analysis showed that individuals from G3 (two out of four: CH2 and CH6) had
more social gestures than the other groups toward Nao robot, such as waving back
to Nao while it was presenting itself. Only one of the individuals from G2 (AD1)
had this behaviour and none of them was in G1. Two individuals (CH5, non-verbal,
and CH6) took the initiative to touch the robot during the interaction. Overall, they
were impressed by the machine. Participant AD1 recoiled when the robot moved its
arms in her direction but she was the only one from G2 to wave back. The indi-
viduals from G3 showed more initiative to answer back to the robot. All of them
answered to the robot after it asked the name and/or if he/she wanted it to dance.
Half of the individuals from G2 had this same behaviour, and only one individual
out of 4 of the G1 (CH5 from G1 is non-verbal so she is not taken into account).
Moreover, participant AD4 from G1, who answered back, was really happy to
interact with the robot.

5 Conclusion and Discussions

Thanks to our first experiment, we succeeded to form three groups between our
participants, describing each participant’s response to visual and proprioceptive
inputs. With these results and our hypothesis H1, we were able to make assump-
tions on the behaviours each individual will have during the Human-Robot
Interaction sessions. We posit from H1 that individuals from G1 will have less
successful interaction than the ones from G2 and G3, and that individuals from G3
will have the most successful interactions. The interaction between the participants
and the robot we conducted permitted us to analyse their behaviour toward the
robots. The analysis confirmed our hypothesis made on the groups. Participants
from G3 showed longer gaze direction, more speech and social gesture initiatives
toward Nao and participants from G1 showed less social behaviour than the 2 other
groups.

Table 1 Mean percentage of
the gaze direction for each
group

Gaze direction G1 (%) G2 (%) G3 (%)

Toward the robot 62.58 69.06 89.19

Toward the caretaker 13.84 1.49 1.59

Other 23.57 29.45 9.21
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As it have been already seen in SAR almost all of our participants, children and
adults, showed great interest to their new mechanical companion. We confirmed our
hypothesis on the formed groups on a short greeting interaction. Moreover, the
interaction was relevant because greetings are an important stage of social inter-
action. Presenting the robot before starting the long-term personalized interaction
seemed to be an important first step, as in ASD new events can be stressful and
feared.

As in [8], we did not find a relationship between age and postural behaviours,
differently to typically developed individuals [16]. The groups G1 and G2 are
linked to the results found in these studies. The profiles we defined gave us a group
formed by individuals with a weak proprioceptive integration and strong visual
dependency (G3), which is in contradiction with earlier studies showing our
statement that individual with autism have an overreliance on proprioceptive cues.
However, Molloy et al. [17] found an impairment of the proprioception input in
autism, and that children with ASD used more the visual cues to reduce sway and
maintain balance. In [18], the authors found that unlikely to typically developed
individual, individuals with ASD have an impaired proprioception development.
Their sensory-motor signal appear to remain at the kinaesthetic stage of typically
developed 3–4 years old children, and have to rely on visual inputs. They also
conjectured that the impaired proprioception of physical micro-movements of the
individuals with ASD impedes as well their visual perception of micro-movements
in others during real time interactions, impairing their abilities to interact with
people.

These results will help us to model the customized Human-Robot Interaction
sessions and adapt the robot’s behaviours as a function of the participants’ profile.
We plan on developing a parameterized robot behaviour that will adapt its gaze,
head and body posture, gestures, speech and facial expressions [11]. The collab-
oration with two care facilities allows us to observe the long-term effect of a therapy
with humanoid robots on 13 participants, innovative in SAR for individuals with
ASD. Indeed, most studies are on few days, weeks or month with subject pools up
to 3–4 participants.
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Human Robot Collaboration for Folding
Fabrics Based on Force/RGB-D Feedback

Panagiotis N. Koustoumpardis, Konstantinos I. Chatzilygeroudis,
Aris I. Synodinos and Nikos A. Aspragathos

Abstract In this paper, the human-robot collaboration for executing complicated
handling tasks for folding non-rigid objects is investigated. A hierarchical control
system is developed for the co-manipulation task of folding sheets like
fabrics/cloths. The system is based on force and RGB-D feedback in both higher
and lower control levels of the process. In the higher level, the perception of the
human’s intention is used for deciding the robot’s action; in the lower level the
robot reacts to the force/RGB-D feedback to follow human guidance. The proposed
approach is tested in folding a rectangular piece of fabric. Experiments showed that
the developed robotic system is able to track the human’s movement in order to
help her/him to accomplish the folding co-manipulation task.

Keywords Human robot collaboration � Folding � Cloths � Force/RGB-D
control � Human intention � Co-manipulation

1 Introduction

In the industrial and craft sectors as well as in domestic and agricultural domains
there are various tasks where two humans are needed to manipulate a non-rigid
object. In cloth/carpet/upholstery/awning industries such tasks are transportation,
handling and folding of long fabric sheets [1]. Moreover, similar tasks are found in
automotive assembly such as: upholstery of seats, carpets and long cables or in
robotic space applications such as blanket manipulation for satellites. Other cases
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can be found in handling of sheets for laying-up the plies of a composite material
object. The folding of fabrics by people with disabilities proves to be sometimes a
difficult task and especially in cases where only one hand is functional. Despite the
challenges for great research opportunities in this scientific field, the automation of
such tasks is still rudimentary.

The robotized manipulation of non-rigid and highly flexible sheet-like objects is
a very complicated problem due to their very low bending resistance, their large
deformations and their materials’ non-linearity [2]. This kind of objects can change
their shape by twisting, buckling, folding and wrinkling due to gravity. It is often
said that they have “infinite” degrees of freedom since it is very hard to define how
many are needed to define their configuration.

The approaches and the research efforts to build robotic systems for handling
fabrics, considered one robot [3, 4] or two cooperative robots,1,2,3 [5–7]. These
approaches were based on fabric state recognition using mainly vision sensing, or
on predefined folding motions that are based on humans’ motion analysis [4], or on
high speed dynamic folding without table and using cloth models [5], or on a
combination of the above concepts [6, 7]. Most of these approaches, besides their
needs for knowing or identifying the state/model of the fabric, are not directly
applicable for folding fabrics with larger dimensions.

In an alternative viewpoint, the robots cooperate with humans which are the
leaders, while the robots assist them; this could be applied in domestic or industrial
fabric handling tasks. The concept of human-robot cooperation for moving a piece
of fabric along one direction was presented in an earlier study [8]. In that work, the
motion of a piece of fabric along a line was based on a neural network controller
and compared to a PID controller. The human was the guider for this simple
handling task and the robot followed him ensuring a constant tension on the fabric.
Later, this was extended to the transport of the fabric along the main directions of a
fixed Cartesian system [9].

In the present paper a two level hierarchical control system is proposed, based on
human robot collaboration for co-manipulation of sheet like fabrics. The higher
level deals with the perception of the human’s motion, and the decision making for
the determination of the robot’s grasping point. In the lower level, the
co-manipulation handling task is implemented by a hybrid force/RGB-D feedback
controller. The folding of a rectangular piece of fabric is presented as a case study.
In the next sections, the proposed approach for the fabric folding task is described.
The two levels of the hierarchical system are presented in Sects. 2 and 3. The
experimental results and the efficiency of the proposed system are presented in
Sect. 4, while the prospects of the system are described through the future work in
the last Sect. 5.

1Rethink Robotics, http://youtu.be/Mr7U9pQtwq8.
2CloPeMa research project, http://youtu.be/gK7yuPfzuD4.
3UC Berkeley Folding Robot, http://youtu.be/gy5g33S0Gzo.
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2 Fabric Folding Based on Human-Robot Collaboration

The autonomous accomplishment of a very complex and demanding handling task,
such as the folding of a fabric requires systems that should have high flexibility and
intelligence to plan the motions. Thus, the human-robot collaboration, where the
human acts as the guider and the robot follows, is proposed. A folding handling
task according to the proposed approach is shown in Fig. 1, where a human and a
robot are collaborating for folding a piece of fabric, e.g. a towel or a tablecloth laid
on a table.

For the reduction of the possible fabric’s configurations the well-known
gravity-table pair is considered. It is also assumed that the model of the fabric is
unknown due to the difficulties in fabrics’ modelling. Likewise, the identification of
the configuration and the state of the fabric, i.e. unfolded, wrinkled or not, folded with
one or more folds etc. are not responsibilities of the control system but are duties of
the human, who acts as the task leader. Our aim is to develop a robotic controller for
co-manipulation of a variety of fabric types without any prior knowledge about the
fabrics model and its properties, but to be able to co-manipulate only through the
recognition of the intention and the actual movements of the human.

An RGB-D sensor is used to identify the configuration of the human and a vision
sensor is used for localizing the fabric. A decision making system is proposed to
deduce the human’s intention in terms of how she/he wants to handle and fold the
fabric. The system decides the appropriate robot grasping point on the fabric to
accomplish the folding subtask implemented at lower level. In the co-manipulation
phase the robot is synchronized with the human through a hybrid force/RGB-D
controller.

3 The Two Level Hierarchical Control Scheme

A state transition diagram of the hierarchical sequence Perception—Decision
making—Decision execution—Co-manipulation is designed, as shown in Fig. 2, to
realize the fabric folding task, where the states of the human-fabric-robot system

x

y

z

Fig. 1 Human robot
collaboration for folding a
fabric
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are represented. The process starts with state (A) where the human’s hand moves
towards the fabric. The loop (Hmotion at state A) ends and the state of the system
changes to state (B) when the human grasps the fabric (Hgrasp). At this point the
intention of the human concerning the next folding sub-task is deduced, and the
robot positions its end effector in order to grasp the fabric (Rmotion at state B). The
loop terminates when the robot grasps the fabric and the system’s state is transferred
to state (C). In state (C) the lower level of the hierarchical control is taking place.
The robot follows (Rmotion at state C) the human’s actual motion (Hmotion at state C)
under force/RGB-D feedback. This action results to a folding of the fabric
according to the guidance provided by the human. If the human wants many folds
of the same fabric the above described procedure is repeated when the human
simply releases the cloth (state transitions back to A).

3.1 Perception and Decision Making (Higher Level)

In the higher level of the control scheme, the perception of the human motion and
the inference of the human intention take place. The shape of the cloth, as well as
the human gripping point and his/her configuration could be a basis for correctly
deciding the intended folding. Once the folding configuration is understood, the
robot gripping point can be calculated and sent to the robot to start the
co-manipulation.

Human pose/intention based on RGB-D sensing
Experiments were performed with humans in collaborative folding without having
the ability to verbally communicate one with another so as to understand each
other’s intention. After that, the participants were asked to describe how they
concluded what the other human intended to act. In the fabric folding process, there
are two major criteria that were employed to identify the human’s intention;
tracking of the gripping hand position and tracking of the person’s torso orientation.

This result was very close to our initial guess, since a human prefers to maintain
a high dexterity across the direction of his intended motion, which is normal to his
torso orientation. Also, considering the fact that psychological reasons might apply
when cooperating with an industrial manipulator, the human will choose to keep his
point of view towards the robot for safety reasons (keeping his eyesight always
opposite). These assumptions could suffice in fabric folding tasks because the robot
has a robust decision making mechanism that can understand the required folding
procedure.

The localization of the fabric plays also a major role in the cooperation. The
identification of the fabric configuration is a very complicated task. However, in our
scenario the human’s intellectual ability is much greater than the computational
power provided by a machine learning algorithm. Therefore, it is assumed that the
human has the fabric laid on a flat surface for the robot. The RGB-D sensor can be
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used for the localization process as well—if the cost is to be kept to a minimum—
however an additional low cost camera is used for better results and to place the two
sensors in an optimum location. Machine learning algorithms or lookup tables
could be considered for decision making in complicated fabric folding tasks.

Robot action according to human intention
After the decision making process that determines the fabric location and robot
grasping point, the decided robot motion is executed (intermediate level as shown
in Fig. 2). The robot approaches the desired point of the fabric from the top and
grasps (pinches) the fabric. For this sub-task a force-position controller is devel-
oped, where the force part (along the z axis) is responsible for approaching the table
until a predefined force is measured. The gripper direction points to the corre-
sponding point that has been grasped by the human, as shown in Fig. 1. After this
level, the robot is ready to follow the human’s movement controlled by a hybrid
force/RGB-D controller.

3.2 Co-manipulation Based on Hybrid Force/RGB-D Robot
Control (Lower Level)

The folding of the fabric is accomplished with a synchronized motion of the human
and the robot hands. In this lower level hybrid control scheme (Fig. 3) for the
co-manipulation, the RGB-D system (Vision/Depth–feedback) is tracking the
human’s hand and the force sensing system (Force–feedback) measures the actual
forces that are applied to the fabric. The motion of the robot end-effector along the
main axes is guided by the combined outputs of the force and RGB-D feedback
controllers, as:

B C

Hmotion

Hgrasp

Rmotion Hmotion & Rmotion

A
Rgrasp

H
ungrasp

Higher level:

Perception &

Decision making

Decision

execution

Lower level:

Co-manipulation

Fig. 2 The hierarchical controller and the state transition diagram for the folding task

Human Robot Collaboration for Folding Fabrics … 239



Robot position: direction, axis +x −x +y −y +z −z

Controller: force (F), RGB-D (V/D) F V/D V/D V/D F, V/D V/D

The x, y, z-axes are for the tool frame, i.e. the coordinate system shown in Fig. 1.
The motion of the robot along the +x direction depends only on the force controller,
since when the human pulls the fabric the force signal is more significant than the
RGB-D one. Along the other directions the fabric resistance is negligible and
therefore the measured forces are very low, while the vision/depth feedback signal
is significant. Finally, for the motion along the +z direction both the force and the
RGB-D controllers contribute to the end-effector motion; however, the force con-
troller has priority to prevent collision of the robot with the table.

RGB-D feedback (V/D) for the co-manipulation during folding
The skeleton tracking library used can track the configuration of the most signifi-
cant joints in the human body. However, due to the nature of the sensor as well as
the intended use of this software, the accuracy of the algorithm can be compro-
mised, leading to a significant position error that could damage the process. To
overcome this problem, a moving average filter has been used that filters out large
displacements over small time steps. This filter however causes an increase in the
time constant of the controller, which however is acceptable due to the nature of the
cooperative task.

The interface between the RGB-D servoing controller and the manipulator is for
a two way communication, allowing the high-level controller to correctly identify
the state changes from state C to state A (when the human releases the fabric). This
is identified when the distance between the hand and the end effector increases
(over a tuned threshold), and no significant change in the force is measured.

Force feedback (F) for the co-manipulation during folding.
The force feedback controller consists of a neural network controller shown in
Fig. 3. A feed forward neural network with a simple topology, composed by three
layers with the configuration (1–6–1) has been used as described in [8, 9].
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Fig. 3 Hybrid force/RGB-D control scheme
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4 Experiments and Results

The Adept Cobra s800 robot is used for the experiments. The forces are measured
using the F/T system (Gamma 65/5) from ATI Industrial Automation, mounted on
the robot’s wrist. The RGB-D sensor is the Asus Xtion while for the fabric
localization a simple low cost USB webcam is used. The perception and decision
making processing of higher level is implemented in C++ and runs in ROS [10]
with OpenCV [11] (for fabric localization) and NITE2 [12] with OpenNI2 drivers,
publicly available at bitbucket. The high level controller is implemented in a PC
and communicates with the robot controller via serial interface. The low level
controller, including the force control scheme, is implemented directly on Adept
SmartController CX.

To demonstrate the capabilities of the proposed controller, the task of folding a
rectangular piece of fabric is tested.4 The fabric is laid on a flat surface, and a
calibration pattern is used to identify the extrinsic parameters of the camera with
respect to the surface of the fabric. The coordinates of the four vertices of the fabric
are calculated using a simple threshold filter and sent to the high level controller,
see Fig. 4. Concurrently, the RGB-D sensor tracks the human configuration and
performs a nearest neighbour query to identify whether his hand is close to any of
the fabric’s vertices.

The controller does not monitor the actual grasping movement for simplicity;
instead it assumes that the human has performed the grasping if his hand is not
moving for a short period of time, while still being close to the fabric vertex (shown
in Fig. 5), for two different grasping configurations of the same fabric. The yellow
sphere shows the identified vertex grasped by the human while the white sphere
shows the commanded vertex that will be grasped by the robot’s end effector. The
green sphere shows the actual human hand position as identified by the RGB-D
sensor.

In Fig. 6, the fabric is folded in 8 layers (1a–1b–2a–2b–3a–3b) in three stages.
This folding is the conventional one that is followed when folding tablecloths, bed
sheets and towels. The states of the higher level (perception-decision
making-execution) are in the top pictures (1a, 2a, 3a), where the human and the
robot grasp the fabric. At the end of the co-manipulation (lower level) the states of
the fabric are shown in the bottom pictures (1b, 2b, 3b), where one fold of the fabric
has been completed. The transition from one fold to the other (1 → 2, 2 → 3) is
performed if the human stops her/his movement and ungrasps the fabric, while
withdrawing his hand towards his torso.

4A demonstration of the folding task can be viewed in the Robotics Group YouTube channel.
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5 Conclusions and Future Work

The collaboration of a human and a robot for folding rectangular pieces of fabrics is
presented in this paper. The proposed hierarchical control based approach is pre-
sented in detail and the experiments show that the co-manipulation for folding is
achieved.

Our future research directions of this work are focused on the development of a
sophisticated decision making system for complicated folding sequences, on the

Fig. 4 The coordinate frames of the robot, RGB-D sensor and the camera extrinsic calibrated
fabric coordinate frame. The purple spheres indicate the four identified vertices of the fabric

Fig. 5 Two grasping configurations for the same fabric (left 3D model and right camera feed)

Fig. 6 Photos taken during the folding process after three consecutive folding motions
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investigation of the robustness of the system and its speed response, as well as on
the incorporation of the torques in order to involve the pitch/roll/yaw movements of
the robot.
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Case Studies for Education in Robotics:
From Serious Games to “Technology
to Teach Technology” Platforms

Monica Drăgoicea and Theodor Borangiu

Abstract This paper describes a specific perspective on developing case studies
related to education in robotics. The proposed framework intends to support stu-
dents learning how to develop distributed software applications through function-
ality composition. The multi-agent approach is used as a test bed for case studies
development. It tries to stress the role of the application development platform in
creating rich simulations, giving students the possibility to express their goals with
clarity, and creating suitable application architectures to achieve their goals. The
presented roadmap describes three “Technology to Teach Technology” platforms
that support distributed application development. The last section of the paper gives
the structure of a specific case study in mobile robotics, along with the Presage2
multi-agent platform.

Keywords Multi agent systems � Mobile robotics � Agent directed simulation

1 Introduction

Many companies are starting to develop specific software tools on a larger scale to
help their users to interact with real world problems and to better develop skills for
their new jobs facing a larger exposure to the Information Technology in different
industry sectors. Even at the European Commission level it is recognized that ICT
literacy should be encouraged and the education of tomorrow’s ICT professionals
should create that body of knowledge that supports creation and implementation of
specific solutions to meet customers’ needs and realize business opportunities [1].
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The “serious games” movement is oriented today towards more educational
purposes, in which players are involved in real-time interactions. These interactions
are created in virtual worlds supporting decision making processes. Innov8 [2, 3]
and CityOne [4] are only two examples of educational games that help students
evaluate their business skills and the consequences of their decisions, also
addressing complex issues of the energy, water, banking and retail industries. Other
examples of immersive educational simulation platforms, which are built as serious
games, are Volvo Car UK [5], a learning solution that teaches sales people on
essential topics of legislation for automobile sales, or Darfur is Dying [6] which
teaches people about the social and economic situation in Darfur.

Besides these above mentioned names, there are many other examples of games
available on the market, and several types of creators and vendors are actively
playing in it. Among them there are traditional video games companies, serious
games vendors, redoubtable software giants like IBM and Microsoft, or multimedia
companies. Using any of these solutions implies that users have a virtual interaction
with software applications or platforms that let them either entertain or solve
problems, teach, investigate, and advertise in a supervised way, according to
general pre-programmed game rules.

However, this paper intends to express a different perspective on specific aspects
of this type of dedicated virtual worlds, both on academic perspective and personal
skills’ development. This perspective tries to stress the role of the application
development platform, not only in creating rich simulations (see for example [7])
but also in giving students the possibility to express their goals with clarity and to
create suitable application architectures to achieve these goals.

In this respect, Sect. 2 of the paper briefly describes three TTT-based platforms
(Technology to Teach Technology) to support case studies in robotics education.
The concept of self-organization in distributed software applications is further
depicted in Sect. 2 along with Presage2, a programming platform dedicated to the
design of multi-agent systems, and a case study in robot soccer is formulated in
Sect. 3. Section 4 concludes the paper.

2 Platforms and Education in Robotics

2.1 Robocode and Object Oriented Technology

Robocode is an open source programming game in which two or more agents
(embodying real world mobile robots) compete in a battle-type task [8, 9]. The
simulator runs across all platforms supporting Java, being easily integrated with the
Eclipse development platform [10]. Robocode evolved lately as a robot program-
ming platform where modern AI programming and machine learning techniques
can be evaluated to further education in robotics, for example [11–13].
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2.2 Microsoft Robotics Developers Studio
and Service-Oriented Computing

Over the last decades, new styles of writing software applications have been pro-
posed, advancing as distributed information processing and functionality integra-
tion approaches. Service-Oriented Architecture (SOA) is being used today not only
for e-commerce or business applications, but also emerged as a powerful software
architecture design approach in its form of Service Oriented Computing
(SOC) addressing more technologically based developments, like embedded
applications [14–16].

The SOA development cycle requires specific approaches for developing
service-oriented solutions like Service-Oriented Modelling and Architecture
(SOMA) [17], Service-Oriented System Engineering (SOSE) [18], and dedicated
environments, like SOMA-SE, the platform supporting the model-driven design of
SOA solutions [19].

These specific research and development directions raised also a new evolution
perspective on the educational body of knowledge necessary to acquire these new
IT skills, which is different from traditional software development processes.
As SOA paradigm explicitly separates software engineering tasks from program-
ming tasks, the well trained service-oriented system engineers focus on reusable
components, which they utilize to solve real-world complex problems. Therefore,
the educational goal has to be shifted towards teaching students the overall appli-
cation architecture and how to compose large applications using existing func-
tionalities (software services) [20].

In the mobile robotics domain, these skills can be exposed along with the
Microsoft Robotics Developer Studio (MRDS), a reference programming platform
that can be used as a basis for real mobile robots integration. MRDS was proposed
as a choice of expressing service-oriented computing (SOC) principles such as
modularity and reusability related to applying SOA to embedded systems devel-
opment with direct application to mobile robot control architecture design [21].

2.3 Presage2 and Self-Organizing Multi-Agent Systems

Considering the distributed nature of information processing in Multi-Agent
Systems (MAS), Agent Oriented Computing (AOC) is used today to implement
complex distributed applications and distributed intelligent systems, facing aspects
like coordination [22], self-organization [23], and functionality composition [24].
At the same time, Agent Oriented Computing (AOC) and Service Oriented
Computing (SOC) are proposed to be used today from an integrated exploitation
perspective in which they contribute to distributed system design [25]. Agent
Directed Simulation (ADS) [26] integrates different forms of agent-related research,
such as agent simulation (using of simulation for agents) and agent-based
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simulation (using agents for simulation). Specifically, these research directions
above described focus on improving distributed system design, with a strong accent
on the aggregation of software components and their associated interactions in the
model development. Software application functionalities are composed through
interaction and they are embedded in the system model design. In a natural way, the
role of the platform is also emphasised along with these new research develop-
ments, expressing emergent phenomena and interactive system design [27].

Presage2 was proposed as a simulation platform for prototyping societies of
agents and developing Java-based animation and simulations of collective adaptive
systems [28]. However, its usefulness proved to extend towards more complex
visions, as common pool of resources management [29], along with new frame-
works for resource allocation such as computational justice [30] following princi-
ples of sustainable institutions [29]. In Presage2, formal models of distributed
information processing systems expressed as agent societies can be operationalized
through simulation, while software components’ interaction is supported by means
of a powerful rule-based agent choreography mechanism.

3 Designing Case Study Robotic Applications
with Presage2

With Presage2, case studies approaching education in robotics can be further
designed to highlight specific educational principles to sustain the way future
generations will approach real-world problems. Figure 1 presents a “virtual build
and test” application development scenario, through which students may learn to
include into the agent-based model a whole range of representations of surrounding
reality. The development can be further guided following well defined mobile
robotic use cases expressing self-organizing, coordination, cooperation and
negotiation aspects where behavioural assemblages emulate a certain group
dynamics, like robotic foraging, robot soccer and formation maintenance [31].

Figure 1 illustrates four main steps to follow when educational case studies in
robotics are defined with Presage2 multi-agent programming platform:

• (s1) Robotic task identification. A requirements document is created to define
overall robotic system functionalities, as well as performance measure for
system validation through simulation, based on independent, local decisions and
actions of the system’s components;

• (s2) Scenario definition. A use case model is created to comply with the robotic
task objectives. The agent based simulation scenarios will be further defined and
the agent based simulation will be created in an environment that allows vali-
dating different aspects of interaction between task participants;

• (s3) Formal model design of the robotic task. The architecture of the agent based
model is defined, consisting of a set of agents, the environment in which they
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operate, agents’ communication protocol, and the set of general rules according
to which they execute their actions;

• (s4) Agent based operational modelling of the simulated robot assemblage
society. The agent based implementation model is executed in Presage2.

Fulfilling these steps leads to the creation of specific outputs in terms of models
and artifacts’ to be used later for action composition and task implementation on
real mobile robots. As a consequence, different design and development aspects can
be expressed, such as: (a) coordination of various robotic systems; (b) experimen-
tation within a simulated environment for coordinating the interactions of the dif-
ferent components of the multi robotics systems; (c) modelling of the multi robotic
system as a system of systems through the formal model design of the robotic task
expressing coordination architectural styles; and (d) developing a set of model

Fig. 1 Virtual build and test scenario in robot education tasks
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architectures expressing distributed system design aspects, allowing students to
observe global outcomes that are the consequence of agents’ interactions and
adaptation to specific governance rules.

3.1 Formal Model Design of the Robotic Task Using
Presage2

This section formalizes a robot soccer task as a Presage2 multi-agent model,
depicting step (s3) in the previous section. Robot soccer is an example of a robot
task described as an artificial society in which societal rules can be analysed. Robots
in a soccer game exhibit active cooperation as well as non-active cooperation in
pursuing their tasks.

The set of mobile robots defined in the Presage2 multi-agent model consists on
the following players: goal-keeper, forward, outside-left, outside-right, and
centre-half. This section only depicts model creation for goal-keeper and forward
players, while all the other field players display the same behaviours, being different
only on their position on the playground. Table 1 defines the elementary behaviours
and general rules triggering these behaviours, which are sequenced to form a
complete strategy; each agent selects from a set of behavioural assemblages to
complete the task [31].

Figure 2 presents the steps required for the execution of the agent-based simu-
lation model in Presage2.

Each agent executes different actions (behaviours) based on the specific gov-
ernance rule that applies to him. Each one of the behaviours is triggered by an
environmental condition being tested as a Drools rule. Once the condition is true,
the agent action is selected to be executed in a reactive manner. For example, in

Table 1 A Presage2 formal model of a robot soccer task

Agent Behavioural
assemblage

Governance rules
(Drools)

Action

Goal-keeper DEFEND rule “Defend” when
Goal-keeper(detect_ball
()) then moveHalfDist();

Go to the half distance between
ball and the middle of its team
gate

GO_TO_BALL rule “Detect Ball” when
Goal-keeper (ball_close
()) then follow_ball();

Activated when the ball is close
to the gate

Forward BEHIND_BALL Rule “Attack” when
Forward(find_ball())
then goToGate();

Activated when agent is close to
the ball, positioned between the
ball and the opponent gate

GO_TO_BALL rule “Follow Ball” when
Forward (ball_close())
then follow_ball();

Activated when the ball is close
to the gate
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case of the forward player, once the ball position has been determined, the agent
executes an approach behaviour, which should drive it into a position to kick the
ball forward or even into the opponent’s goal. To effectively implement actions,
different methods were proposed to be used, for example the potential field method
[31]. In its associated area, each robot is subjected to attractive forces (generated by
the ball or the goal) and repulsive forces (generated by the opponent players).

4 Conclusions

This paper emphasises the role of the development platform in supporting teaching
of specific technology-related topics. The concept of “Technology to Teach
Technology” is used to highlight specific characteristics of three development
platforms that support application building and testing of real world scenarios in
virtual environments. A Robot Soccer task was described and its Presage2 model
derived. The vision described in the paper emphasises a possible academic per-
spective for education in robotic engineering field that combines the SOC appli-
cation development with a high-level visual modelling approach assisted by
animation and simulation tools.

Fig. 2 Execution of the
agent-based simulation model
in Presage2
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Designing a Multimodal Human-Robot
Interaction Interface for an Industrial
Robot

Bogdan Mocan, Mircea Fulea and Stelian Brad

Abstract This paper presents a framework for multimodal human-robot interac-
tion. The proposed framework is intended to bring important contributions to the
development of human robot interaction to facilitate intuitive programming and to
enable easily adapting to changes in robot task without the need of using skilled
personnel. The key elements of this system are speech and hand gesture recogni-
tion, text programming, and interaction capabilities that allow the user to take over
the control of the robot at any given time. Furthermore, our approach is focused on
robot tasks. A user can express his/her preference for one or more modalities of
interaction so that selected modalities fit user’s personal needs.

Keywords Multimodal user interface � Industrial robots � Multimodal interaction

1 Introduction

Over the last decades industrial robots have become more powerful and intelligent.
Thus, in many cases an investment in industrial robots is seen as a vital step that
will strengthen a company’s position in the market because it will increase the
production rate and the process efficiency while reducing the operating costs [1].
Automation based on industrial robots represents the best solution for both pro-
ductivity and flexibility [2, 3]. However, in small and medium enterprises (SMEs)
robots are not commonly found. Even though the hardware cost of industrial robots
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has decreased, the integration and programming costs for robots make them still
unaffordable for SMEs [4, 5]. It is, thus, quite difficult to motivate a SME which
is constantly under market pressure, to carry out a risky investment in robotics
[2, 6, 7]. Typically for those SMEs that have frequently changing applications, it is
quite expensive to afford professional programmers or technicians, and therefore a
human robot interaction solution is demanded [8, 9]. Therefore, today’s industrial
robots do not offer rich human-robot interaction (multimodal interaction), are not
simple to program for end-users, and the programming procedures are time con-
suming [10, 11].

The traditional online robot’s programming can be done in three ways: (i) jog-
ging an industrial robot with 6 degrees of freedom (d.o.f.) with a joystick with two
d.o.f. is very time consuming and cumbersome; (ii) the operator doesn’t get any
visual feedback of the process result before the program has been generated and
executed by the robot; (iii) many iterations are needed for even the simplest task
[6, 11].

Offline programming environments like RobotStudio from ABB solve some
disadvantages described above. But also off-line programming software presents
several problems in many industry applications, particularly, when the robot task or
the robot trajectory needs frequent change [7]. On the other side, multimodal
interfaces allow users to move effortless between different modes of interaction,
from visual to speech and touch, according to changes in context or user preference
[8]. These interfaces have the advantage of increased usability and accessibility
[12, 13]. In multimodal interfaces, the weaknesses of one modality can be offset by
the strengths of another one [12]. Accessibility determines how easy it is for people
to interact with the robot. Thus, multimodal interfaces can increase robot task
efficiency, though perhaps not significantly, as pointed out by [14].

This paper proposes an approach that enables the development of a multimodal
interface facilitating intuitive programming of an industrial robot. Our goal is to
give an industrial robot the ability to communicate with its human operators in a
more intelligent way, thus making the programming of industrial robots more
intuitive and easy.

The paper is structured on five sections. Following this introduction, Sect. 2
describes related works regarding multimodal interfaces for programming industrial
robots. Section 3 emphasizes the design process and the interface architecture that
lead to an intuitive programming of an industrial robot. Section 4 describes a
software demonstrator for multimodal interaction and finally, the conclusions are
discussed in the Sect. 5.

2 Related Work

Even though the literature on multimodal systems approach is still scarce, various
studies have shown that multimodal interfaces may be preferred by users over
unimodal alternatives, because they can offer better flexibility, reliability and

256 B. Mocan et al.



interaction alternatives to meet the needs of diverse users with a range of usage
patterns and preferences [15–17]. Since the introduction of the “Media Room”
concept by reference [18], many other systems have been developed based on
multimodal interaction with the user. Researchers have established different
methods for implementing such systems [19–21]. All multimodal systems are in a
way similar in the sense that they receive inputs from different devices/equipment
and combine the information to build a common semantic meaning from these
inputs [16].

Finite-state multimodal parsing has been studied by researchers within Ref. [22];
they present a method to apply finite-state transducers for parsing inputs. In Ref.
[23] speech modality alone has been used to command an industrial robot through
switching between pre-programmed tasks. Reference [24] points out that coupling
of speech recognition and dialog management (multimodal approach) can improve
the performance of a system. A good study on incremental natural language pro-
cessing and its integration with a vision system can be found in Refs. [6, 25, 26].
A multimodal interaction scheme is very convenient for robot programming
because combining two or more interaction modalities can even provide improved
robustness [27]. Reference [28] highlights the possibility of combining the speech
and static gestures in order to program a robot for grasping and manipulate an
object.

Augmented reality (AR) provides great opportunities for Human Robot
Interaction (HRI) too, and has been widely used in tele-robotics because it allows
the operator to work as if he is present at the remote working environment [9, 29,
30]. Through tablet PCs and head mounted displays it is possible to visualize and
generate robot paths through a pointing device [30]. In their work related in Ref.
[30] the authors track visually markers to define collision-free paths for the robot.
Once the path is generated a virtual robot simulates the behaviour of the robot on
the screen. Refs. [6] and [30] combine both augmented and virtual reality envi-
ronments together with higher level voice commands to remotely operate an
industrial robot.

Analyzing the available literature it can be seen that the majority of research
efforts are focused on providing a suitable robotic programming method for SMEs,
by improving existing programming methods (e.g. online and offline programming)
or by combining different programming modalities in so called multimodal robot
interaction using new concepts such as Augmented Reality.

The progress in online programming of industrial robots is largely based on
sensor and control technologies to assist the operator in learning/planning complex
robot motion more easily. Integrating AR with offline programming software
originates from the idea of making human-robot interaction more interactive and
flexible. With the development of more powerful CAD/CAM/PLM software,
robotic vision, sensor technology, etc., new programming methods like multimodal
interactions, suitable for SMEs, are expected to be developed in years to come.
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3 Competitive Design of the Multimodal Interaction
System

Designing multimodal systems for industrial robots is challenging. A set of mul-
timodal myths have proven to be useful in designing multimodal systems, as
expressed in Ref. [31]. The classic design approaches and insights from PC envi-
ronments do not necessarily translate well to industrial robots’ multimodal envi-
ronments. Designing a multimodal interface for industrial robots must focus on
robot tasks and operator needs. The set of tasks that an industrial robot can perform
is directly affected by the robot pose or joint configuration at one moment [3].
Specifically, the followings are challenges of industrial robot programming:
(1) Obstacle avoidance: in case the robot approaches an obstacle, the operator
needs to modify a teaching position; (2) Joint limit avoidance: when an axis limit of
a wrist is reached or when a singularity is entered by the robot, the operator must
take out the robot from that position; (3) Model task specific robot trajectories: the
operator must develop the logic of the task and integrate adequately target points
within the robot trajectory.

Having in mind the challenges regarding classical robot programming when
using competitive design principles and methods like AHP (Analytical Hierarchy
Process), PUGH (Pugh Method), TRIZ and QFD (Quality Function Deployment),
we developed a methodology (represented in Fig. 1) to identify the right operators’
requirements, process needs, objective functions, and the best combination of the
multimodal interface inputs.

The proposed methodology for selecting the inputs for the multimodal interface
consists of the following steps (see Fig. 1):

Step 1 Define operator requirements, process- and robotic system needs as a set of
requirements and rank them. For ranking, tools like AHP can be used.

Step 2 Define a set of target functionalities in accordance to the intuitive pro-
gramming needs and deploy them against the set of need-related require-
ments. Thus, weights of target functionalities in relation to the multimodal

Fig. 1 Roadmap for selecting the inputs for the multimodal interface
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programming needs are determined. Correlations between target func-
tionalities have to be also established. QFD-type relationship and corre-
lation matrices could be used to fulfil this step.

Step 3 Formulate vectors of innovation for each negative correlation between
target functionalities and for each challenging target. TRIZ is a powerful
tool to fulfil this process. The resulted innovation vectors represent paths
towards which creativity and skills should be directed when (minimum 3)
concept solutions are elaborated.

Step 4 Formulate design specifications for multimodal interface having in mind
the needed target functionalities.

Step 5 Generate minimum 3 concept solutions for the multimodal interaction.
Inputs from TRIZ method are expected to be integrated within the gen-
erated solutions.

Step 6 Evaluate the solutions that were generated at step 5 and select the solution
that best satisfies the planned performance for the multimodal interaction
interface (see Step 2). Pugh method can be used to fulfil this step.

Step 7 Results from step 6 are used for further development (detailed design and
planning at component level). Use-cases, modelling languages (e.g. UML
[1]) and other specific tools for software analysis and design can be used to
support this step.

The identified operator requirements, process- and robotic system needs for a
multimodal interface that facilitate the intuitive programming of a robot, are:
(a) automatic presentation of contextually-appropriate information (18 %); (b) easy
to use by an operator (25 %); (c) easy to set up (16 %); (d) graphical intuitive
interface (24 %); (e) clear indication on the robot’s display the logical next step
(17 %). The percentages in brackets represent the rank for each requirement,
identified with the help of the AHP method. The selected inputs for the multimodal
interface were speech and hand gesture recognition, backed up by text
programming.

Based on design guidelines and results highlighted above, the proposed
framework/architecture of multimodal interface is composed of four functional
modules, as illustrated in Fig. 2. The first module (multimodal interaction) trans-
lates hand gestures and voice command into a structured symbolic data stream. The
second module (actions interpretation) selects the appropriate set of primitives
based on user input, current state, and robot sensor data. The third module (pri-
oritized execution) selects and executes primitives based on the current state, sensor
inputs, and the task given by the previous step. Finally, the fourth module facilitate
the translation of the actions, voice command and gesture into instructions in robot
native programming language to be integrated within the robot programming task.
The multimodal interaction between the human operator and robot must be sup-
ported by an intuitive graphical interface.
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4 Software Demonstrator for Multimodal Interface

A software demonstrator was developed (Fig. 2) to exemplify the effectiveness of
the multimodal interaction in robotic systems. The demonstrator is still under
development; the communication with the robot controller ABB IRB 1600 (S5) was
established and we control now by hand gestures the opening and closing of the
robot’s gripper. The demonstrator could control the robot by text programming
directly from a computer. The demonstrator (multimodal interface) has the capa-
bility to interrupt commands pre-emptively; it facilitated the verification of the
operating mode through sequential programming and demonstrated effectiveness of
client-server communication through the robot’s TCP/IP facility. The client server
application allows one user at a time to access the server in order to transmit the
coordinates of a point inside the robots workspace, which the robot must reach. The
client can also specify what kind of motion type the robot will perform to reach that
point, having the options: linear, joint of circular.

Using the multimodal interface (software demonstrator) the operator can
instantly program the robot using the graphical interface for text programming and
the sensor glove for gesture commands (Fig. 3). This approach will enable pro-
duction engineer to focus on manufacturing requirements rather than to the robot
programming issues.

Fig. 2 The multimodal interface framework
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5 Conclusions and Further Works

In this paper, we have described an overall architecture for interactive multimodal
industrial robot programming interface and have illustrated the framework which
uses a demonstrator. The programming approach offers, through an interface using
intuitive text programming, hand gestures and speech recognition, the ability to
provide interactive feedback to the industrial robot to coach it throughout the
programming and execution phases. The user’s intention is captured in the form of
sequential robot program, and the flexibility given by the framework through
real-time interaction and intuitive interface allows the captured intent to be closer to
the user’s real intention.

The demonstrator verifies the communication with the robot controller and the
effectiveness of the text and partial hand gesture programming (till now we were
able to open and close the gripper by sensor gloves) in the multimodal program-
ming and execution approach, including the capability to interrupt commands
pre-emptively.

To attain a comprehensive multimodal interface robot programming system,
several elements still need to be further developed and others to be added in the
future. We have to further develop the multimodal recognition module, to integrate
speech interpretation module and to test additionally the actions interpretation
module and the prioritized execution module. Although the programs generated by
the current version can be re-executed, they are limited to simple robot task
sequences. To expand the generality of the paradigm, we need to add the ability to
define complex structures such as conditional logics and looping.

Acknowledgments Support within the project POSDRU/159/1.5/S/137516 PARTING is
acknowledged with gratitude.

Fig. 3 Multimodal interaction demonstrator
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Part VI
Modelling and Design of Novel Mechanisms

and Robotic Structures



Modelling of the Hexapod Mobile Robot
Leg Using Matlab SimMechanics

Sorin Mănoiu Olaru and Mircea Niţulescu

Abstract In this paper the authors present a robot leg used to form a hexapod
mobile robot structure. For the leg in question the direct kinematics, inverse
kinematics and dynamic model were derived. The dynamic model was implemented
using SimMechanics toolbox from Matlab. The trajectory for the leg tip was
implemented using piecewise cubic spline interpolation. The algorithms and models
were developed and simulated using the Matlab software suite.

Keywords Hexapod robot � Leg dynamics � Modelling � Simulation �
SimMechanics

1 Introduction

In nature, most arthropods have six legs to easily maintain static stability; it has
been observed that a larger number of legs do not necessarily increase walking
speed [1].

There are two main types of legs configurations that are biologically inspired.
The main difference is in the way the leg swings relative to body. The first type is
similar to cats, humans and birds where the leg swings around a horizontal axis.
The second type is more similar to insects where the legs swing around a vertical
axis providing better stability.

Current vehicles we are using have wheels for locomotion. Wheeled vehicles can
achieve high speed with a relative low control complexity but only on structured
terrain. Since most of the earth’s surface is inaccessible to regular vehicles, there is
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a need for mobile robots that can handle difficult terrain. The large diversity of
existing walking animals offers innumerable examples of locomotion possibilities.
Legged walking machines show robustness in case of leg faults.

An important drawback of legged machines is the complexity of the control
required to achieve walking even on completely flat and horizontal surface in which
much simpler wheeled machines work perfectly well.

Many scientists [2, 3] use animal’s similarities in their mechanical design for leg
configuration and leg design, leading often to simplifications of the actual bio-
logical system. In legged animal locomotion the periodical excitation of the flexor
and extensor muscles is needed in order to produce effective walking movements.
For a walking structure to be able to traverse rough terrain, it needs at least 2 DoF
on each leg to move forward or backward or lift over objects.

Building a mechanical structure that mimics an animal leg is still in progress
[4, 5]. The most common leg structure among current studies has 3 DoF of which 2
DoF are considered located in the first joint or the segment between the first and the
second joint is very small. The authors propose a leg with the segment between the
first and the second joint to be much longer.

The legged locomotion on natural terrain presents a set of complex problems
(foot placement, obstacle avoidance, load distribution, general stability) that must
be taken into account both in mechanical construction of vehicles and in the
development of control strategies.

One way to handle these issues is using models that mathematically describe the
different situations; therefore modelling has become a useful tool in understanding
systems complexity and for testing and simulating different control approaches
[6–8]. Hexapod robots have attracted considerable attention from the scientific
community in recent decades because of the benefits of this type of platform.

2 Hexapod Robot Leg

The successful design of a legged robot depends on a large extent by the leg design
chosen. Since all aspects of walking are ultimately governed by the physical lim-
itations of the leg, it is important to select a leg that will allow a maximum range of
motion and that will not impose unnecessary constraints on the walking.

For the leg in question there has been chosen a 3-segment revolute kinematical
chain (Fig. 1a). The segments Li and the joint Ri of the leg are called: coxa, femur,
tibia respectively coxa joint, femur joint and tibia joint. Coxa joint also represents
the attachment point on the robot. A direct geometrical model for each leg mech-
anism is formulated between the moving frame Oi(xi,yi,zi) of the leg base, where
i = 1…3, and the fixed frame OG(XG,YG,ZG).

The assignment of link frames follows the Denavi–Hartenberg (D-H) direct
geometrical modelling algorithm [9]. The overall transformation from coxa frame to
leg tip frame is obtained as a product between three transformation matrices:
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Ttip
coxa ¼ Tfemur

coxa � Ttibia
femur � Ttip

tibia ð1Þ

Considering Fig. 1 and using D-H parameters the coordinates of each leg tip are:

x ¼ ½l1 þ l2 � cosðh2Þ þ l3 � cosðh2 � h3Þ� � cosðh1Þ
y ¼ ½l1 þ l2 � cosðh2Þ þ l3 � cosðh2 � h3Þ� � sinðh1Þ
z ¼ d1 þ l2 � sinðh2Þ þ l3 � sinðh2 � h3Þ

ð2Þ

where:
d1 is the distance from global frame to coxa joint frame along Z axis;
li are the lengths of leg segments, i = 1…3;
θi are the joints angles, i = 1…3.

3 Dynamic Model

The purpose of robot dynamics is to determine the generalized forces required not
only to overcome the self-inertial loads (due to the weight of the links of the robot)
but also to produce the desired input motions.

In order to obtain a more precise model we divided the mass of each link in two
parts (Mi-servomotor mass, mi-link mass, Mi > mi), see Fig. 1b.

Lagrange equation (Eq. 3) is an analytical approach, in which an operator (called
the Euler—Lagrange) is applied on the difference between the kinetic and potential
energy.
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Fig. 1 Model and frame for leg kinematics (a) and notations for dynamic model (b)
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Lðq; _qÞ ¼ Ecðq; _qÞ � EpðqÞ ð3Þ

Considering the generalized coordinates vector q = [q1, q2, q3]
T, the generalized

vector forces can be computed using the equation below:

si ¼ d
dt

@L
@ _qi

� �

� @L
@qi

ð4Þ

Considering Eq. 4 and Fig. 1b the generalized forces are:

s1 ¼ €h1fAþ Bþ 2Fl1l2 cos h2 þ 2El3½l2 cos h3 þ l1 cosðh2 þ h3Þ�g�
2 _h1½Fl1l2 _h2 sin h2 þ El2l3 _h3 sin h3 þ El1l3 sinðh2 þ h3Þð _h2 þ _h3Þ�

ð5Þ

s3 ¼ D€h3 � f _h21 �El2l3 sin h3 � El1l3 sinðh2 þ h3Þ½ � � _h22l2l3E sin h3 þ gEl3 cosðh2
þ h3Þg

ð6Þ

s2 ¼ €h2ðC þ 2El2l3 cos h3Þ � 2E _h2 _h3l2l3 sin h3 � f _h22l2l32E sin h3�
_h21½Fl1l2 sin h2 þ 2El2l3 sin h3 þ 2El1l3 sinðh2 þ h3Þ�þ

g Fl2 cos h2 þ El3 cosðh2 þ h3Þ½ �g
ð7Þ

where:
Ii
′ are the moments of inertia associated with the servo-motors;
Ii
″ are the moments of inertia associated with the links;
Mi is the mass of the servomotors;
mi is the mass of the links;
M is an additional mass to approximate a part of the robot weight.
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00
1 þM2l

2
1
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00
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2
þM3 þ m3 þM

ð8Þ
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4 Hexapod Robot Leg Control

During motion the leg moves cyclically and, in order to facilitate the analysis and
control the motion of the leg is split in two:

• support phase (stance) in which the robot uses the leg as support and propulsion;
• transfer phase (swing) representing the movement of the leg from one point to

another.

If we consider a joint control level the leg tip coordinates are:

x ¼ d � sin h1ð Þ
y ¼ step length � cos h1ð Þ

z ¼
step height; for swing

0; for stance

(

d ¼ lcoxa þ lfemur � cos h2ð Þ þ ltibia � cos h2 � h3ð Þ

ð9Þ

For controlling the leg movement the diagram in Fig. 2 is used. Also the leg is
fitted with a force sensor. The information received from the sensor is compared
with a threshold and if it is bigger the leg is considered on the ground, the command
to the joints being stopped.

The trajectory generator needed uses a starting point, which is the current
location of the leg tip, a middle point and a finish point. Both the middle and the
finish point are tested to be inside the leg workspace. The trajectory is generated
using the interp1 command from Matlab [10]. The piecewise cubic spline inter-
polation method was used for generating the trajectory.

Trajectory Generator

Inverse kinematics

Controller Leg Joints

Angular position feedback 

θ(t)

Environment 

θd(t)

e (t)

USB

Matlab

Arduino

AtMega328
P
W
M

Leg

Fig. 2 Hexapod leg control diagram
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5 Simulation Results

The dynamic model of the robot leg was implemented using SimMechanics, a
software tool from Matlab. The model obtained using SimMechanics is shown in
Fig. 3a and the simulated leg is shown in Fig. 3b.

The dynamic analysis was made in order to determine the minimum torques
required for the joints to be able to maintain the leg tip on the desired trajectory.
The length of the coxa, femur and tibia are respectively 8.5, 12.5 and 25 cm and the
masses are 10, 25 and 50 g. The weight of each joint is 50 g.

The minimum torque graphics for femur and tibia joints, which are the most
stressed ones when the robot is moving, are further presented. The following two
scenarios were considered: in the first one the leg is maintained in a certain position
and in the second one the leg becomes a support point.

Regarding scenario 1, the first particular imposed position for the leg is pre-
sented in Fig. 4. The motion imposed is sideways. The torque curve for femur joint
is depicted in Fig. 4a and corresponds to the variation of the femur joint angle from
−π/2 to 0 radians. Figure 4b shows the tibia curve necessary to maintain the femur
and tibia segments collinearly. The peak values are obtained when the motion ends
and the three segments are collinear.

The second imposed position from the first scenarios is shown in Fig. 5.
The femur curve is shown in Fig. 5a and like in the precedent case the joint angle

varies in the range [−π/2, 0] rad. Also, Fig. 5b depicts the minimum tibia torque
curve in order to maintain the imposed position of the tibia segment during motion.

Center of 
mass

Tibia 

Femur 

Coxa 

(a) (b)

Fig. 3 SimMechanic block diagram of the leg (a) and the simulated model (b)
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For the second scenario when the leg is considered as support point, the most
disadvantageous situation is when the robot stands only on 3 legs. In this scenario
the most strain is on the tibia joint.

The first analysed case is presented in Fig. 6 in which the height of the robot
results from using only the tibia joint. The curve for this joint is shown in Fig. 6a
and corresponds for the tibia angle from 3π/4 to π/2 rad. If we compare with the
previous situations we notice that the torque values that need to be developed are
much greater.

Another case studied, and more important from the second scenario, is when
both femur and tibia joints work together to modify the height of the robot. This
situation is commonly used when the robot needs to adjust its height relative to
ground or an obstacle.

For this situation the two joints are actuated. The curves for these joints are
presented in Fig. 7a and correspond for a variation of femur joint angle from π/4 to
0 and for tibia joint angle from 3π/4 to π/2.

t = 0s,
θfemur = -π/2

t = 13s, 
θfemur = 0

F.P.

I.P.

Femur

Tibia

(a) (b)

Fig. 4 Minimum torque values for femur and tibia joints (a) for imposed position (b) (case 1)

t = 0s,
θfemur = -π/2

I.P.

t = 13s,
θfemur = 0

F.P.

Femur

Tibia

(a) (b)

Fig. 5 Minimum torque values for femur and tibia joints (a) for imposed position (b) (case 2)
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6 Conclusions

In this paper there were examined the dynamic aspects of a hexapod robot leg that
is used not only as support point but also as a mean of propelling the robot. From
the analysis of the dynamics there were derived the minimum torques required
mainly in the femur and tibia joints.

The movement of the leg tip along a predefined trajectory was obtained using a
walking algorithm in which the dynamic analysis played a major role. The control
part for the robotic leg is an experimental one and uses Matlab and Arduino Mega
2560 development board, subject to further research and improvement.

The advantage of developing the dynamic model and implementing it in
SimMechanics is the possibility of viewing more types of signals such as: angles,
angular acceleration, computed torque, reaction torque, and reaction force.

Femur

Tibia

t = 0s,
θtibia = 3π/4

I.P.

t = 9.5s
θtibia = π/2

F.P.

Robot
body

(a) (b)

Fig. 6 Minimum torque values for femur and tibia joints (a) for lifting the body (b) (case 1)

t= 9.5 s  
θtibia = π/2
θfemur = 0

I.P.

F.P.

t = 0s,
θtibia = 3π/4
θfemur = π/4

Femur

Tibia

(a) (b)

Fig. 7 Minimum torque values for femur and tibia joints (a) for lifting the body (b) (case 2)

274 S.M. Olaru and M. Niţulescu



References

1. Bensalem, S., Gallien, M., Ingrand, F., Kahloul, I., Thanh-Hung, N.: Designing autonomous
robots. IEEE Robot. Autom. Mag. 16, 67–77 (2009)

2. Conrad, J.M., Mills, J.W.: The history and future of stiquito: A hexapod insectoid robot,
Artificial Life Models in Hardware. doi:10.1007/978-1-84882-530-7_1 (2009)

3. Jakimovsk, B.: Biologically inspired approaches for locomotion of a hexapod robot OSCAR,
Biologically Inspired Approaches for Locomotion, Anomaly Detection and Reconfiguration
for Walking Robots. doi:10.1007/978-3-642-22505-5_5, 35–66 (2011)

4. Tao, L., Ceccarelli, M.: Additional actuations for obstacle overcoming by a leg mechanism. In:
Proceedings of the 18th IFAC World Congress. doi:10.3182/20110828-6-IT-1002.00351,
6898–6903 (2011)

5. Zhou Yi, W., Jin Tong, W., Ai Hong, J., Hong Kai, L., Zhen Dong, D.: Movement behaviour
of a spider on horizontal surface, Chinese Science Bulletin. doi:10.1007/s11434-011-4584-y,
2748–2757 (2010)

6. Lewinger, W.A., Quinn, R.D.: Neurobiological-based control system for an adaptively
walking hexapod. Ind. Robot. Int. J. 38(3), 258–263 (2011)

7. Yang, J.M.: Fault-tolerant gait planning for a hexapod robot walking over rough terrain.
J. Intell. Rob. Syst. (2009). doi:10.1007/s10846-008-9282-x

8. Silva, M.F., Tenreiro Machado, J.A. :Fractional control of legged robots, springer proceedings
in mathematics, vol. 2, pp. 647–650 (2011)

9. Schilling, R.J.: Fundamentals of robotics: analysis and control, ISBN: 0-13-344433-3 (1990)
10. Information on www.matlab.com, accessed 2014

Modelling of the Hexapod Mobile Robot … 275

http://dx.doi.org/10.1007/978-1-84882-530-7_1
http://dx.doi.org/10.1007/978-3-642-22505-5_5
http://dx.doi.org/10.3182/20110828-6-IT-1002.00351
http://dx.doi.org/10.1007/s11434-011-4584-y
http://dx.doi.org/10.1007/s10846-008-9282-x
http://www.matlab.com


Static Analysis of Rotary Positioning
Modules for Technological Head
of the Robot

Jan Semjon, Marek Vagas and Vladimir Balaz

Abstract The role of the robot actuator is transferring execution power in pre-
scribed manner for a desired motion, so that a working mechanism can realize
required positioning (in handling or technological operations) with specified
accuracy and speed. A suitable choice of the actuator depends not only on its
mechanical parameters, but also on sensing and control. Performance data of
actuators from various manufacturers are comparable, the difference between them
being mostly due to their design. The reported research is part of a project in which
it was necessary to design and implement accurate reducers and actuators in various
modular kinematic solutions. These modules should be possibly stacked in desired
shapes, allowing them to be deployed in production machines and robotic equip-
ment according to specific customer requirements, such as technological heads. The
paper describes the design and FEM analysis of technological heads for 2-axis
handling and robotic systems.

Keywords Technological head � Robot � Analysis

1 Introduction

The trend in designing new actuators for precision production equipment and for
robots is to ensure high accuracy, and reduction of size and weight of the actuator.
This trend can be achieved by considering mechatronic components integrating the
servo motor, gear system, sensors and control technology in a compact actuator.
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Hence, such an actuator should benefit from the new concept of componentisation
based on light weight of composite materials. The methodological validation of
parameters for precision actuators is based on functional and parametric analysis of
the general structure of the actuator and its recovery after breakdown. The analytical
evaluation of the actuator’s construction sequence relies on verifying the required
parameters and properties of the actuator. Testing is done by comparing the
parameters’ values of sample actuators with standard values by help of measuring
equipment.

Rotary axes for positioning and handling units are autonomous, functional
construction modules. They possess an intelligent integration function allowing
connectivity with other mechanical or control modules to obtain a more complex
machinery system with higher functionality. A rotary positioning module represents
an element of such a complex device; it must perform driving rotary movements
with imposed positioning speed and precision [1, 2].

From the analysis of specific solutions it can be concluded that the modules
deployed in technological heads are customized for the application’s needs (a very
small percentage of these products are standardized and described in catalogues). In
consequence, standard motion functions for technological head are provided by
standard motion modules, whereas multifunctional motion axes can be obtained
only by customized designs of technological heads.

This leads to the need for designing appropriate dimensional series, which would
be used for the creation of mutually compatible modules that can be easily inte-
grated in ensembles of complex units. These units can be then used to compose
technological heads of different shapes according to particular requirements, such as
flexible and intelligent devices: grippers with rotational and translational compo-
nents to manipulate objects of different shapes, etc.

Because technological heads are also used in material processing tasks such as
grinding, drilling, threading and milling, their design should allow the necessary
connectivity of functional modules featuring specific motions which are necessary
to perform these processing tasks [3].

Fig. 1 The RPM 50 module
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Figure 1 presents a rotary positioning module (RPM); this type of device is an
electrical servomechanism capable to drive a certain type of motion (rotation or
linear displacement). It consists from a gearbox, a servomotor and sensors in one
compact construction [4].

2 The Basic Structure of RPM

A systemic RPM model describes the functional concept and the solution for engine
construction, i.e. for the mechanism’s drive that transforms forces and moments
into kinematic motion parameters such as direction, acceleration, speed of the
movement. The RPM model also describes the internal structure of the mechanism.

Figure 2 shows the block structure of the systemic RPM model.
The elements of the 3D systemic RPM model are:

• D—drive: provides primary energy, output of drive system;
• CB—control block: device controlling the drive signals;
• M—motor: rotary servomotor, has sensors measuring angular rotation, and

safety brake. Technical versions: M1 without brake, M—B1 with integrated
safety brake;

• GB—gearbox block: provides reduction of the motor M speed, higher torque at
the output module, physical transfer of rotary motion (qM) from the output of
motor M to module VR (q2); the gearbox converts the parameters of motor M
(nM—revolutions per minute, fM—motion frequency, PM—power performance,
φM—path of movement/angle) to the output module VR (qj). Technical ver-
sions: GB1 gear block with classic shaft output, GB2—gear block with hollow
shaft output, GB3—gear block with flange output;

Fig. 2 Systemic RPM model—block structure
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• MT—mount: guiding system assuring the contact between moving and fixed
parts of the system;

• S1—ensemble of speed and position of motor M;
• S2—position sensor of RPM module;
• B1—safety brake;
• B2—positioning brake for output of module VR (at limit angular position of

module RPM),
• VR—mechanical output element; represents the interface for connecting RPM

at higher functional units.

The global (theoretical) model of RPM’s structure RPM consists from the chain
of elements: M-B1-S1-GB-B2-S2-MT-VR.

A module marked IRPM signifies an intelligent rotary positioning module
containing all the components of RPM module, but it addition the drive and control
blocks have intelligence, for example the drive unit is an adaptive one; it is able to
react in real time to changes in the working environment during task execution.
Changes are monitored based on the information retrieved from sensors (rotational
speed, temperature, acceleration, torque, force). The type and number of monitored
parameters depend on the current application [4–6].

In conformity with the performance objectives and technical solutions imposed
by the research project, a new series of RPM modules was developed in the size
range of 50–70.

3 Analysis of Carrier Bodies for RPM Modules

The FEM analysis focuses on the static analysis that aims at evaluating the
appropriateness of the material to be used for the carrier body of RPM modules.
The analysis considers the load of the carrier body for maximum torque values and
the ensemble of forces acting on the reduction units that are part of the constructive
solution of the RPM module. Based on the structure above presented, three size
series of modules were selected that are most frequently used for material handling
and robotic applications. They concern the modules RPM 50 and 70.

Connection holes on the module’s body are located on its back and bottom sides.
Therefore, a stress analysis is necessary too, that must take into account the
direction in which the load is applied, see Fig. 3.

The resulting value of the tilting moment depends on the load of the RPM
module which results from the radial and axial forces. This dependence is given by
the equation:

MCmax ¼ FR � a þ FA � b Nm½ � ð1Þ

The FEM analysis was carried out on all three size series of RPM modules.
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The remainder of the paper focuses on the medium size range of the module
RPM 50 m. The RPM 50 module was designed with the 3D CAD program Creo 2.0
and the FEM analysis program of the Mechanical product. The material from which
the module’s body made is in accordance with the standard EN AW 2017, which is
characterized by good machinability and good strength properties.

The proposed module body 50 RPM (2D model—sketch in Fig. 4) is also
compatible with the connecting holes in which it is possible to fasten the flange
through bolts.

Creating different configurations of 2 and 3-axis technological heads depends on
the desired action of the applied forces and the type of application in which the
heads will be used. It was therefore necessary to determine the maximum values of
the load moments and forces that are applied to the output flange of the

Fig. 3 Location of forces and moments

Fig. 4 Sketch of the RPM 50 module body
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technological heads. The maximum torque and forces that can be exerted on a RPM
module depend on its structure and components included.

Specific value of maximum loads accepted by the RPM 50 and 70 modules are
given in Fig. 5.

3.1 Static Analysis of Stress and Strain in the Body
of Module RPM 50

This static analysis considered body loading at maximum acceleration and a torque
value of 36 Nm, radial force of 1.44 kN and axial force of 1.9 kN. In order to check
the interconnectivity of body modules RPM 50, there were created 3725
Tetrahedron element types, see Fig. 6. The calculation method used in Creo 2.0 /
Mechanical program was QuickCheck. Wedge and Brick type elements were not
used, which didn’t affect the convergence of the computing algorithm. The poly-
nomial degree was 3.

The computed of stress value (for fixation on the back of the body), had a value
of 11.4 MPa, while the permissible stress for materials in accordance with EN AW
2017 must be less than 250 MPa. Comparing the calculated stress value with the
allowed one, it results that the proposed construction material meets the safety
requirements for a maximum torque of 36 Nm. The maximum value for the
deformation of body module RPM 50 for a torque of Tmax = 36 Nm was
0.0053 mm, which represents an acceptable deformation value when the module is
used in robotic applications.

3.2 Static Analysis of Stress and Strain in the Body
of Module RPM 50 at Load with Axial Force
of 19 000 N

The computed stress value (for fixation on the back of the body) had a value of
12.14 MPa. Comparing this calculated value with the maximum permissible stress
of 250 MPa confirms that the proposed material for a maximum axial force FA of

Fig. 5 Maximum and rated
load of RPM modules
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1.9 kN satisfies the safety requirements. The maximum computed value for the
deformation of body module RPM 50 for a load through axial force of 1.9 kN was
0.001275 mm, which represents an acceptable deformation when the module is
used in robotic tasks.

3.3 Static Analysis of Stress and Strain in the Body
of Module RPM 50 at Load with Radial Force
of 14 400 N

The findings of stress value (for fixation on the back of the body) indicated a value
of 13.75 MPa, much smaller than the permissible stress of 250 MPa); this results
confirmed the adequacy of the proposed material for a maximum radial force FR
1.44 kN. The maximum computed value of RPM 50 deformation was 0.00837 mm
(Fig. 7).

The computed stress value (for fixation on the back of the body) of the module
RPM 50 under combined load of FA 1.9 kN, FR 1.44 kN and Tmax 36 Nm had a
value of 6.33 MPa, much inferior to the maximum admissible one of 250 MPa).
This confirms that even at a complex load exerted upon the module, the proposed

Fig. 6 Network on module for body RPM 50
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construction satisfies the safety requirements. The maximum value for deformation
module RPM 50 for a combined load from axial and radial forces torque was
0.00419 mm.

A similar FEM analysis was realized for the head series RPM 70.

4 Conclusion

The analysis of the properties of materials used in the construction of RPM head
modules allows establishing an appropriate ratio between the mass of the module
and its strength and stiffness characteristics. The development of new RPM types
allows better meeting the constructive needs for automated robotized workstations.
Deploying of precise technological heads on end part of the robot can improved the
accuracy and repeatability of the robot’s motion in space.

The FEM analysis which was carried out for the proposed modules confirmed
the adequacy of using aluminium alloys in the structure of RPM modules. The
utilization of such materials for the technological heads led to reduction of the
module weight, while maintaining sufficient strength and rigidity. This makes
possible the utilisation of such technological heads in robot manipulators with
lower load capacity.

Acknowledgments The reported work represents a research contribution is the project
“Aplikovaný výskum systémov inteligentnej manipulácie priemyselných robotov s
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Fig. 7 Combined load for module RPM 50
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A New Hyper-Redundant Arm and
Control System

Viorel Stoian, Ionel Cristian Vladu and Ileana Vladu

Abstract This paper presents a new hyper-redundant robotic arm structure and its
sensorial, driving and control systems. A system of cables actuated by DC motors is
used for bending. The position of the robot can be obtained by bending it with the
cables and by blocking the position of the needed elements using an electro
pneumatic system. The major advantage of this type of actuator consists in the fact
that the robot can be moved using a boundary control by cables with a single
actuating unit, the position blocking system for any element being relatively simple.
The main features and advantages of the sensorial system and global robot system
are presented. The dynamic model of the arm is developed using Lagrange’s for-
malism; the motion control system is based on the adaptive computed-torque
method. Finally, experimental results are described.

Keywords Hyper-redundant arm � 3D angular sensor � Dynamic model � Control
system

1 Introduction

Inspired by trunks, tentacles and snake backbones hyper-redundant arms are a class
of manipulators that can reach any position and orientation in space. These arms
have mechanical structures with continuum elements described by models with
distributed parameters.
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The robotic arm is composed of identical elements connected serially. The final
position of the robotic arm is obtained by changing the relative position of these
elements. The structure is of backbone-type, actuated by a set of cables.

The robotic arm is considered as a single entity from the actuating point of view.
The desired robot curvature is obtained using three actuating cables controlled by
an electro-pneumatic system (Figs. 1 and 2).

From the constructive point of view, a robot element consists of two disks
interconnected by a rigid rod. Two elements have a common disk, the mobile disk
of an element representing the fixed disk for the next element. The connection of
two elements is realized with a spherical joint (see Fig. 1c). The cables are con-
nected at the terminal point of the arm, at the last mobile disk; through these cables
the mobile disk rotates around the spherical articulation as against axis OX, OY or
both of them. For equal cable length, the arm curvature is zero and the arm is in the
relaxation position. The arm curvature is obtained by controlling the cables’ length.
Cables are made of very resistant plastic material. The necessity of only three
actuating cables for bending the entire structure represents a major advantage.

The electro pneumatic system ensures blocking and releasing the elements. The
elements that are not blocked can be bended by the cable-based actuation system.
A pneumatic piston with simple action is implemented within the road. The mobile
element of the piston presses on the internal sphere of spherical articulation in order
to actuate (see Fig. 1a, b). The combination of actuating cables with electro
pneumatic system represents a new concept for hyper-redundant robot actuating [1].

Fig. 1 Element of the hyper redundant robot (HHR), Solidworks model and implementation

Fig. 2 The HHR robot architecture
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The driving system is based on a DC geared motor. The driving circuit of the DC
motor is realized with full bridge pulse width modulation (PWM). This system
allows control of the rotation and change of direction [2].

The measurement of the spatial angular increment is realized with an optical
sensor of video matrix type with LED (Fig. 3). This sensor is attached to the
spherical articulation, and can effectively measure the rotation curvature described
by the mobile part of the element’s rotation couple, respectively the sphere. In this
way the rotation spatial angular increment is measured and then decomposed by
numeric computation in angular increments for each rotation axis. The imple-
mentation of the intelligent acquisition unit of the optical sensor uses an ADNS
2610 specialized circuit, described in detail in Vladu et al. [3].

The optical sensor is based on the Optical Navigation Technology and contains
an image acquisition system (IAS) and a digital signal processor (DSP). The sensor
detects any movement by sequential image acquisition using the IAS model, and
compares successive images in real time to determine the movement. The sensor
has a set of parameters which were calibrated by the manufacturer; their value must
be preserved, only with minimal deviations being allowed.

The major advantage of this method consists in the possibility of measuring
simultaneously the 3D angular increment and the joint error, which give the real
position. Each joint of the robot has an optical sensor and an electro pneumatic
system. In extreme cases each element can be considered as an arm segment, from
the bending functional perspective.

2 Dynamic Model of the Hyper-Redundant Robot Arm

The hyper-redundant robot arm was modelled as follows. Each module is repre-
sented by its central axis with li length, i = 1 … n. Thus, a backbone architecture
with n linear series segments in the plane (Fig. 4) was considered. Using the
notations in Fig. 4, all computational steps of the Lagrange algorithm were
performed.

The coordinates of the end tip point (x and y) are:

Fig. 3 Intelligent acquisition circuit for the optical sensor
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The coefficient of the term _hp _hk from expression ECn has the form:

Kn
pk ¼ Jnz þ mn

Xn
i� p
j� k

�li�lj ¼ Kn
kp ð5Þ

where �li�lj is the dot product of the vectors which are attached to the segments li and
lj. These vectors have the lengths and the orientation of these segments. By (5), the
kinetic energy ECn can be expressed like a matrix product:

Fig. 4 The approximate model of the hyper-redundant robot arm
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Now, the total kinetic energy ECt is calculated:
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where M(q) is the inertial matrix of the arm and q = [θ1, θ2, …. θn]
T is the vector of

the internal, generalized coordinates. The terms Mpk from (7) have the expressions:
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The expression of the total potential energy EP is:

EP qð Þ ¼
Xn
i¼1

EPi ¼ g
Xn
i¼1

mi

Xi
j¼1

lj sin
Xj

k¼1

hk

 !" #
ð9Þ

Now, one can apply Lagrange’s equation:

d
dt

@L
@ _qi

� �
� @L
@qi

¼ Ti where qi � hi ð10Þ

where L represents Lagrange’s function and has the expression:

L q; _qð Þ ¼ 1
2

Xn
i;j¼1

MijðqÞ _qi _qj � EPðqÞ ð11Þ

The two terms from Lagrange’s relations become:

d
dt

@L
@ _qi

¼ d
dt

Xn
j¼1

Mij _qj

 !
¼
Xn
j¼1

Mij€qj þ _Mij _qj
� � ð12Þ
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@L
@qi

¼ 1
2

Xn
j;k¼1

@Mkj

@qi
_qk _qj � @EP

@qi
ð13Þ

Developing the derivative of Mij, the relation (10) becomes:

Xn
j¼1

MijðqÞ€qj þ
Xn
j;k¼1

@Mij

@qk
_qj _qk � 1

2
@Mkj

@qi
_qk _qj

� �
þ @EP

@qi
qð Þ ¼ Ti; i ¼ 1. . .n ð14Þ

Rearranging the terms in (14) one obtains:

Xn
j¼1

MijðqÞ€qj þ
Xn
j;k¼1

Cijk _qj _qk þ @EP

@qi
qð Þ ¼ Ti ð15Þ

The first term involves the second derivative of the generalized coordinates. The
third term is a position term representing the load due to gravity: @ @EP

@qi
qð Þ ¼ GðqÞ.

The quantities Cijk are known as Christoffel symbols (of the first kind) [4]:

Cijk ¼ 1
2

@MijðqÞ
@qk

þ @MikðqÞ
@qj

� @MkjðqÞ
@qi

� �
ð16Þ

The components of the Coriolis matrix are defined as expressed in Eq. (17):

Cij q; _qð Þ ¼
Xn
k¼1

Cijk _qk ¼ 1
2

Xn
k¼1

@MijðqÞ
@qk

þ @MikðqÞ
@qj

� @MkjðqÞ
@qi

� �
_qk ð17Þ

where Cðq; _qÞ _q is the vector of Coriolis and centrifugal forces. With the
above-mentioned notations, the dynamic model of the hyper-redundant robotic
structure (represented in Fig. 5) is:

Fig. 5 The block diagram of the adaptive computed-torque controller
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T ¼ M hð Þ€hþ C h; _h
� �

_hþ B _h
� �

þ GðhÞ ð18Þ

3 The Control System

An adaptive control law based on the computed-torque approach (Computed
Torque Joint Servo Technique—CTJST) is proposed for the robotic arm, ensuring
asymptotic trajectory tracking [5–8].

In reality, the dynamic model (18) is not an ideal one due to parametric
uncertainties like: unknown parameters (link masses, friction coefficients, inertia
moments etc.) or payload disturbances. For the dynamic model (18) a
computed-torque controller with some fixed estimated parameters instead of real
parameters is adequate [5]:

T ¼ bM hð Þ €hd þ Kv _eþ Kpe
� �

þ Ĉ h; _h
� �

_hþ B̂ _h
� �

þ ĜðhÞ; ð19Þ

where bM ¼ M þ DM; Ĉ ¼ C þ DC; B̂ ¼ Bþ DB; Ĝ ¼ Gþ DG are estimates, Kv

and Kp are control gain matrices, θd is desired trajectory and e = θd − θ is the

tracking error. The terms bM€hd þ Ĉ _hþ B̂þ Ĝ provide the torque value necessary to
drive the system along its nominal path; the term bM Kv _eþ Kpe

� �
provides cor-

rection torques to reduce any errors in the trajectory of the robot.
An adaptive update rule for adjusting the estimated parameters and the dynamic

model (18) can be written as:

A h; _h; €h
� �

l ¼ M hð Þ€hþ C h; _h
� �

_hþ B _h
� �

þ GðhÞ ð20Þ

where A h; _h; €h
� �

is an n × m matrix of time functions known as the regression

matrix and µ is an m × 1 vector of unknown constant parameters called the
parameter error vector [5].

In (20) robot dynamics are dissociated in unknown parameters and known time
functions. From (18) and (20), the arm dynamics can be written as:

T ¼ A h; _h; €h
� �

l ð21Þ

Changing €hd with €e in (19) and using (20) one obtains:
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T ¼ bM hð Þ €eþ Kv _eþ Kpe
� �þ A h; _h; €h

� �
l̂ ð22Þ

where l̂ is a vector which contains the time-varying estimated sizes of the unknown
constant parameters.

Now, based on the previous relations, the tracking error system can be defined:

€eþ Kv _eþ Kpe ¼ bM�1 hð ÞA h; _h; €h
� �

~l ð23Þ

where ~l is the parameter error and

~l ¼ l� l̂ ð24Þ

The state-space representation of the tracking error system is:

_e ¼ Eeþ HM�1 hð ÞA h; _h; €h
� �

~l ð25Þ

where e is tracking error vector and: e ¼ e
_e

� 	
; H ¼ On

In

� 	
; E ¼ On In

�Kp �Kv

� 	
According to [9], the Lyapunov stability analysis demonstrates that the tracking

error vector is asymptotically stable if an adequate adaptive update law is used. This
adaptive update law for the parameter estimate vector l̂ is:

_̂l ¼ CATðh; _h; €hÞ bM�1ðhÞHTPe; where C ¼ diag ðc1; c2; . . .. . .cnÞ

where P is a matrix that satisfies the Lyapunov relation:

ETPþ PE ¼ �Q;

where Q is a positive-definite, symmetric matrix.
It is also proven that the tracking error vector is asymptotically stable [9]; the

proposed control method ensures that the vectors l̂ and bM�1ðhÞ remain bounded
without affecting the tracking error stability [5]. The Lyapunov function is chosen
in order to eliminate the requirement for resetting the parameter estimates and the

requirement for acceleration measurements in the regression matrix A h; _h; €h
� �

[10].

Figure 5 illustrates the block diagram of the adaptive computed-torque
controller.

The right part of the system tries to cancel the undesired nonlinear dynamics,
while the left part inserts the desired linear dynamics. In the ideal case when the
estimates of the robotic arm parameters are exact, the error relation reduces to a
linear 2nd-order relation independent of the robotic arm parameters and the non-
linear terms are completely cancelled. If the gain matrices KP and KV are diagonal,
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then the closed-loop relations of motion are not only linear, but they are also
decoupled one from another.

4 Experimental Results

For experiments, two elements of the robotic arm having the masses m1 = 0.04 kg and
m2 = 0.035 kg were considered. The parameters of the adaptive computed-torque
controller are: kv = 40, kp = 105, γ1 = 400, γ2 = 400, bm1 0ð Þ ¼ 0:05, bm2 0ð Þ ¼ 0:45.

The position and velocity errors are represented in Fig. 6. They decrease to zero
respectively in 7 and 4 s.

5 Conclusion

The combination of actuating cable with electro-pneumatically blocking system
represents a new concept for hyper-redundant robot actuating. The major advantage
of the sensorial system adopted for HRR is the possibility of measuring simulta-
neously 3D angular increment and joint error, which are used to estimate the real
position.

A dynamic model of the hyper-redundant robotic structure was established using
Lagrange’s formalism. The motion control system is designed according to the
DSMC procedure; the fuzzy rules assure good positioning results for the robot.

Fig. 6 Position and velocity error
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The advantage of the adaptive controller is that the accuracy of manipulators
carrying unknown loads improves with time because the adaptation mechanism
continuously extracts tracking error data. The stability of the tracking error system
is ensured by formulating an adaptive update rule. The controller performs well
when the load fluctuates.
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Dynamic Model of a Discrete Planar
Tentacle Robot

Mihaela Florescu and Mircea Ivanescu

Abstract In this study, the dynamic model of a tentacle robot in two-dimensional
space will be presented. We shall attempt to achieve the discretization of this type
of robot, and then, by applying a nonlinear observer, the driving control system of
the hyper redundant arm will be achieved. Some results obtained by simulating the
robot’s motion will be presented and compared.

Keywords Tentacle robot � Dynamic model � Nonlinear observer � Control

1 Introduction

In a great number of conventional engineering applications with strong constraints
in the workspace of the robot, classic industrial robots do not provide a satisfactory
solution. Examples of such unsuitable applications for conventional industrial
robotic structures are: reaching certain positions from really narrow spaces,
manipulation of objects on long and narrow trails or robot operations in indoor
spaces with very low or limited accessibility.

A tentacle robot offers a much better solution for such operations. This is due to
the multi redundant structure of this category of robots; because this type of
mechanical structure has a theoretically infinite number of degrees of freedom, it
allows acceding to the target points within complex operating spaces where a
classical robot manipulator cannot have access.

In the specialized literature [1, 2], tentacle robotic systems are known as con-
tinuous robots, while classical robotic structures are defined as discrete robots.
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Continuous robots are structures made by serial connection of elements whose
rotary, respectively flexural motion is achieved following continuous curves. The
category of continuous robots contains models of tentacle, tube or coil type (that
mimics the motion carried out respectively by the octopus, elephant or snake) [3–7].
The particular structure of these models, with a large number of degrees of freedom
(theoretically infinite), allows a kinematic linkage described by a continuous curve,
which also ensures a very high (infinite) mobility.

The paper is structured as follows: Sect. 2 is devoted to the development of the
discrete dynamic model of a tentacle planar robot. Section 3 treats a nonlinear
observer for driving the robot and introduces the control laws. The conclusions are
presented in the last section.

2 Dynamic Model of a Planar Tentacle Robot

In order to develop the dynamic model of a hyper redundant planar robot, any
segment (denoted by i) of the arm, for which the equivalent mass of the higher
segments is denoted by M, will be considered as shown in Fig. 1. It is assumed that
the tentacle segment can only operate in the vertical plane xOz, having the mass
uniformly distributed, with a linear density q, where q is the equivalent density of
the composite materials and the electro-rheological fluid.

The spatial variable of segment’s length will be denoted by s, s 2 0; L½ �. The
position of a point P [1, 7] on the robot arm is written in the following form

x ¼
Zs
0

cos q0ds0; z ¼
Zs
0

sin q0ds0 ð1Þ

where q is the generalized Lagrange coordinate, in this case the absolute angle,
s0 2 0; s½ �, and q0 ¼ q s0ð Þ.

Fig. 1 Representation of ith
segment of the arm
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The generalized coordinate for the system shown in Fig. 1 will have the form

q ¼ q s; tð Þ ð2Þ

The corresponding velocities are:

vx ¼ _x ¼
Zs
0

� sin q0ð Þ _q0ds0; vz ¼ _z ¼
Zs
0

cos q0ð Þ _q0ds0 ð3Þ

Considering an element with the elementary mass dm, the kinetic energy of the
distributed segment will be as follows

dEc1 ¼ v2

2
� dm ¼ v2x þ v2y

2
� dm ð4Þ

Taking into account the expressions of speeds, (3), the relation (4) becomes

Ec1 ¼ 1
2

ZL
0

qA
Zs
0

sin q0ð Þ _q0ds0
0
@

1
A

2

þ
Zs
0

cos q0ð Þ _q0ds0
0
@

1
A

22
4

3
5ds ð5Þ

The kinetic energy of the upper segments of the tentacle structure, which have
the equivalent mass M, is determined in an analogous manner, in the form

Ec2 ¼ 1
2
M

ZL
0

sin q0ð Þ _q0ds0
0
@

1
A

2

þ
ZL
0

cos q0ð Þ _q0ds0
0
@

1
A

2
2
64

3
75 ð6Þ

The basic potential energy for the distributed mass of the segment will be

dEp1 ¼ g � z � dm; ð7Þ

and the total potential energy will have the form

Ep1 ¼ qA
ZL
0

Zs
0

sin q0ds0ds ð8Þ

For the upper segments of the hyper redundant arm, the potential energy is

Ep2 ¼ Mg
ZL
0

sin qds ð9Þ
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The deformation energy of the segment [1] is expressed by

EcL ¼
ZL
0

D2

2
Eq2ds ð10Þ

where D is the cylinder’s diameter, and E is the elastic modulus of the material.
The energy corresponding to the fluid’s viscosity [2, 5] has the following form:

Em ¼
ZL
0

gq _qds ð11Þ

In order to obtain the dynamic behaviour of the tentacle arm the Lagrange
method developed for infinite dimensional systems will be used [1]

d
dt

dL
d _q sð Þ
� �

� dL
dq sð Þ ¼ T sð Þ ð12Þ

where L is the Lagrange function,

L ¼ Ec þ Enc ð13Þ

in which Ec and Enc is the mechanical work of the conservative forces and
respectively the mechanical work of non-conservative forces.

By replacing the relations (5)–(11) in (12) and by calculating the partial deriv-
atives, the general form of the arm’s motion is obtained as

qA
Zs
0

sin q� q0ð Þ _q02 þ cos q� q0ð Þ q0
::� �

ds0 þM
ZL
0

sin qL � q0ð Þ _q02þ
þ cos qL � q0ð Þ q0

::

 !
ds0

þ qA
ZL
0

cos qdsþMg cos qþ Er2qþ km _q ¼ T

ð14Þ

where the following notations were made:

q0 ¼ q s0; tð Þ; q ¼ q s; tð Þ; qL ¼ q L; tð Þ; s0 2 0; s½ �; s 2 0; L½ � ð15Þ

The initial conditions are obtained from the initial state of the tentacle
manipulator
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q 0; sð Þ ¼ q01 sð Þ; _q 0; sð Þ ¼ _q01 sð Þ ð16Þ

Equation (14) allows calculating the absolute angle q and other movement
parameters such as velocity and acceleration for each point of the arm, at any time,
for a control applied appropriately to the arm. Clearly, the difficulty of the problem
is determined by the complexity of the equation integral—differential and its
nonlinearity.

To obtain a discrete planar simplified model based on the relation (14), a spatial
discretization s1; s2; . . .; sn, with si � si�1 ¼ D will be used with the restrictions

q sð Þ � q s0ð Þj j\e1; qL sð Þ � q s0ð Þj j\e2 ð17Þ

where measures e1 and e2 are sufficiently low constants. Thus, one obtains

€qþ B _qþ Cqþ D ¼ FT ð18Þ

where coefficients B, C, F are n� n matrices, and D is a n� 1 non-linear vector,

B ¼ kmP
�1; C ¼ Er2P�1; D ¼ P�1Q; F ¼ P�1 ð19Þ

P ¼
qAþMð ÞD MD . . . MD
qAþMð ÞD qAþMð ÞD � � � MD

..

. ..
. ..

. ..
.

qAþMð ÞD qAþMð ÞD � � � qAþMð ÞD

2
6664

3
7775 ð20Þ

Q ¼

Mg cos q1 þ qAD
Pn
i¼1

cos qi

Mg cos q2 þ qAD
Pn
i¼1

cos qi

..

.

Mg cos qn þ qAD
Pn
i¼1

cos qi

2
6666666664

3
7777777775

ð21Þ

qi ¼ q sið Þ; q ¼ q1; q2; . . .; qn½ �T ; Ti ¼ T sið Þ; T ¼ T1; T2; . . .; Tn½ �T
ð22Þ

A linear model can be obtained when in the column vector D all the terms that
depend on the force of gravity are neglected, so that Eq. (18) can be written as

€qþ B _qþ Cq ¼ FT ð23Þ

where B, C are matrices with variable coefficients determined by the
electro-rheological fluid’s viscosity and the electric field’s intensity. From Eq. (18)
a classic model can be obtained using the state vector
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x ¼ q; q½ �T ð24Þ

and the matrices

H ¼ O I
�C �B

� �
; g ¼ O

�D

� �
; G ¼ O

F

� �
ð25Þ

The state equations will be

_x ¼ Hxþ g xð Þ þ GT ; ð26Þ

where g xð Þ contains the nonlinear terms from the relationship (18).

3 The Nonlinear Observer

The tentacle manipulator control law requires the acknowledgement of state vari-
able q sð Þ, distributed along the length of the arm, with s 2 0; L½ � [6]. To estimate
the state variables q sð Þ with s 6¼ 0 non-accessible, a nonlinear observer has to be
found. It will be assumed that only state variable q 0ð Þ ¼ x1 can be measured. To
develop a model of nonlinear observer, the nonlinear discrete model of a tentacle
robot from the relation (26) will be used. The output of the system is

y ¼ vTx; v ¼ 1 0 0 . . . 0½ �T ð27Þ

Theorem Nonlinear observer is defined by the relation

_z ¼ Rzþ h zð Þ þ ST þ Ky ð28Þ

where z 2 R2n, R, S, K are 2n� 2nð Þ, 2n� 2nð Þ and 2n� 1ð Þ constant matrices and
h zð Þ is a 2n� 1ð Þ nonlinear vector. The elements of the observer must verify the
conditions

z ¼ !x; R!þ KVT ¼ !H; h !xð Þ ¼ !g xð Þ; S ¼ !G ð29Þ
Proof The control system for the “sliding mode” method is proved by Lyapunov
technique [2, 6]. A Lyapunov function V is defined as follows

V ¼ 1
2
r2 e; _eð Þ ð30Þ

where V is a continuous and differential function, with V e; _eð Þ� 0, and V e; _eð Þ ¼ 0,
if and only if r e; _eð Þ ¼ 0, in which the function r e; _eð Þ has the form
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r e; _eð Þ ¼ meþ _e ¼ 0 ð31Þ
h

The following condition is required

_V e; _eð Þ� 0 ð32Þ

and, taking into account (30) and (31), one obtains

_V e; _eð Þ ¼ r e; _eð Þ _r e; _eð Þ ¼ r e; _eð Þ m _eþ €eð Þ� 0 ð33Þ

A reference input, denoted with r tð Þ, sufficiently smooth is considered

r tð Þ ¼ e tð Þ þ q tð Þ ð34Þ

which complies with the following restrictions

r tð Þj j\a1; _r tð Þj j\b1; €r tð Þ ¼ 0 ð35Þ

From the relations (24) and (34), with n ¼ 1, it is obtained

_V e; _eð Þ ¼ r e; _eð Þ m _e� 1
d

T � g _r � _eð Þ � c r � eð Þð Þ
� �

ð36Þ

where coefficients d and c are in the form

d ¼ qAþMð ÞD; c ¼ E � d
2

4
ð37Þ

Relation (36) can be rewritten as

_V e; _eð Þ� 1
d
r e; _eð ÞT þ r e; _eð Þj j m _ej j þ 1

d
g _r � _eð Þj j þ c

d
r � ej j

� �
ð38Þ

The final form of the expression from (38) is:

_V e; _eð Þ� 1
d

r e; _eð ÞT þ r e; _eð Þj j _ej j mþ g
d

� �
þ ej j c

d
þ g

d
b1 þ

c
d
a1

� �h i� �
ð39Þ

A control law of the form in Eq. (40) below is selected:

T ¼ � k1sgneþ k2sgn r _eð Þ _eþ k3sgn reð Þe½ � ð40Þ

By replacing (40) in (39) one obtains
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_V e; _eð Þ� 1
d

�k1 þ gb1 þ ca1ð Þ rj j þ 1
d

�k3 þ cð Þ rej j þ � k2
d
þ mþ g

d

� �
r _ej j ð41Þ

When the amplification factors of the controller, k1; k2; k3, verify the restrictions

k1 [ gb1 þ ca1; k2 [ d mþ g
d

� �
; k3 [ c; ð42Þ

the function _V e; _eð Þ will be negative, and relation (41) can be rewritten as follows:

_V e; _eð Þ� 1
d

�k�1 þ gb1 þ ca1
� 	

r e; _eð Þj j ¼ �c r e; _eð Þj j ð43Þ

where the factor k�1 verifies the corresponding relation from (42). The switching
time [1, 3] can be calculated as follows

ts ¼ 1
c
r e 0ð Þ; _e 0ð Þð Þj j ð44Þ

Onward, some results obtained by simulation are presented. A tentacle arm with
two elements was considered, whose main parameters are shown in Table 1. The
manipulator’s performances are tested using a controller with a variable structure.

First, the nonlinear observer is tested. The observer’s convergence for this case
n ¼ 2ð Þ is easily obtained and the model’s matrices are of the form

R ¼
�1 0 0 �1
1; 01 �1 0 �1
1; 48 0 �1 �1
1; 15 0 0 �1

2
664

3
775; K ¼

1
�1
�1
�1

2
664

3
775 ð45Þ

Figure 2 illustrates the motion performed by the first segment of the tentacle,
respectively q 1ð Þ, between 2p=5 and p=2. The estimates for nonlinear observer
were shown in solid line under the conditions

z2 0ð Þ ¼ q0 1ð Þ ¼ 0; z4 0ð Þ ¼ q0 1ð Þ ¼ 0 ð46Þ

Next, a “bang–bang” type controller is tested, defined by

T ¼ � k1sgn eð Þ þ k2sgn r _eð Þ _eþ k3sgn reð Þe½ � ð47Þ

Table 1 Parameters of the
tentacle robot with 2 segments

Segment Length (m) Diameter (m) xn ninit
1 0.12 0.014 110 0.7

2 0.08 0.010 80 0.65

304 M. Florescu and M. Ivanescu



A switching line for m ¼ 2 was chosen. The control law u and the evolution of
coordinate q 1ð Þ are shown in Fig. 3.

A direct control lawwas used. The initial conditions of the proposed trajectory are:

q1 0ð Þ ¼ 2p=5; _q1 0ð Þ ¼ 0; q2 0ð Þ ¼ 2p=5; _q2 0ð Þ ¼ 0 ð48Þ

The switching times are obtained from (44) with values ts1 � 0; 026s,
ts2 � 0; 017s

Figure 4 shows simulation results of the control system for two different types of
control. The curve a in Fig. 4 is the system’s trajectory for a gradual input with no

Fig. 2 Motion performed by
the robot between 2p=5 and
p=2

Fig. 3 Evolution of the
control law u and coordinate
of motion q 1ð Þ

Fig. 4 The system’s response
to a gradual entry for different
control laws: a control
without variable structure,
b control with variable
structure
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variable control structure. The second curve in Fig. 4 includes two domains, the first
one having a damping coefficient n ¼ 0; 45, and the second one - the damping
coefficient n ¼ 1; 45.

4 Conclusions

This paper has developed the dynamic model of a hyper redundant planar robot
based on the energy relations of its arm. Then, a discretization of the model was
performed by introducing a spatial meshing specified in the paper. The robot
control was obtained using a nonlinear observer defined by the theorem presented.
Some results describe the robot’s simulated motion between the proposed limits. It
can be observed that the system’s response to a gradual entry for different control
laws is good, but the damping coefficients have different values depending on the
type of control applied. Thus, in case of the variable structure control, the robot arm
reaches equilibrium in a much shorter time than when a control without variable
structure is used.
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How to Use 3D Printing for Feasibility
Check of Mechanism Design

Marco Ceccarelli, Giuseppe Carbone, Daniele Cafolla
and Mingfeng Wang

Abstract In this paper, 3D printing is presented as useful means for checking
design feasibility of mechanism structures for robots. A procedure is outlined for
rapid prototyping that can produce scaled prototypes for experimental validation
since early stages of robot developments. An example from LARM activities shows
the soundness and practical implementation of the proposed method.

Keywords Robot design � Prototyping � 3D printing � Experimental validation

1 Introduction

Prototype construction and validation testing is a fundamental activity in machine
developments and particularly for robot designs. This activity is often time con-
suming and expensive, although necessary to achieve a proper final design as
pointed out in [3]. Thus, before final production, it is required to work with pro-
totypes that can be used for design checks and performance testing. Since early
1990s the technique of Rapid Prototyping has been developed by using scaled
prototypes with easy manufacturing materials. This has led to the development of
3D printing whose practical feasibility has reached maturity only in the late 2000s.
In recent years new solutions have been proposed and are available in the market
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with fairly cheap printers and procedures. Thus, Rapid Prototyping with 3D printing
can be considered even at early stages of the product designs.

3D printing as additive manufacturing is a process of making three dimensional
solid objects from a digital file. A 3D printed object is created by laying down
successive layers of material until the entire object is created. Each of these layers can
be seen as a thin sliced horizontal cross-section of the eventual object. Several dif-
ferent 3D printing processes have been invented since the late 1970s. The printers
were originally large, expensive, and highly limited in what they could produce [1].
Today a large number of additive processes are available. The main differences
between processes are in the way that layers are deposited to create parts and in the
materials that are used. Some of the available methods are based on melting or
softening a material to produce layers, e.g. selective laser melting (SLM) or direct
metal laser sintering (DMLS), selective laser sintering (SLS), fused deposition
modelling (FDM), while others cure liquid materials using different sophisticated
technologies such as stereo lithography (SLA). In laminated object manufacturing
(LOM), thin layers are cut to shape and joined together (e.g. paper, polymer or metal).
Each method has its own advantages and drawbacks. 3D printer manufacturers usu-
ally offer a choice between powder and polymer as material to print an object [8, 10,
11]. Some 3D printers can even use off-the-shelf paper sheets as material to produce a
durable prototype. The main considerations for choosing a 3D printer are usually
speed, cost of the printer, cost and choices of materials, and colour capabilities [5].

In this paper, the problem of using 3D printing with speedy low-cost procedure
is proposed for rapid prototyping of robot mechanisms; the method can be used
since early stage of mechanical design to check the feasibility of the mechanism
solution regarding its functionality and feasibility.

2 Rapid Prototyping via 3D Printing

Rapid Prototyping (RP) is a term used to describe a variety of processes which are
aimed at quickly creating three-dimensional physical parts from virtual 3D models
by using automated printing machines. The parts are built from a 3D CAD model
and match a model within the precision limits of the chosen printing process.

All RP processes are additive, since parts are built by adding layer by layer,
depositing, or solidifying one or more material in a horizontal layer process [8]. In
addition to additive production processes, subtractive processes such as CNC
(Computer Numerical Control) machining and laser cutting can be considered for
the optimization of printed prototypes by removing burrs and errors due to the
chosen additive process and technology [7, 14].

3D printable models may be created with a computer aided design
(CAD) package or via a 3D scanner or via a plain digital camera and photo-
grammetry software. The manual modelling process of preparing geometric data for
3D computer graphics is similar to plastic arts such as sculpting.
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Regardless of the 3D modelling software used, a 3D model (in .skp, .dae, .3ds or
similar other formats) needs to be converted to either a .STL or an .OBJ format, to
allow the printing software to read it. Before printing a 3D model it must first be
examined on “manifold errors”. This activity is usually called the “fixup”.
Especially STL’s that have been produced from a model obtained through 3D
scanning often have many manifold errors that need to be fixed. Examples of
manifold errors are surfaces that do not connect to form a solid body, gaps in the
models, etc. Examples of software products that can be used to fix these errors are
netfabb and Meshmixer, or even Cura or Slic3r [2, 9].

Once created, the .STL file needs to be processed by software called a “slicer”.
This software converts the model into a series of thin layers and produces a G-code
file containing instructions tailored to a specific type of 3D printer (FDM printers).
This G-code file can then be loaded on 3D printing client software, which loads the
G-code, and uses it to instruct the 3D printer during the 3D printing process. It
should be noted that often the client software and slicer are combined into one
software program. Several open source slicer programs exist, including Skeinforge,
Slic3r, and Cura as well as closed source programs including Simplify3D and
KISSlicer. Examples of 3D printing clients include Repetier-Host, ReplicatorG,
Printrun/Pronterface. There is one other piece of software that is often used by
people using 3D printing, namely a G-Code viewer. This software lets one examine
the operation path of the printer nozzle. By examining this, the user can decide to
modify the G-Code to print the model in a different way, for example by selecting a
different pose (position/orientation) of the object to be printed within the 3D printer
workspace. On this matter one should note that the extruder’s initial position and
path will also affect the amount of needed support material. Examples of G-Code
viewers are G-code Viewer for Blender and Pleasant3D.

A 3D printer follows the G-code instructions to lay down successive layers of
liquid, powder, paper or sheet material to build the model from a series of cross
sections. These layers correspond to the virtual cross sections from the CAD model,
are joined or automatically fused to create the final shape. The primary advantage of
this technique is its ability to create almost any shape or geometric feature including
shapes that could not be feasibly manufactured by using subtractive techniques.

The printer resolution describes layer thickness and X-Y resolution in dots per
inch (dpi) or micrometres (µm). Typical layer thickness is around 100 µm
(250 DPI), although some machines such as the Objet Connex series and 3D
Systems’ ProJet series can print layers as thin as 16 µm (1600 DPI), where X-Y
resolution is comparable to that of laser printers with the particles (3D dots) around
50–100 µm (510–250 DPI) in diameter [4, 6].

3D printing of a model with contemporary methods can take from several hours
to several days, depending on the used method, size and complexity of the model.
Additive systems can typically reduce this time to a few hours, although it varies
widely depending on the type of machine, size and number of models being pro-
duced simultaneously.

Traditional techniques like injection moulding can be less expensive for man-
ufacturing polymer products in high quantities, but additive manufacturing can be
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faster, more flexible and less expensive when producing relatively small quantities
of parts. 3D printers give designers and concept development teams the ability to
produce parts and concept models by using a desktop size printer. The
printer-produced resolution is usually sufficient for many applications. However,
for an improved surface finishing one can print a slightly bigger prototype and
refine/polish it afterwards by using a higher resolution subtractive process [12].

Some additive manufacturing techniques are capable of using multiple materials
within the same printing process. Some printers are able to print in multiple colours
and colour combinations simultaneously. Support materials are removable or dis-
solvable upon completion of the print, and are used to support overhanging features
during construction. No matter which approach a 3-D printer uses, the overall
printing process is basically the same.

A procedure can be outlined for a suitable efficient 3D printing of mechanism
structures through the flowchart outlined in Fig. 1.

• Step 1: CAD Modelling—Build a 3D model by using computer-aided design
(CAD) software. The software may provide some hints on the structural integrity
you can expect in the finished product by using data about certain materials in
virtual simulations of how the object will behave under certain conditions.

• Step 2: Conversion to STL—Convert the CAD drawing to STL format. STL
(Standard Tessellation Language) is a file format developed for 3D Systems in
1987 for use by stereo lithography apparatus (SLA) machines.

• Step 3: Transfer to AM (Automatic Machine)—A user copies the STL file to the
computer that controls the 3D printer. There, the user can designate the size and
orientation for printing choosing the best orientation.

• Step 4: Parameter setup of the printer—Printer requirements include refilling
the polymers, binders and other consumables the printer will use. It also covers
adding a tray to serve as a solid support base or adding the material to build
temporary water-soluble supports. It is necessary to check if the parameters of
the printer such as the temperature of the extruder and the platform are com-
patible with the chosen material and to check whether the dimensions of the
designed prototype are compatible with the printer characteristic and working
space.

• Step 5: 3D printing of elements—The printing process is mostly automatic.
Each layer is usually about 0.1 mm thick, although in some cases it can be set
thinner or thicker than this value. If the quality of printing is not satisfactory, the
parameters should be changed or the CAD model should be modified to adapt
the printing object to the 3D printer capabilities.

• Step 6: Polishing and assembly—Safety precautions are necessary in removing
the printed object from the printer platform in order to avoid injury by using
wearing gloves to protect from hot surfaces or toxic chemical. Activities for
polishing and assembly are required for the printed object to remove any debris
or waste as well as to remove any support material.

• Step 7: 3D Prototype—The prototype is ready.
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Fig. 1 A scheme of a 3D printing procedure for rapid prototyping of mechanisms
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The above proposed procedure has been thought with sequential phases in order
to have checks during the process for adjustments and optimizations even in the
mechanical design of parts. The proposed procedure can also consider activities in a
parallel sequence for carrying out further design optimization and numerical sim-
ulations of the design improvements while printing a first prototype.

3 A Case Study: LARM Tripod Locomotor

LARM tripod Locomotor is a biped locomotor based on parallel leg mechanisms
[13]. The biped locomotor consists of two 3-DOF leg mechanisms and a waist. Two
leg mechanisms are installed on the waist, and between the waist and feet there are
two tripod mechanisms of six identical prismatic pairs with U-joints at each end.

A 3D model has been elaborated in SolidWorks® environment and the corre-
sponding 3D prototype has been built by printing all the components and assem-
bling them with commercial universal joints (U-joints), as shown in Fig. 2.

The 3D printer used in this case is FlashForge Creator [13], whose specification
parameters are listed in Table 1. Based on the 3D CAD model, the corresponding
STL format file of each component can be directly generated in SolidWorks®

environment. By using the required RP program, Replicator G, and considering
machine parameters like temperature, building size, printing precision and printing
speed, the proper G-code can be generated and transferred to the 3D printer.
G-Code is the name for the most widely used numerical control programming
language. It is defined by instructions on where to move, motion speed, and motion

Fig. 2 The LARM tripod locomotor: a a 3D model in SolidWorks® environment; b 3D printed
model
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path. To allow the printer to print offline disconnecting it from the computer the
G-code has been converted to x3g format and transferred to a SD Card of the
printer. X3g is a binary file that the machine reads, and which contains all the
instructions for printing.

During parameter setting in Replicator G, the first two factors that should be
considered are theworkspace size of the 3Dprinter and the temperatures of extruder(s)
and support platform. In the proposed case study, each component in the 3D CAD
model has been scaled down to 25 % of the corresponding 3D CAD model size in
order to fit with the printer workspace. The temperatures of extruder and support
platform are set as 220 and 79 °C, respectively, since PLA has been chosen as printing
material. Accordingly, travel feed rate has been set to 55 mm/s and flow rate has been
set equal to 40mm/s. The interior of the piecewasfilledwith a rhomboidal gridwith an
infill of 10 %, an infill perimeter overlap ratio of 0.3 and an infill solidity of 0.1. In
addition, printing orientation based on the Z axis of the 3D printer is also a key factor
that affects printing quality. Generally, it is recommended to choose printing orien-
tation based on the principle that a relative large contact area provides more support
material on the support platform. However, when there is requirement of coaxially
components during the assembly, the axial direction should be considered as the
preferred printing orientation. For instance, each prismatic pair of the LARM Tripod
locomotor consists of an upper hollow cylinder part, a lower hollow cylinder part, a
ring connector and the rod part, as shown in Fig. 3. The tube is divided into two parts
by considering verticality along the axial direction and convenient assembly with the
rod. In order to choose the proper printing orientation, the lower tube part has been
printed in two directions (Fig. 4). The print precision and the part’s stiffness are is
much higher when printing along the axial direction rather than along the radial one.

When all the components are printed, the next step is to polish and assemble
them. In order to achieve simple polishing and convenient assembly, the support
material is minimized during the parameter setting. The size of each pin is designed
as being 0.2 mm smaller than the corresponding hole by considering the printing
precision to avoid material overlapping. Once all the parts have been ready and

Table 1 Specification parameters of the 3D printer creator [7]

Extruder model Printing material Software Input file
format

Compatibility

Dual-extruder ABS&PLA
1.75–1.8 mm

Replicator G STL/X3G Linux, Mac and
Windows

Machine dimension Build size Print
precision

Positioning precision

320 × 467 × 381 mm 225 × 145 × 150 mm 0.1–0.2 mm 0.0025 mm on Z axis

0.011 mm on XY axes

Flow velocity Layer thickness Extruder
temperature

Heated build platform
temperature

Approx. 24 cc/h 0.1–0.5 mm Maximum
230 °C

Maximum 120 °C
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adjusted, they are assembled to obtain the 3D printed prototype of Fig. 2. Thus it
was possible to check the proper mobility of the robot structure and to preliminarily
validate motion efficiency. In particular, the motion range has been easily detected.

The 3D printed prototype is made from parts that can be considered as com-
bination of main elements in the mechanical design. The parts’ functionality can be
evaluated by manual inspection, and, with proper actuators, even the mobility both
in terms of motion ranges and constrains. The printed examples in Figs. 2, 3 and 4
show some advantages that include a better understanding of design and operation
issues both on individual parts and of the entire product in a first experimental

Upper hollow cylinder lower hollow cylinder connecting rodring connector

Fig. 3 A printed prismatic pair for the LARM tripod locomotor in Fig. 2

Fig. 4 The tube part of a prismatic pair when printed: a along the axial direction; b along the
radial direction

Fig. 5 Surface finishing of a leg with prismatic joint
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validation of the feasibility of the designed system. The surface finishing depicted
in Fig. 5 shows that the printing procedure was executed correctly and the 3D
printing is satisfactory.

4 Conclusions

In this paper 3D printing is recognized as a useful means in the design process with
rapid prototyping of robot mechanisms through a procedure that permits a feasi-
bility check of solutions since early stages of robot developments. Specific expe-
riences at LARM are presented, being related to on-going development of LARM
tripod Locomotor. The practical convenience and soundness of using the procedure
of 3D printing prototyping for specific designs of mechanisms in humanoid robots
were proved.
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Gibbs-Appell Equations of Motion
for a Three Link Robot with MATLAB

Dan B. Marghitu and Dorian Cojocaru

Abstract The present study uses MATLAB as a tool to develop and to solve the
dynamical equations of motion for an open kinematic chain. MATLAB is conve-
nient for finding the equations of motion using Lagrange method and for solving
numerically the nonlinear differential equations.

Keywords Three link robot � Equations of motion � MATLAB

1 Introduction

In this paper, MATLAB is considered for solving the mathematical equations of a
three-dimensional (3D) robot with three links. The kinematic and dynamic equa-
tions of motion for the robot are deduced using a symbolical algorithm. The
equations of motion are solved numerically using designed MATLAB functions.

A form of Lagrange’s equations in terms of quasi-coordinates used for robots is
presented in [1]. This formulation is suitable for symbolic computation and
dynamic analysis of complex systems. According to Whittaker [2], the concept of
quasi-coordinates was used by Lagrange and Euler, and other advanced texts in
dynamics include sections on the subject [3, 4]. Baruh [5] described the equations
of analytic dynamics and showed a classification based on vector principles (for
example, D’Alembert’s principle) or on scalar principles (for example, Hamilton’s
equations). Advantages and disadvantages of various approaches are analyzed. The
equations of motion are the projection of the classical equations of force and
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moment balances along directions affected by the kinematic coefficients. The
equations of motion for a human body model are developed in [6], using the
principles of classical mechanics. The solution provides displacement and rotation
of the body. Some example of motions are: simple lifting on the earth and the
moon, underwater swimming, or a vertically suspended man. The achievements in
the robot dynamics research starting with the development of the recursive
Newton-Euler algorithm are given in [7]. The main algorithms and equations are
provided, where the Kane’s equations [8] can be of great value. Pan and Sharp [9]
used homogeneous transformation matrices with Denavit–Hartenberg notation and
the Lagrangian formulation method for a general computer program. An algebraic
manipulation language, REDUCE, is employed for the open-chain structure.
Equations of motion in scalar form can be automatically transferred to FORTRAN
format for later numerical simulations. A recursive approach for solving snake-like
robots’ problems using Kane’s equations is presented in [10]. The proposed method
is used to derive kinematic and dynamic equations recursively. The Lagrangian
method is used for the dynamics of a 3-bar deformable structure that can adapt to
unconstrained environments [11]. A robot that combines the hopping movement
and the wheeling movement is presented in [12]. The five-shank hopping structure
was analyzed, and a non-linear spring-mass model for the robot was used. A unified
method for the whole-body humanoid robot control problem in the context of
multi-point multi-link contacts, constraints, and obstacles is presented in [13].
Gomes and Ruina [14] developed equations of rigid-body mechanics for an ape
model with zero energy cost motions. The results are comparable with the motions
of real gibbons using a 5-link model.

This paper describes the systematic computation of the equations of motion for a
three link open chain using MATLAB. The software combines symbolical and
numerical computations and can be applied to find and solve the equations of
motions for robots, humans, and animals systems.

2 Design and Implementation

The study presented in this section is based on a three-link robot. Figure 1 is a
schematic representation of a Rotation Rotation Rotation (RRR) open kinematic
chain or robot arm consisting of three links 1, 2, and 3.

Let m1; m2;m3 be the masses of links 1, 2, 3, respectively. Link 1 can be rotated
at origin O in a “fixed” reference frame 0 (RF0) of unit vectors ½i0; j0; k0� about a
vertical axis k0. The unit vector k0 is fixed in link 1. The link 1 is connected to link
2 at the revolute joint at point A. The element 2 rotates relative to link 1 about an
axis fixed in both 1 and 2, passing through A, and perpendicular to the axis of link
1. The last link 3 is connected to 2 by means of a revolute joint at B. The mass
centers of links 1, 2, and 3 are C1; C2, and C3, respectively. The length of link 1 is
OA ¼ L1, the length of link 2 is AB ¼ L2, and the length of link 3 is BD ¼ L3. The
distance from O to C1 is OC1 ¼ L1=2, the distance from A to C2 is AC2 ¼ L2=2,
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and the distance from B to C3 is BC3 ¼ L3=2. The reference frame p (RFp) of unit
vectors ½ip; jp; kp� is attached to link p; p ¼ 1; 2; 3; as shown in Fig. 1.

2.1 Kinematics

The generalized coordinates (quantities associated with the the instantaneous
position of the system) are q1ðtÞ; q2ðtÞ; q3ðtÞ. The first generalized coordinate q1
denotes the radian measure of the angle between the axes of RF1 and RF0. The unit
vectors i1, j1, and k1 can be expressed as functions of i0, j0, and k0

i1
j1
k1

2

4

3

5 ¼
c1 s1 0
�s1 c1 0
0 0 1

2

4

3

5

i0
j0
k0

2

4

3

5 ¼ R10

i0
j0
k0

2

4

3

5: ð1Þ

where s1 ¼ sin q1 and c1 ¼ cos q1. The transformation matrix from RF1 to RF0 is
R10 and the transformation matrix from RF1 to RF0 is R01 ¼ RT

10 where RT
10 is the

transpose of the matrix R10. The second generalized coordinate also designates a
radian measure of the rotation angle between RF1 and RF2. The unit vectors i2, i2
and k2 can be expressed as i2 ¼ i1; j2 ¼ c2j1 þ s2k1; k2 ¼ �s2j1 þ c2k1; where
s2 ¼ sin q2 and c2 ¼ cos q2. The transformation matrices from RF2 to RF1 and
from RF3 to RF2 (with s3 ¼ sin q3 and c3 ¼ cos q3) are

R21 ¼
1 0 0
c2 s2 0
�s2 c2 0

2

4

3

5 and R32 ¼
1 0 0
c3 s3 0
�s3 c3 0

2

4

3

5: ð2Þ

Next, the angular velocity of the links 1, 2, and 3 will be expressed in the fixed
reference frame, RF0. The angular velocity of 1 in RF0 expressed in terms of RF1
is x10 ¼ _q1k1: The angular velocity of the link 2 with respect to link 1 expressed in
terms of RF1 is x21 ¼ _q2 i1: The angular velocity of the link 2 with respect to the
fixed reference frame, RF0, expressed in terms of RF1, is x20 ¼ x10 þ x21 ¼
_q1k1 þ _q2 i1: The angular velocity of the link 3 with respect to link 2 expressed in
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Fig. 1 RRR robot
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terms of RF2 is x32 ¼ _q3i2: The angular velocity of the link 3 with respect to the
fixed reference frame, RF0, expressed in terms of RF2, is x30 ¼ x20 þ x32: The
angular acceleration of the link p; p ¼ 1; 2; 3; in RF0 is

ap0 ¼ d
dt
xp0 ¼

ðpÞd
dt

xp0 þ xp0 � xp0 ¼
ðpÞd
dt

xp0; ð3Þ

where
ðpÞd
dt represents the derivative with respect to time in reference frame RFp.

The position vectors of Cp, the mass center of link p; p ¼ 1; 2; 3; are rC1 ¼
0:5L1j1; rC2 ¼ L1j1 þ 0:5L2j2; and rC3 ¼ L1j1 þ L2j2 þ 0:5L3j3: The velocities
and accelerations of Cp; p ¼ 1; 2; 3; in RF0 are

vCp ¼
ðpÞd
dt

rCp þ xp0 � rCp and aCp ¼
ðpÞd
dt

vCp þ xp0 � vCp : ð4Þ

2.2 Gibbs-Appell Equations of Motion

The Gibbs function for the link i; i ¼ 1; 2; 3 is [15]:

Si ¼ 1
2
miaCi � aCi þ

1
2
ai0 � �Ii � ai0 þ ai0 � ðxi0 � �Ii � xi0Þ; ð5Þ

where mi is the mass of the link, aCi is the acceleration of the mass center of the link
in RF0, xi0 ¼ xxiii þ xyi ji þ xziki is the angular velocity of the link in (0), ai0 ¼
_xi0 is the angular acceleration, and �Ii ¼ ðIxiiiÞii þ ðIyijiÞji þ ðIzikiÞki is the central
inertia dyadic of the link. The central principal axes of the link are parallel to ii; ji; ki
and the associated moments of inertia have the values Ixi; Iyi; Izi, respectively. The
dot product of the vector x with the dyadic �I is x � �I ¼ �I � x ¼ xxIxiþ xyIy jþ
xzIzk: The central moments of inertia of links 1, 2, and 3 are calculated using
Fig. 1. The central principal axes of link i; i ¼ 1; 2; 3 are parallel to ii; ji; ki and the
associated moments of inertia have the values Iix; Iiy; Iiz, respectively.

The Gibbs-Appell dynamical equations governing the system are:

@2ðS1 þ S2 þ S3Þ
@ qr

:: ¼ Qr; r ¼ 1; 2; 3: ð6Þ

To calculate the partial derivative of the function S ¼ S1 þ S2 þ S3 with respect
to the variable qr

::
a MATLAB function, deriv, was created. The function deriv

(f, g) differentiates a symbolic expression f with respect to the variable g, where
the variable g is a function of time g = g(t). The statement diff(f,‘x’)
differentiates f with respect to the free variable x. In MATLAB the free variable x
cannot be a function of time and that is why the function deriv was introduced.
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2.3 Generalized Active Forces

Remark: If a set of contact and/or body forces acting on a rigid body is equivalent to
a couple of torque T together with force R applied at a point P of the rigid body,
then the contribution of this set of forces to the generalized force, Qr, is given by
Qr ¼ @x

@ _qr
� Tþ @vP

@ _qr
� R; r ¼ 1; 2; . . .; where x is the angular velocity of the rigid

body in (0), vP is the velocity of P in (0), and r represents the generalized
coordinates.

In the case of the robotic arm, there are two kinds of forces that contribute to the
generalized forces Q1; Q2; and Q3 namely, contact forces applied in order to drive
the links 1, 2, and 3, and gravitational forces exerted on 1, 2, and 3. The set of
contact forces transmitted from 0 to 1 can be replaced with a couple of torque T01

applied to 1 at O. Similarly, the set of contact forces transmitted from 1 to 2 can be
replaced with a couple of torque T12 applied to 2 at A. The law of action and
reaction then guarantees that the set of contact forces transmitted from 1 to 2 is
equivalent to a couple of torque �T12 to 1 at A. Next, the set of contact forces
exerted by link 2 on link 3 can be replaced with a couple of torque T32 applied to 3
at B. The law of action and reaction then guarantees that the set of contact forces
transmitted from 2 to 3 is equivalent to a couple of torque �T23 to 2 at B. The
expressions T01, T12, and T23 are T01 ¼ T01xi1 þ T01y j1 þ T01zk1;T12 ¼ T12xi2 þ
T12y j2 þ T12zk2; and T23 ¼ T23xi3 þ T23yj3 þ T23zk3: The external gravitational
forces exerted on the links 1, 2, and 3 are Gi ¼ �migk1; i ¼ 1; 2; 3: The reason for
replacing k1 in connection with the forces G2, and G3 is that they are soon to be

dot-multiplied with
@vC2
@ _qr

and
@vC3
@ _qr

. The contribution, ðQrÞ1, to the generalized active

force Qr of all the forces and torques acting on link 1 is:

ðQrÞ1 ¼
@x10

@ _qr
� T01 þ @vC1

@ _qr
�G1 þ @x10

@ _qr
� �T12ð Þ; r ¼ 1; 2; 3: ð7Þ

The contribution to the generalized active force Qr for the link 2 is

ðQrÞ2 ¼
@x20

@ _qr
� T12 þ @vC2

@ _qr
�G2 þ @x20

@ _qr
� �T23ð Þ; r ¼ 1; 2; 3: ð8Þ

The contribution to the generalized active force Qr for the link 3 is

ðQrÞ3 ¼
@x30

@ _qr
� T23 þ @vC3

@ _qr
�G3; r ¼ 1; 2; 3: ð9Þ

The generalized active force Qr of all the forces and torques acting on the links
1, 2, and 3 are
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Qr ¼ ðQrÞ1 þ ðQrÞ2 þ ðQrÞ3; r ¼ 1; 2; 3: ð10Þ

The MATLAB results for the generalized active force Qr; r ¼ 1; 2; 3 are:

3 Results

For the direct dynamics the feedback control law is arbitrary selected as:

The system of equations of motion is solved numerically using the statements:

The ode45 solver is used for the system of differential equations for direct
dynamics. Figure 2 shows the plots of q1ðtÞ; q2ðtÞ; and q3ðtÞ, the solutions of the
nonlinear differential equations, for five seconds. Figure 3 represents the successive
positions of the robotic arm for the simulations.

For the inverse dynamics a desired motion of the three-link chain is specified for
a time interval 0� t� Tp ¼ 5 s. The input generalized coordinates are selected
as [8]:

qrðtÞ ¼ qrð0Þ þ qrðTpÞ � qrð0Þ
Tp

t � Tp
2p

sin
2pt
Tp

� �� �

; r ¼ 1; 2; 3; ð11Þ
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with qrðTpÞ ¼ qrf . The robot arm can be brought from an initial position of rest in
reference frame (0) to a final position of rest in (0) in such a way that q1; q2, and q3
have specified values: q1ðTpÞ ¼ q1f ¼ �p=3 rad, q2ðTpÞ ¼ q2f ¼ �p=3 rad, and
q3ðTpÞ ¼ q3f ¼ �p=6 m.

The MATLAB commands used to find the motion equations are identical with
the commands presented in previous section. Figure 4a shows the input generalized
coordinates. The generalized coordinates, q1, q2, and q3 and their derivatives, are
substituted in the expressions of T01x, T12x, and T23x. The plots and the values of the
external torques T01zðtÞ, T12xðtÞ, and T23xðtÞ are shown in Fig. 4b. The MATLAB
programs can be found at ftp://eng.auburn.edu/pub/marghdb.

4 Conclusion

Gibbs-Appell equations of motion are developed symbolically using MATLAB.
The equations are solved numerically using matlabFunction and ode45.
Future research will focus on developing the proposed software for dynamic sys-
tems with multiple links and incorporating better numerical functions for solving
the ordinary differential equations.
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Kinematic Behaviour of a Novel Medical
Parallel Robot for Needle Placement

Bogdan Gherman, Doina Pîslă, Gabriel Kacso and Nicolae Plitea

Abstract Needle insertion procedures cover a large area of applications, like
brachytherapy (BT), biopsy or fluid extraction. The paper presents the kinematics of
a novel parallel robot designed for needle placement procedures. This implies that
the needle will be inserted in the patient’s body from the outside up to a target point
following a linear trajectory, the needle tracking being achieved using: visual
feedback, ultrasound if possible, otherwise computer tomography (CT). The
structural synthesis, the robot kinematics, its workspace and some simulation results
are presented in the paper.

Keywords Parallel robot � Needle placement � Kinematics � Workspace �
Simulation

1 Introduction

Studies proved that cancer is the world’s leading cause of death, followed by heart
disease and stroke [1]. Cancer treatment needs to be correctly diagnosed to establish
the correct type of treatment which most of the time implies a combination of
radiotherapy, surgery or chemotherapy. An early and correct diagnosis allows

B. Gherman � D. Pîslă (&) � N. Plitea
Research Centre for Industrial Robots Simulation and Testing, Technical University of
Cluj-Napoca, Memorandumului 28, 400114 Cluj-Napoca, Romania
e-mail: doina.pisla@mep.utcluj.ro

B. Gherman
e-mail: bogdan.gherman@mep.utcluj.ro

N. Plitea
e-mail: nicolae.plitea@mep.utcluj.ro

G. Kacso
Iuliu Hatieganu University of Medicine and Pharmacy, Babes 8, Cluj-Napoca, Romania
e-mail: gabi.kacso@gmail.com

© Springer International Publishing Switzerland 2016
T. Borangiu (ed.), Advances in Robot Design and Intelligent Control,
Advances in Intelligent Systems and Computing 371,
DOI 10.1007/978-3-319-21290-6_33

329



usually better treatment options in term of life expectancy, produced trauma or
quality life of the patient [2]. Prostate biopsy is still achieved today as it has been
50 years ago [3], being usually a manual procedure guided by an ultrasound probe.
Brachytherapy, a relatively new approach in the fight against cancer, uses local
radiation, so instead of irradiating a large area of the patient’s body, in this case
only the tumorous cells are irradiated, [4]. Most important, in needle placement, the
needles must be precisely placed inside the tumour, at exact points chosen by the
physician, [5].

Studies presented in [6] have demonstrated that a robotic device enhances the
needle placement accuracy beyond the natural human capabilities. In [7] Baumann
et al. proposed a system for cancer treatment using BT, named PROSPER, proving
that the robot is able to reach a target in the water with a precision of less than 1 mm
throughout the entire workspace. Bassan et al. described in [8] the design of a
5-DOF (degrees of freedom) hybrid robotic system that performs 3D ultrasound
guided percutaneous needle insertion surgery. Hungr in [9] introduced a new 3D
ultrasound robotic prostate brachytherapy system. A prototype and the 3D model of
a 5-DOF hybrid robot for prostate needle insertion surgery under continuous MRI
guidance has been presented in [10] by Jiang et al. A 4-DOF hybrid robot used for
real-time control of transperineal prostate that works under MRI guidance and
performs insertion motion manually has been introduced by Fischer in [11].
Fichtinger presented in [12] a robot assisted prostate brachytherapy system con-
sisting of a TRUS unit, a needle insertion robot, and a software tool for treatment
planning and image-registered implant system. Podder et al. showed in [13] that
most of the robotic systems available for BT have been designed for prostate cancer
treatment; therefore the need for new robotic solutions that target larger areas of the
body is high, especially since deeply located tumours are difficult to treat using a
manual procedure.

Starting from this, the authors propose a new, innovative robotic structure for
general BT procedures, covering areas like the mediastinum or the paravertebral
area, capable of positioning the BT needles in various organs of the patient’s body
and working under real-time CT monitoring.

2 The Medical Parallel Robot

In [14, 15, 16, 17] new robotic structures designed for BT have been developed, up
to the experimental model level, their kinematics and workspace being presented.

The parallel robot developed in this paper targets also other needle placement
applications, having a larger applicative spectrum. The medical requirements for the
new robot start from the main task it has to achieve: the robot should insert rigid
needles into the patient’s body, having the diameter from 1.6 to 2 mm and lengths
of 50–250 mm on a linear trajectory between the insertion point and the target
point. According to the chosen visual feedback, the robotic structure should be
either ultrasound or CT compatible, meaning that it should withstand a radiation X
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environment from 50 to 150 kV, have capability of teleoperation from a safe
distance (over 5 m), and feature modularity and versatility in positioning the robot
relative to the patient and CT. After the needles are introduced into the tumour, the
needles are extracted and only the catheter will remain inside the tumour, through
which the irradiation seeds will be introduced (using a specialized device).

The robotic system is of family F = 1, having a modular structure, consisting of a
parallel module with M = 3 DOF (degrees of freedom) and three active joints (q1,
q2, q3) and a parallel module with M = 2 DOF and two active joints (a planar
mechanism with the active joints q4, q5), see Fig. 1. The first module with three
active joints consists in two translational joints, namely q1 (along an axis parallel
with the OX axis) and q3 (along an axis parallel with the OY axis). The active joint
q2 is a rotation around an axis parallel with the OX axis, starting from the horizontal
plane (the OXY plane). The second module is a parallel planar mechanism with 2
DOF, in which a bushing moves on two axes (parallel with OY and OZ). The
elements 1 and 3 are connected via two Cardan joints, each having the first rotation
around an axis parallel to the OZ axis (the second one being perpendicular on it).

In order to achieve the structural synthesis of the mechanism, the first module
can be considered as a class 3 joint (the mobile platform 1 having 3 DOF—
translations along the OX, OY and OZ axis and constant orientation), while the
second module with two active joints and 2 DOF can be regarded as a class 4 joint
(the final element 2, having 2 DOF). The number of moving elements of the robot is
N = 2 + 1 + 1 (the two final elements of the two mechanisms, 1 and 2, element 3 and
the needle 4). The mechanism has 1 class 5 joint (C5, the 1 DOF revolute joint), 3
class 4 joints (C4, the second module and the two Cardan joints) and 1 class 3 joint

Fig. 1 The medical parallel robot—kinematic scheme
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(C3, the first module). The number of degrees of freedom can be computed using (1)
[18]:

M ¼ ð6� FÞ � N �
X

i¼1::5

i� Fð Þ � Ci ¼ 5 � N � 4 � C5 � 3 � C4 � 2 � C3 � 1 � C2

¼ 5

ð1Þ

where M is the mobility of the robot (number of DOF), N is the number of moving
elements, F = 1 is the family of the mechanism and Ci is the number of class i-th
joints.

3 The Kinematic Model

To solve the geometric model of the medical robot, the following geometric
parameters have been used: T1; T2; T3; T4; T5; l1; l2; l3; l4; h; e; lc (see Fig. 1). The
point E XE; YE; ZEð Þ represents the needle tip’s coordinates, while the angles w and θ
represent the Euler’s angles with:

• w as the rotation angle around the OZ′ axis of the frame positioned in point C1

belonging to the first Cardan joint, parallel with the OZ axis of the fixed frame in
point O;

• θ as the rotation angle around the Ox axis of the frame positioned in point C1

belonging to the first Cardan joint.

The final orientation of the needle (4) is represented by the C1xyz frame.

3.1 The Inverse Geometric Model

The coordinates of the points C1 and C2 as well as A1 and A2 belonging to the
Cardan joints are (Fig. 1—needle detail):

XC1 ¼ XE � hþ lcð Þ � sin hð Þ � cos wð Þ XC2 ¼ XE � h � sin hð Þ � cos wð Þ
YC1 ¼ YE � hþ lcð Þ � sin hð Þ � sin wð Þ YC2 ¼ YE � h � sin hð Þ � sin wð Þ
ZC1 ¼ ZE þ hþ lcð Þ � cos hð Þ ZC2 ¼ ZE þ h � cos hð Þ

ð2Þ

XA1 ¼ XC1 XA2 ¼ XC2

YA1 ¼ YC1 YA2 ¼ YC2
ZA1 ¼ ZC1 þ l1 ZA2 ¼ ZC2 � l2

ð3Þ
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The two Cardan joints are not classic, meaning that the points C1 and A1 as well
as C2 and A2 don’t overlay, but are offset at l1, respectively l2, for reasons of
increased motion range.

The five active joint coordinates can be computed:

q1 ¼ XE � hþ lcð Þ � sin hð Þ � cos wð Þ þ l3

q2 ¼ a tan 2 sin q2;
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� sin q2ð Þ2
q

� �

q3 ¼ YA1 ¼ YE � hþ lcð Þ � sin hð Þ � sin wð Þ
q4 ¼ ZE þ h � cos hð Þ � l2

q5 ¼ YE � h � sin hð Þ � sin wð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

T2
5 � XE � h � sin hð Þ � cos wð Þ � eð Þ2

q

ð4Þ

where

sin q2 ¼
H�ZA1ð Þ

2 þ YA1 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

T2
1

H�ZA1ð Þ2þY2
A1

� 1
4

r

T1
ð5Þ

3.2 The Direct Geometric Model

In this case, the coordinates of the active joints (q1; q2; q3; q4; q5) are known, as well
as the geometric parameters of the robot. The task is to determine the coordinates of
the needle tip E XE; YE; ZEð Þ and the orientation angles w and h.

The coordinates of points A1 and C1 are determined:

XA1 ¼ q1 � l3 XC1 ¼ XA1

YA1 ¼ q3 YC1 ¼ YA1

ZA1 ¼ H � T1 � sin q2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

T2
2 � YA1 � T1 � cos q2ð Þð Þ2

q

� �

ZC1 ¼ ZA1 � l1
ð6Þ

The orientation angle h can be determined as follows:

h ¼ a tan 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

l2c � ZC1 � q4 � l2ð Þ2
q

; ZC1 � q4 � l2ð Þ
� �

ð7Þ

In order to determine the orientation angle w, two solutions emerge, from
solving the following system of equations with the unknowns XA2 and YA2:
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YA2 � YA1ð Þ2þ XA2 � XA1ð Þ2¼ l2c � ZC1 � ZC2ð Þ2
X2
A2 þ YA2 � q5ð Þ2 ¼ c2

�

ð8Þ

From (8), the two solutions of the angle w are:

wi ¼ a tan 2 YA2 i � YA1;XA2 i � XA1ð Þ ð9Þ

with i = 1, 2. From (6)–(9), two solutions for the needle tip coordinates are
obtained:

XE i ¼ XC1 þ hþ lcð Þ � sin hð Þ � cos wið Þ
YE i ¼ YC1 þ hþ lcð Þ � sin hð Þ � sin wið Þ; i ¼ 1. . .2

ZE ¼ ZC1 � hþ lcð Þ � cos hð Þ
ð10Þ

The inverse and direct kinematic models have been analytically obtained, with
important implications in the control of the robot. Concerning the direct geometric
model, the initial pose of the needle is known, thus enabling the choice of the
proper solution among the two possible ones.

3.3 Numerical Results

The behaviour of the robotic system has been studied using the geometric model
presented in previous sections as well as the developed kinematic model. A linear
trajectory for the needle tip has been imposed into a simulation program created in
MATLAB. The robot motion comprises two phases: first, the robot guides the
needle from an initial pose (position and orientation) (point C) up to the insertion
point into the patient’s body (point I), achieving in the meantime also its final
orientation (the angles w and h); second, the robot will insert the needle following a
linear trajectory from the insertion point I up to the target point T, with real-time CT
control. Figure 2 illustrates the robot motion for the imposed trajectory at the level
of each active joint.

The values for the geometrical parameters of the robot and the pose of the robot
for the current-, insertion-, and target points are given in (11). All dimensions are in
mm. For the first part of the motion, the needle’s imposed maximum speed and
acceleration are: tmax ¼ 20 mm=s and amax ¼ 10 mm=s2. After the needle is
brought at the insertion point, the maximum insertion speed and acceleration are:
tmax ¼ 2:4mm=s and amax ¼ 1:2mm=s2.

An important issue in the control of a medical robot is to check if the imposed
trajectories of the needle belong to the robot workspace. The robot workspace is
generally dependent on the chosen insertion points into the patient’s body. In this
sense, a verification of the needle trajectories starting from the insertion up to the
target point is necessary.
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Figure 3 presents the reachable robot workspace, featuring singularity-free
configurations (excluding those configurations for which the Jacobean determinant
is zero or close to zero) for the indicated insertion point (dimensions in mm). It
proves that the robot is capable to reach a variety of target points, in this case
situated in the kidney area. Figure 4 represents the CAD model of the robot.

Fig. 2 Time history diagram of the active joint coordinates, speeds and accelerations

Fig. 3 Robot workspace with the insertion point I XI ¼ 525;YI ¼ 780;ZI ¼ 185ð Þ
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l1 ¼ 60; l2 ¼ 40; l3 ¼ 85; l4 ¼ 50; lc ¼ 112:36; h ¼ 342:1; e ¼ 138;

T1 ¼ T2 ¼ 565; T3 ¼ T4 ¼ 465; T5 ¼ 570:31;H ¼ 1295;

XC ¼ 550

YC ¼ 880

ZC ¼ 190

8

>

<

>

:

;
wC ¼ 90

hC ¼ 45

�

;

XI ¼ 525

YI ¼ 780

ZI ¼ 185

;

8

>

<

>

:

XT ¼ 483:01

YT ¼ 851

ZT ¼ 150

;

8

>

<

>

:

ð11Þ

4 Conclusions

The paper presents a novel 5-DOF, innovative medical parallel robot. Its main
advantages consist in: modularity, simplicity (being of family 1 and having 5 DOF
for needle positioning and orientation), high stiffness and accuracy (conferred by its
parallel structure). The robot kinematics has been developed and an analytical
solution was presented for both inverse and direct geometric models, with important
implications in the robot control. A singularity-free robot workspace has been
analysed and numerical simulations (oriented towards the medical procedure) have
been conducted in order to analyse the robot behaviour during the needle insertion
procedures.
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Optimal Planning of Needle Insertion
for Robotic-Assisted Prostate Biopsy

Doina Pîslă, Bogdan Gherman, Florin Gîrbacia, Călin Vaida,
Silviu Butnariu, Teodora Gîrbacia and Nicolae Plitea

Abstract Robotic systems used for prostate biopsy offer important advantages
compared to the manual procedures. In the robotic assisted prostate biopsy pro-
cedure, an important problem is to identify the optimal needle trajectories that allow
reaching the target tissue and avoiding vital anatomical organs (major blood ves-
sels, internal organs etc.). The paper presents an algorithm for optimal planning of
the biopsy needle trajectories, based on virtual reality technologies, using as case
study a novel parallel robot designed for transperineal prostate biopsy. The
developed algorithm has been tested in a virtual environment for the prostate biopsy
robotic-assisted procedure and results are presented.
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1 Introduction

Cancer prostate is the most commonly diagnosed cancer as well as the second most
common cause of death [1]. In 2014 in the United States of America as many as
233,000 (14 %) men were estimated to be diagnosed with prostate cancer [2].
A biopsy is a procedure performed to acquire a sample of tissue from the target
organ which will be used to determine whether cancer is present. In a recent study
[3], it was shown that robotic-assisted prostate biopsy procedure has a higher
accuracy and a better detection rate compared to biopsies performed manually by
the urologist. Robot-assisted and computer-assisted surgeries are terms for tech-
nological devices using robotic systems to aid in surgical procedures [4].
Robot-assisted biopsy procedures present the following advantages compared to the
manual procedures: (i) biopsy needle can be guided easier (ii) tissue deformations
can be reduced because the motion is constant [3].

Recently, several different types of needle guiding robots have been developed
[5–10]. At this moment, two approaches in achieving prostate biopsy are used:
trans-rectal and transperineal prostate biopsy. The first approach is mainly used for
manual procedures or with MRI (Magnetic Resonance Imaging) compatible robotic
systems [8–10]. Other systems use the transperineal approach for less infection
risks [11, 12].

The use of Virtual Reality (VR) to simulate surgery has significantly evolved
during the last decade [13]. In previous researches, VR technologies have been used
for learning biopsy procedure [14] and to simulate the manual biopsy procedure
through haptic simulation [15, 16]. In this paper VR technologies are used for
defining optimal biopsy needle trajectories for a novel parallel robotic system.
Compared to other already presented VR applications for robotic needle insertion,
the novelty of this approach is the possibility to automatically calculate trajectories
for the proposed robotic system that allows the avoidance of the intersection with
high risk areas.

The paper is structured as follows: Sect. 2 describes the new parallel robot for
transperineal prostate biopsy; Sect. 3 presents the algorithm for optimal planning of
needle guidance, followed by some results and conclusion.

2 The Innovative Parallel Robot Used for Prostate Biopsy

An innovative parallel robot has been designed for transperineal prostate biopsy,
consisting of two modules working together [17]. Each module can be seen as a
robot, the first one guiding the ultrasound probe with M = 5 DOF, while the second
one guides the biopsy gun (prostate biopsy needle) having M = 5 DOF, too.
Figure 1 presents the first robot (for ultrasound probe guidance) having a modular
structure: it has a parallel module with M = 3 DOF with three active joints (q1, q2,
q3), all translational along axes parallel with the OY (q1), respectively OZ (q2, q3) of
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the fixed frame of the robot and a second parallel module working in cylindrical
coordinates with M = 3 DOF, with two active joints (q4, q5), both translations along
an axis parallel with the robot’s OZ axis. Both modules are of family F = 1, the
common restriction is that the three exit elements (Fig. 1) do not execute a rotation
motion, so the Euler angle φ = 0.

The second module (robot) is positioned at the distance a4 on the OX axis from
the robot fixed frame. Two Cardan joints connect the two modules, each one having
the first rotational axis vertical, the second one being perpendicular on it. Between
the two Cardan joints is positioned the module holding the ultrasound probe. The
position and orientation of the ultrasound probe is determined by the coordinates of
its tip, the point E XE; YE; ZEð Þ and its orientation, indicated by the Euler w and θ
angles (rotation angles around the OZ, respectively Ox of the mobile frame, placed
in point A1, Fig. 1). The second module, designed for guiding the biopsy gun,
presented in Fig. 2 is similar to the one developed for ultrasound probe guidance,
the difference consisting in the fact that the two modules are disposed in a single
plane, at the distance XC from the robot frame on X axis; all the active joints,
q01; q

0
2; q

0
3; q

0
4; q

0
5 are translational.

The kinematic model of the robot leads to analytic solutions for both the inverse
and direct models. The closure equations that describe the relation between the
end-effector coordinates and the active joints from where the inverse kinematic
model [the active joints coordinates: for the TRUS (Transrectal Ultrasound) guiding
robot: q1, q2, q3, q4, q5—Eq. (1) and the biopsy needle guiding robot:
q01; q

0
2; q

0
3; q

0
4; q

0
5—Eq. (2)] can be determined and used in the optimal trajectory

planning algorithm are:

Fig. 1 BIO-PROS-1 ultrasound guidance module (robot)
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Fig. 2 BIO-PROS-1 biopsy needle guidance module (robot)
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3 The Algorithm for Optimal Planning of Prostate Biopsy
Needle Guidance

A proper prostate biopsy procedure will allow for a correct and quick diagnosis of the
patient, leading to better life expectancy and/or life quality. A thorough analysis and
simulation of the procedure will point out to the exact location and steps in the
achievement of the biopsy, the system being also useful in improving the learning
curve of the procedure. Using conventional TRUS images is often difficult to accu-
rately localize the target biopsy area of the prostate and shield the organs at risk. VR
technologies facilitate calculating accurate biopsy needle trajectories that avoid vital
organs. The proposed algorithm for virtual planning of robotic-assisted needle
insertion allows automatic definition of the needles trajectory for every target or
“quadrant” of the prostate specified by the urologist. The main steps of the algorithm
designed for automatic calculation of linear robot trajectories for the target point are:

• Process the 3D model of the patient reconstructed from MRI images.
• Load the 3D model of the patient into the virtual environment.
• Registration of the patient’s 3D model to the robot.
• Define the target area for the biopsy procedure.
• Define parameters for needle insertion trajectories based on the target area:

target area dimensions, first insertion point, target points, direction, and the
vertical and horizontal displacement step.

• Successively, for each insertion point the robotic needle guidance process is
conducted and the intersection between the needle tip and anatomical organs is
computed. In order to determine the intersection between the linear trajectories
and the high risk areas, a ray cast collision detection algorithm was used [18].
This algorithm allows detecting the contact between a linear segment and the
triangles of the virtual object mesh. The algorithm returns the intersection point
between these points and a line corresponding to the biopsy needle. The robot
trajectories can be classified into three types: ta, tb, and tc. The ta type contains
the trajectories that do not intersect the high risk areas, but intersect the target
area at a point set by the urologist. The tb type contains the trajectories that do
not intersect the vital organs but the distance (d) between the needle tip and a
target point set by the urologist is less than a specified threshold (Fig. 3). The tc
type contains the trajectories that intersect the vital organs. After all trajectories
corresponding to the target area were checked, the optimal trajectories ti will be
considered one from ta group. If ta = 0, the new proposed trajectory ti is selected
from the tb and is the one where the distance between the needle tip and the
target point set by the urologist is minimum.

• Finally, the optimal trajectories are saved and proposed for the validation to the
urologist. If ta = 0 and tb = 0 then it is proposed to the urologist to define other
target point and then the automatic algorithm is used again.

In order to achieve the prostate biopsy procedure using this robot, the patient will
be positioned in a rigid position (similar to the gynaecologic one) to the surgery
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table, while being anesthetized from the waist down. The coordinates of the target
points (possible tumours) are known and the robot is directed to them, while the
needle trajectory is followed using the TRUS probe which is inserted and guided
into the patient’s rectum.

4 Implementation Details and Results

In the conducted test, a virtual environment containing a 3D reconstructed pelvis
model of a patient has been modelled. Our test started by choosing the prostate
target treatment area. The transperineal prostate biopsy procedure represents a
complex process because the biopsy needle tip needs to avoid the intersection with
high risk areas and accurately reach to the target position.

For the representation of the 3D model geometry of the target area in the
developed VR system was used the ISO standard VRML2.0 (Virtual Reality
Modeling Language). The 3D geometry model is represented using IndexedFaceSet
nodes and is composed of a number of vertexes and triangles. The rendering of the
3D virtual environment was realized through the program BS Contact VRML
player (http://www.bitmanagement.de). The C++ programming language has been
used for the implementation of the algorithm for optimal planning of the biopsy
needles. The tests have been performed using a Desktop PC with the following
characteristics: Intel(R) Core(TM) i7 at 3.47 GHz and 12 GB RAM, NVidia
QuadroFX 6000 GPU using Windows 7 operation system.

Figure 4 shows a robotic-assisted biopsy needle insertion for the prostate area.
The needle tip reaches the target point avoiding penetration of bladder and pelvis
bone.

Fig. 3 Planning of biopsy needle trajectories

344 D. Pîslă et al.

http://www.bitmanagement.de


5 Conclusion

This paper presents an algorithm for calculating optimal trajectories of the prostate
biopsy needle applied for a novel parallel robot designed for transperineal prostate
biopsy. The presented parallel robotic prostate biopsy system aims to improve the
manual procedure by executing transperineal prostate biopsy with higher accuracy.
The innovative parallel robotic system (consisting of two robots, each with 5 DOF)
enables simultaneously the guiding of the ultrasound probe module and the biopsy
gun (prostate biopsy needle). The proposed planning algorithm calculates auto-
matically, using VR techniques, optimal linear trajectories with avoidance of high
risk areas proximities for the proposed transperineal prostate biopsy parallel robot.
A virtual environment has been modelled containing a virtual surgery room with
accessories, the BIO-PROS-1 robot and a reconstructed 3D model of a patient. The
proposed pre-planning algorithm was tested in the virtual environment and a
simulation of the robotic-assisted biopsy needle insertion was presented.
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Towards Robot-Assisted Rehabilitation
of Upper Limb Dysfunction

Irina Voiculescu, Stephen Cameron, Manfred Zabarauskas
and Piotr Kozlowski

Abstract This paper proposes a robot design which combines an unobtrusive
presence around the household with a patient rehabilitation tool. The robot is
envisaged to spend most of its time in standby mode, springing into action at pre-set
times in order to engage the patient into taking a rehabilitation program. The
rehabilitation tool guides the patient through a set series of prescribed repetitive
physical exercises, provides feedback and keeps track of the patient’s progress, and
finally summarises the feedback to a clinician who can supervise exercise uptake
and effectiveness. We have achieved proof of this concept on two separate fronts
which have been tested separately: an obstacle-avoidance robot which finds (and
composes photographs of) people, and a stand-alone piece of software which dis-
plays and assesses physiotherapy exercises.

Keywords Mobile and autonomous robotics � Ambient assisted living �Modelling
and simulation � Non-contact sensors � Kinect

1 Introduction

Robot-assisted homes, which once seemed impractical, are now emerging through
the adoption of technologies such as Roomba [1], RITA (the Reliable Interactive
Table Assistant) [2] and other obstacle-avoiding household robots. A potential use
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of such robots is to monitor patients while taking rehabilitation exercises. Motor
disorders are associated with a variety of health conditions such as stroke, cerebral
palsy or Parkinson’s disease, and with patients of any age, from children to the
elderly. Cases where one or more limbs are affected need clinical assessment in
order to detect the extent of the limb dysfunction. Subsequently physiotherapy is
prescribed for rehabilitation, and take-home patient rehabilitation programs are
gradually becoming an appealing prospect to health professionals and providers,
partly as they can save face-to-face clinician time and partly because patient uptake
of rehabilitation exercises may be increased by a ‘gadget’ solution.

This paper proposes a proof-of-concept robot that combines an unobtrusive
presence around the household, potential for self-deployment (for elderly or for-
getful patients), and a rehabilitation assessment tool that can guide a patient through
a series of prescribed repetitive physical exercises.

The main sensor proposed for the robot is an RGB-D sensor like the Kinect [3]
motion sensing device. The sensor captures RGB image frames from its on-board
camera and a depth image from a depth infrared camera. These devices are used for
obstacle avoidance and for tracking the principal joints in a subject’s upper limbs
(see Fig. 1); hence our focus on rehabilitation of upper limb dysfunction. (One can
also envisage extensions applicable to other parts of the body.)

We have achieved proof of this concept on two separate fronts: an
obstacle-avoidance robot which finds (and frames) people, and a stand-alone piece
of software which displays and assesses physiotherapy exercises. These two
components of the robot have been tested [4, 5], but assembling them into a single
operational unit is a task which will involve a non-trivial amount of redesign and
further software development.

2 Robot Overview

2.1 Architecture

The first part of the design consists of a robot photographer. This was constructed as
part of a graduate project [4] as shown in Fig. 1, and lends an appropriate hardware
structure to the robot proposed here using an iClebo Kobuki base [6]. The robot
photographer wanders around a room, locating people by detecting their faces [7],
taking then their photographs and uploading them online. The point of taking the
person’s photograph is to ensure that the robot is positioned at the correct distance
to observe the person’s head and upper body, so as to be able to detect their upper
limbs. In order to test the photography side, the robot’s architecture includes a
tripod and camera mounted on top of the base, both of which can be eliminated in
subsequent models.
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Fig. 1 Prototype
photographer
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2.2 Computing Power and Networking

The base is designed such that it can carry a laptop computer; wiring and sockets
are provided for this purpose. Additionally, a smartphone was mounted on-board to
provide wireless connection to the Internet (to upload the photographs taken and to
provide debugging data to a separate computer present in the room). The smart-
phone also serves as the robot’s display screen.

We have described in [8] the architectural design of the robot’s software and the
way the various components interact with each other in order to allow for navi-
gation, obstacle avoidance, face detection and input-output operations.

2.3 Navigation and Obstacle Avoidance

Our previous experiments with the Robot Sheepdog [9] showed how simple
‘potential-field’ ideas, which combine repulsive and attractive fields for each object
in the scene, can allow robotic agents to interact with each other and with their
environment. A version that allowed a human user to drive a dog among robotic
sheep was a hit with the public and the UK’s Royal Society Summer Fair as early as
2001 [10]. These ideas have been adapted for the path planning component of the
robot.

2.4 Sensor-Based Search

The main on-board sensor is a Microsoft Kinect, mounted on the platform at an
angle of 10° to the horizontal plane, in order to point roughly to average adult
human height; this angle could be adjusted to be patient-specific. The robot can be
programmed to remain in stand-by mode for most of the day, and to spring into
action at set times when the patient needs to carry out their exercises. At the
pre-specified time, the robot self deploys, searches around the household for the
nearest human and requests for them to practice their rehabilitation programme. At
this point there may be scope for using face recognition software in order to find the
correct human, although if the robot is designed for assisted living it is envisaged
for use by people living on their own. A robot designed for use by children could be
trained to confirm their identity through an entertaining set of questions.

Once the robot has navigated close enough to ‘frame’ its subjects, it stops and
takes their photograph. A fully-fledged version of the robot would, at this point,
negotiate with the human whether or not to initiate a physiotherapy session.
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2.5 Gesture Assessment

The second part of the design is based on the same Kinect sensor used in the
obstacle avoidance process. This is also used to monitor and score the patient’s
exercises. It would be easy keeping track of the patient’s longitudinal progress, as
well as to send regular updates to a clinician. This saves the clinician face-to-face
appointment time where they would be checking whether or not the patient has
been keeping on track. Additionally, the clinician can monitor the progress scores
for the affected limb.

The current system provides an environment for the deployment of repetitive
therapeutic tasks, but is based on a standalone application running on a conven-
tional computer fitted with a Kinect sensor, rather than on board a robot.

We compare a series of Kinect readings, corresponding to hand actions, against
pre-existing shapes such as those shown in Fig. 2. Each subject is asked to perform
a range of simple arm gestures. These were chosen in consultation with researchers
from the Department of Experimental Psychology in Oxford so as to be relevant to
patients with apraxia following brain damage (e.g. due to stroke). Apraxic patients
display disorganisation when carrying out sequential tasks, in particular being
unable to plan and execute the complex sequence of motor actions [11].

Each of the subject’s gestures is calibrated to a standard overall size and then
assigned a score against the expected shape. The calibration is carried out relative to
the Kinect sensor’s detection of joint positions of the subject’s body parts (head and
hip), which give an estimate of the subject’s upper body height, and also relative to
the subject’s distance from the sensor which is inferable from the depth data.

The score for each gesture is computed by comparing two sets of points using an
algorithm by Catuhe [12]. Our algorithmic search traverses the list of joint positions
detected by the Kinect sensor, and verifies predefined constraints. For instance,
during a movement along a horizontal line from the patient’s left to their right we
consider the following basic checks:

• Each new hand position should be further to the patient’s right.
• The height of each hand position must be within a predefined threshold of the

hand’s initial height.
• The first and last hand positions must be achieved within a predefined

timeframe.
• The whole gesture must exceed a predefined minimum length.

Such constraints are gesture-shape-specific, which makes them difficult to be
generalised. In the context of prescribed repetitive exercises the shapes can be
pre-defined and so this is not a major drawback. Our application has defined a set of
criteria to be used in the automatic analysis of these specific gesture shapes. These
rely on the distance between consecutive positions of the hand at consecutive time
steps, as well as on the change in line angle between the line of consecutive pairs
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(or sets) of positions and the horizontal direction. These parameters can help
computing the turning points (i.e. corners) of each gesture, and hence its centroid.
The scores attributed to each gesture are based on a weighted sum of the following
measurements:

1. Size and shape of actual gesture against prototype.
2. Average angular deviation of actual gesture from prototype.
3. Position of the centroid relative to the subject’s own body.
4. Total speed of completing the gesture.
5. Relative speed uniformity across the figure parts (ratios of polyline segment

lengths to data points per segment).

Data from healthy controls was collected and these criteria have been calibrated
so as to determine the expected scoring range for a healthy individual. We also
tackled the scoring using a Logistic Regression approach, but the relatively small
volume of data we have collected so far did not lend itself easily to machine
learning techniques. The results were comparable to those from the deterministic
approach.

3 Results

3.1 Results on Human Detection and Framing

Human faces were detected successfully, and framed in appropriate proportions in
the photographs. Human volunteers were asked to rate over 100 of the photographs
taken in a single three-hour photo shoot, rating them on a scale from 1 (“very bad”)
to 5 (“very good”). More than 50 % of the photographs were rated by humans to be
“good” or “very good”, and more than 80 % were “neutral” or better. Examples of
the face detection and overall framing are shown in Fig. 3. These results outperform
other photographer robots [13].

Fig. 2 A standard set of
gestures
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3.2 Results on Gesture Measurement

The gesture measurement has been carried out as a post-processing stage, after the
tracking of a single gesture has been completed. This is mainly because the start and
end points of each tracked gesture have been established using a separate process.
Complexity-wise, all the elements of the processing may be run in real time.

As well as being assigned a score automatically, each gesture was also scored by
a human evaluator. The human evaluation is known to be subjective, so the
automatic scoring system is also likely to improve the objectivity of this assess-
ment. The human scores did not cover evenly the scale of scores between 0 and 1.
In the absence of any other objective measure, this scoring nevertheless had to be
considered as a gold standard against which the machine scores were compared.

A total of 247 data points were collected for a variety of gestures. All five
measurements mentioned were combined with equal weights to compute the final
score. The differences between the scores allocated for each gesture by the human
and by the program for each gesture yield an average deviation of 0.10324, which is
around 10 % of the scale (Fig. 4). Interestingly, no significant improvement was
made by manipulating the weights.

Fig. 3 Examples of face detection and picture composition

Fig. 4 Scores for gesture measurement and differences
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4 Conclusions and Further Work

4.1 Conclusions

The two systems worked independently as well as could have been expected. No
interaction between them has been attempted, but they have been designed in a
modular fashion, with extensibility in mind. Further prototypes of the robot and its
intelligent action analysis tools will be based on this work.

This robot system is a proof-of-concept and there are several (mainly hardware)
limitations that need to be taken into account during further development:

• The Kinect has limited range and can be affected by heat sources (such as the
Sun). However alternative RGB-D cameras can be used as they are developed,
such as those being developed under Intel’s RealSense initiative [14] or
alternatives.

• Sideways poses as well as self-occlusion provide some challenges regarding the
part of the user that is not visible to the sensor, resulting in some joints not being
tracked accurately. Further Kinect releases are expected to address this.

• The information from the Kinect sensor that is processed by the software
development kit is refreshed periodically at a maximum frame rate of 30 frames
per second; at present there is a trade-off between smoothness and latency of
movement.

4.2 Further Work

Personal care robots, such as the one outlined here, will need to be accepted by
users as desirable and safe. As part of that process, ISO subcommittee TC184/SC2
has been working on a draft international standard for such devices, which has been
given a standards number ISO-13482. We intend to look further at the ramifications
of this work, which includes issues such as physical and electrical safety, together
with standards for how the device should be operated in a non-research environ-
ment. In particular, robots are complicated electro-mechanical devices, and the way
that different pieces of software can be combined together in a safe and reliable
manner. They must also be consumer proof.

Our machine learning approach to the gesture assessment suffered from lack of
training data. Further data collection both from controls and from patients will be
essential in the development of a systematic learning mechanism for relevant
parameters of the various gestures. Once these are established, randomized con-
trolled trials will need to be organized in a clinical context in order to assess what
proportion of (e.g. post-stroke) patients benefit from such a recovery program for
upper limb motor function.
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Some studies suggest that augmented feedback (also known as reinforced
feedback in virtual environment) can be more effective than traditional rehabilita-
tion methods [15, 16]. Our discussion with experts in post-stroke brain lesions, with
hand surgeons and with physiotherapists working with children with cerebral palsy
is on-going, aiming to find the most appropriate exercises to simulate in the
assessment environment, as well as the most effective level of patient feedback.
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Simulation and Control of a Robotic
Device for Cardio-Circulatory
Rehabilitation

Carlo Ferraresi, Daniela Maffiodo and Hamidreza Hajimirzaalian

Abstract In immobilized patients like paraplegic subjects, due to absence of leg
muscle contraction, venous return to the heart is reduced and this may induce
important diseases to the cardio-circulatory system. The application to legs of a
mechanical stimulation operated by an Intermittent Pneumatic Compression
(IPC) device in replacing striate muscle pump on limb veins may recover venous
return to the heart, thus restoring correct cardio-circulatory performance. This paper
deals with the study of an effective way to control such a device. Based on the
numerical simulation of the human-machine system, the paper investigates and
proposes an effective control solution.

Keywords Cardio-circulatory rehabilitation � Intermittent pneumatic
compression � IPC mechatronic device � Man-machine system � Robotized
rehabilitation

1 Introduction

Nowadays, the great majority of rehabilitation robotic devices are addressed to
mobility. In these applications, an actively controlled robotic device applies pro-
grammed forces to induce specific loading or motion condition in a given part of the
body. In a broader sense, a robotized rehabilitation can be adopted not only to
maintain or improve limbs’ mobility, but also to deal with diseases affecting other
physiological compartments, like the cardio-circulatory system (CCS).

C. Ferraresi (&) � D. Maffiodo � H. Hajimirzaalian
Department of Mechanical and Aerospace Engineering, Politecnico di Torino, Italy
e-mail: carlo.ferraresi@polito.it

D. Maffiodo
e-mail: daniela.maffiodo@polito.it

H. Hajimirzaalian
e-mail: hamidreza.hajimirzaalian@polito.it

© Springer International Publishing Switzerland 2016
T. Borangiu (ed.), Advances in Robot Design and Intelligent Control,
Advances in Intelligent Systems and Computing 371,
DOI 10.1007/978-3-319-21290-6_36

357



Actually, during any physical activity, the muscles contraction exerts important
pumping action on physiological systems such as the cardiovascular or lymphatic
system. In immobilized people, due to absence of leg muscle contraction, venous
return to the heart is reduced and this may induce a reduction of cardiac output
(CO). As a matter of fact, CO is directly influenced by venous return, which is
determined primarily by the mechanical properties of the systemic circulation. The
application to legs of a mechanical stimulation operated by actuators in replacing
striate muscle pump on limbs veins, may recover in these patients venous return to
the heart, thus restoring sufficient performance of the cardiovascular system.

Since the 1930s, it was evaluated that intermittent pneumatic compression
(IPC) has a positive effect on lower extremity blood flow of calf and foot [1, 2].
Starting from the sixties, many IPC devices were developed to accommodate dif-
ferent medical applications: to prevent deep vein thrombosis [3, 4], for the treatment
of critical limb ischemia [5–7], to compensate congestive heart failure [8] and were
also recommended for lymphedema treatment [9] and sports recovery [10, 11].
Studies have shown that IPC application on legs changes central venous pressure,
pulmonary artery pressure, and pulse pressure [12] and IPC application on foot
increases popliteal artery blood flow [13]. Some researchers [14–17] compared
different IPC devices observing positive results, even if devices were different and
worked with different parameters.

Although it is possible to find in the literature the need for amore quantitative study
of these devices, for example trying to model the deformation of the limb [18], the
need to understand the dynamic behaviour of the device seems to be barely consid-
ered. Few researchers tried somehow to consider the effect of pressure level and
inflation/deflation time [19]. Others [14] state that also further device parameters have
to be considered and that further study is needed. Therefore, despite many researchers
investigated on IPC effects, the lack of a generalmethodology to design and control an
IPC device suitable for the intended application is evident. In particular, the dynamic
behaviour of the device in response of the control command is practically ignored.
A “robotic” approach in developing such a system is focused in particular on the
appropriate control of themechanical action exerted on the human body by the device.

Previous work [20, 21] led to the realization of different prototypes of IPC devices
aimed at affecting the venous return in legs; this paper extends the results obtained in
those studies. Based on the numerical simulation of the device and its interaction
with the human, the paper proposes the study of an appropriate control strategy for
the realization of an IPC device able to effectively act on the cardio-circulatory
system in order to recover normal performance in impaired people.

2 The IPC Device

The present study is focused on a prototype previously realized in our laboratory.
The main differences with respect to other IPC devices have been suggested by the
application: as described in the introduction, IPC is currently used for lymphedema
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or limb ischemia treatment, deep vein thrombosis prevention, sport recovery, or
even aesthetic treatment; all these applications are relatively low demanding as
regards pressure level and response velocity. In the present application, the target
was to design a device able to influence the hemodynamics of the cardio-circulatory
system; therefore it is necessary to guarantee higher performance for the control of
the limb/device contact pressure.

Figure 1 shows the prototype and its basic functional scheme. It includes
inflatable bladders (a) supported by shells (b), a pneumatic circuit with on/off
electro-pneumatic valves for the air supply and a control unit for effective control of
the inner pressure in bladders. The goal is to generate on the limb surface a peri-
staltic and centripetal pressure wave with proper pattern.

The main shortcoming of this system was the lack of direct control of the action
actually produced on the limb. The dynamic evolution of the pressure in the
bladders is due not only to the time sequence imposed by the controller, but also to
the characteristic of the pneumatic circuit, to physiological parameters of the subject
and to the way the device is coupled with the limb.

3 PID Control of the Device

To simulate and understand the physical behaviour of the device while acting on the
human an overall mathematical model was realized considering main physiological
and mechanical principles, including all properties of the pneumatic circuit.
A complete description of the model can be found in [20, 21]. The study of the
control strategy here presented has been performed by integrating in the former
numerical model all elements and logical algorithms necessary for this purpose.

Currently poor knowledge exists on a direct correlation between a pressing
action on the leg and corresponding effect on the cardio-circulatory system (CCS);
therefore it is impossible to define an “optimal” reference function as regards the

Fig. 1 Prototype of IPC device and its basic functional scheme
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pattern of the applied pressure. In this context, a PID controller has been considered
adequate, due to its simplicity as concerns the design, the parameter-tuning and the
hardware implementation [22].

To tune the PID controller and determine the values of coefficients (KP, KI, KD),
the mix method of Ziegler-Nichols [23] and manual tuning has been used.

In the IPC device, the contact pressure PC is considered as the output controlled
value, while for the value regulated by the PID controller either the supply pressure
Ps or the mass flow rate Q can be considered. In the following, only the first method
is described. Figure 2 shows the block scheme of the single-bladder system with
supply pressure controlled by a pressure proportional valve (PPV).

To design the PID control, the mathematical model of the PPV has been integrated
into the general model. Themodel of the PPV can be represented by the block diagram
shown in Fig. 3 [24], whereKv is the flow coefficient, Tv is the time constant andCv is
the interior capacity of the proportional valve. Pin and Pout are the input and the output
pressure of the proportional valve respectively. For a commercial proportional valve
type Festo MPPE-3-1/4 which has been considered in simulations, the parameter
values are Kv ¼ 5� 10�7 m3=Pa=s; Tv ¼ 0:01 s and Cv ¼ 1:43� 10�8 m3=Pa.

With a reference contact pressure of 3.5 × 104 Pa relative to the ambient in
inflating and zero in the deflating state, the best tuning was found with the coef-
ficients: KP = 0.03, KI = 0, KD = 0.0044, i.e. in this case the best solution points to a
PD controller.

To verify the effectiveness of the method, a comparison was made between
simulated and experimental results. Such a validation was made on a single-bladder
system, and demonstrated the correctness of the PID coefficients.

Fig. 2 Block scheme of the system with supply pressure (Ps) controlled by pressure proportional
valve (PPV); contact pressure (Pc) is the outlet from bladder (B)

Fig. 3 Block diagram of a pressure proportional valve
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Afterwards a simulation was performed on a system made up of three bladders
controlled by a single proportional valve. This latter condition is particularly sig-
nificant, since it represents the actual operating condition of the device: in fact, an
IPC device includes a given number of bladders, which must be controlled in a
coordinated way, in order to generate a definite pressure pattern on the limb surface.
It is supposed that the device should generate a peristaltic and centripetal pressure
wave, i.e. proceeding from distal to proximal position, in order to facilitate the
venous blood return to the heart. Thus a definite reference pressure must be tracked
in any bladder.

For such a multi-bladder system the controller must switch among the bladders,
commanding the corresponding on-off control valve, selecting the proper contact
pressure feedback and sending the proper pressure reference to the PID controller.
A possible scheme of the system is presented in Fig. 4, where, posing n = 1, 2, 3, Bn
are the bladders, Vn are the corresponding on-off control valves, Pn are the
bladder-limb actual contact pressures, and PPV is the pressure-proportional
electro-valve. Switching among bladders is performed by the controller through a
specific function indicated by PLC in the scheme.

In the simulation, the three bladders were configured with different parameters,
including the contact area A, the soft tissue stiffness KM of the leg region where the
bladder acts on, and the gap between the bladder and leg d0. The values of these
parameters were selected in such a way as to represent possible variations due to

Fig. 4 Three-bladder system with one pressure-proportional valve (PPV) controlled by PID
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muscular condition, location of the bladder on the limb and different device
dressing that may occur using the real prototype.

The inflating and deflating times, imposed by the PLC function for each bladder,
were 4 s and 9 s respectively and the three cycles were shifted to produce a
peristaltic effect, as it is shown in the command sequence given in Fig. 5. When the
command is OFF the reference pressure is 0, when the command is ON the ref-
erence pressure is set at a defined value for all bladders.

The system was simulated in two conditions:

1. Without proportional valve and PID control: each control valve Vn is supplied at
5 × 104 Pa relative pressure.

2. With proportional valve and PID control: the absolute supply pressure to the
valves Vn is regulated by the proportional valve and saturated at 2 × 105 Pa; the
relative reference pressure to the PID is set to 3.5 × 104 Pa in inflating state and
0 in deflating state, for all bladders.

Figure 6 shows the simulation results without PID controller (a) and with PID
controller (b).

Fig. 5 Command sequence of the three bladders
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Fig. 6 Simulation of the multi-bladder system in absence (a) and in presence (b) of the PID
controller
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The simulation shows that an effective control of the bladder actions is almost
impossible without a feedback control system, since the dynamic behaviour and the
maximum level of the pressures are affected by a number of randomness that are
difficult to evaluate properly. As it can be observed in Fig. 6a, the dynamic
behaviour and the maximum level of the contact pressure are very different among
the bladders, due to the differences among the bladder parameters. On the contrary,
when the PID controller acts on the system (Fig. 6b), the contact pressure tracks
much better the reference one, which is set at 3.5 × 104 Pa, in each bladder. Also the
system dynamics is greatly improved in the PID solution, since the saturation of the
proportional valve at 2 × 105 Pa provides the system much more energy than in the
other solution where air supply must be limited at 5 × 104 Pa for bladders’
safeguard.

Due to the difference in the bladder parameters, the dynamic behaviours of the
three bladders are still different, as highlighted by the rise and fall times, but each
bladder can reach the reference contact pressure and maintains it for a significant
time. You should also consider that the tuning of the PID coefficients has been
made for only one bladder, but gives acceptable results for the whole system in
which the bladder characteristics were forced to exaggeratedly different values, thus
verifying the ability to compensate at some extent also uncertainties like the actual
value of the soft tissue stiffness and the limb/device gap.

4 Conclusion

This study concerned the effective control of an IPC device, conceived as a
multi-bladder system able to realize important rehabilitation action on the
cardio-circulatory system of subjects with serious mobility problems. The main
issue was to individuate a proper control strategy able to create a defined pressure
pattern on the limb surface, corresponding to a peristaltic and centripetal pressure
wave. Such an effect could be achieved simply by using digital three-way
electro-valves controlled by a programmable logic controller (PLC), but simulations
showed that this solution, profitable for its low cost and weight, produces very poor
results in terms of accuracy.

The method here proposed is based on the use of one electro-pneumatic
pressure-proportional valve to supply the whole IPC multi-bladder device. The
results show that the bladders exert to the limb the exact value of the reference
pressure for about the 60 % of the desired active time (4 s). This is an excellent
result, considering the natural low dynamics of such pneumatic systems and the
variability of the device operating conditions. On the contrary, in absence of PID
control the bladder pressure reaches a value that is practically impossible to foresee,
due to the uncertainty of the physical parameters.

Future works will concern more accurate modelling of the physiological system,
including also damping characteristic of the soft tissues and a complete model of
the cardio-circulatory system. This will allow estimating and controlling the effect
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of the IPC device on the dynamic performance of the CCS, which is the final goal
of the research.
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Aiming Procedure for the
Tracking System

Karol Dobrovodský and Pavel Andris

Abstract The tracking system monitors and recognizes several potential objects of
interest. An operator selects an object for tracking. During the tracking mode the
decision is made to initiate the procedure of aiming. Three measurements of the
distance are used to establish motion parameters of the tracked object. The tra-
jectory of the motion is calculated in order to specify the future hit point position.
Finally, servos drive the system into the ballistic aiming position. To increase the
hit probability, the whole tracking and aiming procedure is repeated automatically.

Keywords Tracking � Prediction � Ballistic trajectory

1 Introduction

The tracking system under consideration is able to detect, recognize and continu-
ously track moving objects of various types.

There are several specific problems which a motion detection subsystem must
deal with. First of all, it is not possible to identify the movements using a simple
comparison of the sequence of consecutive images [1]. A vision subsystem should
eliminate motion caused by camera sensor displacements. The system must rec-
ognize an object from the moving background, track its position and report the
velocity and acceleration of the tracked object. The multi-level image segmentation
is discussed in [2, 3]. Potential objects to be tracked must be first recognized
without specifying their identity in the context of consecutive images. Then the
estimation of their identity in the context of the previous positions may be
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performed [4]. We have presented all these image processing problems, prediction
of future positions and details on processing modes in [5].

In military applications, the ballistic aiming procedure is the final phase of the
activity.

Having the time and space coordinates of the predicted hit point, we look up in
the ballistic tables for the aiming azimuth and elevation together with the corre-
sponding time interval which the projectile needs to reach the hit point. This time
interval defines the moment of the shot. Both servos of the system should be
stopped in the shot position. The final countdown is performed up to the right
moment of the shot. The goal is to hit the tracked object by the projectile shot from
the gun stopped in the shot position. To increase the relatively low hit probability,
the motion along the predicted trajectory during burst time is performed. The next
tracking begins immediately after the shooting.

2 Engagement Procedure

The vision subsystem recognizes many potential objects for tracking. At this stage,
the system works in a searching mode and recognizes the most number of objects
that may be subject to tracking. A simple differential filtration is used in this mode.

The system works with day and night cameras, which are oriented in space by
two degrees of freedom. In the search mode the operator manually guides the
optical axis of the camera using a joystick. In this mode the extensive recognition of
all potential objects for monitoring is performed. A default distance is attributed to
all detected objects tentatively. After the transformation of the position coordinates,
objects are placed into a common 3D model of the world (the BASE coordinate
system) without specifying their identity. For new objects, pairing is performed
with the objects that already exist in the model from previous observations. The
pairing allocates a new object identity, i.e. identification of objects in new positions.
During the extensive phase the visual system recognizes many objects; priority is
given to objects near the optical axis of the camera.

The operator is doing the selection from the objects which were recognized and
the system starts the tracking mode. From this moment, the object becomes the only
one being processed. Online differential filtration coupled with measuring the size
and the brightness of the object is employed to increase the reliability of the
tracking process. Especially for flying targets, it is difficult to initiate the tracking
mode by putting the optical axis of the camera on the object to be tracked [6].
Moreover, the transition from an extensive to an intensive recognition is critical at
the start of the tracking mode. Finally, the only one object becomes the subject of
recognition during the tracking mode. The recognition is coupled with an automatic
search for the object in the predicted position in this phase.

The system allows the operator to select from the objects near the camera optical
axis. The tracking mode starts after an object of tracking is selected and the number
of recognized objects is reduced to one.
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In detail, the operator guides the optical axis of the camera to the stain of the
proposed object. A visual subsystem should recognize the stain and frame it by a
green frame—an icon. If the visual subsystem does not recognize the spot auto-
matically, i.e. does not frame it, the operator is trying to achieve framing using a
correction button on the joystick. The gun barrels are always parallel to the optical
axes of the cameras.

3 Hit Point Prediction

On the assumption that the tracked object’s motion is performed under constant
acceleration, the following formula expresses the time dependence of the predicted
position

r tð Þ ¼ rþ vtþ at2
�

2: ð1Þ

At least three consecutive vector positions are needed for the three unknown
vectors r, v, a of the prediction formula (1). The tracking system provides only two
angular coordinates (azimuth and elevation) of the tracked object position. In order
to obtain all three coordinates, a multi-camera tracking system [5] or a laser
rangefinder has to be used.

Let us denote by ri the triples of position coordinates (transformed into the
BASE) measured in times ti, so that we have the equations r(ti) = ri. We need at
least three vector equations for the unknown vectors r, v, a. Particularly, the rel-
evant solution for t1 = −2T, t2 = −T, and t3 = 0 is

r ¼ r3; ð2Þ

v ¼ 1=2Tð Þ r1�4r2 þ 3r3ð Þ; ð3Þ

a ¼ 1=T2� �

r1�2r2 þ r3ð Þ; ð4Þ

where T is the time interval between two distance measurements. In general:

D ¼ t2t3 t3 � t2ð Þ þ t1t2 t2 � t1ð Þ þ t3t1 t1 � t3ð Þð Þ=2 ð5Þ

r ¼ D�1 t2t3 t3 � t2ð Þr1 þ t3t1 t1 � t3ð Þr2 þ t1t2 t2 � t1ð Þr3½ ��2 ð6Þ

v ¼ D�1 t22 � t23
� �

r1 þ t23 � t21
� �

r2 þ t21 � t22
� �

r3
� ��

2 ð7Þ

a ¼ D�1 t3 � t2ð Þr1 þ t1 � t3ð Þr2 þ t2 � t1ð Þr3½ �: ð8Þ

From the practical point of view (noise, numerical errors), it is recommended to
make much more measurements and to solve an overconstrained system of
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equations leading to such vectors r, v, a that guarantee the minimum of the sum of
squares of differences between the left and the right sides of equations. In such case,
we have n equations:

r tið Þ ¼ ri; i ¼ 1; 2; . . .n; ð9Þ

and the following solution takes place:

pk ¼
X

ritki ; k ¼ 0; 1; 2 ð10Þ

sk ¼
X

tki ; k ¼ 0; 1; 2; 3; 4 ð11Þ

D ¼ s0s2s4 þ 2s1s2s3�s32 � s21s4�s0s23 ð12Þ

r ¼ D�1 s2s4 � s23
� �

p0 þ s2s3 � s1s4ð Þp1 þ s1s3 � s22
� �

p2
� � ð13Þ

v ¼ D�1 s2s3 � s1s4ð Þp0 þ s0s4 � s22
� �

p1 þ s1s2 � s0s3ð Þp2
� � ð14Þ

a ¼ 2D�1 s1s3 � s22
� �

p0 þ s1s2 � s0s3ð Þp1 þ s0s2 � s21
� �

p2
� � ð15Þ

4 Aiming Procedure

A general approach to this problem lies in geometry and timing of the predicted
motion trajectory of the moving object being tracked and the ballistic trajectory of
the fired projectile. Both the moving target and the flying projectile should meet in
the same point in space at the same instant of time.

The graphical user interface (GUI) of the tracking system during the first shot is
shown in Fig. 1. The first shot is a part of the burst that follows.

This is a space-time problem that we solved in the following way. First of all the
duration of the whole aiming process is estimate. This process consists in com-
puting the time needed for servos to reach the aiming position tsrv, the time needed
for projectile to reach the object tprj, and the time of countdown needed to make the
moment of the shot precise in milliseconds tcnt. Thus we can write the sum:

thit ¼ tsrv þ tprj þ tcnt: ð16Þ

In order to get thit realizable, we estimate the above sum to be greater than
needed with regard on the actual distance of the tracked object. Having estimated
the time thit, we can estimate the hit point coordinates using the motion prediction
formula (1). Let us denote the coordinates:
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r thitð Þ ¼ xhit; yhit; zhitð Þ ð17Þ

The next step is the calculation of the aiming azimuth:

azimuth ¼ atan2 xhit; yhitð Þ ð18Þ

and finally, for the given horizontal distance:

dhit ¼ sqrt x2hit þ y2hit
� � ð19Þ

and the given height zhit, we look up from the ballistic tables for the aiming
elevation together with the corresponding time to reach the object:

dhit; zhitð Þ ) elevation; tprj
� �

: ð20Þ

Having the aiming azimuth and elevation, the control system starts positioning
the servos to the aiming position in local time t = 0. The moment of a shot is defined
by the subtraction:

tsht ¼ thit � tprj: ð21Þ

Waiting for the moment of a shot is realized by the countdown in milliseconds.

5 Projectile Trajectory

This section deals with computing ballistic tables. It is an off-line numerical process
that can take minutes. Data from the ballistic tables are used during the aiming
procedure.

Fig. 1 Shot signalled by red
strips on the left, below the
picture. Symbols: aiming
point (the red cross),
predicted hit point (the red
spot), and moving tracked
object in a yellow frame
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The vector of differential equation of motion of the projectile has the form:

v0 ¼ g� pvv ð22Þ

where g is the gravitational acceleration vector, v is the velocity vector, v is the
magnitude of the velocity vector v, p is the environment resistance coefficient, and v′
is the time derivative of the velocity vector v. Let us introduce the two unit vectors:

• k: the unit vector in the opposite direction with respect on the gravitational
acceleration

• l: the unit vector in the horizontal direction of the projectile.

The scalar product of the Eq. (22) with the introduced unit vectors yields the two
scalar equations:

v0d ¼ �pvvd ð23Þ

v0z ¼ �g� pvvz; ð24Þ

where vd and vz are respectively the horizontal and the vertical components of the
velocity, the magnitude of the velocity vector being:

v ¼ sqrt v2d þ v2z
� � ð25Þ

The altitude dependency of the environment resistance coefficient is

p ¼ p0 exp � z � að Þ=bð Þ; ð26Þ

where p0 = 0.00038 m−1 is the resistance at the altitude of a = 1000 m, b = 10,000 m
and z is the altitude.

The discrete linear approximation of the relevant solution with the step t may be
written in the form:

v nð Þ ¼ sqrt v2d nð Þ þ v2z nð Þ� � ð27Þ

vd nþ 1ð Þ ¼ vd nð Þ � p0 exp � z nð Þ � að Þ=b½ �v nð Þvd nð Þt ð28Þ

vz nþ 1ð Þ ¼ vz nð Þ � gt� p0 exp � z nð Þ � að Þ=b½ �v nð Þvz nð Þt ð29Þ

d nþ 1ð Þ ¼ d nð Þ þ vd nþ 1ð Þ þ vd nð Þ½ �t=2 ð30Þ

z nþ 1ð Þ ¼ z nð Þ þ vz nþ 1ð Þ þ vz nð Þ½ �t=2: ð31Þ

The initial conditions of the discrete approximation are:
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vd 0ð Þ ¼ vi cos eð Þ; vz 0ð Þ ¼ vi sin eð Þ; d 0ð Þ ¼ 0; z 0ð Þ ¼ 0;

where e is the initial elevation and vi is the magnitude of the projectile muzzle
velocity.

The simulated position of the first projectile from a burst is shown in Fig. 2.
In order to reach the desired precision of the approximation, we choose the step t

to be small enough (e.g. 1/100 or 1/1000 of 1 ms) and then we write only one from
one hundred or one thousand points into the resulting ballistic tables.

In this way we get the precise approximation of the horizontal distance and the
vertical height with the step of one millisecond.

Initial values are generated for elevation angles from < −10, +90 > (in degrees)
with the step of 0.0001 radian i.e. for 17,453 elevation angles. Points on the
projectile trajectory using the time step of one millisecond up to 5 s are recorded for
each of the elevation angles. The result is less than 88 million of the corresponding
pairs:

elevation; timeð Þversus horizontal distance; heightð Þ:

We expand the initial form of the ballistic tables by two columns—the actual
distance and the slope of tangent:

Di ¼ sqrt d2i þ z2i
� � ð32Þ

si ¼ ziþ1�zið Þ= diþ1 � dið Þ: ð33Þ

We shorten each trajectory of such a section in which the actual distance
decreases.

The memory footprint of the ballistic tables with the range of 2.5 km is about
50 MB.

Fig. 2 The simulated
projectile position (the yellow
point) over the estimated hit
point (the red spot) during
repeated tracking (color figure
online)
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6 Searching in Ballistic Tables

The last point of each trajectory represents the maximum distance reachable with
the corresponding elevation. Having given the hit point (z, d), all “reachable”
trajectories corresponding to particular elevation angles split into two categories.
There are trajectories passing above the given point and trajectories passing below
the given point. The hit point is out of range otherwise. We choose the last elevation
with trajectory below and the first elevation with trajectory above the given hit point
using the slope of tangent between points with smaller and larger distance. We get
two points for two elevations, i.e. four points. Skipping the farthest point from the
given hit points there remain three equations with three unknown weights mi for the
remaining three points (zi, di) and the given hit point (z, d):

X

mi ¼ 1 ð34Þ
X

mizi ¼ z ð35Þ
X

midi ¼ d: ð36Þ

One can write the solution in the form:

D ¼ z1 d2 � d3ð Þ þ z2 d3 � d1ð Þ þ z3 d1 � d2ð Þ ð37Þ

m1 ¼ z2d3 � z3d2 þ d2 � d3ð Þzþ z3 � z2ð Þd½ �=D ð38Þ

m2 ¼ z3d1 � z1d3 þ d3 � d1ð Þzþ z1 � z3ð Þd½ �=D ð39Þ

m3 ¼ z1d2 � z2d1 þ d1 � d2ð Þz þ z2 � z1ð Þd½ �=D ð40Þ

The resulting product of interpolation is

e; tð Þ ¼
X

mi ei; tið Þ ð41Þ

7 Conclusion

A general concept of the ballistic approach to the aiming procedure for the tracking
system has been presented. The main idea lies in the prediction of the static hit point
from the measured motion parameters of the tracked object. The time of prediction
consists of the time needed for projectile to reach the tracked object and the time
needed for servos to reach the calculated ballistic aiming position. Having reached
the aiming position, the final countdown is performed in milliseconds in order to hit
the tracked object in the estimated time. With respect of the previous work, dealing
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with flying object recognition, active image filtration and various modes of the
control system activity have been briefly discussed. The detailed geometric analysis
of the projectile ballistic trajectory and the searching procedure in ballistic tables
have been considered too.

The implementation is oriented toward the civil sector for monitoring purposes
and toward the military sector for tracking and fire control purposes. The system has
been developed in cooperation with a Slovak industrial partner and is based on the
real-time kit [7]. It was used as semi-automatic fire control system for anti-aircraft
auto cannon, being successfully tested on a shooting range.

Acknowledgments We thank the support of the Scientific Grant Agency of the Ministry of
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Trajectory Generation with Way-Point
Constraints for UAV Systems

Florin Stoican and Dan Popescu

Abstract This paper addresses some alternatives to classical trajectory generation
for an unmanned aerial vehicle (UAV) which needs to pass through (or near) a
priori given way-points. Using differential flatness for trajectory generation and
B-splines for the flat output parameterization, the current study concentrates on flat
descriptions which respect to UAV dynamics and verify way-point constraints.

Keywords Flat trajectory generation � B-spline basis functions � UAV systems

1 Introduction

UAV (unmanned aerial vehicle) systems and trajectory planning are a large part of
modern robotics and motion planning strategies in general. While some simplifying
assumptions regarding the kinematics and the autopilot loops of an UAV can be
made, the result are dynamics which are still non-linear and difficult to control in
real-time conditions. In what follows we use results from [1] to provide these
dynamics and flatness constructions [2–4] to provide state and input references
which are then used by a relatively simple online reference tracking controller.

This kind of construction is not unknown throughout the literature [5, 6] but
several issues remain of actuality: choice of basis function for the flat-output design,
validation of state and input constraints, etc. Existing results [7, 8] use B-spline
basis functions to design the flat-outputs and to validate state and input constraints.
Recent work of the authors [9] treats some of the above aspects and offers pre-
liminary results for way-point relaxation and obstacle avoidance conditions.
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The novel element of the research reported in this paper is the representation of a
realistic kinematic model and the subsequent discussion on way-point relaxations
via flat trajectory constructions. For the latter, in general it is required that the
trajectory passes through a way-point (or a predefined neighbourhood around it) but
without taking into account that a minimal time has to be spent close-by. Some
preliminary results have been reported in [9] but at a significant computational cost
(due to the usage of mixed integer programming). Here we propose to further
explore the geometric properties of the B-spline basis functions in order to avoid an
excessive computational load.

2 Preliminaries

Let us consider a nonlinear system:

_xðtÞ ¼ f ðxðtÞ; uðtÞÞ ð1Þ

where xðtÞ 2 Rn is the state vector and uðtÞ 2 Rm is the input vector.
The system (1) is called differentially flat if there exists zðtÞ 2 Rm such that the

states and inputs can be expressed in terms of zðtÞ and its higher-order derivatives:

xðtÞ ¼ HðzðtÞ; _zðtÞ; . . .; zðqÞðtÞÞ;
uðtÞ ¼ UðzðtÞ; _zðtÞ; . . .; zðqÞðtÞÞ;

ð2Þ

where zðtÞ ¼ cðxðtÞ; uðtÞ; _uðtÞ; . . .; uðqÞðtÞÞ. The use of flatness reduces the problem
of trajectory generation to finding an adequate flat output. This means choosing zðtÞ
such that, via mappings Hð�Þ;Uð�Þ, constraints on state and inputs are verified. The
flat output may be itself difficult to compute and the solution is to parameterize zðtÞ
using a set of smooth basis functions KiðtÞ: z tð Þ ¼ PN

i¼1 /i K
i tð Þ; ai 2 R. There are

multiple choices for the basis functions KiðtÞ above, but many of them (e.g., poly-
nomial basis functions) suffer numerical deficiencies: the number of functions
depends on the constraints and on the degree of the derivatives appearing in the state
and input parameterizations [10, 11]. Other choices are spline functions like Bezier
[12] and B-spline basis functions [7, 13, 14]. In the rest of the paper we will use the
latter due to their constructive properties (e.g., their complexity does not depend on
the number of constraints). For further use, we recapitulate several results
concerning B-splines with additional information to be found in, e.g., [14–16].

A B-spline of order d is characterized by a knot-vector
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T ¼ s0; s1; . . .; smf g; ð3Þ

of time instants (s0 � s1 � � � � � sm) that parameterizes the basis functions Bi;dðtÞ:

Bi;1ðtÞ ¼
1; for si � t\siþ1

0; otherwise

�

;

Bi;dðtÞ ¼ t � si
siþd�1 � si

Bi;d�1ðtÞ þ siþd � t
siþd � siþ1

Biþ1;d�1ðtÞ
ð4Þ

for d[ 1 and i ¼ 0; 1; . . .; n ¼ m� d.
Considering a collection of control points:

P ¼ p0; . . .; pn½ � ð5Þ

we define a B-spline curve as a linear combination of the control points (5) and the
B-spline basis functions BdðtÞ ¼ B0;dðtÞ; . . .;Bn;dðtÞ½ �T :

zðtÞ ¼
X

n

i¼0

Bi;dðtÞpi ¼ PBdðtÞ: ð6Þ

3 UAV Dynamics

In general, the kinematic equations governing the movement of an UAV are quite
complicated (in the sense that they lead to a large-scale, coupled and nonlinear
dynamics). The solution usually followed in the literature is to make simplifying
assumptions (linearization around an equilibrium point, to consider particular flight
conditions like coordinated turn and accelerated climb, etc.) such that reduced
models are reached.

In addition, due to the complexity of the control problem, it is assumed in
general that low-level flight controllers are already implemented and only higher
level dynamics (the ones governing heading and attitude) are taken into account.
These low-level controllers are modelled via first- (the airspeed, roll, flight-path
angle and load factor) or second- (the altitude and the course angle) order dynamics
and introduced in the high-order dynamics.

With these theoretical elements we can consider detailed dynamics (as taken
from [1]) in flat-output representation. We take the flight-path angle c, airspeed Va

and roll angle / as being directly controlled by the autopilot through input elements
cc, Vc

a and /c respectively. This leads to dynamics:
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_pn ¼ Va cosw cos ca þ xn; _c ¼ bcðcc � cÞ
_pe ¼ Va sinw cos ca þ xe; _h ¼ Va sin ca � xd

_v ¼ g
Vg
tan/ cosðv� wÞ; _Va ¼ bVaðVc

a � VaÞ
_/ ¼ b/ð/c � /Þ

ð7Þ

where h is the altitude and v is the course angle. In all cases, the constants appearing
are positive scalars whose values depend on the autopilot implementation and the
state estimation scheme [1, Chap. 9].

For small aircrafts the wind can have a large influence and this is the reason we
use different notation for speed and angles as measured in the aircraft and on the
ground. However, whenever the wind is negligible, we can simplify some of the
notation. For example, airspeed and ground speed are the same (Va ¼ Vg) and yaw
angle, which in general depends on course angle, airspeed and wind speed can be
relaxed to w ¼ v.

We reach then the nominal dynamics:

_pn ¼ Va cosw cos c; _pe ¼ Va sinw cos c
_h ¼ Va sin c; _w ¼ g

Va
tan/ ð8Þ

where the last three equations in (9) are not repeated, as they remain the same. We
choose as flat output z ¼ z1 z2 z3½ �T¼ pn pe h½ �T . Then one can express the
state elements as combinations of the flat outputs and their derivatives:

w ¼ arctan _z2
_z1
; Va ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

_z21 þ _z22 þ _z23
p

c ¼ arctan _z3
ffiffiffiffiffiffiffiffiffi

_z21þ_z22
p ; / ¼ arctan 1

g � z
::
2 _z1�_z2z

::
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

_z21þ_z22þ_z23
p

� � ð9Þ

Note that for input / we made use of relation _w ¼ tan
:
w � ð1þ tan2 wÞ�1. If in

addition we consider the 1st order dynamics constraints on airspeed, roll and yaw
angles we obtain the inputs:

Vc
a ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

_z21 þ _z22 þ _z23

q

þ 1
bVa

�
_z1z

::
1 þ _z2 z

::

2
þ_z3z

::
3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

_z21 þ _z22 þ _z23
p

cc ¼ arctan
_z3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

_z21 þ _z22
p þ 1

bc
� z
::
3ð_z21 þ _z22Þ � _z3ðz::1 _z1 þ z

::
2 _z2Þ

ð_z21 þ _z22 þ _z23Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

_z21 þ _z22
p

/c ¼ arctan
b
a

� �

þ 1
b/

�
_b � a� a � _b
a2 þ b2

ð10Þ

where a ¼ g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

_z21 þ _z22
p

and b ¼ z
::
2 _z1 � _z2z

::
1.
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4 Way-Point Validation

Let us consider a collection of N þ 1 way-points and the time stamps associated to
them:

W ¼ fwkg and TW ¼ ftkg; ð11Þ

for any k ¼ 0; . . .;N. The goal is to construct a flat trajectory which passes ‘near’1

each way-point wk at the time instant tk , i.e., find a flat output zðtÞ such that

xðtÞ ¼ HðzðtÞ; . . .zðrÞðtÞÞ 2 fwkg � Sk; 8k ¼ 0. . .N and 8t 2 ½t�k ; tþk �;

where Sk is an a priori defined sensing region around the k-th way-point and ½t�k ; tþk �
with tþk � t�k � T is an interval sufficiently large such that the UAV will ‘stay’
enough time around the way-point (i.e., inside region fwkg � Sk) in order to fulfil
its mission).

Through the B-spline framework given in Sect. 1 we can provide a vector of
control points (5) and its associated knot-vector (7) such that constraint (15) is
verified:

~HðBdðtÞ;PÞ 2 fwkg � Sk; 8k ¼ 0. . .N; 8t 2 ½t�k ; tþk � ð12Þ

where ~HðBdðtÞ;PÞ ¼ HðPBdðtÞ; . . .;PMrLrBdðtÞÞ is a shorthand notation using
equivalence properties between B-spline functions of different orders and their

derivatives (BðrÞ
d ðtÞ ¼ MrBd�rðtÞ and Bd�rðtÞ ¼ LrBdðtÞ).

Let us assume that the knot-vector is fixed (s0 ¼ t0, snþd ¼ tN and the inter-
mediary points sd; . . .; sn are equally distributed along these extremes). Then, one
can write an optimization problem with control points pi as decision variables
whose goal is to minimize a state and/or input integral cost NðxðtÞ; uðtÞÞ along the
interval ½t0; tN �:

P ¼ argmin
P

Z tN

t0

jj~NðBdðtÞ;PÞjjdt

s:t: constraints ð12Þ are verified
ð13Þ

The cost ~NðBdðtÞ;PÞ ¼ Nð ~HðBdðtÞ;PÞ; ~UðBdðtÞ;PÞÞ can impose any penaliza-
tion we deem necessary (length of the trajectory, input variation or magnitude, etc.).
In general, such a problem is nonlinear (due to mappings ~Hð�Þ and ~Uð�Þ) and hence

1Such a relaxation of the constraints makes sense in an UAV context. At a way-point wk one needs
to acquire data (photographs, information sent from the ground by a sensor network, and the
like); still, we do not need to be in exactly the predefined point in order to accomplish the task,
rather we can consider a certain area around the way-point.
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difficult to solve. A nonlinear MPC iterative approach has been extensively studied
in [13].

Condition (12) is significantly more difficult to enforce than an equality con-
straint (i.e., passing through the way-point wk at time tk). The issue comes from the
fact that (12) requires the trajectory validation along a continuous time interval
(i.e.t 2 ½t�k ; tþk �). In what follows we propose two alternatives, both of them centred
on the idea that imposing carefully some constraints in a finite number of time
instants can guarantee the validation of condition (12).

Proposition 1 For a given way-point, time stamp and sensing region triple
ðwk; tk; SkÞ, a sufficient condition for the validation of (12) is that:

~HðBdðtkÞ;PÞ 2 �Sk ð14Þ

with e[ 0 taken such that

eSk �
Z tþk

t�k

jj ~HðBdðtÞ;PÞ0jjdt�Sk: ð15Þ

Proof The integral
R tþk
t�k

jj ~HðBdðtÞ;PÞ0jjdt denotes the length of the trajectory over

the interval ½t�k ; tþk �. If on the other fact at time tk we verify that the state is in eSK
with ε chosen such that (15) is true, we can conclude that (14) is verified.

Remark 2 Note that (14) might not always be feasible as it may happen that the
right-hand part of the inclusion is empty. Such a case denotes that the UAV cannot
fulfil its mission in one pass and hence multiple passes might be required.

The second method uses the B-spline property which states that the B-spline
curve always resides inside the convex hull of d consecutive control points.

Proposition 2 For a given way-point, time interval and sensing region triple
ðwk; ½t�k ; tþk �; SkÞ a sufficient condition for the validation of (12) is to consider
prk�dþ1. . .prk control points such that:

prk�iþ1 2 ~H
�1ðSkÞ; 8i ¼ 1. . .d ð16Þ

and trk ¼ t�k , trkþ1 ¼ tþk .

Proof In the interval ½trk ; trkþ1� ¼ ½t�k ; kþ� the curve will stay in the convex hull of

the d consecutive control points: ConvHullfprk�dþ1. . .prkg� ~H
�1ðSkÞ.

Remark 3 This method requires a large number of control points which, for large
problems and/or nonlinear cost and constraints, may turn out to be difficult to solve.

For the dynamics shown in Sect. 3, simplified to _h ¼ 0 for illustration purposes
we have tested the constraints specified in Proposition 1 and Proposition 2. We
consider 6 way-points, each with a predefined sensing region and attached time
interval. It can be seen that in both cases the trajectory will pass through the sensing
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regions for the minimum required time. In Fig. 1a this is done by forcing the
trajectory to be inside the deflated sensing region corresponding to the k-th
way-point and in Fig. 1b it is done by forcing d consecutive control points to be
inside the sensing region.

5 Conclusions

The present paper discusses alternatives to classic flat trajectory generation for an
UAV agent which has to pass through predefined way-points. Specifically, we are
interested in relaxing the constraints appearing in the construction of the trajectory
in the sense that it can pass near but not necessarily through the way-points. This is
done via a B-spline flat output parameterization which allows to characterize and
construct efficiently the flat trajectory and to guarantee that the agent will stay a
sufficient time in the sensing area attached to a way-point. Further work will
consider extended simulations and more realistic working conditions (parameter
variation, measurement noises, etc.). Also, additional kinematic representations will
be studied in order to find more compact flat references descriptions and the
B-spline representations will be employed for additional topics of interest, e.g.,
obstacle avoidance.

Acknowledgement The work has been partially funded by the Sectorial Operational Programme
Human Resources Development 2007–2013 of the Ministry of European Funds through the
Financial Agreement [grant number POSDRU/159/1.5/S/132395] and by National Research
Programme STAR, project 71/2013: Multisensory robotic system for aerial monitoring of critical
infrastructure systems—MUROS.

Fig. 1 Flat trajectory with sensing regions (solid red) and control polygon (dashed blue): a with
reduced sensing region; b with control points convex hull
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Kinematics-Based Localization
of a Skid-Steer Vehicle

Rocco Galati, Ivan Giannoccaro, Arcangelo Messina and Giulio Reina

Abstract The paper addresses the localization issue for skid-steer vehicles. The
large extent of slippage incurred by this type of vehicle in a turn heavily degrades
the accuracy of their position estimation systems. Based on the kinematics mod-
elling of skid-steering, the concept of equivalent track is presented. During field
experiments with an off-road unmanned vehicle, this new concept proved to be
effective in reducing localization errors up to two orders of magnitude.

Keywords Unmanned ground vehicles � Kinematics modelling � Localization

1 Introduction

During recent years, a fast growing interest in the area of unmanned vehicles has
been observed [1]. In field robotics, wheeled vehicles take advantage of differential
drive mechanism mainly because it offers a good mobility and easy control
methods. Typically, it is possible to identify two different types of mobile plat-
forms, i.e. platforms for which no-slip and pure-rolling conditions may be assumed
and platforms where this effect is requires changing the current heading.
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Although significant studies have been focused on motion control and locali-
zation for the first kind of platforms, very few studies that examine and accom-
modate them for skid-steering effects have been made [2–5]. Currently, the
skid-steering principle is based on controlling the relative velocities of both tracks
and wheels, much in the same way as for differential drive wheeled vehicles.
However, control of tracked locomotion poses a more complex problem because
variation of the relative velocity of the two tracks results in slippage as well as soil
deformation in order to achieve steering [6]. Moreover, kinematics is not
straightforward, since it is not possible to predict the exact motion of the vehicle
only from its control inputs (i.e. optical encoders).

This means that motion control methods suitable for differential wheeled robots
cannot be directly used for tracked vehicles with skid-steering driving system and a
kind of slip estimation should be carried out for performing an acceptable
path-following [7].

2 Kinematics of Skid-Steering

Skid-steer systems are widely used on tracked vehicles such as excavators and
tanks, but are also commonly used on some four- and six-wheeled vehicles. On
these vehicles, the tracks (or wheels) on each side can be driven at various speeds in
forward and reverse motion. There is no explicit steering mechanism since the
steering operation is accomplished by actuating each side at a different velocity or
in a different direction, causing the tracks (or wheels) to slip or skid on the ground.

Because of the complex wheel-ground interactions, it is considered a challenging
task to describe an accurate kinematic model for skid-steer mobile vehicles. Wheel
slip has an important role in kinematic and dynamic modelling of skid-steer mobile
vehicles. The slip information relates the wheel angular velocity to the linear
motion of the vehicle platform. Understanding the slip information is important for
skid-steer vehicle localization applications, such as dead reckoning [8, 9].

Figure 1 illustrates the kinematics of a skid-steer vehicle during a clockwise turn
with reference to a right-hand vehicle-fixed coordinate system, whose origin is
assumed to be in the vehicle’s centre of mass. Using similar triangle properties, the
turning radius equation results using the proportion between each edge of the
triangles ABC, ADE:

vo
vi

¼ Rþ B
2

R� B
2

; R ¼
B
2

vo
vi
þ 1

� �

vo
vi
� 1

� � ¼ B
2

vo þ vi
vo � vi

� �

ð1Þ

xz ¼ vo þ vi
2R

¼
vi

vo
vi
� 1

� �

B
ð2Þ
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It is worth noting that the turning radius in Eq. (2) is estimated under the
assumption that no slippage occurs between wheels and ground during the turning
manoeuver. Anyway, in the real world, skidding and slipping effects between
wheels and ground surfaces can be observed for all skid-steering vehicles where
skidding is necessary to change the vehicle heading. For this reason, even at low
turning speed, the traditional kinematics approach cannot describe correctly the
vehicle position along a specified path. Difference between the wheel hub linear
velocity and the wheel angular velocity can be measured as a result of longitudinal
skid effect, well described by:

i ¼ ð1� V
r � xÞ � 100 ð3Þ

R0 ¼ B
2

vo 1� ioð Þ þ vi 1� iið Þ
vo 1� ioð Þ � vi 1� iið Þ

� �

ð4Þ

while the new yaw rate estimate will be:

xz
0 ¼ vo 1� ioð Þ þ vi 1� iið Þ

2R0 ¼
vi

vo 1�ioð Þ
vi

� 1� iið Þ
� �

B
ð5Þ

Even if most research activities focus on skidding estimation for vehicle local-
ization and path planning, a correct relationship between the longitudinal skidding
effect and the vehicle behaviour has not been achieved yet. This is mainly because
the skidding and slipping phenomena can be considered as a function of the
interaction between both left and right side wheels and the ground surface and also
because they affect the encoder readings that become not useful to describe the
vehicle position.

In this paper, the equivalent track concept is introduced as a parameter
describing the track that a vehicle should have during a turning operation according
to the encoder readings.

Different field experiments were performed to evaluate the equivalent track
method, using the 4 × 4 skid-steer vehicle Husky A200, shown in Fig. 2a, while its
dimensions are shown in Fig. 2b.

Fig. 1 Kinematics of a
skid-steering vehicle
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Equations provided by the manufacturer are based on the assumption of
no-slippage and describe the relationships between wheel velocities and platform
linear and angular velocities v and ω, respectively:

v ¼ vr þ vl
2

; x ¼ vr � vl
B

ð6Þ

where the subscripts r and l indicate the right and left side respectively, and B is the
geometric track of the vehicle (0.56 m for the considered robot). Moreover, since
Husky A200 includes optical quadrature encoders assembled on the motor shafts
measuring the rotation angles D/r and D/l, it is possible to estimate the linear
displacement and the angular displacement Dh.:

DS ¼ r
2

D/r þ D/lð Þ Dh ¼ r
d

D/r � D/lð Þ ð7Þ

Finally, it is possible to update the vehicle’s position at time tk+1 using classical
odometric equations [10]:

xkþ1 ¼ xk þ DSk cos hk þ Dhk
2

� �

ð8Þ

ykþ1 ¼ yk þ DSk sin hk þ Dhk
2

� �

ð9Þ

hkþ1 ¼ hk þ Dhk ð10Þ

Clearly, these equations can well describe the vehicle’s position during straight
line paths, but they are not accurate to describe steering manoeuvres even at low
speeds.

Fig. 2 a The Husky A200 vehicle. b Geometric properties
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3 Equivalent Track for Localization

Figure 3 illustrates the kinematics of a skid-steering vehicle during a clockwise turn
where left side wheels have positive velocity and right wheels are blocked. Under
this assumption, the instantaneous centre of rotation (ICR) should lie on the right
side and the diameter of the circumference drawn by the left side wheels should be
twice the track length. In the real case, this consideration is not accurate since
blocked wheels on the right side are dragged due to the driving wheels action on the
left side. Therefore, it is possible to assume that the diameter of the drawn cir-
cumference depends on the difference between left and right velocities where the
velocity of blocked wheels side cannot be considered null even if no encoder
counters increment is registered.

The equivalent track method tries to describe the track that the vehicle should
have during a turning manoeuver according to the encoder readings in order to
bring in coincidence the velocity reported by the encoders with the actual wheel
velocities, as shown in Fig. 3. This method is still valid, where both wheel sides
have different velocities that can introduce significant skidding effects.
Interestingly, the higher the difference between wheels sides, the lower the
equivalent track.

Different tests were performed in order to map correctly the equivalent track
depending on the differential velocity at the opposite sides of the vehicle under the
assumption of balanced output for both left and right steering manoeuvres.

Table 1 shows average values for differential velocities and turning radius
obtained by making the vehicle follow multiple circular paths with a maximum
differential velocity of 0.8 m/s. As a result, it is possible to build by interpolation
the relationship between the input velocity, ΔV, and the equivalent track.

Fig. 3 Equivalent track
method
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3.1 Experiments on Quasi-planar Ground

In order to evaluate the proposed method for skid-steer localization, different field
experiments were performed on approximately flat ground. In particular, Fig. 4
shows a rectangular closed path (red line) covered by the vehicle while it was
remotely controlled by joystick.

This test was repeated four times on the same surface and the results are shown
in Fig. 5, where the blue lines refer to conventional kinematics and the red lines
denote the equivalent track method.

The absolute error is defined as the distance between the starting position and the
final one in the kinematic reconstruction of the vehicle’s path over four repeated
experiments, as summarized in Table 2. The maximum error obtained by the
equivalent track method is 0.84 m that corresponds to 1.56 % of the total travel
length of 54 m.

Table 1 Equivalent track
mapping (average values)

ΔV = |Vdx − Vsx| (m/s) B (m)

0.1 0.50

0.2 0.55

0.3 0.60

0.4 0.65

0.5 0.75

0.6 0.85

0.7 1.20

0.8 1.60

Fig. 4 Rectangular closed
path
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3.2 Extension to 3D Environments

The equivalent track method can accurately describe the vehicle localization on
two-dimensional planes since encoders cannot recognize ground slopes, which are
very common in many outdoor environments. In order to characterize correctly the
vehicle motion in the 3D world, it is necessary to detect terrain slope. An inertial
sensor IMU300CC was used to measure linear acceleration, rotation rates and
ground slope.
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Fig. 5 Vehicle position estimation, as obtained over four closed-loop tests. Red position
estimation using the equivalent track. Blue position estimation using standard kinematics

Table 2 Results of the experiments shown in Fig. 5

Equivalent Track Standard kinematics

Test Absolute error (m) Relative error % Absolute error (m) Relative error %

1 0.37 0.69 36.07 67.55

2 0.28 0.52 36.44 68.26

3 0.27 0.50 36.15 67.69

4 0.84 1.56 35.24 65.99
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The three angular rate sensors, the MEMS accelerometers and the magnetom-
eters on IMU300CC inertial sensor are aligned with the body frame of the sensor,
so that if inertial vector data is needed, the sensor outputs are converted from the
body frame to the inertial frame. This can be accomplished by introducing the Euler
angles method that provides a way to give a representation of the 3D orientation of
an object using a combination of three rotations about different axes (e.g., roll, pitch
and yaw).

The transformation matrix used to convert body-frame angular rates to Euler
angular rates is described by:

D /; h;wð Þ ¼
1 cos /ð Þ tanðhÞ sin /ð Þ tanðhÞ
0 cosð/Þ � sinð/Þ
0 sinð/Þ= cosðhÞ cosð/Þ= cosðhÞ

2

4

3

5 ð11Þ

where ϕ, θ, ψ express roll, pitch and yaw angles in the inertial frame, respectively.
Let p represent the body-frame x-axis angular velocity output, q represent the
body-frame y-axis angular velocity output, and r represent the body-frame z-axis
output. Then, the angular velocities components related to the inertial frame are
given by

_/; _h; _w
� �T

¼ D /; h;wð Þ � p; q; rð ÞT ð12Þ

Different tests were performed using these relationships to evaluate the method;
the results are listed below.

Figure 6 depicts a test on an uneven surface; the closed-loop rectangular tra-
jectory (red line in Fig. 6a) covers routes having different height profiles.
Nevertheless, the proposed strategy is able to reconstruct accurately the path
(Fig. 6b) with a final error of 0.86 % respect to the total length of about 70 m.
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Fig. 6 a Real path. b Path reconstruction
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In Table 3, the error analysis shows a small error obtained using the proposed
method. Moreover, it is possible to appreciate the good accuracy of this strategy in
estimating the slope of the surface compared to the real one.

4 Conclusions

This paper described a method for the localization of a skid-steer vehicle by using
encoders and IMU sensors to define an equivalent track, instead of a fixed geo-
metric track that can dynamically change depending on the interaction between the
wheels and the terrain surface. Experimental results obtained from different paths
were presented to validate the method, showing its effectiveness to localize the
vehicle along the path.
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Dynamic Task Planning of Aerial Robotic
Platforms for Ground Sensor Data
Collection and Processing

Grigore Stamatescu, Dan Popescu and Cristian Mateescu

Abstract The adoption of wireless sensor network systems is becoming
wide-spread in critical large-scale monitoring applications. These include but are
not limited to pipeline infrastructures for oil and water, border areas, roads and
railway systems. In such scenarios, airborne robotic platforms like unmanned aerial
vehicles (UAVs) can provide valuable services for data collection, communication
relaying and higher level supervision. This is the case for both single UAV
deployment as well as for swarms of UAVs collaboratively integrated into moni-
toring systems. The paper discusses the opportunity for in-network pre-processing
of sensor data for local UAV task planning in order to increase the efficiency of data
collection processes. A gradient scheme is introduced for decision support of the
UAV task planning. Results are validated by simulation.

Keywords Wireless sensor networks (WSN) � Unmanned aerial vehicles (UAV) �
Information processing � Data collection � Large scale monitoring

1 Introduction

As dense monitoring and control applications become wide-spread through networks
of embedded computing communication devices, significant challenges arise for
effective data management at node and network levels. The integration of tens to
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thousands of wireless sensor nodes, which have the task of periodically sampling
process (or set of process) variables, and communicating the data via low-power links
towards a central control gateway, demands data reduction mechanisms which are
usually implemented by means of aggregation and sensor fusion [1]. The goal
afterwards is to reliably relay the high level resulting pieces of information back to a
central server for automatic or assisted decision support. The long distance links and
storage buffers required for redundancy lead to an increase in the complexity and cost
of the individual nodes which suggests the use of layered monitoring architectures.
These are strongly dependent on the application specific requirements for data col-
lection and control andmust offer the possibility of dynamic parameter adjustment [2].

We focus on the essential support role that can be played by UAV in effectively
supervising large scale distributed sensor systems. The WSN-UAV symbiosis for
security perimeter and critical infrastructure systems monitoring has become an
interesting new research direction over the last few years. Several global frame-
works have been proposed and classified, among which:

• Hierarchical structure where the fixed wireless sensor network operates in the
designated target area, and collects ground data according to predefined or
dynamic behaviour. UAVs act upon several alerting and alarm levels generated
by embedded algorithms running on a network control centre for data collection,
processing and decision. This can be showcased by event detection such as an
intruder entering a protected area which leads to on-demand dispatching of an
UAV capable of video surveillance of the target area signalled by the WSN;

• Collaborative heterogeneous structure in which UAVs are able to support the
sensor network by acting as mobile communication relays in order to restore
WSN connectivity in case of a fault, like is the case of reduced network
throughput or even network partitioning if a critical node fails. This can also be
extended to soft constraints such as effective load balancing of the communi-
cation channel by offering alternative routes through the mobile relays.
Evaluating the issue from an opposite perspective, the sensor network can
operate as a fixed reference infrastructure for localization and UAV
communication;

• Mobile wireless sensor network where the nodes are implemented as mini- and
micro- UAVs, equipped with: scalar and multidimensional/multimedia sensors,
enhanced local processing and storage capacity, collaborative swarm type
algorithms for multi-UAV coordination and planning and various communica-
tions interfaces;

• Hybrid application-specific systems which include elements from all of the
above.

Current research issues in this field lay at the convergence of several areas:
low-power radio communication including medium access control and routing, data
aggregation and sensor fusion for in-network or centralized processing, energy
efficient localization methods and navigation/task planning and collaboration for
mobile robots, in the particular the case of airborne robotic platforms. Modern
approaches leverage intensively multi-agent system theory for task assignment and
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efficient operation of individual entities or entities groups: sensor nodes, UAVs and
mixed clusters.

The rest of the paper is structured as follows. Section 2 highlights related work
concerning effective task planning for data collection and communication in hybrid
large scale monitoring systems and underlines the contribution of our work.
Section 3 describes the reference system architecture, objectives and relevant
algorithms. We present simulation results based on reference temperature/humidity
data sets for ground data and UAV decision support in Sect. 4. The paper is
concluded in Sect. 5, including an outlook on future work.

2 Related Work

The main context of the reported work is defined by the application-specific nature
of large scale pipeline and road infrastructures which can be best described by a
linear wireless sensor network (LWSN) deterministic deployment [3]. This assumes
that generic communication and processing protocols can be adapted to exploit this
linear deployment, or new ones can be developed altogether. It concerns the
directed optimization of the communication and data collection protocols according
to a linear or quasi- linear topology following one of the above mentioned infra-
structure systems. The authors of [4] propose localized power-aware routing for
LWSN which exploits the directed nature of the sensor node links. A multi-level
system architecture specifically designed for oil pipeline monitoring is described in
[5]. Key issues that are covered include the selection of the channel sharing method:
TDMA versus CSMA/CA, source data fusion and compression for lowering the
burden on the communication channel and increased reliability and energy supply
of the nodes through energy harvesting from the monitored process.

UAV-support for heterogeneous sensor network monitoring is discussed in [6].
Here the UAV is mainly used as passive relay towards the main communication
backbone for remote sensing purposes. The main objective is to design effective
clustering strategies for resource balancing given the constraints of the embedded
sensing devices. The challenges stemming from self-organization of such a large
scale monitoring system in the military domain are presented in [7]. Through
simulation results, the authors highlight the impact of parameter tuning on network
connectivity and global coverage for such hybrid systems. A Markov random
mobility model for the UAVs offers the best results for the relay network as
compared to a pure random model.

With regard to UAV trajectory control and target tracking, a large body of
knowledge has been produced over the last years. Some examples include single
UAV scenarios [8] for constrained trajectory planning. It involves both an aerial
robotic platform motion model and target model. This is illustrated for road network
following and obstacle avoidance by using intelligent optimization methods based
on genetic algorithms (GA) and particle swarm optimization (PSO). The problem is
usually extended and evaluated also at the collaborative or competitive
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UAV-swarm level [9]. In this case, the optimization problem is defined by the
number of targets and UAVs and by defining an appropriate cost function e.g.
having as goal the minimization of the time to detection, which can be solved with
gradient-based approaches.

While acknowledging the current state-of-the-art, our contribution lays in
advancing WSN-UAV integration at system level through in-network processing of
the collected data for UAV task planning. Basic aggregation of data is carried out at
the cluster head level and provided to the UAV which then autonomously decides
the following waypoints based on a classification of the aggregated collected data.

3 Large Scale Deterministic System Deployment
and Algorithms

The system design for large scale monitoring based on ground sensor networks with
UAV support is illustrated in Fig. 1. The main components of the sensor network
are the cluster head nodes N1…Nn which collect and aggregate data from local
sensor nodes and interact with the UAVs D1…Dn. Apart from data collection, the
drone operates as a long-range network relay towards the network control centre
(NCC) and has the ability to bridge the low power wireless links in the sensor

 

NCC

D1

N22

N2N1

B222
B221

N3

N21

N4

N5

Fig. 1 System diagram for UAV-supported cluster head data collection
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network. The main challenge consists of on-demand dispatching of the UAV
towards the cluster head nodes which, based on a local processing algorithm,
exhibit significant and persistent variations of the monitored parameters: environ-
mental data, process variables, binary event detectors.

For large scale monitoring applications with distributed parameters like is the
case of oil pipeline monitoring, this helps reducing the number of UAVs and
operating costs [10]. The UAV is supposed however to have sufficient on-board
storage and computing resources to keep a history of aggregated data from the
nodes and update this periodically in order to run the task planning algorithm.

It is assumed that both the sensor network and the aerial robotic platform support
over-the-air reprogramming in order to dynamically adjust the algorithms’
parameters and mission’s objectives. In the case of network congestion or faults, the
task planning can revert to a static, pre-defined operation mode in which the cluster
heads are periodically queried for the available data in a deterministic fashion.
Introducing in-network processing of data leads to a reduction in the quantity of
data transmitted over the wireless links and positively impacts battery life for both
static and mobile nodes.

Another benefit of this type of multi-level monitoring system is that more
complex sensors like high resolution cameras, thermal imagers and radar devices
can be fitted to the UAV in order to validate information extracted from the
low-cost, high density, sensor network. The human operator at the NCC is also able
to adjust the WSN sampling rate and monitor network parameters relayed through
the long-range wireless link.

The main contribution of the work consists of a method proposed for dynamic
task planning of a UAV whose mission is to collect data from the cluster head in an
opportunistic fashion. Basically the UAV has the capacity to decide by its own
which cluster-head to query next depending on history, current conditions and a
priori knowledge of network topology and parameter distribution.

The steps of the proposed algorithm are as follows:

Step 1 System initialization: The UAV receives information regarding the WSN
cluster head localization, sensors, data format and the long range wireless
communication channel is set-up;

Step 2 First pass: According to an optimal path planning based on the geo-
graphical placement of the nodes, the UAV collects initial data from each
one. Aggregated information is stored locally while raw values can be
streamed towards the NCC operator in real-time;

Step 3 Cluster head ranking: The cluster head nodes are ranked based on varia-
tions and pre-set thresholds for the process variables; a forgetting factor is
used to prioritize recent events;

Step 4 Decision: The UAV autonomously decides which cluster head to visit next
by weighting the above-mentioned ranking with both the travel distance to
the next node and based on the time elapsed since the last visit at each of
the nodes.
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Depending on mission objectives and available resources, Step 4 loops contin-
uously until a stop command is triggered. The scenario can be extended to
multiple-UAVs by partitioning the ground sensor network into several areas which
are each assigned to a single aerial robotic platform. The approach combines good
response for event detection with fairness in periodically visiting each of the cluster
heads. Several criteria can be added to the ranking mechanism for system tuning,
e.g. for energy efficiency [11].

4 Evaluation by Means of Simulation

In order to showcase the above defined approach we carry out simulations based on
real-world sensor data, stemming from the Intel Lab database [12]. This is provided
by three deployed wireless sensor nodes and we focus on temperature and humidity
at this point. We have chosen nodes 50, 4 and 24 respectively, with a time window
of around one day. Given the sampling period of around 31 s, each data set has
1200 points.

Figure 2 illustrates the raw data stream—temperature and humidity—for the
three nodes.

(a) 

(b)

Fig. 2 Raw data collected from the sensor nodes: a temperature and b humidity
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We assume that data supplied by the cluster heads has been aggregated in some
form for efficient communication and storage. This includes the average value,
minimum and maximum, the standard deviation and the variance of the data set.
Additionally for event detection and thresholding a count field can be included in
the meta-data. Cross-correlation of the data series is useful to identify phenomena
that produce evolutions over a large number of nodes. The indicators for the ana-
lysed data are listed in Table 1.

Based on these assumptions, the unidirectional gradient of the data is computed.
The values are smoothed using a moving average filter and squared to emphasize
variations in the positive domain. Accounting for the variation of both parameters,
Fig. 3 shows the final indicator as average of the squared gradients of temperature
and humidity for each of the considered sensor nodes. This fact points out that node
24 at the beginning of the observation period should be periodically queried by the
UAV, while later the focus should shift towards node 4. As could also be seen on
the raw data, node 50 exhibits a predictable behaviour which indicates that only
sporadic attention should be given to it.

Table 1 Aggregation indicators for the raw data

Node Parameter AVG MIN MAX σ σ2

50 Temperature 17.4279 14.863 20.3804 1.5311 2.3442

Humidity 46.9908 41.9147 52.9368 2.8734 8.2563

4 Temperature 23.5489 19.3318 26.6132 2.2101 4.8844

Humidity 37.0487 32.7907 42.4174 2.6548 7.0479

24 Temperature 27.3355 16.0684 32.895 3.8366 14.7192

Humidity 23.8254 18.9947 45.5720 4.5888 21.0574

Fig. 3 Processing results for UAV task planning decision support
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5 Conclusion

We have carried out initial work on multi-level large scale monitoring systems
based on wireless sensor networks with aerial robotic platform support for
in-network data aggregation and communication relaying. The system architecture
and an algorithm were introduced to allow for effective task planning of data
collection between the UAV and the WSN cluster-heads. Experimental results were
provided in order to justify this approach. As future work, we aim at implementing
the system based on the Ar.Drone2 platform [13] and using TelosB nodes as ground
sensor network through appropriate low-power multi-hop communication protocols
and data processing, which are aware of the UAV system integration.
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Improving Communication Efficiency
of Hybrid UAV-WSN Systems

Maximilian Nicolae, Dan Popescu, Radu Dobrescu
and Cristian Mateescu

Abstract One of the well-known topics in wireless sensor networks (WSNs) is
energy consumption efficiency in regard to communication needs. An unmanned
aerial vehicle (UAV) that gathers data from a ground WSN can be seen as a
gateway for the WSN. The paper presents a solution for improving the commu-
nication efficiency of a hybrid UAV-WSN system by using directional antenna and
synchronization mechanisms. The final goal is to increase the life of the ground
nodes. The targeted architecture is described and some modelling assumptions are
discussed.

Keywords UAV � Communication � Antenna pattern � WSN

1 Introduction

There is increasing interest in using relatively small unmanned aerial vehicles
(UAVs) that fly at low altitudes to prove relay services for terrestrial wireless
sensor networks (WSNs) whose nodes are scattered (usually by aerial launching)
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in hardly accessible or inaccessible areas. The UAV acts as a decode-and-forward
relay, sending the messages from the nodes on the ground to some remote base
station. The work described above assumes that the ground nodes are static and
the UAV is configured with only a single antenna for communication with the
ground nodes.

A number of different approaches have been proposed in the literature
addressing the performance of UAV-assisted communication networks. Among
the first, in [1] a throughput maximization protocol was proposed for a network
in which the UAV first loads data from the source node and then flies to the
destination node to deliver it; but the solution is not available for real time
applications. The network performance of single-antenna ground nodes com-
municating with a multi-antenna UAV over a multiple-access ground-to-air
wireless communications link was analysed in [2]. The UAV uses beam forming
to mitigate the inter-user interference and achieve spatial division multiple access
(SDMA). The simulation results demonstrate the benefits of adapting the UAV
heading in order to optimize the uplink communications performance. In [3], the
authors propose an energy efficient communication scheme for WSNs employing
UAV in data gathering, by minimizing the number of redundant sensors com-
municating with UAV. Special attention was paid for interpretation of
WSN-UAV systems as multiagent systems, the cooperation between nodes being
handled by specific techniques of Artificial Intelligence (Particle Swarm
Optimization [4], Cyber-Physical Systems [5], heuristic search [6] or by using
bio-inspired algorithms—evolutionary and genetic algorithms [7], and ant colony
algorithms [8]).

Due to the specificity of air-to-ground and ground-to-air communications, the
research effort was also focused on finding solutions that maximize the total data
transmitting rate by efficient allocation of resources [9] or by adapting the antenna
radiation pattern [10]. It should be noted that this work continues the research
initiated by the authors and presented in [11].

The goal of this paper is to offer solutions to optimize the dual link communi-
cation performance between UAV and the terrestrial nodes, and subsequently to
maximize the lifetime of the entire network. For this purpose a simulation frame-
work was designed and several communication scenarios were tested. The simu-
lation framework addresses the case in which the ground nodes (WSN) are
deployed by the UAV which, afterwards, will collect the acquired data. In this
situation it is assumed that there are no communication links between the sensor
network nodes. A specific task for UAV should be to determine as accurately as
possible the position of the ground nodes (localization) and through this, to compile
a map of radio coverage for each ground node of the WSN. Since the WSN nodes
are not communicating with each other, a method for increasing the efficiency
would be making the nodes to activate their communication state only when the
UAV is overflying the node’s communication coverage area. The ground node
having limited energy capacity, the sink node (UAV) is moving (flying) following
severe constraints in regard to its trajectory.
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2 Architecture of the Hybrid System

The MUROS framework [12] is first introduced with the purpose of developing the
surveillance and monitoring system with unmanned aerial platforms for monitoring,
preventing and mitigating incidents which have an impact on critical infrastructure
such as transport routes for oil products, railways, power lines, highways etc. The
main components of a system with UAV are illustrated in Fig. 1:

• GCS (Ground Control Station): data and control management;
• GDT (Ground Data Transmission): communication node between GCS and

UAV;
• GSN (Ground Sensor Node): components of the deployable multisensory

network;
• UAV (Unmanned Aerial Vehicle): platform gathering sensor and payload data;
• L (Launcher): device for launching the UAV.

As can be observed, the hybrid system is composed of a fixed part (ground
station and multisensory wireless network) and a mobile part (the UAV).

The originality and innovative character of the UAV implementation within this
framework is given mainly by the various solutions to correlate information collected
by the aerial vehicle with the ground sensors network and by the flexible architecture
of the whole system which allows coordinating land and aerial sensors systems.

The main idea is to design a flexible multisensory robotic system capable of
monitoring critical infrastructure, evolution of phenomena due to extreme events
and/or targets situated in hardly accessible areas in a semi-autonomous manner.

3 Models for Simulations

3.1 Localization of Ground Nodes

The ground nodes localization after deployment can be seen as a classical problem
of radio location. Initially, nodes are in active radio listening state in which they are

Fig. 1 Structure of the
Hybrid UAV-WSN system
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waiting for a beacon signal from the UAV. Immediately after the nodes are
deployed, the UAV can start to go on “patrol” and send beacon signals. When a
node receives the beacon, based on its ID and a protocol for collision avoidance, it
will issue several answers. The UAV is able to estimate the node’s location through
several samples of the received signal strength or phase shift (Receiver Signal
Strength Indicator—RSSI or Angle of Arrival—AoA are often used). Additionally,
the node can also provide some useful information in its answer by the data it has
collected from its inertial sensors during deployment (ex: accelerometers and
gyros). After the handshake is established, further details can be exchanged, like the
time schedule for node’s state machine and transmission power level.

3.2 Radiation Pattern Model

This section refers to the antennas that will equip the ground nodes. As described in
[13], an antenna is a transducer between a guided wave and a radiated wave (or vice
versa). The spatial distribution of radiated energy (or received energy) is described
by the antenna (radiation) pattern. This distribution is three dimensional but most
often is characterized by two planes as planar section through the 3D space rep-
resentation (Fig. 2). One plane is for θ = 90o (θ is also known as elevation angle)—
the xOy plane, the other one is for φ = 90o (φ referred as azimuth angle)—the yOz
plane. These planar sections are often referred as principal plane cuts.

Isotropic antenna refers to the ideal case when the energy distribution is isotropic
in all direction. Its 3D representation is a sphere, while both of the principal plane
cuts will be perfect circles. Directional antennas are those that have a preferred
direction where they concentrate the energy radiation. These directions are graph-
ically described on the principal plane cuts as large lobes. Omnidirectional antennas
have one of the principal plane cuts characterized by a circle. In the case of
principal plane cuts which exhibit directional lobes, 3 dB-beam width is introduced
(also known as half-power beam width) as the angle between the two segments
which are connecting the origin with the two points on the main lobe that has 3 dB
loss in power (the power is halved). By contrast, directional antennas exhibit main

Fig. 2 Antenna measurement
coordinate system (polar
coordinate system)
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lobes in both principal plane cuts (Fig. 3). Due to their possibility of concentrating
the radiated energy in a particular direction of interest, with the same energy as an
omnidirectional antenna, they can reach further coverage in that direction. Another
benefit comes from diminishing interference zones between nearby antennas.

In our simulation framework we approximated both principal plane cuts as
having one main lobe characterized by the same 3 dB-beam width. This will reduce
the antenna pattern to a cone which has several parameters that can be acted upon.
The cone’s axis of symmetry will be considered as steering direction. We consider
the position of the steering direction as the position vector in Fig. 2. Therefore we
can adjust α angle describing the 3 dB-beam width and θ and φ angles as the
orientation of the antenna after deployment. A study scenario with 15 deployed
nodes was used for simulation.

3.3 Radio Coverage Area Model

We considered that the UAV’s antenna pattern is wider than those corresponding to
nodes, therefore whenever the UAV is within the communications range of the
node, it can communicate with it. It is assumed that the UAV flies at a certain
constant altitude H and with a constant speed v (tangential speed—vUAV). The
nodes are scattered at various 3D coordinates, having an arbitrary orientation. The
radio coverage area for each node (ARCi) will be determined as the intersection
between its antenna pattern and the “parallel” plane situated at altitude H (flying
plane—Fig. 4). Based on the volume of data needed to be transmitted by the node
and the data link quality, the UAV should maintain its position in the radio cov-
erage area of the node for a specific time. Knowing the time and velocity we can
compute the optimum trajectory.

The cone cutting with a plane yields the known complex problem of conic
section. There are three types of conic sections: ellipse (circle is a special case),
parabola and hyperbola. For the considered simulation, conic sections are all
ellipses. But there are cases corresponding to various elevation angles of steering

Fig. 3 Directional antenna—principal plane cuts. Source [13, p. 11]
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direction, power of radio transmission of nodes and altitude of flying that could
generates other types of sections. The equations used for computing this model
allow the GCS to make the same map that our computed simulation, thus providing
the map for the optimum trajectory.

3.4 Establishing the Communication Timing

The ground nodes are generally composed of a CPU, a transceiver (with antenna),
sensors (with signal adaptation chain) and battery. These components can be
physically distinct or partially integrated in a system on a chip (SoC). Either way,
the entire node system can have a finite sate machine (FSM) which describes also
the energy consumption model. The latest SoC CC2538 from Texas Instruments
has among its functioning states, the following (with current consumption associ-
ated) [14]: Active-Mode RX (CPU Idle): 20 mA, Active-Mode TX at 0 dBm (CPU
Idle): 24 mA, Power Mode 1: 0.6 mA, Power Mode 2 (Sleep Timer Running): 1.3
μA, Power Mode 3 (External Interrupts): 0.4 μA. Comparing the energy con-
sumption between Active-Mode RX and Power Mode 3 (50.000:1) we can see the
impact of a good management of the node’s FSM. Therefore, establishing the
communication timing is of extreme importance in increasing the WSN lifespan.

3.5 Communication Channel Models

There are many channel models in the literature. All of them can be plugged in our
simulation. At this point we model the channel influences as corruption that appears
at the data packets level. Therefore, we will introduce the following parameters:

Fig. 4 The radio coverage area (conical cut—metric units scale)
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– Maximum data rate (MDR): the temporal channel capacity (contains beacons
and other synchronizations frames, headers and control data),

– Effective data rate (EDR): the ratio of payload in the entire data exchanged,
– Actual data rate (ADR): the ratio of payload after corruptions and

retransmissions.

The local problem for a node is to determine the time the UAV will have to
overfly its radio coverage without disconnections, based on the data it needs to
transmit and the actual data rate.

4 Solutions for Improving Communication Performance

After deployment, the UAV will scan the area containing the ground nodes,
sampling the radio signal and providing the necessary data for localization (see
Sect. 3.1). When a node is localized, it will receive the new timing of its FSM. At
this point, the UAV knows when each node will be available for communication.
Considering that the location of the nodes was determined, our proposed algorithm
for communication between UAV and ground nodes will start in two phases:

1. Preliminary flight (PF), and
2. Data gathering flight (DGF).

For the PF, it is considered that each node will communicate the same amount of
data (QP) which includes the time interval tp in which the UAV should overfly the
node’s radio coverage area (ARCi). The tp is given by the ratio between QP and
ADR (see Sect. 3.5). Knowing the vUAV, the length of the trajectory inside ARCi is
computed (Li = vUAV · tp · k, where k > 1 is a margin factor). QP contains
bidirectional information (node to UAV and UAV to node). The node will com-
municate how much extra data it has to send next time (QD) and the UAV will
compute and send the time when it will next be in node’s radio coverage. With this
information, the node will go in a low power state with its radio shutoff (thus

Fig. 5 Simulation images (metric units scale): a antenna patterns, b flying plane with ARCi and
UAV trajectory
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preserving a lot of energy) and will wake-up its radio system when the UAV
programmed it to do that. During the PF the DGF trajectory is computed dynam-
ically and the timing communicated to the nodes. In DGF, the UAV will have to
respect the timing it has computed during PF and dynamically compute the new
timing for the following flight. The preliminary flight and data gathering can
alternate. For safety reasons, each node can have an active radio interval for
recovering if something went wrong and the node was desynchronized.

The algorithm presented above was tested in the simulation framework that we
developed (Fig. 5). We didn’t focus on determining an optimum trajectory but on
validating the synchronization mechanism.

5 Conclusions

The use of directional antenna together with the synchronization of the nodes’
active states improves the efficiency of the communication but also introduces
additional problems. We proposed and validated a solution to overcome this new
issue. For this, there was needed to introduce some modelling assumptions with the
corresponding reasoning. The calculus needed for modelling and simulation with
visual representation was conceived in order to be implemented on the UAV-WSN
hybrid system. This will be the next step in validating our solution. Further on, we
will focus on optimizing the trajectory, followed by adjusting the power trans-
mission level of each node (changing dynamically the radio coverage area) and the
speed of the UAV.
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Top Viewing Human Tracking
in Shopping Centres

Petros G. Vasileiou, Nefeli Lamprinou, Emmanouil Z. Psarakis,
Giannis Tzimas and Nikos Achilleopoulos

Abstract The problem of top viewing human tracking in a closed environment,
such as is the area of a shopping centre is a challenging one. In this paper we test a
number of Kalman and simple particles filters-based algorithms for solving the
visual tracking problem. Although results obtained from the experiments that we
have conducted are promising and can be considered as adequate from all practical
perspectives, more research must be done so that the filter used takes into account
the existing peculiarities in the movements of human beings.

Keywords Visual tracking � Human detection and Tracking � Mapping � Kalman
filter � Particles

1 Introduction

The problem of human tracking, especially in crowed environments constitutes a
challenging one [1]. For an excellent experimental survey on this topic and in
particular on the visual tracking, the reader is referred to [2]; here we present a
system tailored for top viewing human tracking inside the area of a shopping centre.
The surveillance cameras are mounted on the ceiling, more than three meters above
the ground. This can be advantageous in discriminating separate humans within a
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crowd. The head of a human will have the lowest chance of being occluded,
therefore we pursued the goal offinding head candidates points representing the tops
of the heads in a blob. Figure 1 shows the floor plan and visually covered space
containing information about existing static obstacles, and hot spots in the store
hosting the system.

1.1 The Motion Model

Let us consider the following simple motion model:

xk ¼ xk�1 þ adk ð1Þ

dk ¼ R hkð Þdk�1 ð2aÞ

ak ¼ 1� kð Þak�1 þ kfk ð2bÞ

d0k k ¼ 1, RðhkÞ is a rotation matrix and ak a process controlling the person’s step
length and the smoothness of the motion through the parameter k 2 ½0; 1� and the
random variable fk �U �4; 4½ �. As it is clear, using the aforementioned motion
model several composite movements can be synthesised, and the path followed by
an object inside the area of a room to visit locations of interest, can be created. From
the experiments we have conducted, paths created by this simple motion model
were found to be very similar to ones obtained from real captured data.

The remainder of the paper is organized as follows. Section 2 outlines the
mathematical details of the techniques used to design a tracking system appropriate
for the solution of problem at hand. Section 3 contains experimental results and
finally Sect. 4 contains the conclusions.

Fig. 1 Floor plan including static obstacles (gray and black blocks) and hot spots (gray circles) in
the store hosting the system. The total field of view of the cameras is marked with dotted line
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2 The Tracking System

In this section we analyse the basic components implemented to achieve our goal.
In the next subsection the details of the background removal algorithm are
presented.

2.1 Background Modelling and Subtraction

The ability to extract moving regions from video data is crucial in visual tracking of
humans. The process of the background subtraction is a group of methods sepa-
rating the moving pixels in the image from the static ones [3, 4]. The basic
assumption underlying these approaches is that the visual appearance of the static
parts in the scene remains constant, while the position of moving objects changes
from frame to frame. Thus, if observed for some time, one can accumulate the
image of the stationary parts of the scene and further subtract it from the future
video data. Changes in lighting and dynamic changes in the scene layout, such as
new fixtures being introduced, add to the complexity of background removal task.
We have incorporated a background removal algorithm based on an improvement
of running Gaussian average in order to achieve stable and sustainable foreground
segmentation. Pfinder [3] is the most characteristic and well known algorithm of
this category. According to this technique, each image pixel is considered as a
random variable whose mean value and standard deviation are estimated using the
intensities along the video signal (frames). Specifically, let Ik be the intensities of
the k-th frame and lk�1 the prior estimations of the mean values of its pixels. Then,
the following convex relations are used for the adaptation of the aforementioned
quantities:

lk ¼ aIk þ 1� að Þlk�1 ð3Þ

r2k ¼ a Ik � lkð Þ2þ 1� að Þr2k�1 ð4Þ

where a is a scalar weighting parameter. Having computed the aforementioned
moments, the ði; jÞ pixel can be classified as background, that is ði; jÞ 2 Bk, if the
following condition holds:

Ik i; jð Þ � lk i; jð Þj j\krk i; jð Þ ð5Þ

where k is a parameter that specifies the confidence interval of the sample mean.
Despite its simplicity, the aforementioned technique suffers from several prob-

lems, the most serious one being the creation of artefacts in cases where the state of
a pixel is changed. In order to avoid this problem, Eqs. (3), (4) must be redefined as
follows:
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lk ¼ blk�1 þ 1� bð Þ aIk þ 1� að Þlk�1ð Þ ð6Þ

r2k ¼ br2k�1 þ 1� bð Þ a Ik � lkð Þ2þ 1� að Þr2k�1

� �

ð7Þ

where β is a binary parameter taking the value 0 when the pixel at the previous time
instant was classified as background.

The outline of the implemented background removal algorithm follows.

Algorithm 1. Background Removal Algorithm

Input: Frame Ikði; jÞ, the prior mean lk�1 and variance r2k�1 of
its pixels, the set Bk�1 and values of parameters a; k

For each pixel of the frame do
If pixel ði; jÞ 2 Bk�1 set b ¼ 0
Else set b ¼ 1
End of if
Use (6) and (7) to update the statistics
Use test in (5) for the classification of the pixel
End of for

Output: Sets Bk;Fk, the posterior mean lk and variance r2k.

2.2 Dynamical Systems

Let us consider a dynamical system described by the following state-space model:

xk ¼ fk xk�1ð Þ þ uk�1 ð8Þ

yk ¼ hk xkð Þ þ vk ð9Þ

where uk and vk are independent zero-mean white Gaussian noise processes with
covariance matrices Rk and Qk respectively. In addition, the functionals fk :ð Þ; hkð:Þ
denote in the general case a nonlinear transition matrix function and nonlinear
measurement matrix respectively. In addition, both functionals may be time-variant.

2.3 The Linear Case

Let us consider that the dynamical system, described by Eqs. (8) and (9) is linear,
and the prediction (a priori estimation) of the state vector xkjk�1 is known.
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The requirement is to use the information contained in the new measurement yk to
update the estimate of the unknown state xkjk . Then, the desired a posteriori esti-
mation is:

xkjk ¼ xkjk�1 þ Kk yk � Hkxkjk�1
� � ð10Þ

where the vector yk � Hkxkjk�1 is known as the innovation vector of the process and
the matrix Kk is called the Kalman gain and is given by:

Kk ¼ Pkjk�1H
T
k HkPkjk�1H

T
k þ Rk

� ��1 ð11Þ

where Pkjk�1 constitutes the prediction of the state covariance matrix. Finally, the
update rule of the a posteriori state covariance matrix Pkjk is given by:

Pkjk ¼ I � KkHkð ÞPkjk�1 ð12Þ

The Kalman filter uses Gaussian probability density in the propagation process, the
diffusion is purely linear and the density function evolves as a Gaussian pulse that
translates, spreads and is reinforced, remaining Gaussian throughout. The random
component of the dynamical model uk leads to increasing uncertainty while the
deterministic component Fkþ1xk causes the density function to drift bodily. Finally,
the effect of an external observation yk is to superimpose a reactive effect on the
diffusion in which the density tends to peak in the vicinity of observations [2, 5].

2.4 Visual Tracking Using the Kalman Filter

The main application of the Kalman filter in robot vision is visual tracking [2]. In its
general setting, visual tracking demands at each instant computing the object’s
position and speed. A sequence of images captured by a camera containing the
object is taken as algorithm’s input. After background removal it is fair to take as
system state xk the position x; y of the object at time k. Thus, one can use Kalman
filter to locate more efficiently the object. Specifically, instead of looking for the
object in the whole image plane we define a search window centred in the predicted
location of the filter.

The outline of the proposed Kalman filter for visual tracking follows:

Algorithm 2. Kalman Filter for Visual Object Tracking

Initialization-Phase (k ¼ 0): The initial position xk as
well as initial covariance matrix of states Pk, are given.
Prediction-Phase (k[ 0): In this phase using the Kalman
state Eq. (8) we predict the next location xkjk�1 of the
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object. This predicted location is the centre of the circle
where the object will be located.
Correction-Phase (k[ 0): Having defined the centre of the
circle where the object will be searched, in this phase we
use the measurement (real position) and the Kalman gain to
compute state xkjk.

2.5 Visual Tracking of Multiple Moving Objects

Let us consider now the problem of tracking multiple moving objects. We exploit
the aforementioned efficiency of the Kalman filter in the localization process of the
object and use this efficiency in a sequential way to track one object after the other
by assigning the current measurement to the nearest predicted state.

The outline of the multiple moving objects tracking algorithm is as follows:

Algorithm 3. Kalman Filter for Visual Multiple Moving Object
Tracking

Input: Frame Ikði; jÞ, the prior mean lk�1 and variance r2k�1 of
each pixel, the set Bk�1 and values of parameters a; k

Call Algorithm 1, for background removal.
While list Fk is not empty do
Call Algorithm 2, for tracking of the specific object.
Delete the object from the list Fk.
End of while

2.6 Visual Tracking Using Particles

Although Kalman filters, even in the non-linear case, are the optimal in least
squares sense linear systems, they did not work so well because they cannot model
accurately the underlying dynamics of the physical system. Thus, using a particle
filtering based solution should be preferred to Kalman filters. However, usually
particle filters need a fairly large amount of particles to be effective, so they are
generally more demanding in terms of computational power than Kalman filters
even from the most sophisticated ones [6]. This point can be considered as the
major drawback for their use in real world applications. In addition, as it was
reported in [7], often the errors are also relatively large, so one must be careful
when using the estimates. In practice this means that one has to monitor the filters
covariance estimate, and trust the state estimates and predictions only when the

422 P.G. Vasileiou et al.



covariance estimates are low enough; but even then it is possible that the filters
estimate is completely wrong.

Despite the above problems, in order to evaluate the performance in solving the
problem at hand we have used the simplest form of a particle filter with its most
critical part, the resampling process implemented as Resampling Algorithm 2 given
in [7]. Using a number of 600 particles, the performance of this particular form of
the particle filter, as stated in the next section is comparable in terms of the achieved
root mean squared error with the simplest linear Kalman filter, but with an
increasingly large computational cost which makes its use prohibitive in real time
applications.

3 Experiments

In this section we will compare the tracking performance of the rivals in single and
multiple moving objects in the area of a shopping centre. In order to be able to
safely validate the performance of algorithms under comparison, we run the
algorithms on simulated data produced by the motion model described in the
introduction. We apply in paths created by the aforementioned motion model, three
linear Kalman based systems and a simple particle filter based one. In particular, the
following linear systems:

f1 xð Þ ¼ I2�2x ¼ h1 xð Þ
f2 xð Þ ¼ toeplitz e4�1; 1 0 T 0½ �ð Þx ð13Þ

h2 xð Þ ¼ I2�2 02�2½ �x ð14Þ

f3 xð Þ ¼ toeplitz e6�1; 1 0 T T2

2 0
h i� �

x

h3 xð Þ ¼ I2�2 02�2 02�2½ �x
ð15Þ

where T denotes the sampling period,1 x the state vector of size varying from 2
elements in the first system to 6 elements in the last one, toeplitzðc; rÞ is a toeplitz
matrix having as first column c and first row r, and ek�1 a column vector of length
k with first element 1, are used. At this point, we must stress that the state and the
measurement equations used for the particle filter coincide with that of the system
defined in (13).

Finally, in order to compare the performances of the rivals, we are going to use
as figures of merit the Root Mean Squared Error that expresses the mean deviation
of the estimated path from its ground truth counterpart, and its standard deviation.

1Assuming that the speed of a human being who is moving in a shopping centre is upper bounded
by 5 km/h, in all the experiments we have conducted T was set to 0.1 s.
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3.1 Experiment I

In this experiment we consider that in the floor map shown in Fig. 1, there is a
human being who moves around the area of the shop. In particular we apply the
above mentioned trackers in order to track the single path shown in Fig. 2a.

We have run the rivals for different measurement noise variances, and the
obtained results are contained in Table 1. As it is clear, the tracker of (14) seems to
be a good choice for the problem at hand. This is more evident in Fig. 3, where the
distributions of the obtained errors for the case of noise power 10 are shown.
Finally, the computational cost in terms of the mean time (in msec) needed by each
one of the above mentioned filters was 7.0, 0.15, 0.55 and 0.7 respectively.

3.2 Experiment II

In this experiment we consider that in the floor map shown in Fig. 1, there are 10
humans moving around the area of the shop. The computational cost in terms of the
mean time (msec) needed by each one of the above mentioned filters was 23.5, 0.7,
0.8 and 2.85 respectively. All other comments that could be made for this exper-
iment coincide with those of Experiment I. The results obtained are contained in
Table 2.

Fig. 2 a Single moving object formed path while moving on the floor plan of shopping center;
b specific form of the ideal path, and labelled paths formed by the trackers near a hot spot

Table 1 Results obtained
from the application of the
trackers to the single path
shown in Fig. 2a for different
values of the power r2V of
observation noise

r2V RMSE Std

PF KF1 KF2 KF3 PF KF1 KF2 KF3

0 7.8 4.9 1.2 0.7 22.5 3.8 0.9 0.2

1 7.7 4.9 1.5 1.2 20.4 3.8 1.1 0.5

5 8.3 5.1 2.2 2.3 23.2 4.1 1.6 1.5

10 8.4 5.2 2.6 3.1 23.8 4.6 2.0 2.5

20 8.7 5.4 3.6 4.3 32.5 5.1 3.7 5.5
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Finally, since moving objects are not tagged, a one to one correspondence
between an object and a path cannot be ensured. Thus, the paths of two moving
objects cannot be separated in case they meet and continue to move on from the
meeting point. To overcome such difficulty, we assign to each moving object a new
path. If we set aside the path mixing problem, this can be corrected using a pos-
teriori a proper reassigning process.

4 Conclusions

In this paper the problem of top viewing human tracking in a closed environment
was considered. A number of Kalman and particle based filters were tested and their
performances compared. The results we obtained from the experiments performed

Fig. 3 Distributions of tracking errors resulting from the application of a Particle filter (PF),
b Kalman filter, Eq. (13) (KF 1), c Kalman filter, (14) (KF 2) and d Kalman filter, (15) (KF 3) on
simulated data contaminated by the observation noise (r2V ¼ 10)

Fig. 4 Formed paths of
multiple objects moving on
the floor plan compared with
tracker paths

Table 2 Results obtained
applying trackers to multiple
paths (Fig. 4), for different
values of the power r2V of
observation noise

r2V RMSE Std

PF KF1 KF2 KF3 PF KF1 KF2 KF3

0 4.6 1.5 0.7 0.5 330.6 5.3 2.3 1.2

1 4.5 1.5 0.8 0.7 348.3 5.4 2.5 1.4

5 4.8 1.6 1.1 1.2 350.3 5.8 3.6 2.9

10 5.4 1.7 1.4 1.7 420.9 7.3 4.3 4.5

20 5.3 1.9 1.8 2.2 415.0 7.9 7.0 7.8
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are adequate for the solution of the problem. Future research concerns the properties
of the tracking filter if more accurate and low complexity human tracking is needed.
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Motion Planning and Scheduling
with Stochastic Demands

Elias K. Xidias and Philip N. Azariadis

Abstract This paper considers the combinatorial problem of motion planning and
scheduling with stochastic demands. Here, an autonomous vehicle with limited
capacity is requested to serve workstations in an industrial environment. Its
workstation has a stochastic demand which is revealed upon the arrival of the
vehicle. This combined problem is solved by optimizing the vehicle’s schedule and
route (minimum travel distance) under collision-free and vehicle-capacity con-
straints. An optimization strategy based on the combination of a genetic and
micro-genetic algorithm is developed in order to determine the optimum solution.
Experimental results demonstrate the effectiveness of the proposed approach.

Keywords Motion planning � Scheduling � Stochastic demands � Genetic
algorithms

1 Introduction

Traditional combinatorial optimization problems require finding solutions for a
single instance. However, many real life applications which are motivated from
these problems involve systems that change dynamically over time. In this paper we
present an extension of the single vehicle problem: simultaneously motion planning
and scheduling with stochastic demands (MPSSD). Here, an autonomous vehicle
which is operating in a planar indoor industrial environment is requested to serve
several workstations with stochastic demands. The objective is to determine
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simultaneously the shortest possible collision-free tour for the vehicle subject to its
capacity.

It is emphasized that the actual demand of each workstation is revealed only
when the vehicle arrives at it. Due to the uncertainty of demands at the worksta-
tions, at some point along a tour the capacity of the vehicle may be depleted before
all demands of the workstations have been satisfied (tour failure) [1]. Thus, cor-
rective actions are necessary to ensure feasibility of solutions in case of tour failure,
e.g. making a return trip to the depot to restock.

The developed method is accomplished in two successive stages: in the first
stage, the environment of the vehicle is mapped using the Bump-Surface concept
[2] into a 3D B-spline surface [3] in <3 that captures both the free space and the
prohibited areas of the environment. In the second phase, a combination of a genetic
algorithm (GA) and Micro-GA [4] is applied to determine a minimum length valid
vehicle tour.

The attainment of this objective passes through the solution of two known
combinatorial optimization problems: motion planning (MP) and vehicle routing
and scheduling with stochastic demands (VRSSD). Both are known to be intrac-
table. To our knowledge, no previous work in the literature has studied the two
problems simultaneously, probably due to the fact that integrating motion planning
and scheduling with stochastic demands forms a very challenging NP-hard com-
binatorial optimization problem. Vehicle motion planning and scheduling play a
critical role in improving the flexibility and productivity of overall production
systems [5], and therefore it is expected that this integration will initiate academic
and industrial attention in the future.

There are three basic categories of VRSSD [6]: (a) stochastic customers
(workstations), (b) stochastic demands and (c) stochastic travel and service times.
This paper considers the case where only the workstation demand is stochastic and
all other parameters are known beforehand. This problem appears in industries
where a mixed-model assembly line comprises a serial set of workstations and an
autonomous vehicle moving at a constant speed, which can assemble a variety of
products in different models during a working shift or a working day. Traditional
approaches are realized in two stages [7]. In the first stage, a solution is determined
before knowing the realizations of the random variables. In the second stage, a
corrective action can be taken when the values of the random variables are known.
The advantage of our approach is that, (i) we can reuse the same model and solution
approach to compute an optimal re-optimization policy and (ii) the vehicle’s tour is
generated by taking into account the environment’s geometry, the depot location,
the number and the location of the workstations and the scheduling algorithm.
Furthermore, in contrast with traditional methods which are based on line followers,
we developed a new approach that faces the combined problem of motion planning
and scheduling in a “reconfigurable” shop floor environment. By the term
“reconfigurable” we mean that the facilities layout in the shop floor can change
rapidly according to the demands of production.
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2 Problem Statement

We consider an autonomous vehicle which is operating in a 2D industrial envi-
ronment (Fig. 1). The environment is cluttered with a depot, a set of workstations
and with static obstacles. The vehicle has limited carrying capacity Q of the items
that must be delivered to the workstations. Workstations’ demands are stochastic
variables ni; i ¼ 1; . . .; n independently distributed with known distributions. The
actual demand of each workstation is only known when the vehicle arrives at the
workstation location. It is also assumed that ni does not exceed the vehicle’s
capacity Q. A feasible solution to the combined problem of MPSSD is a permu-
tation of the workstations WS ¼ WS1;WS2; . . .;WSnð Þ which is starting from the
depot (that is, WS1 ¼ 0), and it is called a “priori tour”.

The vehicle visits the workstation in the order given by the “priori tour”, and it
has to choose, according to the actual workstations’ demands, whether to proceed to
the next workstation or to go to depot for restocking. The goal of this action is to
avoid the risk of having a vehicle without enough loads to serve a customer and
thus having to perform a back- and- forth trip to the depot to complete delivery at
the workstation.

Furthermore, the following requirements and assumptions are taken into
account: (i) The autonomous vehicle is a car-like robot with rectangular shape
which is moving without violating the non-holonomic constraints (for detailed
information on the kinematic model the reader is referred to [8] ). (ii) The vehicle
must serve all the workstations and each workstation should be served only once.
(iii) The vehicle’s motion starts from the depot and terminates its motion at the
depot. (iv) The vehicle is moving with constant velocity which can be equal to zero
only at the depot and the workstations. (v) The workstation locations are fixed and
known. (vi) The environment is cluttered with static obstacles. The obstacles have
fixed and known geometry.

Under these assumptions, the MPSSD seeks to determine a vehicle’s tour in the
shop floor satisfying the following the MPSSD criteria and constraints: (A) The tour
should not intersect with the obstacles and should result to a safe motion. (B) The

WS7

WS6
WS8

WS5

WS3

WS2

WS4

WS1

WS9
Fig. 1 The 2D industrial
environment
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vehicle’s tour should have a minimum length starting and ending at the depot and
serving all of the workstations exactly once. (C) The tour should have a
lower-bounded turning radius (upper bounded curvature).

2.1 Bump-Surface Concept

Given a 2D shop floor, a normalized workspace W is constructed by linearly
mapping the initial environment to [0,1]2 producing what we call as normalized
environment W [2]. The construction of the corresponding Bump-Surface is
obtained by a straightforward extension of the Z-value algorithm. Briefly, this
algorithm considers that W is discretized into uniform subintervals along its x and
y orthogonal directions, respectively, forming a grid of points pi;j 2 0; 1½ �3; i; j 2
0;Ng � 1
� �

where Ng is the (user-defined) grid size. The third coordinate of each pi,j
takes a value in the interval (0,1], if the corresponding grid point lies inside an
obstacle and the value 0 otherwise. In this paper, we use a (2.2)-degree B-Spline
surface with optimized knot vectors [8] to represent the Bump-Surface
S : ½0; 1�2 ! ½0; 1�3, which is given by,

Sðx; yÞ ¼
X

Ng�1

i¼0

X

Ng�1

j¼0

N2
i ðxÞN2

j ðyÞpi;j ð1Þ

where N2
i ðxÞ and N2

j ðyÞ are the B-Spline basis functions [3]. The 3D surface
S consists of 2D flat areas and 3D bumpy areas which correspond to the envi-
ronment’s obstacles; a visual example is shown in Fig. 2.

Fig. 2 The corresponding
bump-surface
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3 Motion Planning and Scheduling with Stochastic
Demands

The integrated problem described earlier is formulated as a global optimization
problem. According to [8], the midpoint of the rear wheels of the vehicle traces a
route RðsÞ ¼ xðsÞ; yðsÞð Þ in W which is represented as a second degree NURBS
curve [3],

RðsÞ ¼
PK�1

i¼0 N2
i ðsÞxipi

PK�1
i¼0 N2

i ðsÞxi

; s 2 ½0; 1� ð2Þ

where N2
i ðsÞ is the B-Spline basis function, ωi is the weight factor and pi are the

K control points defined as: (i) p0 ¼ pK�1, denotes the depot location;

(ii) p1; . . .; pK�2f g ¼ n workstationsWSi; i ¼ 1; . . .; nf g [
intermediate points gj; j ¼ 1; . . .; b

� �

� �

defined in the

parametric space of S and bþ cardinal WSið Þ ¼ K � 2; (iii) b is the total number of
the intermediate points used to facilitate collision avoidance in environments
cluttered with obstacles.

The goal of the proposed approach is to determine the K − 2 control points pi
which define the requested tour R(s). It must be noticed that the depot and the
workstations are represented with points which lie on the flat areas of the
Bump-Surface.

3.1 A Valid and Safe Vehicle Tour

A valid and safe vehicle tour is a tour passing through all the workstations exactly
once, not crossing obstacles and not violating the kinematic constraints.

A collision-free tour that avoids the obstacles and passes through all of the
workstations should be searched in the flat area of the Bump-surface. A tour that
‘‘climbs’’ the bumps of the Bump-surface results in an invalid tour in the initial 2D
environment because it penetrates the obstacles. By construction, the arc length of
R(s) approximates the length of its image S(R(s)) on S, as long as R(s) does not
penetrate the obstacles [2]. Therefore, it is reasonable to search for a flat tour on S.
The collision avoidance functional which is expressing this requirement can be
written as,

E ¼ e

P

4

k¼1

Hk

� �

� L ð3Þ

where L is the arc length of the image of R(s) onto S and Hk; k ¼ 1; . . .; 4 is the
flatness of the image of each k-vertex (k ¼ 1; . . .; 4) of the vehicle on the

Motion Planning and Scheduling with Stochastic Demands 433



Bump-Surface [9]. E takes a value in the interval L;þ1ð Þ if the robot collides with
obstacles and a value equal to L otherwise.

In order to ensure that the planned tour does not violate the kinematic con-
straints, we compute at each point of R(s) the corresponding discrete curvature. The
discrete curvature C(s) at any point on the motion R(s) is expressed by,

CðsÞ ¼ Ri�1 � 2Ri þ Riþ1
�

�

�

�; i ¼ 1; . . .;Np � 1 ð4Þ

where Np � 1 are equal sequential chords which approximate the motion R(s). The
following condition is enforced,

CðsiÞ�Cmax; i ¼ 1; . . .;Np � 1 ð5Þ

where C(si) is the discrete curvature at the point Ri ¼ RðsiÞ.
Following the above analysis, the overall optimization problem with respect to

the control points pi is written as:

min
pi

E

subject to: CðsiÞ�Cmax; i ¼ 1; . . .;Np � 1
ð6Þ

4 Searching for an Optimum Solution

Traditional combinatorial problems require finding solutions for a single instance.
In our case, the system changes dynamically over time. Thus, it is required to
compute solutions for new problem instances derived from previous instances.
Moreover, since there is a cost associated with the transition from one solution to
another, the solution for the new instance must be close to original solution. Solving
this re-optimization problem involves two challenges: (i) computing an optimal or
near-optimal solution for a new instance, and (ii) efficiently converting the current
solution to the new one.

To address the above problem, an optimization strategy is developed using a
combination of GA and Micro-GA. Initially, a GA with a mixed integer and
floating point chromosome is used to generate an “optimum” tour before the exact
workstations demands are known. Then, upon the arrival of the vehicle at a
workstation a Micro-GA is commenced to re-optimize its route by taking into
account the actual demands of the current and the remaining workstations. If
necessary the vehicle will return to the depot to restock. In order to accelerate the
convergence of the micro-GA, the previous solution is seeded in the initial popu-
lation. The micro-GA starts with an initial random population and the result of this
run is used to ‘seed’ the initial population of the next run in the hope of starting the
evolution in a more useful region of the search space. The seeding percentage is set
to be 10 % of the initial population.
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The main characteristics of the developed GA are analysed below. The chro-
mosome syntax: A mixed integer and floating-point representation scheme was
selected for use. That is, a chromosome is a string consisting of two parts: the first
(left) part contains only integer numbers, while the second part contains
floating-point numbers. Each chromosome corresponds to a unique vehicle’s route.
More specifically, each chromosome consists of the sum of the number of work-
stations (integer part) and the overall number of the intermediate points (real-valued
part). The fitness function: The fitness function evaluates the quality of a chro-
mosome, in other words, the quality of the corresponding tour. We use the fol-
lowing fitness function:

F ¼
1
E ; if CðsiÞ�Cmax; i ¼ 1; . . .;Np � 1
0; otherwise

	

ð7Þ

Genetic operators: The following three genetic operators were selected for use
with the proposed GA. (a) Reproduction: Reproduction is a simple copy of an
individual from the population of the current generation to the one of the next
generation. In this work, the proportional selection strategy is adopted, where
chromosomes are selected to reproduce their structures in the next generation with a
rate proportional to their fitness. (b) Crossover: Crossover joins together parts of
several individuals in order to produce new ones for the next generation. The
individuals are randomly selected according to a user-defined probability (crossover
rate). For the first part of the chromosome (with integers) the Order Crossover
(OX) followed by a suitable repairing mechanism was selected for use, while for the
second part (real-valued part) of the chromosome, the one-point crossover was
adopted. (c) Mutation: For the first part (with integers) the inversion operator is
used, while for the second part a boundary mutation was used. For the Micro-GA
the mutation operator is excluded.

5 Experiments

Due to space limitations, we are able to thoroughly present one simulation example
implemented in Matlab. The grid size of the Bump-Surface is set to Ng = 100. GA
run uses the settings for control parameters: population size = 250, maximum
number of generations = 500, crossover rate = 0.75, inversion rate = 0.095,
boundary mutation rate = 0.004. For the micro-GA the population size is set to 50
and the number of generations is set to 75. It is worth noting that the selection of the
appropriate control settings was the result of extensive experimental efforts with
various control schemes adopted following the indications of the literature.

The present experiment corresponds to the environment shown in Fig. 1. An
autonomous vehicle with capacity Q = 20 is requested to deliver supplies to n = 8
workstations wsi, n = 1,…,9 (where ws1 is the depot). The stochastic demand ni
follows a discrete probability distribution Pr obðni ¼ kÞ; k ¼ 1; . . .;K�Q (where
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n1 ¼ 0). We set K = 4. Furthermore, we assume that vehicles at each workstation
have the ability to make a turn without violating the curvature constraint. By
applying the proposed strategy, the “priori tour” was derived: WS1 ! WS4 !
WS2 ! WS3 ! WS5 ! WS8 ! WS6 ! WS7 ! WS9 ! WS1 (see Fig. 3a). When
the vehicle arrives at WS4 the Micro-GA is used to re-optimize the vehicle’s route
by taking into account the actual demands of the other workstations. This procedure
is repeated whenever the vehicle arrives to a new workstation until its mission is
completed. Due to space limitations, in Fig. 3b we present an extreme case where
the vehicle is requested to return back to depot to restock. This happened when the
vehicle arrived at workstation WS6. The computed re-optimized tour is
WS6 ! WS1 ! WS9 ! WS7 ! WS1.

The construction of the Bump-Surface takes approximately 1.001 s, while the
vehicle’s tour and schedule was computed in about 4.15 min. The “priori tour” is
computed in about 2.75 min while the Micro-GA needed about 0.35 min to
re-optimize a tour. In the above test case the Micro-GA had to run four times.

Despite the fact that the considered problem is off-line, computational time
results versus the number of workstations are of great interest. Besides, the variation
of CPUs’ time is indicative of the problem complexity. An interesting indication of
the computational time performance is the variation of this computational time
versus the number of workstations, which was investigated experimentally. In these
experiments, we assume the environment of the above test case was constant while
the number of workstations is changed from 6 to 18. We note that it seems that CPU
time increases almost linearly with the increase in the number of workstations.

1ws

9 4ξ =
7 3ξ =

6ws

1 0ξ =

4 3ξ =

2 1ξ =
3 4ξ =

5 3ξ =

6 2ξ =

9 1ξ =
7 2ξ =

8 3ξ =

(a) (b)

Fig. 3 a The resulted “priori tour” and corresponding requests for items; b the proposed
re-optimized tour
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6 Conclusions

This paper presents a novel method for motion planning and scheduling with
stochastic demands for an autonomous vehicle in indoor factory environment. The
objective is to determine the optimum tour for the vehicle so that all the work-
stations are served. The proposed method is based on the Bump-Surface concept in
order to express the integrated problem of MPSSD as a global constrained opti-
mization problem. The derived optimization problem is resolved using a combi-
nation of GA and Micro GA. The method’s efficiency is demonstrated with the help
of a simulated experiment. Future work will be concentrated on transferring the
proposed method from the simulation level to the heart of a real industrial
environment.
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Autonomous Learning of Internal
Dynamic Models for Reaching Tasks

Tadej Petrič, Aleš Ude and Auke J. Ijspeert

Abstract The paper addresses the problem of learning internal task-specific
dynamic models for a reaching task. Using task-specific dynamic models is crucial
for achieving both high tracking accuracy and compliant behaviour, which
improves safety concerns while working in unstructured environment or with
humans. The proposed approach uses programming by demonstration to learn new
task-related movements encoded as Compliant Movement Primitives (CMPs).
CMPs are a combination of position trajectories encoded in a form of Dynamic
Movement Primitives (DMPs) and corresponding task-specific Torque Primitives
(TPs) encoded as a linear combination of kernel functions. Unlike the DMPs, TPs
cannot be directly acquired from user demonstrations. Inspired by the human
sensorimotor learning ability we propose a novel method which autonomously
learns task-specific TPs, based on a given kinematic trajectory in DMPs.

Keywords Compliant movement primitives � Task-specific dynamics � Learning �
Dynamic movement primitives

1 Introduction

Learning of a new motor behaviour is one of the key skills that a humanoid robot
should have. Programming by demonstration is a popular way to acquire new motor
behaviour [1], which can be done by using different sensory systems, i.e. visual [2]
or kinaesthetic guidance [3]. The main advantage is that the robot kinematics is
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adapted and the posture is preserved even for redundant robots. A common way of
learning kinematic trajectories is by using the Dynamic Movement Primitives
(DMPs) [4]. To execute the desired DMP trajectory on a robot the underlying
controller, usually based on high gain feedback loop, is employed to guarantee that
the trajectory is accurately executed. However, using high gains in a feedback loop
makes robots inherently unsafe for interaction with the environment or humans, due
to the high interaction forces that may occur during unforeseen contacts.

Different approaches can be used to minimize the interaction forces during
contacts: e.g., by actively detecting them using proximity sensors or artificial skin
[5]; by using passively compliant mechanical structures like artificial pneumatic
muscles [6] or by using control algorithms for active compliance [7]. The latter is
achieved using the control approaches based on the inverse dynamic models.
Obtaining a dynamical model is a challenging and time consuming task even for
experts. But it only needs to be done once. On the other hand, it is impossible to
obtain the generic dynamic model, even for simple task like table wiping, due to the
unknown friction between the sponge and the table. Therefore, instead of modelling
the task, we propose a novel method for learning yet unknown and undefined
task-specific torque primitives. The proposed method would replace the need for
modelling the task dynamics and if the dynamic model is already in use, it will
compensate for additional uncertainties. By learning the exact dynamic model of
the task, one can achieve both the compliant robot behaviour and the accurate
tracking of the desired motion. While accurate tracking is required for proper task
execution, the compliant behaviour is an essential feature for safe interaction with
the environment or with a human [8].

While the DMPs and their possible modulations during contact with the envi-
ronment have been thoroughly analysed [9–12], their extension towards torque
controlled robots was not sufficiently explored yet. Inspired by the human sensory
motor ability [13–16] we propose a novel method based on Compliant Movement
Primitives (CMPs), which represent a new model-free approach, while keeping
simple and smooth modulation properties of the position based DMPs. Similar to
what can be observed in humans [14], the proposed approach independently learns
the kinematic trajectory in Cartesian space (DMPs) and the task dynamics in the
joint space (TPs). The proposed approach exploits the motion pattern encoded by
the DMPs to acquire the task-specific torques and encodes them as TPs.

The first step in gaining the CMPs is learning the desired motion trajectory in
DMP. Next, the DMP trajectory is executed on a robot using low-feedback gains
with the proposed method for learning the task-specific TPs. In each subsequent
step the TPs are then used as a feedforward term, which essentially represents new
learned task-specific dynamics. The stability of the proposed controller is assured
by keeping the low-gain feedback loop, which ensures that the desired task is
performed safely even in unstructured environment or with humans. While the
proposed approach eliminates the need for dynamical modelling, the CMPs still
have to learn TPs for each task variation. Once several CMPs for different task
variations are learned, they can be added to a database and statistical generalization
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can be used as in [17]. This allows learning and performing different variations of
the same task in a compliant manner without the need of any analytical models of
the task or programming experts.

2 Compliant Movement Primitives

Compliant Movement Primitives (CMPs) h(t) are defined as a combination of
kinematic trajectories encoded in Dynamic Movement Primitives (DMPs) and
corresponding task-specific dynamics encoded in Torque Primitives (TPs)

h tð Þ ¼ ½€yd tð Þ; _yd tð Þ; yd tð Þ; sf ðtÞ� ð1Þ

Here €ydðtÞ; _ydðtÞ; ydðtÞ are vectors of the desired task-space accelerations,
velocities and positions respectively encoded in the DMPs, and sf ðtÞ is the vector of
corresponding task-specific feedforward joint torques encoded in TPs.

First the kinematic part is obtained using the learning by demonstration
approach. A short overview of the periodic version of the DMPs [4, 12] with the
recursive learning algorithm is given first. The following equations are valid for one
DOF; for multiple DOF the equations are used in parallel. A nonlinear system of
differential equations defines DMP for periodic movements

_z ¼ X az bz g� yð Þ � z
� �þ f /ð Þ� �

; _y ¼ Xz; _/ ¼ X; ð2Þ

where Ω is the frequency of motion, ϕ is the phase, αz and βz are the positive
constants set to 8 and 2 respectively. They ensure critical damping so that the
system monotonically converges to the trajectory oscillating around anchor point
g. The nonlinear part f(ϕ) is given by

f /ð Þ ¼
PN

i¼1 wiwiPN
i¼1 wi

; wi ¼ expðhðcosð/� ciÞ � 1ÞÞ; ð3Þ

where wi are the weights that define the shape of the trajectory, ψi are the Gaussian
like kernel functions where parameter h defines their width, and ci is equally spaced
between 0 and 2π. To acquire the target signal for recursive learning the Eq. (2) is
rewritten in the form

ftðtÞ ¼ €yd
X2 � azðb zðg� ydÞ � _yd

X
Þ; ð4Þ

where €yd; _yd; yd are respectively the desired acceleration, velocity and position of
the desired trajectory. To update the weights wi, an incremental regression is used:
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wi t þ 1ð Þ ¼ wi tð Þ þ wiPiðt þ 1ÞeðtÞ; ð5Þ

Pi t þ 1ð Þ ¼ 1
k

Pi tð Þ � P2
i tð Þ

k
wi
Pi tð Þ

 !
; ð6Þ

eðtÞ ¼ ftðtÞ � wiðtÞ; ð7Þ

where Pi is the covariance. The initial parameters are set to Pi = 1, wi = 0 and
λ = 0.995 (see [10] for details).

To obtain the dynamical part of the CMP, i.e. the corresponding TP, the motion
is executed on a robot using a low gain feedback loop and a learning algorithm for
acquiring the task specific torque primitive (TP). The desired motion €yd ; _yd; yd
encoded in DMPs is executed using the following control law

su ¼ J# Kp yd � yð Þ þKd _yd � _yð Þ þKi €yd � €yð Þ� �þ NKn _qþ sf ð/Þ; ð8Þ

where, J# is the pseudo inverse, N is the null-space matrix and Kp, Kd, Ki and Kn

are the constant gain matrices selected such that the robot behaves compliantly, i.e.
set to match the low feedback gain requirements.

Here sf ð/Þ is the feedforward term encoded in TPs. For one DOF it is given by

sf ð/Þ ¼
PN

i¼1 wiwiPN
i¼1 wi

; ð9Þ

where the kernel functions ψi are defined as in Eq. (3) and the weights are updated
by inserting the error given by

e tð Þ ¼ J# at yd tð Þ � y tð Þð Þ þ bt _yd tð Þ � _y tð Þð Þð Þ ð10Þ

into Eqs. (5)–(6). The rate of learning is defined by setting parameters at and bt.

3 Experimental Evaluation

The proposed method was evaluated on a 3-DOF planar robot simulated in Matlab
using a Planar Manipulator Toolbox [18]. The simulation step was set to 0.01 s and
the link lengths of the robot were set to 1 m. The initial task space position of the
robot was y0 = [1, 1.5] m. The initial robot configuration (green line) is shown in
Fig. 1.

The task was to reach towards certain points in space and return back to the
initial position. A proposed controlled given by Eq. (8) with low feedback gains
was used. Note that inverse dynamical model for compensating the robot dynamics
was not used. This task is also similar to the task used in a study of human sensory
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motor learning ability reported in [14]. To compare the results we chose eight
different positions equally spaced on a circle with a radius of 1 m from the initial
position. The desired Cartesian kinematic trajectories yd were encoded in DMPs as
a part of the CMPs. They are shown with black dotted lines on the left plot in Fig. 1.

Note that the desired kinematic trajectory is encoded in the task-space, i.e.
Cartesian space, and the corresponding task-specific torques are encoded in the joint
space, see Eq. (8). The mapping of the task-space error e(t) to the joint space is done
by using a pseudo-inverse of the Jacobean. The learning of the TPs was performed
after each iteration of the executed motion. Note that each executed motion started
from the same initial position. The left hand side plot in Fig. 1 shows comparatively
eight different examples between initial movement execution (blue lines) and the
last iteration of learning (red line). One can see in all eight examples that the
proposed approach was able to learn proper TPs in order to execute the task
accurately. Note that in this example the proposed system was learning the
unknown robot dynamics.

The successful learning of the torque primitives can be seen on the right hand
side plots in Fig. 1 where we compare the behaviour of one representative example,
i.e. moving to the right. For clarity we only show the first half of the movement.
The top right plot shows the robot’s behaviour for initial movement execution, i.e.

Fig. 1 Left hand side plot shows eight examples of the initial (blue) and the learned (red) robot
behaviour in Cartesian space. Right hand side plots show one detailed example of the initial (top)
and the learned (bottom) robot behaviour in Cartesian space

Autonomous Learning of Internal Dynamic Models for Reaching Tasks 443



feedforward torques were zero. Here we can clearly see that the low gain feedback
loop is not able to track the desired trajectory accurately. However, by applying the
proposed learning algorithm to obtain the TPs, the tracking performance was
improved significantly. The robot’s behaviour after learning, i.e. after 25th itera-
tions, is shown in the bottom plot, where perfect matching between the desired
(black dotted line) and actual (blue line) Cartesian position can be observed.

The evolution of the TPs for all 25 iterations and for all three joints is shown in
Fig. 2, were the red line shows the initial TPs, the thick blue line shows the final
TPs and the black dotted line shows the ideal task-specific torques computed by
using the exact inverse dynamic model.

Note that the initial torque primitives are zero. By comparing the TPs with the
ideal dynamical model, we can see that they are similar in shape and amplitude.
This shows that the proposed algorithm can successfully learn the required
task-specific dynamics autonomously.

The proposed learning algorithm essentially minimises the error function given
by Eq. (10). Thus, when e(t) in Eq. (10) is converging towards 0, sf ð/Þ in Eq. (9) is
converging toward the exact inverse dynamic model. Ideally, if e(t) in Eq. (10) is
zero then sf ð/Þ in Eq. (9) is the perfect inverse dynamic model.

The convergence of the proposed algorithm and the ability to re-learn the
task-specific torques is also illustrated on the left hand side plot in Fig. 3, where the
mean value and the standard deviation of the tracking error for all eight examples
are shown. In studies about humans it has been demonstrated that they can quickly
adapt to the changes in the task dynamics [14]. To show that the proposed approach
can also cope with changes of task dynamics, the parameters of robot dynamics
were changed after the 25th iteration. In the 26th iteration the inertia parameter of
the robot was increased by a factor five and remained afterwards at that new value.

In general the learning rate of the proposed algorithm is defined with the gains αt
and βt. If the gains are set too high, the system may potentially be destabilized, or
vice versa, if the gains are too low, the learning rate would be slow and impractical.
We set them empirically to αt = 20 and βt = 10, which results in similar learning rate

Fig. 2 Comparison with an ideal inverse dynamic model and evolution of the TPs during
25 learning iterations for all three joints. The initial TPs are in red, the final TPs are in blue and the
ideal joint torques using exact dynamic models are shown with black dotted line
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as observed in human sensory motor learning ability reported in [14]. The results
are shown on the right hand side plot in Fig. 3, where we can see that only 10
iterations were needed in order to obtain perfect tracking performance even after the
dynamics was significantly altered, i.e. inertia parameters were increased by factor
five. This also shows that the proposed approach can cope with sudden changes in
the task dynamics and re-adapt online if necessary.

Since low feedback gains are used in combination with the CMPs we also
assume that the interaction force in case of a collision with an unforeseen object
will be significantly smaller compared to the general feedback approach with
similar tracking performance. To investigate and compare the performance in case
of unforeseen collisions, a solid wall was placed on the desired end-effector path.
The results are shown on the right hand side plot in Fig. 3, where the normalized
interaction force at the end effector is given. The blue line shows the results of the
proposed approach and the red line shows the results of the high gain feedback
control.

On the right hand side plot in Fig. 3 we can see that, at the beginning of the
impact, resulting forces are similar in both cases. This was expected since the initial
force is mainly a result of the robot inertia, i.e. the robot is suddenly forced to stop
in both cases. This also explains why the forces are almost identical at the begin-
ning of the impact. However, one can see that by using the proposed approach
(CMPs), the impact force only appears initially and then goes towards zero. In this
particulate example the normalized force impulse was only 0.035 Ns. On the
contrary, in the case of the high gain feedback control, the force after impact
remains rather large, i.e. it keeps almost the same value as it was at the beginning of
the impact, resulting in a large force impulse of 0.33 Ns. In the latter case the force
impulse was almost 10 times larger compared to the CMPs approach.

Fig. 3 Left plot shows the average error and the standard deviation (shaded area) for all eight
examples. Right plot shows the interaction force in case of collision using the proposed control
approach (CMP) and standard feedback (FB) control approach with high gains
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4 Conclusion

It was shown that the proposed approach (CMPs) can successfully learn both the
kinematic trajectories in Cartesian space encoded with the DMPs and the corre-
sponding torque primitives in the joint space encoded in TPs. The main contribution
of the proposed approach is learning of the previously unknown task specific
dynamics. With the proposed learning method, the control system was able to
significantly improve the tracking accuracy in each of the subsequent iterations.
Once the TPs are fully learned, the CMPs ensure accurate task execution and, at the
same time, compliant robot behaviour. As such, the proposed learning framework
enables simple and computationally inexpensive control of dynamically challeng-
ing tasks. Moreover, the results were also similar to human studies of sensorimotor
learning abilities. Since learning of the task-specific dynamic is done autonomously
by using a low gain feedback loop, the compliant behaviour is maintained during
learning of task-specific torque primitives. This makes the robot safe for working in
unstructured environments or with humans even during learning.
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Adaptation of Motor Primitives
to the Environment Through Learning
and Statistical Generalization

Miha Deniša, Aleš Ude and Andrej Gams

Abstract In this paper we propose a method of adapting motion to the environ-
ment based on force feedback. Our method combines two approaches of motor
primitive adaptation. Starting from a single demonstration of motion, we use iter-
ative learning control to adapt the motion to different conditions of the environment,
for example, the height of the table. The adaptation is realized through coupling
terms at the velocity level of a dynamic movement primitive, and acts as a feed-
forward component, predetermined for the given external condition. As adaptation
to each condition takes several iterations, we combine this method with statistical
generalization, employing Gaussian process regression. By generating a small
database of coupling terms through iterative learning, we adapt to the environment
by generalizing between the coupling terms in the database, thus either already
achieving an appropriate coupling term for our demonstration trajectory or pro-
viding an initial estimate for the adaptation. Consequently, the learning doesn’t
need to be executed for every condition of the environment, but only for a small set.
In the paper we provide the details of the method and evaluate it in a simulated
setting for the use case of placing a glass on a table.
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1 Introduction

Generating robotic trajectories of motion can be implemented in different ways, for
example through imitation of demonstrated trajectories [1]. Learning by demon-
stration (LbD) approaches cannot cover the complete space of possible trajectories,
because the amount of variations with respect to an unstructured environment is too
large even for a single task.

Autonomous acquisition of trajectories through un-supervised or supervised
exploration has been employed in robotics [2, 3], allowing the robot to adapt to the
conditions of either the task or the environment. Different properties of different
approaches can be utilized based on the means of encoding the trajectories.
Dynamic movement primitives (DMPs) have emerged as a method that has its
background in biological systems [4], but also allows easy modulation and adap-
tation of periodic and discrete trajectories, including with the use of reinforcement
learning [5].

Reinforcement learning method often takes a large number of repetitions to
converge to the desired behaviour as a consequence of their unsupervised explo-
ration. Alternatives, such as iterative learning control (ILC) [6], have been
employed in combination with DMPs [7] in order to reduce the number of needed
iterations. On the other hand, unlike in reinforcement learning, ILC needs a ref-
erence to converge to.

Even though the dimensionality of the space to explore for a certain task is
infinite, many tasks can be described with a single trajectory and a parameter. For
example, reaching to a target is described by the target, i.e., the query and the
trajectory of reaching. As reaching to two nearby targets is similar, reaching to a
target between them, if the trajectory transitions continuously, is also similar. This
has been exploited for statistical generalization methods [8, 9]. Generalization
methods allow generation of trajectories within the area of the demonstrations,
while preserving the properties of the demonstrated trajectories. Furthermore,
combining parts of trajectories from the database with the use of hierarchical action
graphs [10] can be employed to synthesize new trajectories.

In this paper we combine the means of LbD, adaptation through ILC and sta-
tistical generalization to achieve fast adaptation to the environment. We propose
that a single demonstration trajectory encoded as a DMP is learned. The learned
trajectory is adapted through coupling terms, learned with the use of ILC, for a
small number of external conditions. Gaussian process regression (GPR) is then
employed to calculate the coupling term for an arbitrary query point within the area
of the learned trajectories.

The novelty in the paper is in showing that statistical generalization can be
applied to the coupling terms, as opposed to the demonstrated trajectories, which
vastly reduces the amount of needed demonstrations to cover a large workspace of a
task. Simulated robotic experiments validate the method.

This paper is organized as follows. In Sect. 2 we provide the layout of the
proposed method with details on the implementation of ILC. Motion primitives are
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explained in the Appendix. Section 3 explains statistical generalization based on
GPR. Numerical results are presented in Sect. 4, followed by a discussion and
conclusions in Sect. 5.

2 The Method

The proposed method is based on three building blocks. They are: (1) dynamic
movement primitives which allow different modes of modulation and adaptation,
including through force feedback [7, 11]; (2) iterative learning control, which
allows adaptation to the environment in a relatively small number of iterations [6];
and (3) Gaussian process regression [12], a statistical generalization method which
can on-line generate trajectories with similar features from a small database.

Combining dynamic movement primitives and iterative learning, as explained in
[7], allows adaptation of trajectories with minimal errors. Nevertheless, adaptation
to a specific condition takes a few iterations of the exact same motion in order to
achieve the desired behaviour. The number of iterations depends on the initial
condition of learning. If the error of the initial, demonstrated motion is small, the
adaptation will be faster. To avoid having to learn from scratch for every specific
condition of the environment, we propose the following algorithm:

• Encode a desired demonstrated motion in a DMP.
• Use Iterative Learning Control (ILC) to learn the coupling terms that complete

the task at several different, roughly equally spaced conditions along the task,
and encode them in a set of Gaussian-like kernel functions. These coupling
terms provide the database for statistical generalization.

• Estimate the Gaussian process regression (GPR) parameters from the database.
• Use GPR to generate the initial guess for ILC when encountering a new external

condition (height of the object).

The initial guess for ILC will considerably reduce the number of iterations
needed to achieve the same level of adaptation as in one of the tasks learned from
scratch.

In the following we provide the details for the combination of DMPs with ILC.
DMPs themselves have been thoroughly described in the literature [4]. For the
completeness of the paper we provide a summary in the Appendix.

2.1 Modulating DMPs and Iterative Learning Control

As described in [7], one can modulate a DMP with force feedback by plugging the
measured force, or the error of the desired force, at the velocity level of the DMP
and the derivative of this term at the acceleration level. The equation of the DMP is
thus
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s_z ¼ az bz g� yð Þ � z
� �þ f xð Þ þ c2 _C ð1Þ

s _y ¼ zþ C: ð2Þ

The coupling term C is composed of the feedback term and the feedforward
term, i.e., C ¼ Cfb þ Cff . While the feedback term is straight-forward, given by

Cfb ¼ c Fdes � Fmeasð Þ ¼ ce; ð3Þ

the feedforward coupling term is learned in several iterations using ILC, which uses
the information-rich error signal from the previous iteration for improving the
behavior in the next one. For details on ILC check [8]. In our case we use what is
known as current-iteration ILC. The feedforward term is calculated in i–th iteration
by

Ci ¼ Cfb þ Cff ¼ cei þ Cff ;i ð4Þ

Cff ;i ¼ QðCff ;i�1 þ Lcei�1;t�dtÞ ð5Þ

where index i denotes the i-th epoch (i.e. repetition), c is the force gain, ei is the
force error, and t − dt denotes a previous time-step. The tunable parameters are Q,
L, c. We use Q = 0.99, L = 1, c = 0.5, determined empirically. For the stability of
the ILC algorithm with these parameters, one can check [6, 7]. Learned coupling
terms are encoded as a linear combination of basis functions

Cff ¼
PN

i¼1 c wiWiðxÞ
WiðxÞ ; ð6Þ

where Ψ denotes radial basis functions and cw weights that define the shape of the
coupling term. A similar approach is used to encode trajectories as DMPs (see
Appendix). Note that the phase variable x is common across DMPs and the cor-
responding coupling term.

3 Statistical Generalization

ILC is used to adapt a demonstrated motion to new conditions, but several iterations
are needed in order to learn an appropriate coupling term. Statistical generalization
can be used to gain new coupling terms adapted to new conditions. Let’s assume a
set of example coupling terms,
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S ¼ cwj; qj
� �

; ð7Þ

which transitions smoothly between each other as a function of the query point
q (i.e. task descriptor), and are encoded as a linear combination of basis functions,
defined by weights cw. For statistical generalization we use Gaussian process
regression (GPR), which can be used to learn a function,

FS : q 7! cwf g: ð8Þ

The above function computes the appropriate coupling, defined by weights, for
any given query point q inside the training space of the example set.

A Gaussian process describes a distribution over functions [12]. For each
component function f of the vector valued function FS, GPR can be used to estimate
f from data such as the one given in (7). In general, Gaussian process is defined as

f qð Þ�GP m qð Þ; cov q; q0ð Þð Þ; ð9Þ

where m(q) is the mean function and cov q; q
0� �

is the covariance function of the
process. Let’s assume example outputs cwk ¼ f qkð Þþ 2, where ϵ is normally dis-
tributed white noise. If we are given a set of query points wðq�Þ and the mean of the
process is assumed zero, the joint distribution of example outputs cw and new
outputs cw� is given as

cw
cw�

� �
�N 0; R C;Cð Þ þ r2nI RðC;C�Þ

RðC�;CÞ RðC�;C�Þ
� �� 	

; ð10Þ

where C denotes the matrix of example inputs, C* the matrix of new inputs and Σ is
obtained by a pairwise evaluation of covariance function cov. In our experiments
we used the squared exponential covariance function

cov q; q0ð Þ ¼ r2f exp
q� q0k k2
2l2

 !
; ð11Þ

where parameter r2f defines the variance of the signal fcwkg and l is the charac-
teristic length-scale, i.e. roughly the distance that one has to move in the input space
before the value of the function changes significantly [12]. By using (10) we can
estimate the mean of the output cw� as

�w� ¼ R C�;Cð Þ R C;Cð Þ þ r2nI

 ��1

c w ð12Þ

The covariance function still needs to be defined. Equation (11) introduces free
parameters that affect the prediction of the Gaussian process. These parameters,
called hyper parameters h ¼ frf ; l; rng are ideally calculated automatically, e.g., by
using standard nonlinear optimizing routines.
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4 Results

This section provides the results of a simulated experiment, where the robot’s task
was to place a glass on a table of an arbitrary height. A KUKA LWR robot with 7
DOF was simulated in Roboworks. The experimental setup is depicted in Fig. 3.

This approach assumes that the environment will not change rapidly, i.e., a table
will not change height from one execution to the other. LbD was used to teach the
robot one single trajectory of motion. The trajectory shows the motion from a
starting position high in the robot’s workspace to a low position in its workspace.
The trajectory thus describes the motion of approaching an object, for example a
table, from above. It should be noted that while we use a discrete trajectory, the
presented method could also be applied to periodic movement.

As the second step of the process, we let the robot build its initial database of
motion, by modifying the original trajectory with coupling terms so that a prede-
fined force of contact is achieved at a set of heights. A small force of contact is
needed to place a glass on a table, so we choose the desired force of Fd = 0 N.
Seven heights of the table were chosen and ILC was used for the learning of the
coupling terms as described in Sect. 2.1. Note that the initial learning attempts
should not be executed with a glass, but with a solid object which would ensure the
same end-effector point of contact with the table, as high forces may occur. We also
modified the algorithm to stop the trajectory at an achieved force of 100 N.
Therefore, ILC learning requires a larger number of iterations. ILC ran ten itera-
tions, where all 10 had to be below the threshold of 100 N. If the threshold was
breached, more iterations took place.

Figure 1 shows the initial trajectory in green, the trajectories of iterations in
red-dashed lines and the final, learned trajectories in bold dashed black. The final
locations for the robot to learn to touch, i.e., the table height, were set at [1.15, 1.05,
0.95, 0.85, 0.75, 0.65, 0.65] m. Figure 1 also shows the achieved trajectories for
target queries of heights [1.1, 1.0, 0.9, 0.8, 0.7, 0.6] m in the right plot. Figure 2

Fig. 1 Left database of trajectories. The green line shows the learned demonstrated trajectory. The
red dotted lines show the trajectories during the ILC and the bold black dotted lines show the final
trajectories achieved with coupling terms which make up the database. Right trajectories of placing
a glass on a table at heights that were not learned, but generalized from the database of coupling
terms which were learned for trajectories given with dashed lines
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shows in the left plot the forces that occur during the approach to these queries,
when the generalized feedforward term is used in combination with a feedback
term. The right plot shows the forces with only the generalized feedforward term.
We can note some oscillations, which are partially the result of the ILC, but mostly
of the radial basis functions which approximate the coupling term. The forces in the
right plot are considerably higher, but for most cases below 5 N. The only real
outlier is from the highest query, where the original demonstration and the adapted
trajectory are extremely far apart, also shown in Fig. 1. A simulation of placing
a glass on the table of various heights can be seen in Fig. 3.

Fig. 2 The forces that occur when placing a glass on the table at different heights, specified in the
text and the label. The left plot shows the forces when both the feedback and the feedforward
coupling terms are used (C = Cfb + Cff). The right plot shows the results when only the feedforward
term is used (C = Cff). A high force is only present for the highest table, as there the original
demonstration trajectory is still very far from the target of generalization

Fig. 3 Simulation of placing a glass on tables having different heights with the KUKA LWR
robot. The heights are at the positions we did not explore, but generalize to them
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5 Discussion and Conclusions

In this paper we have shown how the coupling terms, which modify the trajectory
of the task, can be generalized to a new position. With this we can on-line produce
the feedforward component of the DMP coupling term in order to adapt a dem-
onstrated trajectory to the conditions of the environment.

Through generalization we can calculate the coupling term for any query point
within the area of initial exploration. Thus, we can achieve a very good feedforward
term approximation, which can either be used as it is or it can be the initial value in
further exploration. The latter specifically becomes useful when the query point is
not exactly accurate, but only an estimation. Thus, the need for exploration through
ILC is reduced, accelerating the whole process. The results show that the gener-
alization can achieve feedforward terms which can already be used for the final
execution, specifically because the control always includes the feedback component
as well.

In the future we will validate the approach on the real robot and test it for
achieving a desired force of contact.

Appendix

Dynamic movement primitives have been extensively studied in robotics. For the
completeness of the paper we provide a short summary based on [8]. A nonlinear
system of differential equations defines DMP for discrete movements

s_z ¼ azðbzðg� yÞ � zÞ þ f ðxÞ ð13Þ

s_y ¼ z: ð14Þ

f(x) is defined as a linear combination of nonlinear radial basis functions

f xð Þ ¼
PN

i¼1 wiWiðxÞ
WiðxÞ x; ð15Þ

Wi xð Þ ¼ expð�hi x� cið Þ2Þ; ð16Þ

where ci are the centres of radial basis functions distributed along the trajectory and
h_i > 0 their widths. If az; bz; s[ 0; az ¼ 4bz the linear part of the system (13)
and (14) is critically damped and has a unique attractor point at y = g, z = 0.
A phase variable x is used in (15) and (16). It is utilized to avoid direct dependency
of f(x) on time. Its dynamics is defined by
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s_x ¼ �axx; ð17Þ

with initial value at x(0) = 1. αx is a positive constant. The weight vector w com-
posed of wi defines the shape of the encoded trajectory. The learning of the weight
vector is described in [8]. Multiple DOFs are realized by maintaining separate sets
of (13)–(16), while a single canonical system given by (17) is used for
synchronization.
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Extended Kalman Filter (EKF)-Based
Local SLAM in Dynamic Environments:
A Framework

Horaţiu George Todoran and Markus Bader

Abstract In the domain of mobile robots local maps of environments are used as
knowledge base for decisions allowing reactive control in order to prevent colli-
sions when following a global trajectory. These maps are normally discrete and
updated at relatively high frequency, but with no dynamic information. The pro-
posed framework uses a sparse description of clustered scan points from a laser
range scanner. These features and the system odometry are used to predict the
agent’s ego motion as well as feature motion using an Extended Kalman Filter. This
approach is similar to the Simultaneous Localization and Mapping (SLAM) algo-
rithm but with low-constraint features. The presented local Simultaneous
Localization and Mapping (LSLAM) approach creates a decision base, holding a
dynamic description which relaxes the requirement of high update rates. Simulated
results demonstrate environment classification and tracking as well as self-pose
correction in static and in dynamic environments.

Keywords EKF � SLAM � Adaptive filtering � Dynamic descriptors � Grouped
data

1 Introduction

Despite the fact that a lot of research has been conducted on environment mapping,
most of the approaches still assume it to be static. As a consequence, tasks assigned
to mobile agents have been generally solved constraining the underlying algorithms
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and approaches to such an assumption. Thus, classical approaches to Simultaneous
Localization and Mapping (SLAM) such as FastSLAM [1] or ICP-based [2]
encounter difficulties and often lead to divergence in dynamic unstructured envi-
ronments. Regarding map-based localization tasks, considerable modification of the
layout imposes offline re-mapping. Even in local path-planning, common approa-
ches treat sensor data at each iteration as static obstacles, relying on relatively high
control frequencies to deal with dynamic environments.

Local maps typically consist of close-vicinity representations of the environ-
ment. As they represent the closest layer of perception in relation with the agent’s
dynamic tasks (path-following, grasping etc.) [3], they are required to be accurate,
online and descriptor-rich. However, traditional approaches generate local-maps
without any dynamic descriptors of the local environment.

The presented framework proposes an alternative to local map creation and
environment description for mobile agents in an online, fast-computing manner.
Thus, the environment is modelled and grouped as rigid dynamic objects, treating
object discovery, time-out, merging, splitting and symmetries. Using the acquired
information regarding the objects’ dynamic states, agent self-pose correction is
performed enchanting local map-building to local SLAM (LSLAM). In addition, the
framework outputs the classified objects and their dynamic descriptors for further
usage in self-localization, mapping, path-planning, sensor-fusion and other robotics
tasks.

Grouping of data in higher level feature objects has been widely studied in
computer vision and robotics communities and recently proposed in SLAM
approaches [4]. However, this work aims to include high-level features in a more
complex SLAM problem, where dynamic entities are present. Dynamic object
tracking has been addressed by Montessano [5] in his PhD. thesis, analysing var-
ious filtering techniques. Bar-Shalom et al. [6] analyses dynamic object tracking as
well and presents a process noise for velocity-bound and acceleration-bound
models assuming a Wiener-process.

This paper is organized as follows: Section 2 presents in detail the approach of
the LSLAM EKF estimator. Simulated results for self-pose correction and data
association are presented in Sect. 3. Conclusions are drawn in Sect. 4.

2 Framework Approach

Figure 1 presents the overview of the framework, including its modules and their
input-output data. The laser sensor data undergoes a three-layered abstraction, from
points ðpÞ to segments (S) and finally objects (O).

The input point-cloud rawp̂ is segmented under homography constraints and its
constituting segments are associated. Pose displacements corresponding to each
segment pair along with uncertainty is computed by the Covariant ICP module. The
loop is being closed an Extended Kalman Filter (EKF) type estimator implemented
in the LSLAM module. Based on the agent predicted state lR, the correlated
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segments information and objects observations ẑ, the estimator updates the state of
the world. In the following, the underlying approach of the LSLAM module is
presented.

2.1 Prediction

Agent prediction. Given the mapped state of the agent including its velocities and
accelerations, assuming a constant acceleration model its state is predicted. The
noise covariance matrix is modelled as parameterized dt-proportional, using two
parameters b. The Jacobian of the agent’s motion model with respect to the noise
parameters V (1) maps the noise covariance matrix in the agent’s state space (2).

lR ¼ gR lR; dt
� �þ aR dtð Þ; aR dtð Þ ¼ VM dtð ÞVT ð1Þ

V ¼ @gR
@lRa

; lRa
¼ alin

aang

� �

; M dtð Þ ¼ dt
bR;0 0
0 bR;1

� �

ð2Þ

Agent pseudo-observation. In many situations, odometry information is subject
to inconsistent noise (time delay, drifts, encoder errors, wheel slips, deviation from
linearization point) and furthermore imposes a refinement of the agent prediction
method. Thus, at the end of the prediction step, the mapped system is being
pseudo-updated with the agent’s control input. The noise of the observation is
modelled as having a base value and a state-velocity-proportional value (3).

Fig. 1 Local map showing various non-trivial scenarios (left); framework overview (right)
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âR dtð Þ ¼ dt2
ðbR;0 þ bR;1jvlinjÞ2 0

0 ðbR;2 þ bR;3jvangjÞ2
" #

ð3Þ

Object prediction. Assuming a constant-acceleration model, the objects are
predicted. The object’s pose prediction has no real use but pose covariance is being
predicted and propagated over time. However, point-clouds that belong to an object
are predicted based on its dynamic state and propagated accordingly to ensure
robust segment correspondences. The object process noise /Odt is modelled as
described in [6] under the assumption of continuous-time white noise (Wiener
process).

lOi
¼ gOi

lOi
; dt

� �þ aO dtð Þ ð4Þ

2.2 Merging/Splitting Analysis

In situations when object merging or splitting is proposed (object merge/split is
flagged when observing multiple segments corresponding to one or vice versa) the
strength of computing transforms covariance is exploited. The mean and covariance
of the proposed-to-merge segments/objects are being pair-wise combined forming a
new mean lij.

1 The cost function of 2 transforms “neighbouring level” is modelled
as product of the 2 initial distributions, evaluated in lij. The pair-wise merging
occurs if the cost function is bigger than a threshold. When a flagged merge or split
is valid, the state vector is resized and segments are associated to the new object
configurations (Fig. 2).

Fig. 2 Object merging/splitting scenarios

1Merging uncertainty computed through Gaussian distributions multiplication.
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2.3 Update

The general object observation function uses the computed translational and rota-
tional deviation of the corresponding segments along with their uncertainty, as
computed by the Covariant ICP module. As the centre of mass of the matched
point-clouds changes over time, the predicted pose state of each object has to be
initialized before update (5), according to its new centre of mass (computed by the
Covariant ICP module).

lOi:x;y;h ¼ h�1 zOið Þ; zOi ¼
xx
xy
xh

2

4

3

5

R

Oi

; ẑOi ¼
x̂x
x̂y
x̂h

2

4

3

5

R

Oi

þ âOi ð5Þ

2.4 Adaptive Filtering

As the observed environment assumes a general low-constraint model with no
correlation between objects, agent pose-correction should happen only when suf-
ficient observed objects are in steady-state. Thus, additional uncertainty of the
tracked objects is being injected as a scaled entry of their base prediction noise (6).
The scale factor sOi is proportional to the Mahalanobis distance of the object
residual q in the velocity probability distribution2

P

OivOiv
. The object adaptive

noise provides better object state estimation in situations of under-scaled base
prediction noise in highly-dynamic tracked motions (e.g. circular trajectory with
small radius at high velocity).

~ROiOi ¼ ROiOi þ s~Oi
aO dtð Þ ð6Þ

s~Oi
¼ tqTR�1

OivOiv

tq; q ¼ ẑOi � zOi ð7Þ

The agent state convergence is evaluated in a similar fashion to [7]. However,
instead of using only the predicted residuals, the total Mahalanobis distances of all
the objects residuals at time t and the same metric for the last N time steps is
evaluated (9). Thus, large additional agent noise will not be triggered when the
observed system is closer to unsteady state. In practice, the additive noise ~/RðdtÞ
injected in phase (8) is triggered if sR [ bR, having various forms depending on the
expected agent’s drifts from the model (time skew, slips, short distance kidnap-
pings, frame-rate drop etc.).

2Evaluating the Mahalanobis distance ensures scalability and behaves equally for various pose
uncertainties of the system.
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~ROROR ¼ ROROR þ s
eR~aR dtð Þ ð8Þ

s ~R ¼ b ~R
tQT tR�1

OvOv

tQ
1
N

Pt�1
i¼t�N

iQT iR�1
OvOv

iQ
� 1; iQ ¼ iẑO � izO ð9Þ

During a filter cycle, the agent adaptive noise injection process is evaluated first.
After agent noise injection and all object updates, the object residuals are recom-
puted (using updated agent information) for object noise injection. Thus, erroneous
high values of object injected noise due to pre-update agent state divergence are
avoided.

2.5 Initialization and Point-Cloud Propagation

As more objects get discovered, they are appended and initialized according to the
agent’s uncertainty and their initial observation. Especially for moving objects,
keeping their state when they are out of view is not required, their uncertainty
becoming so big that correct data association is not feasible. Thus, each object is
discarded when its velocity uncertainty ellipse surface exceeds certain thresholds
(static out-of-view objects are remembered and potentially used for loop closures).

In the current stage, object reconstruction is not implemented; thus for short-term
mapping the “longest” point-cloud from a match is propagated, given that it pro-
vides enough up-to-date information about the current observed segment.

3 Simulated Results

All experiments were conducted using Gazebo simulation environment under
Robotics Operating System (ROS). The agent is Pioneer-P3DX mobile robot
equipped with Hoyuko laser range sensor, its angular and linear velocities being
constrained to measured acceleration limits, /max � 0:4m=s2. As ROS publishes
laser and odometry data unsynchronized at 10 Hz frequency, a message-filter is
used for synchronization. Thus, the framework’s frequency is set to 8 Hz, ensuring
input data synchronization without loop-skips. The input data from the simulator is
noised with fixed Gaussian noise for laser sensor range readings r; � 0:01m and
proportional Gaussian noise for observed agent velocities rv � vj j � 0:02m=s. The
framework provides 3 visualization tools, one for ICP results, transforms and error
metric and other 2 for agent local- and world view. Within the viewers, 3r pose
uncertainty is shown in yellow and the velocity mean and uncertainty in green. For
all experiments, the agent is tele-operated.
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3.1 Object Correspondences

Even though the framework provides short-term memory differential mapping,
higher level features such as object correspondences are extracted. The set of
experiments below shows the framework ability to track identified objects in
non-trivial scenarios.

Merging/splitting. Given a finite and relatively small sensor range with respect to
the environment size as well as occluded areas of environments, the agent is sup-
posed to map segment correspondences to their true state. Thus, the experiment
presents object discovery and merging with segment splitting. At time t1 the agent
observes 3 segments, assumed to be different objects. As more information is
acquired, the objects get merged so that at t2 all observed segments are evaluated as
the same object (Fig. 3-left).

Swipe-occlusion detection. Most of the scenarios involving dynamic objects and
static ones in the background will undergo “swiped-occlusion” situations, in which
the dynamic object partially occludes from one end to the other the static back-
ground. In such cases, propagating the last observed point-cloud fails to re-identify
background object after the “swipe”. However, this approach achieves such
semantic memory (Fig. 3-right).

Occluded tracking. Short-term object occlusion frequently occurs in dynamic
environments. Especially for path-planning tasks, trajectory optimization and even
collision avoidance can be achieved in case of short-term occluded memory, the
object’s trajectory being remembered. In this experiment, the agent is undergoing a
circular motion and observes a moving object which becomes fully occluded.
However, when the object reappears in the field-of-view, it is correctly
matched (Fig. 4).

Fig. 3 Semantic memory in various scenarios
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3.2 Self-Pose Correction

The following experiments present agent self-pose correction, assuming dynamic as
well as static environment. The encoder drifts have been achieved by stopping the
simulation at certain time periods and manually modifying the agent pose.

As described in Sect. 2, the agent’s pose is expected to be accurately corrected as
long as parts of the environment are in steady state. Figure 5 presents the filtered
trajectory of the robot when it undergoes short-term deviations from the motion
model in various scenarios (m:m). Even though the framework was designed for
agents with relatively accurate odometry values and dynamic word assumption, it
can as well be operated assuming a static environment. Tests have been conducted
feeding into the framework a fix measured angular and linear velocity set to 0
(odometry impairment).

Figure 6 presents estimated trajectories of the agent (left, m:m) and the estimated
linear and angular agent velocities (right, m/s:s).

4 Conclusions and Future Work

Agent self-pose correction in dynamic environments is still a weakly addressed
problem within the robotics community. The presented framework has proven to
extract sufficient information from partially steady-state dynamic environments,
even though low constraint models of the environment and agent are assumed. By
limiting environment perception to 2D, the complexity of the problem is low

Fig. 4 Occluded tracking
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enough for fast, online computation. However, especially in structured environ-
ments, the reduced dimensionality makes data association difficult given high
probability of symmetries. Thus, image processing techniques such as
Homographic Segmentation and Covariant ICP have been developed and used to
increase robustness of data association.

As laser range sensors represent a norm in mobile agents nowadays, their
accuracy is assumed by the framework to extract higher-level features from the
environment: Objects. Such an approach proves to simplify EKF SLAM, reducing
drastically the state vector size and thus computation time, even with detailed
assumed models.

The focus of the presented work is on short-term memory reasoning of state
point-clouds. Long-term mapping and symmetry-robust loop closures were not
addressed. However, simulated results prove that occluded tracking and gradual
total occlusion are solved even with the mentioned limitations. Shifting the focus
towards long-term memory tasks including offline maps as constrained static
objects will improve results.

Fig. 5 Self-pose correction in dynamic environments
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Research can be focused on higher-level tasks such as local path-planning using
approaches such as Model Predictive Control (MPC) or Dynamic Window
Approach (DWA), generalized for dynamic obstacles’ states. Such approaches
should provide complex behaviours such as avoidance manoeuvres due to external
dynamic objects.

Last but not least, when high robustness and maturity of the framework is
achieved, open-source publication of the code as ROS node is desired, inviting the
robotics community to take advantage of a package that provides pose-correction
and dynamic descriptors of the environment for future research in various related
fields.
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Motion Analysis of a Robotic Wheelchair

Ionuţ Geonea and Nicolae Dumitru

Abstract This paper presents the authors’ contribution in designing and evaluating
a transmission system for a robotic wheelchair. The kinematics of the proposed
transmission is analysed in order to realize a proper gear synthesis. A 3D model of
the transmission and wheelchair are designed in Solid Works, being then used for
the dynamic simulation of the system in Adams software. The wheelchair motion
simulation is done in Adams in two modes: traction motion and steering motion
active. In case of traction motion simulation the resulting trajectory is a straight line
displacement, whereas in the case of active steering motion the resulting dis-
placement trajectory is circular. Simulation results demonstrate the efficiency of the
developed transmission model and assure successful implementation of this design
in a robotic wheelchair.

Keywords Robotic wheelchair � Dynamic model � Differential transmission

1 Introduction

There are many examples of assistive devices for people with manipulative and
locomotive disabilities. Such devices enable disabled people to perform diverse
activities of daily living thus improving their quality of life. Disabled people are
increasingly able to lead an independent life and play a more productive role in
society [1].

The wheelchair is still the best transportation means for disabled people, since its
invention in 1595 (called invalids chair) for Phillip II of Spain by an unknown
inventor. The device has evolved since then to complex multi-d.o.f.
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electro-mechanical devices and robotic systems [1–7]. Despite the rapid scientific
and technological progress, there has been very little innovation in wheelchair
design over the last 200–300 years. The folding wheelchair came in 1933, and
powered wheelchairs were developed in the early 1970s [4]. New materials such as
plastics, fibre-reinforced composites and aluminium alloys have found their
application in the design and manufacture of lighter, stronger and more reliable
wheelchairs [1]. The wheelchair industry has also benefitted from the development
of lighter, efficient, durable and reliable motors, better amplifiers and controllers
and most important of all superior batteries. A number of computer controlled
wheelchairs have been developed in recent years, including: the CALL Smart
Chair, NavChair, TinMan and WALKY [1, 8–16]. On a smooth level surface,
relatively little torque is required to propel the wheelchair and occupant at constants
speeds of up to 5 m/s. If this were the only requirement, small motors of a few
hundred watts capacity would serve. But wheelchairs must overcome obstacles
usually at low speed, climb substantial grades and accelerate at reasonable rate.
These conditions demand high torque, most often at low speed. Thus, the most
powered wheelchairs are equipped with motors and electronic controls that are
much larger than necessary for constant level propulsion and with poor efficiency
most of the time since high torque is obtained only at low speed [6].

The propulsion system of a powered wheelchair typically consists of a pair of
motors, one for each drive wheel, and a drive train consisting of gears, belts and
other mechanical elements that couple the motor’s shaft to the drive wheel shaft.
Speed and torque generated by each motor is controlled by pulse width modulation
(PWM) [1].

This research brings arguments for a mechanical transmission that achieves the
differential movement, on which the traction and the steering components are
controlled by separately motors with suitable synthesis to achieve the proper
angular speed difference of wheels. The model will be equipped with a motion
controller, using a pulse width modulated DC to DC converter.

2 Kinematics of Wheelchair Transmission

The kinematic scheme of the wheelchair transmission is presented in Fig. 1. Shaft I
is actuated by the straight line displacement provided by the electric motor M1;
steering is performed by the motor M2 placed on shaft V.

Bevel gears, (10, 12) and (10’, 12’) are planetary gears and are mounted on
shafts (IV, III) respectively (IV’, III’) with pins assembly. Bevel gears (11, 13), and
(11’, 13’) are satellites gears; they are mounted on needle bearings to axes fixed on
differential casing, and achieve a planetary motion. To calculate the transmission
ratio, the principle of motion reversing is applied (called Willis principle). For
straight line displacement the traction wheels of the wheelchair spin at the same
angular velocity. The motion is transmitted from worm gears 6-5 to the shaft II and
by means of the final transmission with gears 4-2 to the wheelchair wheels.
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For steering, motion is transmitted from motor M2 to shaft V trough bevel gears
(8, 9), (10, 11), (11, 12) to semi-axis III, respectively to motor wheel Rd. For the
left wheel Rs the transmission flow is through bevel gears (8, 9’), (10’, 11’), (11’,
12’) to semi-axis III’. The two wheels Rd and Rs spin with the same angular speed
and opposite rotation sense. Casing S, S’ and spur gear (2, 2’) is not moving (M1 is
turned off).

The motion transmission chain for straight line displacement and the one for
steering of the wheelchair are expressed by the Eqs. (1).

M1 � I � iw65 � II � ic42 � III � Rd
M1 � I � iw65 � II � ic4020 � III � Rs

;
M2 � V � ik89 � IV � ik10 11 � ik11 12 � III � Rd
M2 � V � ik890 � IV 0 � ik100 110 � ik110 120 � III 0 � Rs

ð1Þ

where: M1—traction motor; iw65—worm gear ratio; ic42—final transmission ratio; Rd
and Rs, right and left wheel, I, II and III—shafts; M2—steering motor; ik89 i

k
890—

bevel gear ratio; ik10 11—bevel gears 10, 11 ratio; ik11 12—bevel gears 11, 12 ratio; Rd
and Rs, right and left wheel, III, IV and V—shafts.

Straight line displacement of the wheelchair when both drive wheels encounter
the same resistance to ground is validated by Eq. (1). For steering, the equations of
the wheels’ angular velocity are deducted below. The following notations are used:

x10;x12—absolute angular velocity of bevel planetary gears 10 and 11, con-
sidered in relation to the differential casing;
xS

10 ¼ x10 � xS—relative angular velocity of gear 10, towards differential
casing S;
xS

12 ¼ x12 � xS—relative angular velocity of gear 12, towards differential
casing S;
x11;x13—relative angular velocity of satellite gears 11 and 13 towards differ-
ential casing S;
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Fig. 1 Kinematics scheme of wheelchair transmission
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xS—absolute angular velocity of differential housing upon the wheelchair’s
frame;
RW—rolling circle radius for planetary gears 10 and 12;
rW—rolling circle radius for satellites gears 11 and 13.

According to the principle of gearing, the tangential velocities are equal in the
gearing point:

� x10 � xsð ÞRW ¼ x11rW ¼ x12 � xSð ÞRW ¼ x13rW ð2Þ

One obtains:

xs ¼ x10 þ x12

2
ð3Þ

The angular velocity of the central gear (planetary) is twice the angular velocity
of the differential box. If the steering motor is turned off, then x10 ¼ 0, from Eq. (3)
it results:

x12 ¼ 2xs ¼ 2x2 ð4Þ

For left wheel are available the equations: x0
10 ¼ 0, and x120 ¼ 2xS0 ¼ 2x20

Considering the gears’ ratio Eq. (5) is derived, where xS is the motion received
from the traction motor.

xs ¼ xM1

iw65 � ic42
rad=s½ �; ð5Þ

xM1—angular velocity of traction motor; iw65—worm gear ratio; ic42—spur gears 4-2
transmission ratio. Tor the case of wheelchair’s displacement along a nonlinear
path, Eq. (6) describe the motion received from steering motor M2:

x10 ¼ nM2

ik89
; x0

10 ¼
nM2

ik890
ð6Þ

Let us assume that the right wheel Rd is outside the curve; in this case the pairs
of satellite gears (11, 13) respectively (11’, 13’) will spin. It must be distinguished
between the absolute motion of planetary gears, the transportation movement of the
differential box and the relative movement of satellites gears towards differential
box S or S’. Thus, the distribution of velocities in absolute motion of a planetary
gear is:

x10 � RW ¼ xS � RW þ x11 � rW ð7Þ

From Eq. (3), the angular velocities for satellite gear (11) and planetary gears
(10), (12) are:
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x11 ¼ x10 � xsð ÞRW

rW
; x10 ¼ xs þ x11

rW
RW

; x12 ¼ xs � x11
rW
RW

ð8Þ

The equations above derived are useful for the kinematic synthesis of the
wheelchair transmission; they are used to establish gears ratio for the 3D model
design.

3 Design of the Wheelchair’s 3D Model in Solid Works

Once the gears ratio established, their geometric parameters are calculated. Gear
modelling is done with Gear Trax and Solid Works software; the assembly models
obtained for the transmissions are presented in Fig. 2. The transmissions are
mounted on the wheelchair frame; the 3D model of the assembly is presented in
Fig. 3. The weight of the entire assembly is 45 kg.

The 3D virtual prototype obtained is very important because it will be used to
simulate in Adams the wheelchair motion trajectory and to study the motion
dynamics. The virtual prototype is useful in further design stages to optimize the
construction (weight minimization, ergonomics studies).

4 Dynamic Model of the Wheelchair

The virtual prototype of the wheelchair, presented in Fig. 3, is transferred to the
Adams multi-body model using the transfer interface embedded in Solid Works.
Through a suitable modelling the dynamic analysis of wheelchair model was done.
The steps taken in order to define the dynamic model are: (1) specify the mass
properties of the kinematic elements, (2) define kinematics joints, (3) specify

Fig. 2 CAD model of differential transmission
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friction models (friction in joints and wheels-ground contact), (4) specify the human
load of 70 kg, and (5) most important -define gear type connections.

The contact forces in the gear set are described by a mechanical contact model
for which the parameters: stiffness, force exponent, damping and friction coeffi-
cients and penetration depth are specified. These parameters were defined by
studying [11].

Contact parameters are calculated as follows: considering computational effi-
ciency and accuracy, the impact method was adopted to define gears contact. The
parameters associated to for this method are further explained.

The contact between ground and wheels is specified according to the technical
literature: Wa ¼ 0:5. . .0:6 for old asphalt road, old concrete. It should be noted that
the front wheels are self-directed, being modelled by rotation joints with friction.

(a) Stiffness K: The materials for the transmission’s pinions and gears are alloy
steel; the values for the Poisson ratio and the Young’s modulus are: t ¼ 0:3
and E ¼ 2:1� 105 N=mm2.

(b) Force exponent: Considering numerical convergence and computation speed,
a force exponent e = 1.5 is chosen [17].

(c) Damping coefficient C: For this simulation it was set to C = 1000 Ns/mm.
(d) Penetration depth: In most cases, a reasonable value of the penetration depth

is 0.01 mm. We used d = 0.1, considering the numerical convergence in
Adams.

(e) Dynamic and static friction coefficient and viscous velocity: Typical values
found in mechanical design handbooks are: ls ¼ 0:1; vs ¼ 1 mm=s, ld ¼
0:08 vd ¼ 10 mm=s. [11]

The analysis of the robotic system workspace was carried out in Adams, for a
combined trajectory composed by a straight line motion and steering. The functions

Fig. 3 Wheelchair transmission assembly
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used in Adams to define straight line motion and steering motion are given by
Eq. 9.

IF time�2 : 32 rad=sf g; 0; IF time�4 : 0; 32 rad=sf g; 32frad=sgð Þð Þ�traction motion

IF time�2 : 0; 03 rad=sf gð Þ�steering motion

ð9Þ

The second case of simulation considers active only the steering motion, with
value x2 ¼ 12 rad= sec (applied to shaft V). The simulation uses WSTIFF solver
with SI2 integration. Figure 4 shows the wheelchair motion trajectories obtained in
both cases.

For the combined traction and steering motion simulation, the right and left
wheel angular velocity (respectively, planetary gear 12 and 12’) were obtained, see
Fig. 5.

Analyzing Fig. 5 one can observe that in the first 2 s of simulation, when only
the traction motion is active, the wheels spin with the same angular velocity and the
wheelchair motion trajectory is a straight line. In the simulation time interval from
2 s to 4 s, only the steering motion is active and the wheels spin in opposite
directions, the motion trajectory being a circle. In the last 3 s of simulation both
motions are active, steering along any type of path (motion curve).

Figure 6 shows that for steering motion the wheelchair wheels spins with the
same angular velocity but in opposite directions; hence the wheelchair is moving in
circle.

Figure 7 depicts the variation of the traction motor torque. It results that the
traction torque is zero when this motion is inactive, corresponding to the simulation
time 2–4 s. Also, the steering torque is near zero when the steering motion is
inactive.

x axis

y axis

X axis

Y axis

Fig. 4 Wheelchair trajectory: combined motion and steering motion
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5 Conclusions

This paper describes the development of a kinematic and dynamic analysis model
for a robotic wheelchair. The virtual model of the wheelchair is designed in Solid
Works. The proposed solution uses two kinematic chains, one for straight line
motion and the other for steering motion; these motions are realized respectively by
two motors.

The motors can operate independently or in correlation; in the latter case the
wheelchair can be driven with different steering radius. The dynamic simulation
reveals the motion trajectories of wheelchair and the kinematic and dynamic
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Fig. 5 Right and left wheel angular velocity in case of combined motion
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parameters of the system: running speed, propulsion and steering torque. From
Adams simulation it was determined that the necessary motor torque for propulsion
when the wheelchair carries a 70 kg human is 8 Nm and the steering torque is
2.5 Nm.
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On Building Remotely Operated
Underwater Robot-Explorer
with Bi-manual Poly-articular System

Aleksandar Rodić, Ilija Stevanović, Miloš D. Jovanović
and Đorđe Urukalo

Abstract The paper addresses the mechanical design of a river underwater robot
(remotely operated vehicle—ROV) suitable for implementation in delicate and
risky underwater tasks. The main factors that determine the mechanical design of
the robot are hydrodynamic drags and low underwater visibility. The robot body is
inspired by biological models of fishes as well as by the “golden ratio”-a natural
geometry proportion that commonly appears in nature. The underwater ROV pre-
sented in the paper has two redundant, poly-articular, tendon-driven robot arms,
suitable for use in submarine tasks due to their flexibility and light mechanical
structure. The paper explains how robot propulsion is determined and which kind of
thruster motors are chosen for this purpose. The designed mechanical structure is
evaluated by corresponding simulation tests and the results of which are analysed.
The paper finally presents concluding remarks and objectives of future work.
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1 Introduction

The subject of research and development presented in this paper concerns proto-
typing the development of a remotely operated vehicle (ROV) for underwater tasks.
This work is focused on the development of river underwater robot-grebe intended
for remotely operated underwater search, camera shooting, monitoring and
inspection of submerged objects and infrastructure in the water, rescue missions,
ecologic cleaning tasks, waste disposal removing and sampling of river bottom
material as well as assistance in extracting of submerged objects from the river. The
prototype of the underwater robot-explorer considered in this paper will be used in
the big, smooth (not trouble and highland) rivers. These are mainly lowland rivers
with large water potential (flow), whose streaming neither overcomes 5.5 km/h
speed and 20 m depth.

These watercourses are characterized by high quantities of sediments (small
particles of various river materials) carried by the water current, that cause relatively
low underwater visibility of only 1–2 m. River watercourses frequently push (roll
down) inside the water the bigger pieces of biological, industrial or constructional
waste (fallen trees, stumps, dead animals, industrial material, plastic packaging,
etc.), too. On the river bottom, there can be frequently found submerged and
impaired sailing crafts and vehicles (e.g. ships, boats, cars, etc.), dangerous objects
(e.g. unexploded bombs from the former wars), toxic and harmful industrial
material (thrown in the water or lost from barges), residuals of former infrastructure
(buildings, bridges, water fronts, etc.), immersed archaeological locations, canal-
ization pipes, etc. Rivers, by their huge flow power, often produce water vortexes
that additionally complicate any kind of underwater searching and rescue tasks.

The river underwater robot-explorer “Danube grebe” is estimated to be a viable
response and prevention means for early detection of problems in the water and
accomplishing underwater tasks instead of using specialized divers whenever
needed.

2 State-of-the-Art

Recent times witnessed ever expanding applications of robots. Under-water vehi-
cles were initially taken into operation for military applications. Dated back to
1950s, the Royal Navy of Great Britain employed a submersible for recovering
torpedoes and removing undersea mines. In 1960s, a Cable-Controlled Underwater
Recovery Vehicle (CURV) intended for rescue and recovery operations in a
deep-sea was realized by US Navy, being succeeded by CURV II and CURV III.

ROV has substantial use in services for humans for exploring the oceanic world
and dealing with underwater deployments. The scientific literature does not pin
point the first ROV developed historically. The CUTLET ROV has been categor-
ically highlighted as a pioneer remotely operated oceanic fellow that was developed
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and introduced by the Royal Navy in 1950s to recover practice torpedoes [1]. This
vehicle remained operational until the 1980s. The first time ROV’s gained signif-
icant recognition [2] was due to role of CURV in recovery operations in the
Mediterranean Sea [1]. The most prominent operation conducted by CURV III was
retrieval of a manned underwater vehicle from Irish Sea near Cork in 1973 saving
the pilots of Pisces [2].

For visual analysis of underwater structures, an observation class ROV design
was proposed in 2010. The system was devised for Federal Mexican Oil Company
to inspect pipelines, oil production units and other structures in deep waters [3].

The Human-Sized ROV with Dual-Arm is capable of working like a diver by
performing its tasks with two hands, as the name suggests. It has been tested at the
depth of 10–20 m in Biwa Lake, Japan [4]. The Hybrid ROV Marine
Environmental Sciences MARUM (University of Bremen, Germany) has been
designed as ROV/Autonomous Underwater Vehicle (AUV) to work in high-risk
zones like under-ice operations, hydrothermal vents and harsh topography near the
seabed [5].

3 Technical Requests and Concept Outline

The ROV for river underwater tasks described in this paper is designed to operate in
slow streaming (0–3.0 km/h) or moderately fast (3.0–5.5 km/h) lowland rivers. The
robot is designed to operate at depths that not overcome 20 m. The robot should be
built of durable, impact-resistive, water-proof composite materials—carbon fibre
and epoxy resin. The operation range (workspace) is limited to maximally 50 m
from the basis station (boat on the river surface) due to the strong drags caused by
freshwater streaming.

The robot is permanently in physical contact with (connected to) the base station
(Fig. 1), due to safety reasons (prevent loss), power supply and permanent
cable-communication. This operating range of 50 m represents a trade-off between
system reachability, safety and power supply feasibility. Full system autonomy
(battery operated robot) is disregarded in this case, because robot operation in the
water current is extremely demanding and risky tasks require steering by wire using
power-cord supply. Because of that, the underwater ROV is always connected to
the base station. An AC/DC electric generator installed on the base station provides
enough energy to the robot by use of the buoyant-neutral power cord (Fig. 1).
Optical cables are used for signal and video transmission from the robot to the base
station.

The robot must have fine mobility and manoeuvrability in the water to behave as
a dexterous underwater device capable to accomplish various tasks. This assumes
that the robot can move in all directions: up and down, forward and backward, right
and left, and twisting about the vertical axis of symmetry. Visibility in the river
water is commonly less than 1–2 m. Due to these conditions the robot has to be
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equipped with underwater low-light sensitive cameras and forward sonar sensor that
can enable reliable navigation and motion in low visibility conditions.

The operating principle of the underwater robotic system developed is presented
in Fig. 1.

4 Mechanical Design

The system presented in this paper is designed according to the technical require-
ments previously defined and finding inspiration in the nature by imitating bio-
logical systems and principles of underwater motion.

4.1 Robot Structure

The mechanical design of the underwater robot needs to satisfy strict requirements of
hydrodynamics, buoyancy stability in conditions of strong water current and drags,
balance of masses with aim to enable reliable hovering and laminar motion (dive and
ascent accomplishing), fine manoeuver capabilities in restricted task space, etc.
(Fig. 2a, b). The robot has a supporting system (flappers, Fig. 2a) such as to enable
reliable landing to the river bottom but also to improve horizontal stability.

Fig. 1 Principle of operation of the ROV—underwater robot
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The shape of the underwater robot is optimized in the sense to have minimal
hydrodynamic resistance (Fig. 3a). The robot is similar to a fish having a flattened
body [6]. Two flexible poly-articulated robotic arms are integrated into the
mechanical structure (Fig. 4). The arms have length of 1.2 m each, which provides a
relatively large workspace for underwater tasks. Six robust thruster motors
(Figs. 2a, b and 3b) move the robot in 6 coordinate directions. The first group of
motors (Th-1, Th-2 and Th-3) is mounted horizontally and is parallel with the
longitudinal axis of robot body. This group of motors is responsible for
forward-backward robot motion and for robot rotation around the vertical axis
passing through the centre of mass of the robot body, and partially for the rotation
about the system pitch axis. The second group of motors (Th-4, Th-5 and Th-6) is
mounted vertically. They are distributed: two on the sides and one in the tail of the
ROV. These motors are responsible for robot up and down motion, but they also
provide rotation about the roll-axis. The tail motor (that ensures horizontal stability)
partially affects the rotational movement about the system pitch-axis. The robot
ventral fins (flappers, Fig. 2) have a dual role:

(i) To improve horizontal stability of the system and
(ii) To serve as backbone—the landing gear when the robot is descending to the

river bottom.

The robot body is made of composite materials (fibre glass textile and epoxy
resin as bonding material) which have sufficient strength, durability and possibility
of fine modelling (shaping). The robot geometry proportion was computed
according to the “golden ratio”, which represents a specific relationship between
two quantities as follows: two quantities, a and b are in the golden ratio if their ratio
is the same as the ratio of their sum to the larger of the two quantities a and b.

aþ b
a

¼ a
b
¼ u ¼ 1:6180 ð1Þ

The hydro dynamically optimized underwater robot (Fig. 2a, b) was tested upon
the drag forces by modelling in Solid Works. The results of this simulation

Fig. 2 Underwater robot with its components, a side view, b bottom view
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experiment and corresponding streamlines are presented in Fig. 3a (the case when
the streaming speed is 10 km/h and the robot keeps position). The simulation results
are systematized in Table 1 presenting hydrodynamic resistances in different
directions.

The propulsion of the robot is determined by taking into account the maximal
hydrodynamic drags displayed in Table 1 as well as by simulating the robot
dynamics. The robot is requested to float against the water current of up to 5.5 km/h
with floating speed that does not overcome 1.5 m/s. Motor thrusters are chosen to
ensure the calculated propulsion but to keep minimal margin of energy costs.

4.2 Bi-manual Manipulation System

The remotely operated underwater robot has two flexible, poly-articular robot arms
of 1.2 m length each. One arm is the master arm and the second one is slave. The
master arm is responsible for gripping objects and rending them available to the
slave arm. The slave robot-arm has integrated a small led lamp and a small camera
to enable better visibility and precision. Both arms can easy change end-effectors:
grippers, hooks, needles, scissors, etc. Robot arms consist of 10 segments, 9
bi-directional flexion joints, 1 yaw and 1 twist joint and a gripper as presented in
Fig. 4a, b. Flexion joints are powered by non-tensile tendons (Fig. 4b) and 6 electric
motors located in the robot basis. The third, sixth and ninth joint are connected to
the particular DC-motors. Particular motors simultaneously articulate 3 successive
robot links in 2 possible orthogonal directions (Fig. 4a). The robot’s work space is a
hollow ellipsoid.

Fig. 3 a Hydrodynamic analysis of the submarine body; b Transparent 3D rigid-body model of
the underwater ROV with thruster motors, ballasts and metal frame
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5 Simulation Experiments

In order to prove feasibility to robot design and to identify power requirements,
corresponding model simulation was accomplished. The following coordinate
systems are assumed (Fig. 3b): (i) global coordinate system OXYZ attached to the
river surface; (ii) local coordinate system Oxyz attached to the cross section of the
longitudinal and transversal axes of symmetry; (iii) coordinate system attached to
the mass centre of the robot body. Robot rigid body dynamics in Fig. 3b can be
defined in the form:

s ¼ H qð Þ€qþ hccf q; _qð Þ þ hg � r� JT qð ÞW _qð Þ � JT qð Þ; ð2Þ

q ¼ x y z u h e½ �T ð3Þ

F ¼ Aðu; h; eÞ�1 � s ð4Þ

F ¼ F1 F2 F3 F4 F5 F6½ �; ð5Þ

where τ represents 6 × 1 vectors of the generalized forces and torques reduced to the
MC of robot body. This vector takes into account successively forces and moments
of inertia H qð Þ€q, Centrifugal and Coriolis forces/torques hccf q; _qð Þ, gravity
forces/torques hg, hydraulic thrust forces r upon the submerged mass of robot,
hydrodynamic drags JT qð ÞW _qð Þ due to the motion resistance in the fluid and
external payload forces JT qð Þ; acting upon the system. The state vector q includes

Fig. 4 Poly-articular flexible robot-arm and robot-gripper
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linear positions and corresponding Euler angles. The motor thrust forces (5) are
calculated from (3) where A is a thruster payload distribution matrix.

To test robot dynamics in motion through water stream, a path is chosen (Fig. 5)
which includes: dive (segment I–II, 10 s), movement in longitudinal direction
(segment II–III, 10 s), upward movement in vertical direction (segment III–IV, 5 s),
sliding sideways in horizontal plane (segment IV–V, 5 s), diagonal movement in
horizontal plane (segment V–VI, 5 s) and inclined buoyant movement (segment
VI–VII, 5 s). The robot diving speed along this trajectory is shown in Fig. 6a.

By analysing the results presented in Figs. 5 and 6 the appropriate thrust motors
KZ-25 K and KZ-12 K were chosen from [7]. The required power of the thrust
motors Th-1 to Th-3 is 1000 W, corresponding to a maximal thrust force of 25 kg.
The power of motors Th-4 to Th-6 is 400 W, with maximal thrust force of 12 kg.
The chosen motors satisfy the criterion of power and enable robot motion in
conditions of deep water streaming of 5.0 km/h. The realization of motion in
particular directions requires synchronized operation of thrusters provided the robot
dynamics is coupled.

Fig. 5 Robot trajectory
considered in simulation
experiment

Fig. 6 a Robot speed along the considered robot trajectory; b Thrust forces at the particular
motors calculated to enable robot diving along the imposed trajectory shown in Fig. 5
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6 Conclusions and Future Work

The mechanical design of the robot was adapted in such a way to achieve a trade-off
between hydrodynamic drags and technical requirements of the system. Future
work concerns building the prototype of the robot (mechanical structure, elec-
tronics, sensorial system) as well as investigating the best control strategy taking
into account coupled system dynamics and hydrodynamic drags. An optimal
mechanical design will lead to achieving reliable control and energy efficiency.
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