Jasmin Christian Blanchette
Nikolai Kosmatov (Eds.)

LNCS 9154

Tests and Proofs

9th International Conference, TAP 2015
Held as Part of STAF 2015
LAquila, Italy, July 22-24, 2015, Proceedings

@ Springer




Lecture Notes in Computer Science

Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, Lancaster, UK

Takeo Kanade

Carnegie Mellon University, Pittsburgh, PA, USA
Josef Kittler

University of Surrey, Guildford, UK
Jon M. Kleinberg

Cornell University, Ithaca, NY, USA

Friedemann Mattern
ETH Zurich, Ziirich, Switzerland

John C. Mitchell
Stanford University, Stanford, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Dortmund, Germany

Demetri Terzopoulos

University of California, Los Angeles, CA, USA
Doug Tygar

University of California, Berkeley, CA, USA
Gerhard Weikum

Max Planck Institute for Informatics, Saarbriicken, Germany

9154



More information about this series at http://www.springer.com/series/7408


http://www.springer.com/series/7408

Jasmin Christian Blanchette
Nikolai Kosmatov (Eds.)

Tests and Proofs

Oth International Conference, TAP 2015
Held as Part of STAF 2015

L’ Aquila, Italy, July 22-24, 2015
Proceedings

@ Springer



Editors

Jasmin Christian Blanchette Nikolai Kosmatov

Inria Nancy & LORIA CEA LIST Nano-Innov
Villers-1és-Nancy Saclay

France France

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science

ISBN 978-3-319-21214-2 ISBN 978-3-319-21215-9  (eBook)

DOI 10.1007/978-3-319-21215-9
Library of Congress Control Number: 2015942786
LNCS Sublibrary: SL2 — Programming and Software Engineering

Springer Cham Heidelberg New York Dordrecht London

© Springer International Publishing Switzerland 2015

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made.

Printed on acid-free paper

Springer International Publishing AG Switzerland is part of Springer Science+Business Media
(Www.springer.com)



Foreword

Software Technologies: Applications and Foundations (STAF) is a federation of a
number of leading conferences on software technologies. It provides a loose umbrella
organization for practical software technologies conferences, supported by a Steering
Committee that provides continuity. The STAF federated event runs annually; the
conferences that participate can vary from year to year, but all focus on practical and
foundational advances in software technology. The conferences address all aspects of
software technology, from object-oriented design, testing, mathematical approaches to
modeling and verification, model transformation, graph transformation, model-driven
engineering, aspect-oriented development, and tools.

STAF 2015 was held at the University of L’Aquila, Italy, during July 20-24, 2015,
and hosted four conferences ICMT 2015, ECMFA 2015, ICGT 2015, and TAP 2015),
a long-running transformation tools contest (TTC 2015), seven workshops affiliated
with the conferences, a doctoral symposium, and a project showcase (for the first time).
The event featured six internationally renowned keynote speakers, a tutorial, and
welcomed participants from around the globe.

This has been the first scientific event in computer science after the earthquake that
occurred in 2009 and affected L’ Aquila. It is a small, and yet big step toward the grand
achievement of restoring some form of normality in this place and its people.

The STAF Organizing Committee thanks all participants for submitting and
attending, the program chairs and Steering Committee members for the individual
conferences, the keynote speakers for their thoughtful, insightful, and engaging talks,
the University of L’Aquila, Comune dell’Aquila, the local Department of Human
Science, and CEA LIST for their support: Grazie a tutti!

July 2015 Alfonso Pierantonio



Preface

This volume contains the papers presented at the 9th International Conference on Tests
and Proofs (TAP 2015), held during July 22-24, 2015, in L’ Aquila, Italy, as part of the
Software Technologies: Applications and Foundations (STAF) federated event.

TAP 2015 was the ninth event in a series of conferences devoted to the synergy of
proofs and tests. Abandoning the traditional separation of formal verification and
testing as orthogonal research fields, TAP aims at the identification of common ground
across the different research communities. In particular, both testing and proving follow
the goal of improving the quality of software and hardware, but with different means.
Therefore, TAP provides a forum for the cross-fertilization of ideas and approaches
from the formal verification community and the testing community, abandoning earlier
dogmatic views on the incompatibility of proving and testing. TAP offers a meeting
place for researchers who combine proofs and tests in an interdisciplinary manner by
taking the best from both worlds.

Since its first edition at the ETH Ziirich in 2007, TAP has been organized annually
with great success. TAP was hosted by the Monash University Prato Centre near
Florence in 2008, the ETH Ziirich in 2009, the University of Malaga in 2010, the ETH
Zirich in 2011, the Czech Technical University in Prague in 2012, the Budapest
University of Technology and Economics in 2013, and the University of York in 2014.
From 2010 to 2012, TAP was co-located with the TOOLS conference series on
advanced software technologies. In 2013, TAP became part of STAF, which was
formed after the end of TOOLS.

For the ninth edition of TAP, held at Universita degli Studi dell’Aquila, we initially
received 28 abstracts, leading to 21 submissions that were considered for reviewing.
After a rigorous reviewing process and a discussion phase, we finally accepted 11 long
papers and one short paper. For each paper, we required at least three reviews from the
Program Committee or from external reviewers assigned by Program Committee
members. The accepted papers contribute to various testing techniques (model-based,
property-based, grammar-based, bounded-exhaustive), fault localization, model-driven
engineering, as well as model coverage, consistency, and validation, among others.
Many papers rely on interactive and automatic theorem provers, including SMT solvers
and model checkers.

We wish to sincerely thank all authors who submitted their work for consideration.
Further, we would like to thank the Program Committee members as well as the
additional reviewers for their enthusiasm and their professional work in the review and
selection process. Their names are listed on the following pages.

TAP 2015 featured two keynotes: “Mind the Gap: At the Crossroads of Design,
Implementation, and Foundations” by Einar Broch Johnsen and ‘“Reasoning about
C Concurrency and Compilers” by Francesco Zappa Nardelli. Furthermore, Carlo A.
Furia gave an invited tutorial on “Testing, Fixing, and Proving with Contracts.” Many
thanks to the three invited presenters for accepting our invitations.



VIII Preface

Finally, we would also like to thank the organizers of the STAF event, in particular
the general chair Alfonso Pierantonio and the publication chairs Louis Rose and Javier
Troya, for their hard work and their support in making the conference a success. We
thank the Universita degli Studi dell’ Aquila for providing the facilities. We thank the
EasyChair developers for allowing us to use their conference management system and
Springer for publishing these proceedings. We thank CEA LIST and the Chair of
Software Engineering of ETH Ziirich for financial support.

July 2015 Jasmin Christian Blanchette
Nikolai Kosmatov
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Testing, Fixing, and Proving with Contracts

Carlo A. Furia

Chair of Software Engineering, Department of Computer Science,
ETH Zurich, Ziirich, Switzerland
caf@inf.ethz.ch
bugcounting.net

In the mind of the practitioner, the term “formal specification” often conjures up
ghastly images of impenetrable logic formulas that only highly-trained experts
can digest. Our experience with using contracts indicates, however, that devel-
oping simple elements of formal specification embedded in the program text as
assertions requires an effort that is generally compatible with standard devel-
opment practices [2]. In exchange for it, even the very simple contracts that
programmers write can improve the effectiveness of a variety of analysis and
verification techniques.

In this tutorial, I presented a number of tools we developed for the Eif-
fel programming language that take advantage of contracts in various guises.
AutoTest generates random unit tests and uses contracts as oracles to auto-
matically detect bugs; it has been used to find hundreds of errors in standard
libraries. AutoFix builds source-code patches that turn failing tests into pass-
ing tests, thus automatically providing program repair for real software faults.
AutoProof supports the static full-fledged verification of functional properties in
object-oriented software; it has been used to verify the complete functionality
of a realistic general-purpose container library. The various tools demonstrate
a variety of techniques both dynamic (tests and runtime checking) and static
(correctness proofs), which all leverage contracts to improve their effectiveness.

Bibliographic notes. AutoTest [4] combines techniques to improve the effec-
tiveness of random testing: adaptive generation strategies [1], test-case mini-
mization [3], and guided object selection for precondition satisfaction [18]. In
the latest years, AutoTest has been mainly used as a supplier of test cases to
support dynamic analysis of contract-equipped software [9,17,20].

AutoFiz [19] takes advantage of flexible fault-localization and fix generation
techniques [8], and has been evaluated on over 200 faults from different code
bases [7]. SpeciFix [5] is an AutoFix component that can fix contracts instead
of implementations.

AutoProof [16] supports incremental static verification by including heuris-
tics to debug failed verification attempts [15], extensive source language sup-
port [14], and a methodology to reason about complex object dependencies [11].
It has been used to verify, among other challenges, algorithmic benchmarks [12]
and the full functional correctness of a realistic, general-purpose library of data
structures [10].


bugcounting.net

X1V C.A. Furia

AutoTest, AutoFix (with SpeciFix), and AutoProof are all integrated in EVE,

the Eiffel Verification Environment, which provides a uniform interface that
integrates the results of the various analysis tools [6,13].
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Mind the Gap: At the Crossroads of Design,
Implementation, and Foundations

Einar Broch Johnsen

Department of Informatics, University of Oslo, Oslo, Norway
einarj@ifi.uio.no

To reduce complexity, general-purpose modeling languages strive for abstraction
[4]. But what is the right level of abstraction? Design-oriented models capture
the logical or physical organization of software, abstracting from their dynamic
behavior. Foundational models capture core features in a way suitable for meta-
theory, but rely on cumbersome encodings of other features. Specifications close
to actual code get obfuscated by the low-level intricacies of specific implemen-
tations.

This talk reports on research on abstract behavioral specifications [3], aim-
ing for a middle ground in the gap between design, implementation, and foun-
dations. We consider executable, yet abstract models which are faithful to the
control and data flow of concurrent and distributed object-oriented systems, yet
abstract enough to facilitate formal verification [5]. We then consider how novel
technologies such as virtualization and cloud computing reintroduce low-level
concerns at the abstraction level of the models. Deployment decisions form an
integral part of resource-aware, virtualized applications. We discuss how these
technologies raise new challenges for model-based analysis [1,2].
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Reasoning About C Concurrency and Compilers

Francesco Zappa Nardelli

INRIA, Paris, France

francesco.zappa_nardelli@inria.fr

The C and C++ languages were originally designed without concurrency sup-
port, but the recent revision of the C and C++ standards introduced an intricate
but precise semantics for threads; today’s C and C++ compilers, whose optimis-
ers were initially developed in absence of any well-defined concurrency memory
model, are being extended to support this new concurrency standard. This is a
fantastic opportunity to put at work all our tools to formalise, test, and reason
about large scale semantics and software.

In this talk, after recalling the C and C+4 memory models, we will explore
in a theorem prover the correctness of compiler optimisations and present simple
necessary conditions that can be used as a reference by compiler implementers.
As an application, we will show how this theory enables building an automatic
compiler fuzzer that hunts concurrency compiler bugs: subtle wrong code gener-
ation bugs which are observable only when the miscompiled functions interact
with concurrent contexts.

Perhaps surprisingly, we will also show that by leveraging the semantics of
low-level relaxed atomic accesses (which allows programmers to take full advan-
tage of weakly-ordered memory operations), it is possible to build counterex-
amples to several common source-to-source program transformations (such as
expression linearisation and roach motel reorderings) that modern compilers per-
form and that are deemed to be correct. We will evaluate a number of possible
local fixes, some strengthening and some weakening the model, and perhaps con-
clude, that, currently, there is no really satisfactory proposal for the semantics
of a general-purpose shared-memory concurrent programming language.
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Scalable Incremental Test-Case Generation
from Large Behavior Models

Bernhard K. Aichernig!, Dejan Nickovié?, and Stefan Tiran®2®)

! Institute for Software Technology, Graz University of Technology, Graz, Austria
{aichernig,stiran}@ist.tugraz.at
2 Austrian Institute of Technology, Vienna, Austria
{Dejan.Nickovic,Stefan.Tiran.fl}@ait.ac.at

Abstract. Model-based testing is a popular black-box testing technol-
ogy that enables automation of test generation and execution, while
achieving a given coverage. The application of this technology to large
and complex systems is still a challenging problem, due to the state-space
explosion resulting from the size of specification models.

In this paper, we evaluate a test-case generation approach that
tackles this complexity along two axes. Firstly, our approach relies on
a synchronous specification language for test models, thus avoiding the
problem of interleaving actions. Secondly, our specification language
enables incremental test-case generation by providing support for com-
positional modeling, in which each requirement or view of the system is
expressed as a separate partial model. The individual requirement mod-
els are then naturally combined by conjunction, which is incrementally
computed during the generation of tests.

‘We apply our test-case generation technique to two large industrial
case studies: (1) an electronic control unit (ECU) of an agricultural
device; and (2) a railway interlocking system. We demonstrate the scala-
bility of our approach by creating a series of test models with increasing
complexity and report on the experimental results.

1 Introduction

Model-based testing is a promising technology that aims at reducing the effort
in testing of complex systems and replacing the tedious, ad-hoc and error prone
manual testing. Despite the multiple benefits resulting from the automation of
both test-case generation and test-case execution, processing large test models
remains a considerable challenge due to the state-space explosion problem.

In order to tackle this challenge, we proposed a compositional specification of
test models that makes the testing activity more effective and facilitates incre-
mental test-case generation [3]. We note that in model-based testing there are
various possible test-selection mechanisms, which aim at different coverage cri-
teria. Our approach is independent of the chosen test-selection mechanism and
so we assume a so-called test purpose given from outside. A test purpose (test
specification) describes a set of states within the test model to be reached. In
© Springer International Publishing Switzerland 2015

J.C. Blanchette and N. Kosmatov (Eds.): TAP 2015, LNCS 9154, pp. 1-18, 2015.
DOI: 10.1007/978-3-319-21215-9_1



2 B.K. Aichernig et al.

our framework we represent a test case as sequence of input values together with
the test model, which we use as test oracle. Figure 1 illustrates the test-case exe-
cution: the sequence of inputs is translated into concrete values, which can be
sent to the system-under-test (SUT). The output values produced from the SUT
are translated back into an abstract output sequence. A monitor takes both the
abstract input and output sequence and uses the test model in order to decide
the verdict, i.e. whether the SUT has passed the test.

The aim of test-case generation is to find a sequence of input values, which
satisfies the test purpose on the test model. In our approach, the test model is
structured into a conjunction of partial models M ... M, each representing a
specific aspect that the SUT must satisfy.

Instead of composing the partial models into one test model immediately,
as illustrated in Figure 2 (a), we rather adopt an incremental approach to test
generation. For a given test purpose, we first search for the required sequence of
inputs on a partial model M; only (T'C'G), resulting in a partial input sequence.
We then invoke the test-case generator a second time, in order to extend the
input sequence to the full model. In general the full test model can use more
input variables than the partial view, which was picked in the first iteration. Even
if the partial model M; already contains all input variables, it has to be checked,
whether the partial input sequence is still able to reach the test purpose on the
full model. The incremental test-case generation (T'CG;y,.) is a search for an
input sequence, reusing the valuations of input variables which already occurred
in the partial input sequence.

This incremental test generation procedure was implemented using bounded
model checking techniques based on the SMT solver Z3 [12]. A preliminary eval-
uation on a small example already suggested the potential benefits of such incre-
mental test-case generation compared to the classical monolithic approach [3].

In this paper, we provide a comprehensive evaluation of our incremental
test-case generation by applying it to two large industrial case studies: (1) an
electronic control unit (ECU) of an agricultural device; and (2) a railway inter-
locking system. The first case study focuses on the control logic of a wheel-loader.
Its main functionality is the conversion of deflection values of a joystick into elec-
tric currents that provide power to the electromagnetic valves, controlling the
bucket of the wheel loader. The second case study considers the control logic of
an interlocking system, which needs to establish safe, thus non-conflicting, train
routes in the railway stations. In the process of conducting these case studies, we
added another compositional feature to our framework - object-oriented mod-
els. Object-oriented modeling facilitates specification of complex systems that
contain multiple instances of standard components. The size and complexity of
the resulting test models allowed us to assess the scalability of our approach
and its applicability to effective testing of real-world systems. We demonstrate
the benefits of our incremental test-case generation techniques and report on
experimental results.

Structure. In Section 2 we briefly recall the requirement interfaces modeling
language and our incremental test-case generation procedure for such models.
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Fig. 1. Test-case execution
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Fig. 2. Test-case generation: (a) monolithic; and (b) incremental

Section 3 and 4 present the wheel loader and the railway interlocking station
case studies, respectively. In Section 5 we discuss the related work and Section 6
concludes the paper by giving hints on future work.

2 Preliminaries

In this section, we first shortly present requirement interfaces [3] as the spec-
ification language that we use to model the case studies and then recall the
procedure that enables incremental generation of tests from such models. We
finally discuss avoidance of vacuously reaching test purposes.

2.1 Requirement Interfaces

We first provide an informal presentation of requirement interfaces and illustrate
the specification language with a bounded buffer example. The formal syntax and
semantics of requirement interfaces are defined in previous work [3]. Requirement
interfaces is a formalism for specification of synchronous data-flow systems. An
N-bounded buffer can be seen as a synchronous reactive system whose behavior
is specified with the informal requirements listed in Table 1.

The natural language requirements define the buffer’s behavior as a set of
dynamic relations between its variables. Variables are basic building blocks of
requirement interfaces. They are partitioned into disjoint sets of input, output
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Table 1. Natural language requirements of the behavior of the buffer

Req ID|Req Description

R1 enq triggers an enqueue operation when the buffer is not full.

R2 deq triggers a dequeue operation when the buffer is not empty.

R3 E signals that the buffer is empty.

R4 F signals that the buffer is full.

R5 Simultaneous enq and deq (or their simultaneous absence),

an enq on the full buffer or a deq on the empty buffer have no effect.

and hidden variables. Output and hidden variables are controlled by the mod-
eled system, while its external environment controls the input variables. Input
and output variables are exposed to the external observers, while hidden vari-
ables are invisible from the outside of the modeled system. An N-buffer receives
from its environment enqueue and dequeue requests, that we model as Boolean
input variables enq and deq. The buffer updates accordingly its internal state,
by increasing, decreasing or preserving the number of items that it stores. This
internal state is not visible to external observers, hence we model it with a hidden
integer variable k (bounded by N). In contrast, the buffer signals to the outside
world when it is empty or full. We model this information with the Boolean
output variables E and F| respectively.

The dynamic behavior of a requirement interface is defined by a set of rules
that describe allowed transitions between its successive states. A transition is a
pair consisting of a source and a target state. We use unprimed and primed vari-
ables to refer to source and target states respectively. More precisely, a rule in
requirement interfaces, that we call a contract, is a pair consisting of an assump-
tion about the external environment, and a guarantee that the modeled system
is required to provide when the assumption hold. In essence, a contract either
encodes a set of initial states or allowed transitions between states. Technically,
assumptions and guarantees are predicates over primed and unprimed variables
in the interface.! We say that a system conforms to a contract if whenever its
environment satisfies the assumption predicate, it makes an update that satis-
fies the guarantee predicate. The system conforms to a requirement interface if
it conforms to all of its contracts. We note that natural language requirements
are typically translated to a contract. In requirement interfaces, we naturally
associate one or more requirement identifiers to each contract, facilitating trace-
ability of requirements in the model and the resulting test cases. Listing 1.1
shows the requirements interface formalization of the N buffer requirements.

! In this paper, we consider a definition of assumptions and guarantees that is relaxed
with respect to our previous work [3], where assumptions and guarantees are not
allowed to refer to primed output/hidden and primed input variables, respectively.
This relaxation does not affect our incremental test-case generation approach.
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Table 2. Natural language requirements of the power consumption of the buffer

Req ID ‘Req Description
RA The power consumption equals zero when no enq/deq is requested.
RB The power consumption is bounded to 2 units otherwise.

Listing 1.1. Formalized contracts of the behavior of the buffer

{R1} assume enq’ and not deq’ and k < N  guarantee k’ = k + 1

{R2} assume not enq’ and deq’ and k > 0 guarantee k’ = k - 1

{R3} assume true guarantee k’ = 0 <-> E’

{R4} assume true guarantee k’ = N <-> F’

{R5} assume enq’ = deq’ or enq’ and F or deq’ and E guarantee k’ = k

Different requirements and views of a system, modeled as requirement inter-
faces, are naturally combined with the conjunction operation. Intuitively, a sys-
tem that conforms to a conjunction of requirement interfaces must independently
conform to each interface. In the N-buffer example, in addition to the behav-
ioral view, we also consider its power consumption view. This non-functional
view collects the requirements that define the power consumption of the buffer
during different operations. The collected requirements are listed in Table 2.

The power consumption of the buffer depends on the enqueue and the
dequeue requests, hence this extra-functional view shares the same input vari-
ables with the behavioral view. We model the actual power consumption with a
bounded integer variable pc that we assume to be measurable and hence observ-
able to the outside world. The contracts in the requirement interface that for-
malize the power consumption view of the N-buffer are shown in Listing 1.2.

Listing 1.2. Formalized contracts of the power consumption of the buffer.

{RA} assume not enq’ and not deq’ guarantee pc’ = 0
{RB} assume enq’ or deq’ guarantee pc’ <= 2

2.2 Incremental Test-Case Generation

In order to create a sequence of input values, which is the core part of our test
case, we perform a bounded reachability analysis of the given test purpose on
the transition relation associated with the test model. The test purpose is a
predicate that defines a set of states that the tester wants to steer the system
to. The transition relation ¢ of an interface is the conjunction of its contracts
where a contract is represented as an implication from assumption to guarantee.
The transition relation ¢ is unfolded by copying and replacing the variables with
copies for each step, resulting in a series ¢° A ... A ¢*. We denote by [X\X?] the
substitution of the variables with their respective copies of step 1.

In our implementation we use the SMT solver Z3 in order tho check, whether
the test purpose IT can be reached in A in at most k steps:

st (¢ A ... AT A \/ IX\X")
i<k
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The call smt() returns a pair, containing (1) a Boolean value stating whether
the test purpose can actually be reached, and (2) a model containing a variable
valuation for the underlying SMT problem in the case that the test purpose is
reachable. If a model exists it can be mapped to a sequence of variable valuations
of the modeled system, from which only the input variables are needed for the
test-case execution.

Given the requirement interface for the behavioral view of the 2-bounded
buffer, and the test purpose F, our test-case generation procedure gives the
input sequence of size 3: (enq, deq) - (enq, ~deq) - (enq, ~deq).

Since the power consumption view does not add any input variables, this
sequence could already be used in a test case together with the full model as
oracle. However, it might happen that the input sequence, gained from a partial
view only, does not lead to the test purpose in the full model anymore.

The aim of the incremental test-case generation algorithm is to add values
from input variables which do not exist in the partial model and to check whether
the partial input sequence is feasible on the full model.

Algorithm 1. Incremental TCG
Input: partial model Mpare, full model My, test purpose II, exploration depth k
Output: fail or oy € L(Mpu) = X°--- X* such that 35 : (X771, X9) = 1T
1: (sat,res) «— smt(qb%lpm A ¢§/,W_t AVicy X\ X))
: if —sat then
return fail
end if
in — m(res)[Xn,qp,1] _
: (sat,res) — smt(in = 7(0)[ X, ] A qﬁ?\%” A A qb’fwfu” AV H[X\X"])
if sat then
return w(res)[X;U Xo]
else
return fail
: end if

R R B Al

—_

Algorithm 1 formally introduces our approach of incremental test-case genera-
tion using partial models. Input to the algorithm are the models Myq,+ and Mpy;.
The interface Mp,.+ is expected to be a partial view, containing all relevant con-
tracts, which are necessary in order to reach one of the states described by II in k
steps. If the algorithm succeeds, it will return a trace o, which can be executed
on My, and meets the purpose II, otherwise it fails. In Line 1 a variable valuation
encoding the trace leading to the test purpose within the partial view is determined
and stored in the variable res. If no such valuation exists, the algorithm fails imme-
diately in Line 3. Otherwise in Line 5, the part of the result containing the input
valuations is extracted (projection ) and stored in the variable in. This is the par-
tial input sequence used in order to guide the exploration in Line 6. More precisely,
from the free variables o the part containing input variables that are in common
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with the partial view (7(c)[ X7 n,,,]) are fixed with the values from the variable
n.

As mentioned, preliminary results [3] suggest that the incremental test-case
generation is more efficient than the monolithic approach and this hypothesis is
evaluated in this paper on two industrial case studies.

2.3 Avoidance of Vacuously Reaching Test Purposes

The incremental approach to test-case generation that we described in
Section 2.2 is based on the exploration of partial views of the system. However,
in some cases the partial view may not contain enough information to guide the
test-case generation towards a given test purpose. This situation results in the
generation of input vectors that vacuously reach the test purpose in the partial
model, but do not properly guide the SUT towards the desired goal.

Consider the N-buffer example from Section 2.1 and the test purpose F - we
want to generate a test that leads the SUT to the state in which the buffer is
full. If we generate such a test from a partial view that lacks one of the contracts
formalizing requirements R;, Ro, or Rs, the resulting test may reach the test
purpose in a vacuous manner, because there exist input values for which the sys-
tem is underspecified. This phenomenon is similar to spurious counter-examples
in the counter-example guided abstraction refinement (CEGAR) techniques [10].

In order to avoid such spurious test cases, the test purpose can be directly
extended with additional constraints that will help the test-case generator to
choose meaningful input values staying inside the assumptions. This was crucial
for the interlocking system case study, in which the decomposition into partial
models removed some of the contracts handling aspects of an input variable,
leaving some input reactions underspecified. This is unlike the cone of influence
reduction technique [7], in which only those variables are removed, which do
not affect the test purpose at all. In the future, we plan to replace this manual
extension step by incorporating back-tracking techniques into our incremental
test-case generation.

3 Wheel Loader Case Study

3.1 Use-Case Description

The first case-study focuses on an electronic control unit (ECU) of a wheel loader.
This system implements the control of the bucket and bucket arm movement in a
wheel loader. The controller processes inputs from a two-dimensional joystick in
order to calculate appropriate control commands. In addition, the controller also
provides error management functionality. Instead of an actual deflection, the joy-
stick can report a fault by using some designated values. The ECU has to count
the number of occurrences of the reported faults and switch to an error mode, in
which the movements are stopped for safety reasons. When the controller is in
the error mode and the joystick resumes producing valid inputs again, the ECU
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must recover and begin to move the bucket arm and the bucket according to the
position of the joystick. Information about the internal error manager mode, the
current position of the joystick as well as the current movements of the bucket
arm and the bucket are shown to the user by sending references to predefined
images in the user display.

3.2 Modeling

In this case study, we decompose our model of the ECU and consider three
different aspects: (1) the error management view; (2) the control itself; and (3)
the configuration view. As a result, our model of the ECU consists of three
requirements interfaces. In total, the full model has 1 Boolean and 21 bounded
integer variables and consists of 138 contracts. The variables are partitioned into
2 input, 7 output and 13 state variables.

The first requirement interface captures the error management behavior. It
consists of 20 contracts describing how the ECU has to change its internal error
manager state and which predefined picture has to be shown on the display. We
illustrate 3 contracts from the error management view in Listing 1.3.

Listing 1.3. Subset of contracts in the error management view

{E1} assume initialized and errorManagerState = O and joystickl’ > 0 and
joystickl’ < 64000 and joystick2’ > O and joystick2’ < 64000
guarantee errorManagerState’ = O and un_valid_data_counter’ = 0 and
correction_counter’ = correction_counter and
systemStatusGraphic’ = systemStatusGraphic
{E2} assume initialized and errorManagerState = 0 and (joystickl’ <= 0 or
joystickl’ >= 64000 or joystick2’ <= 0 or joystick2’ >= 64000)
guarantee errorManagerState’ = 1 and un_valid_data_counter’ = 1 and
correction_counter’ = correction_counter and
systemStatusGraphic’ = systemStatusGraphic
{E3} assume initialized and errorManagerState = 1 and (joystickl’ > 0 and
joystickl’ < 64000 and joystick2’ > 0 and joystick2’ < 64000)
guarantee errorManagerState’ = 1 and un_valid_data_counter’ =
un_valid_data_counter and correction_counter’ = correction_counter
and systemStatusGraphic’ = systemStatusGraphic

{E1} models the case where the ECU is initialized, its error manager has
not encountered any recent fault (modeled as errorManagerState being equal to
0) and the values coming from the joystick (variables jostickl and jostick2 that
denote its 2 dimensions) are in the valid range of (0,64000). The associated guar-
antee states that the counter for recently reported faults (un_valid_data_counter)
is reset, while the counter keeping track of how often the system has recovered
(correction_counter) and the variable that contains the reference to the picture
(systemStatusGraphic) do not change. {E2} models the reaction to an unexpected
joystick value (joystickl or joystick2 outside of the valid range) to the error man-
agement. In that case, the error management state is set to 1, the counter for
recently reported faults is increased, while correction_counter and systemStatus-
Graphic do not change. {E3} describes the reaction to a valid joystick value,
when the error management system is already in error management state 1. In
that case, un_valid_data_counter, correction_counter and systemStatusGraphic do
not change their value.
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The second viewpoint captures the calculation of control values, based on the
joystick inputs and the internal state of the system. It consists of 116 contracts.
In practice, the input from the joystick is sensed and processed, resulting in the
generation of an appropriate electric current that is applied to the bucket and
the bucket arm. Because of physical limitations, the actual current must not
differ to the one of the last step by a predefined bound. We model the resulting
current with integer variables. Listing 1.4 shows 3 sample contracts from the
second viewpoint.

Listing 1.4. Sample contracts describing the calculation of output values

{T1} assume initialized and joystickl’ > 35339 and joystickl’ < 64000 and
joystick2’ < 64000 and joystick2’ > 0
guarantee
targetEmlPortA’ = (800 * (joystickl’ - 35339)) div (64255 - 35339)
{T2} assume initialized and joystickl’ > O and joystickl’ <= 35339 and
joystick2’ < 64000 and joystick2’ > 0

guarantee targetEmiPortA’ = 0
{T3} assume
initialized and (errorManagerState’ = 0 or errorManagerState’ = 1)
and emlPortB = 0 and targetEmiPortA’ > (emlPortA + 50)
guarantee emlPortA’ = emlPortA + 50

The third viewpoint captures
Table 3. Run-times in seconds for different con- the configuration of the error
figurations of the wheel loader management. It only consists of
2 contracts. The configuration

Config #|Depth #Vars|tpart tine  tmono viewpoint defines three parame-
1 39 861 | 2.0 3.6 168 fers: (1) M denotes the maxi-
2 43 945 | 2.0 34 477 mum number of invalid joystick
3 44 966 1.6 2.8 31.9 inputs that is allowed before the
4 Ar 1029 | 2.5 4.6 1391 gppop management puts the sys-
: 48 1050 | 2.1 3.9 453 tem in a safe state by disabling
6 49 1071 | 3.4 4.9 475 bucket movements; (2) N denotes
7 5l 1113 | 3.3 4.8 522 the number of consecutive valid
8 52 1134 | 2.9 4.6 53.7 joystick inputs needed to restore
9 53 1155 | 3.0 4.8 2524 pe system from its safe state
10 56 1218 | 4273 1354 49 resume bucket movements;
11 57 1239 | 6.1 7.833,8104 439 K denotes the number of

switches between the normal and the safe state before the system is shut down.
Each specific choice for M, N and K gives a different instantiation of the system
and determines the size of the underlying model.

3.3 Evaluation

In order to evaluate our incremental test-case generation approach, we first cre-
ated a partial model that combined the error management and configuration
but excluded the controller view. We also defined a test purpose for our partial
view. We set up the following experiment consisting of applying three different
approaches and compared them.
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In the partial approach (part), we generated tests from the partial model and
test purpose. The incremental approach (inc), consisted in using our incremental
procedure to first generate tests from the partial model and the test purpose and
then extend them with the constraints from the controller view. Finally, in the
monolithic approach (mono), we combined all three partial models and only then
derived tests for the same test purpose, using the monolithic test-case generation
procedure. We compared the computation costs for generating tests with the
incremental and the monolithic procedures. The experiment was conducted on
a PC with a 3 GHz CPU and 8 GB RAM running Windows 7.

Table 3 shows the results of the experiment, which was conducted with 11
different configurations of the system. The complexity of each model instance is
reflected by the depth, that is the length of the test case necessary to reach the
test purpose, and the number of variables in the underlying SMT encoding of
the test-case generation problem. Columns ¢part, tine and tmono show the time
needed for the test generation using the partial, incremental and monolithic
approaches, respectively.

It can be seen that the run-times for monolithic test-case generation do not
increase strictly monotonic, but the trend is clear. At one point the run-time
exceeds with over nine hours the reasonable time one is willing to wait for the
generation of a single test case. The run-times of the incremental approach on
the other hand increase very slow, never exceeding eight seconds.

4 Interlocking Case Study

4.1 Use-Case Description

The object of the second case study is the control logic of an interlocking system
used in a railway station. Such a system controls and monitors elements like
tracks, switches, and signals in order to establish safe train routes, which are
not in conflict to each other. Inputs to the system come from so-called track
supervision elements as well as the operator of the interlocking system. A track
supervision element reports, whether a specific track element is occupied. This
information is not only important in order to decide, when a specific train route
can be set up, but it also allows the system to automatically dissolve a train
route after a train has passed through. The operator can request the system to
establish a train route between two signals, cancel an established train route,
and manually move a switch to a specific position or lock a switch in a specific
position. Outputs of the system are the position of the switches, the state of
the signals as well as the usage of track elements within a train route. The
requirements for the interlocking system were provided by Thales Austria GmbH.

4.2 Modeling

Unlike in the first case study, the requirements here usually refer to generic
components, such as signals, switched and track elements, which are instantiated
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Table 4. Mapping between classes of the model and corresponding variables

Class ‘ Input Output Hidden
Track occupied : B usage : I -
Switch occupied : B |usage, position : I, locked, interlocked : B -
Signal - stop : B -

Train Route - - state, sub_state : I
Global |[command : B not_permissive, cancel_log : I -

multiple times in a railway station. In addition, the layout of the railway station
that defines the connection between track elements and switches and the position
of the signals is also part of the model. Figure 3 shows the layout of the train
station of size L. In this configuration there are three straight tracks (e.g. TCSSa,
TCSSc, TCSSe) between each switch and the track element on which a train
can stand (e.g. TCSS), while the other train passes. In order to increase the
complexity of the model, we inserted another three track elements (e.g TCSSg,
TCSSi, TCSSk) directly before TCSS and TCH resp. (twelve in total) and refer
to the resulting model as model of size XL. We repeated this procedure in order
to gain models of sizes XXL, XXXL, XXXXL, and XXXXXL, each containing
twelve track elements more than the prior one. The fully instantiated models
of size L and XXXXXL consist of 181 and 3323 contracts and use 85 and 205
variables respectively.

sy Sig

] 1 1 - - 1 1 1
TCHa ' TCHe ' TCHe X*L' TCH X*L' TCHf " TCHd " TCHb

sia | siz sis s sis|siy
I 1 1 _|_}'LD|' 1 1 1 1 ]
PTCLIa T TC21 T sw2l TTCSSa T TCSSc T TCSSe 'X*LT TCSS X*LM TCSSE T TCSSd T TCSSh T sw22 T TC22 TTCL1b !

-l

XL =egsg Tross: TTessk

XXL = ! ] ] ] ] ] ]
FTCsSg FTessi TTCSSk TTCSSm T TCSSo TTCSSq !

XXXL = L 1 1 1 1 1 1 1 1 ]
F1Cssg FTessi TTCSSk TTCSSm T TCSSo T TCSSq P TCSSs TTCSSu T TCSSw !

XXXXL = 1 ] ] ] ] ] ] ] ] ] ] ] ]
T TCSSg T TCSSi T TCSSk ITCSSm ! TCSSo T TCSSq | TCSSs T TCSSu 1 TOSSw ! TCSSy 1TCSSaa I TCSSac!

XXXXXL = ! ] ] ] ] ] ] ] ] ] ] ] ] ] ] ]
“ “ FTCsSg FTCssi TTCSSk TTCSSmT TCSSo T TCSSq T TCSSs T TCSSu T TCSSw T TCSSy TTCSSaal TCSSac ITCSSael TCSSag TCSSail

Fig. 3. Layout of the railway station

Variables. Table 4 shows how the variables of the behavior model correspond to
the physical and logical entities of the interlocking system. Each track has an
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input variable occupied that denotes whether it is occupied and an output usage
variable that describes how the track is used (see Figure 4 (b)). Switches have
in addition to occupied and usage the variables position, locked and interlocked
that encode the position of the switch, whether this position is locked by the
operator or interlocked because its position is needed for a specific train route.
Signals have the single output variable stop, which encodes whether or not a
train is allowed to pass.

Train routes are logical entities of the interlocking system, grouping a set of
physical elements arranged in a specific order. They are predefined by the OEM
and can be in various states (modeled by state and sub-state variables) which
are specified by the requirements document (see Figure 4 (a)). A train route
is idle until it gets requested by the operator. It then goes to the admissibility
check state in which the train route is either allowed or rejected. If the train
route is admissible, it goes to the set up state, in which it stays until all switches
are successfully set to their correct position and interlocked. Furthermore, all
involved track supervision elements have to report that there is no train on
any needed track element. The set up state is followed by the signal clearing
state in which the signals are switched to show a “go” sign. After this is done,
the train route goes to the supervision state in which it observes all involved
track elements. As soon as the train has passed all other elements and stands in
the so-called goal area, the train route is dissolved automatically. We note that
whenever a phase is not successfully completed, the train route goes back to its
idle state.

Similarly, tracks and switches have internal states encoded in their usage
variable. The transition relation between these states is shown in Figure 4 (b).
An element is unused, when it is not used in any train route. If a train route is
established, it can be either free if the information from the track supervision
elements confirm that there is no train standing on it, or it can be not yet free
if for any reason this cannot be confirmed. The latter state switches to free as
soon as the track supervision elements confirm that the element is now free. As
soon as a train enters the specific element, this is again recognized by the track
supervision element and the element switches to occupied. As soon as the train
leaves the element, its usage is considered as had been occupied until the train
route finally gets dissolved, which is done when the train has passed.

Global variables. The communication with the operator of the interlocking sys-
tem is modeled with an additional input and two output variables. The input
variable denotes the command that the operator is requesting. This includes
commands for requesting to establish or to manually cancel a train route, to
lock a switch or to manually change the position of a switch. The output vari-
able not_permissive encodes whether the requested train route is admissible and
the variable cancel_log is an output to a logging device, which keeps record of
possibly hazardous commands from the operator.

The input variable command is an integer encoding an enumerative value:
each combination of the command (e.g. request train route, cancel train route,
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(a) States of a train route (b) Usage of a track element

Fig. 4. State machines of the interlocking system

Table 5. Sample natural language requirements of the interlocking system

Req ID|Req Description

R161 |A train route shall not be admissible, if any element in the selected route

except the start element and the goal element is used in another train route.
R162 |A train route shall not be admissible, if a switch in the route or its overlap

is required in a position it does not have, and the switch is locked or interlocked.
R164 |A train route shall not be admissible, if the goal element is locked for

train routes.

change switch, ...) and the corresponding object (e.g. tr_13, sw21) is mapped to
a specific value.

Parametrized contracts. Requirement interfaces do not provide native support
for classes or other object-oriented data structures. During the development
of this case study, we developed such an object-oriented support for modeling
generic components which are then automatically instantiated. We used Scala,
an object-oriented and functional programming language, to provide an easy and
natural separation of the train station layout from its logic. Since our require-
ment interfaces testing tool is also written in Scala, it was possible to reuse the
class hierarchy of the abstract syntax tree in order to encode a generic con-
tract, which can be instantiated with every considered element. This approach
is particularly well-suited for our incremental approach based on partial models
- it facilitates instantiation of generic components for arbitrary layouts, but also
enables generation of partial models that contain the meaningful subset of such
instances. For instance, given a large railway station layout and a specific train
route as a test purpose, our object-oriented approach allows to easily discard all
tracks and switches that do not affect the train route and thus to considerably
reduce the complexity of the (partial) model that is needed to be explored in
order to generate the right test case.

Ezample. Table 5 shows three sample natural language requirements, which
describe the behavior of the train routes. We first formalize this reoccur-
ring kind of refuse condition into predicates, e.g. refuseConditiony(tr) =g
exists(((tracks; U switches;,.)\goal,, ), nisUsage(elm, Unused), elm),  where
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tr 13
ﬁ:} Sﬂ 1 1 I
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Fig. 5. Example of two train routes that can be established at the same time

“exists” is a shortcut for the existential quantification of the (bounded inte-
ger) free variable elm. The quantification is only visible in the meta model
and flattened down to a disjunction in the resulting requirement interface.
Variables tracks, switches, and goal are parametrized by the train route
identifier. Applied to the function isUsage they map down to corresponding
usage variable of the respective track element. Instantiated for the train
route that starts at signal si; and ends at signal sis without any overlap, this
expression compiles down to: ((((—(TCHf_usage = Unused)))V (=(TCHd_usage =
Unused)))V (—(TCSSb_usage = Unused)))V (—(sw22_usage = Unused)) The pred-
icates for R162 and R164 would be: refuseConditionfT, =ges exists((switches;, U
overlap,, ), sw.position # sw.position(tr) V sw.locked V sw.interlocked,sw) and
refuseCondition}. =4.; end_signal,,.locked respectively.
These predicates can then be used in parametrized contracts, as shown in
Listing 1.5.
Listing 1.5. Example of parametrized contracts

{R161} assume command’ = request,,. A isInState;, (ddmissibility Check)A

refuseCondition?,.

guarantee  setStatey,.(Idle) A not_permitted’ = tr

{R162} assume command’ = request,, A isInState;,(4dmissibility Check)A

refuseConditionfT

guarantee  setState;.(Idle) A not_permitted’ = tr

{R164} assume command’ = request,, A isInState;,(4dmissibility Check)A

refuseCondition?,.

guarantee  setState,,.(Idle) A not_permitted’ = tr
{R161,R162,R164}

assume command’ = request,, A isInState;,.(4ddmissibility Check)A
— (refuseCondition},. V refuseCondition?,. V/ refurefuseCondition?,.
guarantee  setState;.(Set Up) A not_permitted’ = —1

4.3 Test-Case Generation

As the test purpose we chose the state in which both train routes are about to
be dissolved because a train has passed most of the tracks and stands on the last
element (TCSS and TCH respectively). Figure 5 highlights the corresponding
train routes. Using our notion this goal can be formalized as: tr_13_state’ =
Supervision A tr26_state’ = Supervision A TCH_usage’ = Had Been Occupied A
TCSS_usage’ = Had Been Occupied.
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Table 6. Evaluation results for the interlocking system case study

Model size|# varspart # varsfuil|tpart  tine tmono

L 720 1360| 1.6 15.6 25.7

XL 1083 2071 4.3 39.3 94.2

XXL 1518 2926|10.4 87.3 316.2

XXXL 2025 3925|24.0 173.3 413.2

XXXXL 2604 5068| 36.1 308.3 825.0

XXXXXL 3255 6355] 63.1 480.8 5476.1
6000
5000
4000

T

2000
1000

/

o XL XXL XXXL XXXXL XXXXXL

Fig. 6. Run-times in seconds for finding a trace

In order to guide the solver to assign meaningful values when processing
the partial model, we extended the test purpose with additional constraints on
the input variable of the form A\, ; command # operation,,; where operation,;
denotes some operation on an object obj, which is not considered by the partial
model.

4.4 Evaluation

For the evaluation of the interlocking system case study, we defined an experi-
mental setup similar to the one presented in Section 3.3. We applied the three test
generation approaches, partial (part), incremental (inc) and monolithic (mono),
to multiple model instances (L to XXXXXL), and compared the the computa-
tion costs to generate a test with each of the approaches. For each of the model
instances, we expressed its complexity as the number of variables in the under-
lying SMT encoding of the test-case generation problem. Unlike in the first case
study, the reason for the increasing number of variables is two-fold: firstly, a
higher search depth is needed and therefore the transition relation is unfolded
more often and secondly, due to the increased number of track elements the
number of variables per step of the transition relation increases. Columns ¢4+,
tine and tmono show the time needed for the test generation using the partial,
incremental and monolithic approaches, respectively.

Figure 6 visualizes the run-time comparison. The run-time for generating
one test-case monolithically for the XXXXXL model again exceeds with over



16 B.K. Aichernig et al.

one hour any reasonable waiting time. Using the incremental approach for an
equivalent test-case of the same model, generation only takes eight minutes,
which is a considerable improvement. Significant performance improvement can
also be seen on the next smaller model, where monolithic test-case generation
takes about 14 minutes while the incremental test-case generation technique
takes less than 6 minutes. On the smallest model L the incremental approach is
with 15.6 seconds still almost twice as fast as the monolithic approach with 25.7
seconds.

5 Related Work

Incremental testing has been studied in various forms in the past.

In a recent work, we proposed decomposing the test model into partial models
in order to facilitate test-case generation [1], and used the same wheel loader
case study for evaluation. We also proposed a test-driven software development
process, in which a series of partial test models was used in order to automatically
derive test cases [4]. In contrast to this work, the modeling language in our former
work [1,4] is UML, hence the underlying state space has all the interleavings of
actions. In addition, the partial test cases generated from the UML model are
not extended with the constraints from the other views.

Fraser and Wotawa [14] showed how to avoid generating duplicate test cases
by incrementally extending existing ones to meet additional test purposes. In
other previous work the performance improvements gained from incremental
SMT solving [2] has been studied, ie. to leave common parts of the system
description on the stack of the SMT solver. In the context of communicating
extended finite state machines (CEFSMs), Bourhfir et al. [8] analyzed the depen-
dency between components. Schwarzl and Peischl [17] propose a test-case gener-
ation for deterministic CEFSMs communicating via asynchronous messages. In
their approach, the exploration of compound model paths respects the commu-
nication structure of its single components. They consider deterministic models
which communicate via asynchronous messages and avoid interleavings by fixing
the order of the messages. El-Fakih et al. [13] propose an incremental test-case
generation approach that is similar to ours. They first generate a partial (inter-
nal) test case from a component model and then extend it to a full (external)
test case that takes into account the component’s context. In contrast to our
work, both the component and the context are modeled as deterministic finite
state machines.

Van der Bijl et. al [18] and Daca et. al [11] propose exploiting the struc-
tural properties of parallel composition in testing in order to infer properties of
a system from testing its individual components. Incremental test-case gener-
ation based on the properties of the parallel composition was proposed in the
context of real-time systems testing [16]. Arcaini and Gargantini [5] propose an
approach to combine tests from subsystems given as sequential nets of Abstract
State Machines. In a later work Arcaini et. al. [6] provide an automated abstrac-
tion technique for so-called Decomposable by Dependency Asynchronous Parallel
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(DDAP) systems. In contrast to our work based on a synchronous system with a
global clock, in their work modules communicate asynchronously such that only
one system is active at the same time. Koo and Mishra [15] propose a method
for decomposing both the model and the properties (which relate to the test
purpose) of a synchronous test model.

In contrast to other requirement formalization approaches like RSML™¢ [9],
we formalize requirements in order to build the transition relation instead of
translating them to temporal properties to be checked.

6 Conclusion

In this paper, we applied our synchronous and incremental requirement-driven
test-case generation technique to two large industrial case studies, from the trans-
portation and the railway domains. We payed special attention to the scalability
of our approach, and demonstrated its benefits, but also some limits.

We plan to address in the future the limits that we identified by conducting
the case studies. The manual decomposition of the requirements document into
partial models at the right level of abstraction remains the main bottleneck in
applying such incremental techniques. We will provide additional support for
the decomposition process by developing static dependency analysis between
requirements. We also plan to extend our incremental technique to systems that
communicate over asynchronous messages for applications such as telecommu-
nication protocols in which the synchronous view is not sufficient.
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Abstract. This paper deals with the test-case generation problem for
concurrent systems that are specified by true-concurrency models such as
Petri nets. We show that using true-concurrency models reduces both the
size and the number of test cases needed for achieving certain coverage
criteria. We present a test-case generation algorithm based on Petri net
unfoldings and a SAT encoding for solving controllability problems in
test cases. Finally, we evaluate our algorithm against traditional test-
case generation methods under interleaving semantics.

1 Introduction

The aim of testing is to execute a system under test (SUT) on a set of input
data that was selected with the aim of finding discrepancies between the actual
behavior of the SUT and its intended behavior as described by some specifica-
tion. Model-based testing additionally requires a behavioral description of the
SUT. One of the most popular formalisms studied in model-based testing is that
of input-output labeled transition systems (IOLTS) where the correctness (or con-
formance) relation that the SUT must verify w.r.t. its specification is formalized
by the ioco relation [1]. This relation has become a standard, and it is used as
a basis in several testing theories for extended state-based models [2-5].

Model-based testing then consists of three steps: (1) exploring the specifica-
tion to obtain a representation of relevant behaviours to test; (2) generating a
suite of test cases from the mentioned representation; and (3) applying the tests
to the SUT. This paper mainly deals with step (2) in the context of concurrent
systems.

In the ioco theory, step (1) generates a complete test graph G describing
the inputs the tester may propose and the outputs the system may produce,
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up to a depth that fulfills a given test purpose. Consider the example graph in
Fig. 1 (a). It specifies that every tester should begin with input i;, to which
the system ought to respond by o;. After this, there are two choices: the tester
proposes either input i, or input i3, to which the system should react accordingly.
If the system shows an unexpected output or no output at all, it is deemed to
be non-conformant.

loy loq
()22 ?’ig
log '03

Fig. 1. Example of (a) a complete test graph; (b) the resulting test cases; (c) test graph
for interleaving semantics of concurrent system

A test case is a subgraph of G that tells the tester which inputs to choose
and which outputs to expect at which point during the test. For instance, no
node may have two outgoing edges labelled by inputs. The suite of test cases
corresponding to G is obtained during step (2), e.g., by using a backtracking
strategy [6]. Fig. 1 (b) shows the two test cases resulting from the graph in (a).

Model-based testing of concurrent systems has been studied in the past [7-9],
but mostly in the context of interleaving semantics which suffers from state-space
explosion. For instance, consider a system with two independent components
C1, Cs, where input i in C should produce output oy, for k = 1,2. Applying
ioco-conformance methods to the interleaving semantics of this system produces
the test graph in Fig. 1 (¢), which in turn produces four different test cases (see
Example 4).

To avoid this problem, concurrent systems can be modelled by Petri nets,
whose partial-order (or true-concurrency) semantics is given by its unfolding [10].
Some of the methods originally developed for Finite State Machines [11] have
been adapted to k-bounded and safe Petri nets [12,13] while test-case gener-
ation for concurrent systems based on unfoldings has been studied in [14-16].
In particular, [16] proposed a suitable extension of ioco for testing concurrent
systems, called co-ioco. In the latter, the test graph G is replaced by an event
structure £ characterizing the causal relations between inputs and outputs, and
a concurrent (or global) test case becomes a prefix of £ (with suitable proper-
ties). For instance, the example with two components C;,Cs leads to just one
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test case, where each component receives one input and produces one output.
An abstract algorithm for obtaining the suite of test cases from £ is proposed
in [16], but it is not efficient since it enumerates linearizations of €. Moreover,
in some cases it can produce the same test case several times. Also, an actual
implementation of these concepts was lacking so far.

In [14] and [17] finite event structures are constructed from the specification
of the system and projected into the distributed components of the system;
if the projection still contains concurrency, interleaving semantics are applied.
Each path of the event structure represents a test case, but they do not give an
explicit algorithm to compute them and argue that optimization techniques to
minimize the number of test cases is out of the scope of the paper.

More recently, unfolding techniques have been applied to test multithreaded
programs [18]; their setting is different to ours since they consider a white box
implementation and construct an unfolding representing the flow of the program.
The constructed unfolding represents symbolic executions to avoid the explosion
causes by different inputs and a SMT solver is used to generate concrete test
cases.

Contributions: test-case generation based on co-ioco thus consists of two
tasks: (i) generating a suitable prefix of £, and (ii) extracting test cases from it.
In this paper we make the following contributions:

— As for task (i), we provide a concrete implementation for generating the
above-mentioned event structure £ for certain coverage criteria, as an exten-
sion of the tool MOLE [19].

— As for task (ii), we propose an improved algorithm for obtaining a test suite
from & based on SAT-solving. The new algorithm is more efficient than [16]
and does not produce the same test case several times.

— In practice, a system not only consists of inputs and outputs but also of silent
transitions not observable by the tester. Naively adding silent events to the
event structure would lead to huge test cases. We show how the test-case
generation can handle silent transitions gracefully.

— Moreover, we implemented the above-mentioned components for test-case
generation in a prototype tool called TOURS and report on experiments.
Our experiments show that keeping concurrency explicitly in the test cases
not only reduces their size by avoiding interleavings, but it also reduces the
number of test executions to assure a certain coverage of the system.

The paper is organised as follows: Section 2 recalls background on Petri
nets, unfoldings, and test cases; Section 3 presents our theoretical contributions
towards test-case generation for co-ioco; Section 4 discusses our implementation
and experiments; we conclude in Section 5.

2 Preliminaries

This section recalls previously known concepts used throughout the paper, such
as Petri nets, event structures, and testing-related concepts. Since this paper
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focuses on test-case generation from a given event structure, we focus on event
structures and present the other issues more concisely. A more detailed exposi-
tion of these subjects can be found in [16].

2.1 Petri Nets and Event Structures

We deal with concurrent, reactive systems modelled as Petri nets, where we
differentiate between actions proposed by the tester (inputs), actions produced
by the system (outputs) and internal (silent) actions. We assume familiarity of
the reader with Petri nets and merely recall some basic facts.

A Petri net consists of two disjoint finite sets P and T representing places
and transitions connected by flow arcs. A marking is a distribution of tokens
over places. In what follows, we deal with 1-safe nets where no reachable marking
places more than one token into the same place; such Petri nets can in particular
represent a collection of finite automata synchronizing on common actions. Thus,
we represent a marking as the set of marked places. Transitions are labeled by
a mapping A : T — In W Out W {7} over input, output and silent actions. In the
following, elements of Zn are prefixed by ‘?” and elements of Out by ‘!’.

RCHEC
€1 7cal11 tl
eo ?calls to
e3 |lopen_ata| ts
eq |lopen_ati| ts
es ?cally to
€6 ?calh tl
e7 |lopen_ata| ta
es |lopen_aty| ts
eg |lopen_ati| ts
e1o|lopen_ats| tq
e11|lopen_aty| ts
ez |lopen_ats| ta
ers|lopen_aty| ts
e1a|lopen_ata| taq

lopen_at, lopen_ats

Fig. 2. A Petri net and its unfolding

Ezample 1 (Petri nets). Fig. 2 (left) shows a Petri net representing an elevator
serving two floors. Places are shown as circles, transitions as boxes whose shading
indicates the type of their label: inputs are shown in white, outputs in grey, and
silent actions in light grey (see Fig. 5). From the initial marking {p1, p2,ps}, the
elevator can be called concurrently at both floors (transitions ¢; and t5); both
calls can be served sequentially (¢3 or t4), i.e. the elevator cannot open its door
at both floors at the same time. This is because both transitions compete for
the token at place ps.
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It is well-known (see, e.g., [10]) that a Petri net can be unfolded into an
acyclic, potentially infinite structure that represents the partial-order semantics
of the net with its possible branching behaviours. Such an unfolding directly
corresponds to an event structure [20] :

Definition 1. An event structure is a tuple £ = (FE,<,#,\) where: (i) E is
a set of events; (1)) < C E x E is a partial order (called causality) s.t. Ve €
E :|(e)] < 0o, where (e) ={e' € E | e < e}; (iii) # C E X E is an irreflezive
symmetric relation (called conflict) satisfying the property of conflict heredity,
i.e. Ve,e',e" € E e # e Nel < e = e # €' (i) the mapping A : E —
InwW OutW {7} labels events.

Causality represents dependence and conflict the inability of two actions to
occur together. Conflicts that are not hereditary are called immediate; we write
e1 #' ey iff for any pair (€}, e)) with €] < eq, € < ea, €] # €} implies €] = e;
and e = eq. Likewise, we consider the immediate causality relation <!, where
e<' fiffe< fand e < g < f implies e = g or g = f. In figures, events are
represented by squares, immediate causality by arrows and immediate conflict
by dashed lines. The sets of inputs, outputs and internal events are denoted
respectively by EI" 2 {e € E | M(e) € In}, E9% £ {e € E | A(e) € Out} and
E™ 2 {e € E | Me) = 7}. Events that are neither related by causality nor by
conflict are called concurrent, i.e. ecoe’ & —(e <e')A(e # &) A-(e <e).

An event structure derived from the unfolding of a Petri net is equipped
with a function ¢ : F — T that maps events back to the net, i.e. event e is an
occurrence of transition ¢ iff p(e) = t.

Ezample 2 (Unfoldings). Fig. 2 (right) shows an initial part of the unfolding of
the net on the left, where the labeling is given as a table. Events represent dif-
ferent instances of the transitions, indicated by ¢(e) in the table. The unfolding
shows that both calls can be made concurrently, i.e. e; co es with A(ey) =7cally
and A(ezy) =7cally, but they are served sequentially, for example es < eg with
A(es) =lopen_aty and A(eg) =lopen_at;.

In an event structure, the “state” of the system is represented by the events
that have occurred so far. As causality represents precedence, such a computation
must be causally closed. In addition, the computation must be conflict-free.

Definition 2. A configuration of £ = (E,<,#, ) is a set C C E such that: (i)
C' is causally closed, i.e. e € C implies {e) C C; and (i) C is conflict-free, i.e.
e€ C ande# ¢ imply e & C. The set of configurations of £ is denoted C(E).

For instance, C; = {e1, ea, e3} is a configuration, but {e1, es, e3,e4} is not as
e3 conflicts with e4. W.r.t. the original Petri net, a finite configuration represents
the set of transitions that fire in some finite execution. Let Mark(C') denote the
marking that arises from such a firing sequence, e.g. Mark(C1) = {p2,ps3, 05}

If £ does not contain any events labelled by 7, we call £ deterministic when its
configurations can be uniquely determined from its action labels, i.e. if C' € C(&)
and CW{e1},CW{ea} € C(£), then A(e1) = A(ez) implies e; = e3. We extend
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this to the case where £ does include 7-labelled events: in that case, £ is called
deterministic if for all C,Cy,Cy € C(E) with Cy,Cs D C, if ey resp. ey are the
only non-7-labelled events in Cy \ C resp. Cs2 \ C, then A(e;) = A(ez) implies
€1 = €a.

2.2 Event Structures and Coverage Criteria

In general, the unfolding of a Petri net is infinite if the net contains a cycle
of reachable markings. However, for many purposes, it suffices to study only a
finite initial portion (a prefiz) of the unfolding. With respect to testing, we are
interested in finding a prefix that covers all behaviours relevant for a certain
coverage criterion or test purpose. This relation was explored in [21], which
proposes different criteria for truncating an unfolding w.r.t. certain coverage
criteria. While the topic of coverage is somewhat orthogonal to the subject of
this paper, we recall some well-known criteria:

— all-states coverage, i.e. every state (marking) of the specification must be
covered at least once;

— all-transition coverage, i.e. every transition must be covered;

— all-loops coverage, i.e. every cycle is explored at least once.

We mention that the first two of these criteria correspond to the concept of
complete prefizes known from the unfolding literature [10].

Definition 3. A prefiz £ of the unfolding of a Petri net N is complete if for
every reachable marking M of N there exists a configuration C € C(E) such that:
(1) Mark(C) = M (i.e. M is represented in £), and (2) for every transition t
enabled in M there exists C'W {e} € C(E) such that p(e) =t.

A prefix satisfying (1) but not necessarily (2) is also called marking-complete.
For instance, the unfolding prefix in Fig. 2 (right) is complete; a prefix containing
only events e; and es would be marking-complete.

A marking-complete prefix assures all-states coverage, while a complete prefix
additionally assures all-transitions coverage. A truncation method for all-loops
coverage was developed in [21].

2.3 Test Cases

A test case is a specification of the tester’s behavior during an experiment carried
out on the system under test. A test suite is a set of test cases. During the exper-
iment, the tester serves as an “environment” of the implementation. The tester
controls the input actions and observes the output actions but does not control
the latter. While the inputs made by the tester may depend on the previously
observed outputs, the next input should always be uniquely determined, i.e. the
tester must not have a choice between different inputs. Similarly, test cases do
not contain choices between outputs and inputs, otherwise the implementation
may produce an output without allowing the tester to propose the input. This
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Fig. 3. Event structures as global test cases

property is called controllability [22]. These requirements also imply that the
test case is required to be deterministic. Finally, we require the experiment to
terminate, therefore the test case should be finite.

In the ioco theory, test cases are modeled by labeled transition systems with
some structural assumptions [6]: (i) they have an acyclic and finite structure;
(ii) they are deterministic; (7) they contain only observable actions; (iv) there
are no choices concerning inputs; and (v) they are output-complete (in every
state of the test case where an output is enabled, the test case must handle all
the possible outputs). We refer to such objects as sequential test cases.

For the co-ioco theory, designed to handle concurrent and distributed sys-
tems, [21] proposed a different type of test case, called global test case. Here, the
tester has control over all components in the system and can observe them all.
A global test case is represented by a finite, deterministic event structure; thus,
inputs and outputs in different components may happen in parallel. In addi-
tion, immediate conflict between an input and any other event is forbidden. In
contrast to ioco, we shall also allow for silent events in the specification, since
this facilitates the work of the system designer. However, these silent events
are irrelevant for conducting a test and are not permitted in global test cases;
see also Section 3.2. Finally, since the test execution is not modeled by parallel
composition! as in the case of ioco, we drop the output-complete assumption.

It is worth to notice that in practice, such global test cases are not meant to
be actually executed globally. They would rather be projected onto the different
processes of the distributed system to be executed locally; such local execution
can be formalized as in the ioco case. However, a naive projection does not
preserve information about concurrency; in order to make the observation of
concurrency possible, further machinery is needed. An approach based on vector
clocks has been proposed in [23].

Definition 4. A global test case is a finite, deterministic event structure T =
(E,<,#,\) such that (i) all events are labelled by inputs or outputs, and (ii)
(E*T" x B) N#i= 1.

Ezample 8 (Global test cases). Fig. 3 presents three event structures. 77 is
nondeterministic: from {e, ez} it is possible to perform los and reach both

! See [21] for details of the test execution in the concurrent setting.
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{e1,e2,e3} or {e1, eq, e4}; T2 has immediate conflict between actions ?i and ?is.
Thus neither 7; nor 73 is a global test case. However 73 is finite, deterministic,
and without inputs in immediate conflict, i.e. it is a global test case.

In a global test case, events are allowed to happen in parallel. With respect
to sequential test cases, this has two advantages: both the size and the number
of test cases can be exponentially smaller than when concurrency is represented
by interleavings. First, suppose that several outputs can happen concurrently.
Then, a sequential test case must consider all their orderings, meaning that its
size can be exponentially larger than the size of the corresponding global test
case. Secondly, suppose that several inputs can happen concurrently. In ioco
theory, concurrency between inputs is interpreted as a nondeterministic choice
between the possible interleavings, a choice that needs to be solved to avoid
uncontrollability. Thus, an ioco-based test suite may require an exponentially
larger number of test cases than in co-ioco to cover the same specification.

Ezample 4 (Global vs. sequential test cases). Consider a process calculus nota-
tion where “||” is parallel composition, “;” sequentialization and “4” choices.
For a specification (i1;01 || 42;02) (which is deterministic and has no choices),
the test suite 781 = {i1;01 || i2;02} contains one single test case to cover all
the behaviors. By contrast, if interleaving semantics is used, then the test suite

TS5 obtained by the ioco algorithms contains four sequential test cases:

?’Ll, !01; ?’ig; !02

?ig; !02; ?’il; !01
2415 7425 (log; loa+log; lo1)
2495 7415 (log; loa+log; lo1)

TSy =

3 Constructing Global Test Cases

In this section, we present a new methodology of generating test cases for
co-ioco-conformance that offers two advantages over the methods previously
presented in [16]: (%) it is more efficient in practice (it avoids enumerating lin-
earizations of the causality relation); and (i) it avoids generating the same test
case several times.

We recall that model-based testing consists of several steps: in the first step,
one obtains a representation of the behaviours that are relevant w.r.t. a given cov-
erage criterion. In the case of co-ioco, this representation is an event structure
&, more precisely an unfolding prefix of the Petri net representing the specifica-
tion. In a second step, which is the subject of this section, one uses £ to obtain
a suite of test cases. Since the choice of a coverage criterion is orthogonal to our
subject, we henceforth assume that £ is given. Our task then is to extract all
global test cases from £. We make the technical assumption that £ is determin-
istic; note that analogous assumptions about the complete test graph are made
in ioco settings.

A first algorithm for this purpose was presented in [16]. The algorithm takes
as an input a linearization L of the causality relation and adds events to the
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Fig. 4. A first approach for test case generation

test case following the order of £ whenever they do not introduce controllability
problems. To obtain different test cases, the algorithm needs to be run with
different linearizations. Even if using these linearizations seems to reduce the
advantages of using true concurrency models, this method is only exponential
on the number of immediate conflicts between inputs, which is usually very small
compared with the number of all possible interleavings. However this method still
has a drawback: it generates several times the same test case whenever several
inputs are pairwise in immediate conflict.

Ezample 5 (A first approach for test case generation). Consider the event struc-
ture of Fig. 4 which represents the controller of an elevator in the 4th floor. When
calling the elevator, the user indicates which floor he wants to reach. Whatever
his choice, eventually the elevator arrives at the 4th floor and opens its door.
According to [16], linearizations £ - Lg are needed to construct a test suite cov-
ering the specification. If events are added one by one to the test case following
these linearizations whenever they do not introduce controllability problems, £q
and Lo construct the same test case since once e; is added, neither e; nor es
(nor their futures) are added. This problem comes from the fact that the conflict
relation consider pairs of events, but once an event is selected, the order of every
other event which is in immediate conflict with it becomes irrelevant.

3.1 Encoding Test Cases by SAT

In order to solve controllability problems and avoid constructing the same test
case several times as mentioned in Example 5, we propose a new, non-redundant
characterization of global test cases. This characterization can be encoded in
propositional logic, hence we will be able to employ a SAT solver to obtain the
global test cases. Given a finite event structure, we use a SAT variable ¢, for
each event e and construct a formula whose satisfying assignments correspond
to global test cases. A solution assigning 1 to variable ¢, means that event e
belongs to the test case, while assignment 0 means that it does not.

As test cases need to preserve causality from the specification, whenever the
condition of an event is true, the conditions of its immediate causal predecessors
(and, by transitivity, all indirect precedessors) should also be true:

Ve.f€E: |\ ¢ = ¢y (1)

f<te
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In addition, for each pair of immediate conflicts involving an input, at most
one of them belongs to the test case (remember that immediate conflict between
outputs is accepted). This is encoded as:

Vec E,f € ET": /\ e V g (2)
f#ie

We intend the test suite to cover the whole prefix, therefore the test cases
should be maximal in the sense that adding any event should violate (1) or (2).
An event of the prefix does not belong to the test case only if (i) neither does one
of its immediate predecessors, or (ii) it is in immediate conflict with an input of
the test case. We encoded this by the SAT formula

Ve,feE,géEI":weé<\/ VvV \/%) (3)

f<te g#'e
Global test cases are encoded by the conjunction of (1), (2) and (3).

Ezample 6 (Avoiding redundancy by the SAT encoding). Consider the event struc-
ture of Fig. 4. The SAT formula of this event structure is

AMO(@eys Peys Pes) AN Pey VPey VPes ) APey & Pey) NMPey € Pes ) A Pes & Peg)

where AMO(x1,...,x,) is satisfied iff at most one of x4, ..., z, is satisfied. The
formula has three solutions representing the test cases eq;eq4,es;es and es;eg
which cover the whole specification and avoid the redundancy seen in Example 5.

3.2 Removing Silent Events

It is natural for a system specification to include silent events, e.g. to express that
two components in the system synchronize without producing an output observ-
able by the tester. In this case, such a silent event also forms part of £, and the
test cases identified by the formula in Section 3.1 are not yet guaranteed to sat-
isfy condition (i) of Definition 4. In this section we show how to remove internal
events from & while preserving the causality and conflict relations for the remain-
ing events.

The data structure that we use to represent an event structure does not keep
explicit information of the whole causality and conflict relation, but only infor-
mation about the immediate relations. We associate each event e with the follow-
ing sets: P, and S, consisting of the immediate predecessors and successors of e
respectively, and C, consisting of events e’ such that e #° ¢’. Algorithm 1 updates
the sets P, and S, so that the causality relation between the remaining events is
preserved (lines 2-5). Also, it propagates the immediate conflict relation of the
silent event to all its immediate successors (line 8). Function NOTINCONFLICT is
responsible for checking whether two events are already in (not necessarily imme-
diate) conflict.
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Algorithm 1. Removal of Silent Events
1: for each e in E7 do

for each p in P. do

Sp = SpUSe\ {e}
for each s in S. do

Ps ::PSUPe\{E}

for each cin C. do

if NOTINCONFLICT(S, ¢) then
Cs:=CsU{c}; Cc:=C.U{s}

for each cin C. do

Ce.:=C.\{e}
E:=FE\{e}

—_ =
—_

The non-immediate causality and conflict relations are not stored per se but
are computed from the sets S., P. and C.. For any pair of events e;,e; € E, the
relation e; < e; can be computed starting from .S; and recursively traversing its
successors until e; is found, meaning that there is a path from e; to e; with arcs
in J{ Sk | e; < ek }. The relation e; # e; can be computed by checking that there
exist events e, € Cy and ¢; € Cy, i.e. e, #¢ ¢;, such that e, < e; and ¢; < e;. We
show that both relations are preserved after removing the silent events of £.

Proposition 1. Let £ be an event structure and £ be the resulting event structure
after applying Algorithm 1. For every pair of observable eventse;, ej, we havee; <g
€;j Zﬂez Sg/ €j.

Proof. Suppose e; <¢ e;, then there exists a path from e; to e; in £. Suppose that
Algorithm 1 removes an event e in the path. Since line 3 sets S, := S,USc\{e}, the
path still exists after removing e: any event reachable from e can be reached from
p now. This invariant holds after removing every internal event and therefore the
result holds. The counterpart is immediate since causalities are not added, only
some immediate ones are removed. O

Proposition 2. Let & be an event structure and £ be the resulting event structure
after applying Algorithm 1. For every pair of observable eventse;, e;, we have e; #¢

€ Zﬁ@l #5/ €j.

Proof. Whenever an immediate conflict e #° € is removed (while removing event
e), for every successor s of e, either s and €’ are already in conflict (this is checked
by NOTINCONFLICT), or the new direct conflict s #° ¢’ is added (line 8). Since
conflict is inherited w.r.t causality, all the conflicts remain represented. The coun-
terpart is immediate since immediate conflicts are only added whenever the events
were not already in conflict. O

Algorithm 1 does not take in account whether two events are already causally
related when it updates S, and P, (lines 2-5), potentially leading to redundant
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Fig. 5. Removing silent events

(non immediate) relations getting stored. Such redundant relations can be elimi-
nated: we temporarily remove e; and e; from P; and S; respectively. If e; is still
reachable from e;, then the information was redundant and can be permanently
removed.

Ezample 7 (Removing Silent FEvents). Fig. 5 shows how Algorithm 1 works: the
structure in the middle is obtained by removing event e3 from the original prefix
while the final result of the algorithm is shown on the right. In the original event
structure (left) we have S; = Ps = Cy = {e3} and P3 = {e1}, 53 = {e5},C3 =
{e4}. The structure in the middle is obtained as follows: line 3 updates S1 to {es}
and line 5 sets Ps = {e1 }; since e5 and e4 are not in conflict yet, line 8 adds e4 to
C5 and e to Cy; finally e3 is removed from Cy (line 10).

Consider that some events are removed from the prefix in the middle in the fol-
lowing order: es, es, €19, e9. Whenever es is removed, its immediate conflict with
e4 is propagated to both e; and eg, however, when eqg is eliminated, the conflict
does not need to be propagated since e4 and ey5 are already in (non-immediate)
conflict: we have e; #' e7 and e7 < e15. Such situations are handled by the NoT-
INCoNFLICT function.

4 Experiments

We implemented a prototype tool called TOURs (Testing On Unfolded Reactive
Systems) for co-ioco-based test-case generation. TOURS is based on the MOLE
unfolding tool [19] with the following main additions:

— variable cut-off criteria, including all-loops coverage by the criterion of [21];
— implementation of the algorithms presented in Section 3;
— computation of the immediate conflict and immediate predecessor relation.

TOURS computes a first over-approximation of <* by inserting all pairs (e, f) such
that f consumes a token produced by e. Redundant pairs are then eliminated in
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the same way as in Section 3.2. The immediate-conflict relation #° is obtained by
considering all event pairs (e, f) that compete directly for a token, and testing
whether there exists a configuration that can be extended with e and with f, but
not with both. The latter is a simple variant of a subroutine frequently used by
MoLE. TOURS is publicly available under

http://www.lsv.ens-cachan.fr/~ponce/tours

The rest of this section presents experimental results based on two families of
examples: a parametric version of the elevator, where we also consider internal
behaviors, and an example (called Diamonds) showing how our approach deals
with immediate conflict between inputs.

4.1 The Examples

The Elevator Example: we extend the elevator example of Section 2 for several
floors and elevators, and we also model its internal behavior. The example is mod-
eled as a network of automata synchronizing on shared actions which can be equiv-
alently captured by a Petri net; we obtain a finite prefix of its unfolding and con-
struct test cases with the SAT encoding using the TOURS prototype.

The system consists of the following components, represented by the automata
of Fig. 6 for two floors and one elevator:

Floors: each floor consists of a button that can be pressed to call an elevator. The
floor is in an idle state where the elevator can be called (?call;), and afterwards
sends the call to the controllers of every elevator e; (ej-takes-call;) followed
by a synchronization action that the door of elevator e; has been opened at
that floor (ej-opened-at- f;), returning to the idle state. Once the elevator is
called, it cannot be called again until it returns to the idle state since the ?call;
actions are not enabled in the remaining states.

Controllers of elevators: the controller of each elevator e; starts at an idle
state and can take a call from any floor f;. From there the controller can either
move the elevator to the corresponding floor (e;-go-to- f;) or acknowledge that
the elevator is already at that floor (e;-at-f;).

Elevators: each elevator starts at some floor, i.e. state at;. From this state it can
tell its controller that it is already on the floor, or it can move to another floor.
When the elevator is at floor f;, it opens the door (lopen;-;) and acknowledges
this action to the corresponding floor.

This system is given as an input to the unfolding algorithm (using the all-loops
criterion). TOURS returns a prefix whose observable behavior (after removal of
silent actions) is shown in Fig. 2 (right). This prefix contains no immediate con-
flict between inputs, therefore the SAT encoding has a unique solution: the entire
prefix. Thus, our method generates exactly one test case in this example.

Intuitively, the specification of the elevator is that every call at any floor ought
to be served eventually (i.e., the door opens at that floor) in any correct implemen-
tation; infinite many calls are possible only if infinite many opens happens since
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Fig. 6. Network of automata of the elevator example with one elevator and two floors

the ?call; actions are not allowed at every state. Consider the test case of Fig. 2
(right) and the ?calls action represented by event es. This call is followed by an
lopens action in any maximal configuration. Event es corresponds to the scenario
where the call is immediately served; ey reflects the fact that the elevator can be
called concurrently from another floor (?call;) and that that call can be served
first (e4 < e10); e14 shows that two calls from the first floor (e; and eg) can be
served before serving the call from the second floor. The latter shows that there
are no priorities between serving different floors; however all the calls are eventu-
ally served. A similar analysis can be made for the other call actions.

The example can easily be parametrized to add floors and elevators. If a new
floor f; is added, in addition to adding a new automaton for the floor with transi-
tions ej-takes-call; for each elevator e;, the existing automata representing eleva-
tors and controllers need to be extended: a new state e;tc; is added to the controller
of every elevator e; with transitions

. e;-takes-call; ej-go-to-f; e;j-at-f; .
idle ——— ejtc; ejtc; ———— ejte; ejtc; —— idle

Furthermore, the states at;, wait; and opened; are added to the elevator e;
with transitions

ej-at-f; . . lopen -, ej-opened-at- f;
at; —— wait; wait; ———— opened; opened; — at;

and for each floor k < 7 all the possible movements between them and the new
floor are added, i.e.

ej-go-to-f; ej-go-to- fi

at, —— at; at, ——— aty,
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Fig. 7. The diamonds example

If a new elevator is added, two automata (representing the elevator itself and
its controller) are added, and for every floor f; we add the possibility that the new
elevator e; serves its call, i.e. we add transitions

ei-takes-call; L
called; —————" waiting;

The Diamonds Example: We present another example (see Fig. 7) that possesses
several global test cases. The example consists on several components where the
user has a number of choices (inputs), after which the system can produce several
outputs. This behavior can be repeated several times depending on the levels of
the components. We run the experiments using different parameters for the com-
ponents, the inputs and the levels as shown in Table 2.

4.2 The Experimental Setup

In order to make a fair comparison of the algorithms presented in this article and
the algorithms of the ioco theory, we need to use the same test selection method.
Available tools such as TGV [6] or JtorX [24] use test purposes rather than a test-
ing criterion. We therefore proceed as follows to compare with ioco: (i) the Petri
net is translated into its reachability graph; (i) since co-ioco coincides with ioco
in the absence of concurrent events, we apply TOURS to the reachability graph.

In the ioco setting, using the all-loops criterion led to test graphs of large size
even for simple examples, making it impractical to compute all the test cases. For
more meaningful comparisons to be possible, we run the experiments using the
original cut-off criterion of MOLE which assures all-transitions and all-states cov-
erage.

4.3 Results

Tables 1 and 2 report the number of events in the unfolding prefix obtained by our
method, the number of global test cases (event structures), the number of transi-
tions in an under-approximation? of the complete test graph and the number of

2 This graph is not output-complete.
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sequential test cases (labeled transition systems) for the two examples introduced
in the last section. The unfolding tool and the SAT encoding consider internal
events, while the sizes displayed on the prefix and complete test graph columns
only consider observable events.

Table 1. The elevator example results

Floors|Elevators]|Prefix|Global Tests] Test Graph|Sequential Tests

2 1 11 1 95 14

2 2 29 1 3929 Xsar
3 1 43 1 2299 Xsar
3 2 220 1 3911179 Xsar
3 3 1231 1 Xung Xuns
4 1 219 1 Xung Xung
4 2 1853 1 Xunf Xung
4 3 17033 1 Xung Xunf

Table 2. The diamonds example results

Comp |Inputs|Levels]| Prefix|Global Tests]| Test Graph|Sequential Tests
2 1 3 19 1 307 98
2 2 3 37 16 613 794
2 3 3 55 49 919 2938
3 1 1 7 1 133 21
3 1 2 13 1 853 125
3 2 2 25 27 1705 13255

We can easily observe the exponential explosion in the number of events when
interleavings are used. In addition we see that irrespectively of how many floors
or elevators are added in the elevator example, the obtained global test case is
always unique since the example does not introduce conflict between input events.
In contrast, the number of sequential test cases increases in the interleaving setting
since concurrency is transformed into conflict. The diamonds example introduces
conflicts between inputs generating several global test cases, however the number
of tests can still be exponentially smaller than in the sequential case.
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The Xyn¢ symbol indicates that the unfolding tool was not able to obtain a
finite prefix (complete test graph), while the Xs 47 symbol indicates that the SAT
solver was not able to find solutions (for more than 3 floors and 2 elevators, we were
not able to run the SAT solver with interleaving semantics since the unfolding had
not finished).

The unfolding of the Petri net for 3 floors - 2 elevators example using interleav-
ing semantics (when internal actions are considered) contains 15353982 events,
showing that the unfolding tool can handle very big examples. Since causality is
transitive and conflict is inherited w.r.t causal dependence, the SAT encoding can
be improved by just considering observable events. However immediate causality
and immediate conflict between only observable events need to be computed as
explained in Section 3.2 increasing again the computational time of the method.
We are currently working on the implementation to achieve a better performance
by just considering observable events.

5 Conclusion

This paper shows the advantages of using true-concurrency models to describe
the behavior of test cases in concurrent systems. We have shown how to split a
finite prefix of the specification’s unfolding into a test suite even in the presence
of internal actions. Finally, the results of this article have been implemented in
the prototype tool TOURS and run on several examples showing the advantages
of our method compared with traditional ioco test-case generation algorithms.

The obtained global test cases are not meant to be actually executed, they
would rather be projected onto the different processes of the distributed system
to be executed locally. In order to make the observation of concurrency possible,
further machinery is needed [23]. We will study the concretization of the gener-
ated abstract test cases into inputs that can be given to the actual system under
test to allow the automatic execution of test cases and thus completely automate
the testing procedure. A possible approach is to consider labeling actions as a
symbolic representation of the input and output domain and apply SMT for the
concretization.

Future work also includes a tighter integration of the test-case generation part
of TOURS with the unfolding component to improve its performance.
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Abstract. Fault localisation, i.e. the identification of program locations
that cause errors, takes significant effort and cost. We describe a fast
model-based fault localisation algorithm which, given a test suite, uses
symbolic execution methods to fully automatically identify a small subset
of program locations where genuine program repairs exist. Our algorithm
iterates over failing test cases and collects locations where an assignment
change can repair exhibited faulty behaviour. Our main contribution is
an improved search through the test suite, reducing the effort for the
symbolic execution of the models and leading to speed-ups of more than
two orders of magnitude over the previously published implementation
by Griesmayer et al.

We implemented our algorithm for C programs, using the KLEE sym-
bolic execution engine, and demonstrate its effectiveness on the Siemens
TCAS variants. Its performance is in line with recent alternative model-
based fault localisation techniques, but narrows the location set further
without rejecting any genuine repair locations where faults can be fixed
by changing a single assignment.

Keywords: Automated debugging - Fault localisation - Symbolic exe-
cution

1 Introduction

Fault localisation, i.e. the identification of program locations that can cause
erroneous state transitions which eventually lead to observed program failures,
is a critical component of the debugging cycle. Since it puts a significant time [26,
27] and expertise burden [1,34] on programmers, a variety of different automated
fault localisation methods have been proposed [4,6,11,13,14,17,29-31].

We describe a fast model-based fault localisation algorithm which, given a
test suite, uses symbolic execution methods to fully automatically identify a
small subset of program locations within which (under a single fault assump-
tion) a genuine program repair exists. Our main contribution is an improved
search through the test suite that drastically reduces the effort for the symbolic
execution of the models.
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Model-based fault localisation [28] (sometimes also called model-based
debugging [7]) is the application of model-based diagnosis methods [18] to pro-
grams. It involves three main steps: (i) the construction of a logical model from
the original program; (i¢) the symbolic analysis of this model; and (i74) map-
ping any faults found in the model back to program locations. One approach
to model-based fault localisation is to transform the program so that a sym-
bolic program verification tool can be reused for all three steps. For example,
Griesmayer [11] describes a method in which the model (in form of a logical
satisfiability problem) is derived by running the CBMC model checker over the
transformed program, and analysed by means of a SAT solver. The transforma-
tion “inverts” the program’s specification (cf. section 2, producing failures where
the original program would complete and blocking paths where the original pro-
gram would fail), and replaces each assignment by conditional assignment with
either the original value or an unconstrained symbolic value, depending on the
value of a toggle variable. The actual localisation can then be reduced to extract-
ing the possible values of the toggle variable from the satisfying assignments that
the SAT solver returns.

However, Griesmayer’s technique requires detailed specifications to achieve
acceptable precision—the weaker the specification, the more program locations
are flagged as potential faults. Unfortunately, such detailed specifications rarely
exist in practice. What does commonly exist, though, are extensive unit test
suites, in particular in the context of modern test-driven design approaches.
Griesmayer has shown that his technique can be extended to work with (failing)
test cases, but the published results [11] are prohibitively slow. The bad perfor-
mance is caused by Griesmayer’s naive search algorithm, which simply iterates
over all test cases and runs an unoptimized “full width” search over all possible
locations for each test case (cf. section 2 for more details). However, the more
locations the solver needs to explore the longer each analysis takes. Moreover,
the algorithm contains no optimizations to deal with test cases that generate
intractable problems for the solver. Approximating model-based fault localisa-
tion approaches for test suites, such as Jose and Majumdar [17] (cf. section 6),
can run faster but can also miss a true fault location when evaluating a test case.

Our approach addresses these shortcomings, which leads to typical speed-ups
of more than two orders of magnitude compared to Griesmayer’s results, and
yields a performance in line with current approximation techniques such as [17].
It still iterates over the failing test cases and runs a Griesmayer-style localisation
task for each individual test case, but maintains a whitelist of still viable fault
locations which is narrowed down as the localisation tasks return. The algorithm
manages individual localisation tasks via a task pool to take advantage of the
underlying multi-core hardware, and dispatches the tasks in batches to percolate
improvements in whitelist narrowing generationally. Tasks that fail to complete
in a dynamically adjusted time are terminated and if the whitelist is smaller,
resubmitted at the tail of the iteration, where they may become tractable. This
early termination/resubmission increases the speed with which we can process
larger test suites, without harming the localisation performance, as they typically
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have more redundant (for localisation purposes) test cases. It also prevents a loss
of completeness in the results that model-based approaches can provide, within
the limits of the symbolic analyser’s accuracy.

Our approach is compatible with the modern test-driven design approach of
specification by unit test suite. It inherits the typical strength of dynamic analy-
sis, in that no prior knowledge of the program under test is required beyond test
cases being flagged as passing or failing. We implemented our algorithm in a tool
with the use of ESBMC [9] or KLEE [3] symbolic analysers, and thus Z3 [23] as
underlying solver, and with PyCParser [2] handling the program transformations
to encode the specification and other model constraints. The algorithm inherits
the underlying behaviour, in respect of method calls, unrolling loops, and so on,
of the symbolic analyser used. We demonstrate this algorithm on the defective
TCAS program variants from the Siemens [15] repository.

2 Model-Based Fault Localisation

Model-based fault localisation techniques are derived from the extension of
model-based diagnosis [18,28], used to reason about digital circuits, into the
software domain.

A common process for model-based fault localisation uses static analysis on
a model that is generated from a transformed input program using the language
specifications. This transformation is provided by a checker tool that converts
the program code into one or more logic expressions which analyses the symbolic
execution of the system symbolically. A solver is invoked that can evaluate the
logic expressions. This returns constraint satisfiability results for the expressions.

This symbolic analysis may be accelerated with the use of built-in theories
to compactly reason over the logic expression [25]. The symbolic analyser uses
these results to generate traces of specification violating execution paths (coun-
terexamples), if any exist. Some methods operate directly on the satisfiability
result for the logic expression, for example exploring common omissions when
using a maximum satisfiability solver [17]. Programs can be modified, e.g. aug-
mented with additional predicates, to generate more information from the data
in the failing traces.

Griesmayer [11] described a technique where a specified input C program is
reconfigured to use an “inverted” version of the specification. This inversion is
applied to the C source code before the model is generated by the CBMC model
checker, which then analyses the model using a SAT solver. Each potentially
failing assert-statement is replaced by blocking assume-statement with the
same argument. Failing assert (0)-statements are inserted before the program’s
terminal nodes to force the generation of new counterexamples. The purpose of
this inversion is to provide the inverted output. Hence, traces that originally
returned counterexamples due to specification failure do no longer, and traces
that satisfy the specification now generate counterexamples. The exploration
becomes one searching for a trace to the exit point that satisfies the initial
specifications. Thus, in the simple inverted program an exiting trace will not be
found for a failing test case.
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To enable the search for potential fault locations on this now inverted pro-
gram, an unsigned int global toggle variable, _ toggle, is added that allows
any one location to run alternative code. In the program body this toggle is
made symbolic and constrained to the range of locations being explored (in our
example 39 locations). In a KLEE-style APT this would be achieved by the calls:

klee_make_symbolic (&__toggle); klee_assume(___toggle < 39);
Assignments in the source program are modified to become conditional assign-
ments that flip to an unconstrained symbolic value, __sym, when toggled. Hence,
if we assume that var = a + b; is the third assignment in the program, the
translation yields:

var = ((__toggle == 2)? __sym : a + b);

The generated counterexamples from this new model provide the toggle values
that identify candidate assignment locations as sites of possible repair. The tech-
nique described by Griesmayer requires that the input programs have detailed
specifications. In practice, these typically do not exist. Griesmayer demon-
strated [11] an extension to this technique using a test suite as specification.
A failing test case is encoded into the input program and then inverted. The
results for each toggle value therefore identify candidate repairs for that failing
test case. Any assignment that was identified by all failing test cases becomes a
location flagged as being the site of a potential repair. The localisation process
effectively generates a look-up table at each flagged location that will repair all
failing test cases. For each failing test case, the value of the alternative assign-
ments, __sym, can be different and will be reported for each location flagged by
this process. The flagging process means the chosen __sym value leads to the
end of the program without failure of the original specification. All passing test
cases define their own correct values for the assignment. So this look-up table is
a genuine repair for the full test suite.

This approach, where each test case is treated as an independent specification
and all results are collected independently, results in prohibitively slow execution
time. Using test suites demonstrates a strength of dynamic analysis: no prior
knowledge of the program beyond flagged test cases as correct or incorrect is
required. But the published results indicated that the run-time cost was too high
using the common localisation performance measure of the Siemens TCAS [15]
variants.

3 The Algorithm

We propose a fast algorithm which optimises the search of the test suite and
viable repair locations to bring this process into line with current performance
expectations and without compromising the completeness of the results this
technique allows. Each test case in the suite comprises an input string, which
becomes the argument vector, and a desired output string from an oracle version
of the program variant. We discuss this algorithm design with respect to the
C programming language but it can be applied to any language with suitable
support for symbolic analysers.
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We transform an input C program using an extended Griesmayer inversion
process (see subsection 3.1). This is handed to a worker task (see subsection 3.2)
with a whitelist of locations to search and a single failing test case. The returned
set from this worker is a narrowed whitelist of locations that the test case flagged
as being a potential repair. We manage this process using the main tool loop
(see subsection 3.3). In the algorithms below we denote C programs as C' and
(after transformation) D and E. Individual failing test cases are f from the non-
empty queue F'. The refining whitelist of locations is L, which is renamed to K
during narrowing inside Algorithm 1. In the Process Manager algorithm, P is
the worker pool manager.

We provide two main contributions with this algorithm design. First, the
reduction in symbolic execution work via the use of a narrowing process of
whitelisting locations searched. Second, the management of cases where the time
to return a narrowed whitelist is significantly beyond the mean time for a failing
test case. This later case can be due to either an intractable model representation
or poor narrowing compared to other unexplored failing test cases. This man-
agement is designed to provide a more consistent completion time over a range
of different localisation searches. This aims to avoid slowdown from the highest
cost branches of the search rather than focussing on providing an optimal search
when all branches are cheap to search.

3.1 Program Transformation into Model

The program under analysis is transformed in two stages. First, an initial
generic transformation ApplyGenericTransforms is applied once, as described in
subsection 3.3. This includes the Griesmayer inversion, as outlined in section 2,
and some accommodation of test case input and output data as inline speci-
fication. In the second stage ApplySpecific Transforms is applied, as described
in subsection 3.2, for each subsequent test case processed. This implements any
whitelist narrowing possible at this iteration via the toggle; for ESBMC it also
includes some test-case-specific input data encoding into the program text.
The previously discussed Griesmayer inversion is always applied during the
generic stage, ApplyGenericTransforms. Also at this stage, we automatically
encode the test case specification into the input program, avoiding the need to
manually hard-code the inputs into the program. The input and output of C
programs are defined by the passed program arguments, argv, and the standard
inputs and standard outputs. To encode the desired output we widen argv to
also accept the desired output as an extra string value. This can be compared
in the transformed program against modified stdout commands, replacing calls
to e.g. printf with comparisons that increment a pointer to the desired output
when it matches the previous output of the printf. Assertions inserted before
the program’s terminal nodes, which confirm the pointer to the desired output
has reached the end of the string, will complete this encoding of the specification.
An optimisation of this is used for simple programs, such as TCAS, that
only require a single value to be checked for output specification compliance.
Rather than encode the output as a string that is walked, it can be handled in
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the same way most input variables are. A call to printf ("%d", val); can be
replaced with assert (val == atoi(argv[xX])); for X being the last value of
the now-widened input vector.

Program transformations can extend the number of assignments visible for
repair, for example by treating any return statement that returns more than a
single variable as an assignment to a temporary variable that is then returned.
If returns are always considered to be implicit assignments then localisation is
expanded from assignment locations to also include all return statements, as our
tool does. return (y * z); becomes return ((__toggle == 3)? __sym :
y * z); for symbolic value __sym at the fourth assignment in the program.

During the specific stage, i.e. ApplySpecific Transforms, the whitelist of loca-
tions must be applied to narrow the range of toggles being searched. We do
this by adding assumptions of the form klee_assume(__toggle != 11); to
the program body for any values to be omitted from this search (blocking the
twelfth assignment in this example).

For ESBMC there is no way to populate argv in the program simulation,
so the argv values need to be hard-coded into the transformed program before
handing to the symbolic analyser. As this is linked to the specific test case, this
can only be done at the specific stage. KLEE provides a POSIX implementation
for program I/O during simulation. This allows the test case input to be fed
into the standard argv parameters and removes the requirement for this specific
stage transform.

3.2 The Test Case Search Algorithm

Algorithm 1 outlines a single task, which defaults to being deployed to a single
core via the pool manager discussed in subsection 3.3. When AddTask is called
on lines 5 and 20 of Algorithm 2 by the manager then an instance of this single
unit of work is queued into the worker pool. These tasks run independently
until they return their narrowed list of locations, K, on line 7 or are ejected by
the pool manager. Each task takes an input program which has already been
transformed by the generic stage, a single failing test case, and a whitelist of
locations that are indicated by their associated toggle values.

Input: Program D; Failing Test Case f; Location Set L
Output: Fault Location Set K
E = ApplySpecificTransforms(D, L, f);
Counter Exzamples = CallModelCheckerOnInput(E, f)
K =];
for ¢ in Counter Examples do

if c¢.UnconditionalAssertionFailure() then

K .Add(ExtractLocationValue(c));

return K;

Algorithm 1. Test Case Search Worker Algorithm
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ApplySpecific Transforms is discussed in subsection 3.1. The final transformed
program is generated, ready for submission to the symbolic analyser. The toggle
values are restricted to the whitelist and, in the case of ESBMC, the test case is
hard-coded into the source code.

CallModelCheckerOnlnput passes the transformed program to the model
checker. For ESBMC the failing test case has been encoded into the source code
(in ApplySpecific Transforms) but KLEE still requires this information. KLEE,
using the POSIX runtime environment model, is passed the argument vector
(extended to contain the desired output) during the simulation of the program
execution.

The call to CallModelCheckerOnlInput returns the counterexamples for this
failing test case, which are a set of traces that result in the raising of specification
failure when simulating the execution of the transformed program. The traces
are parsed into a format that holds the failure type and the associated assign-
ment to __toggle and __sym. In the case of ESMBC, this process is iterative
as only one counterexample is generated by each instantiation of the symbolic
analyser. For ESBMC, a loop that modifies the input program to further nar-
row the toggle values explored allows the symbolic analyser to run repeatedly
until no new toggle value is generated. This, executed inside the call to CallMod-
elCheckerOnlnput in Algorithm 1, generates a full list of toggle values associated
with repairs for this failing test case. KLEE does this loop automatically within
a single call.

On lines 3 — 6 the old whitelist is replaced with the new list of toggle values
returned by the counterexamples, generated by the symbolic analyser execution.
This narrowing checks the counterexample type to ensure the assertion raised is
the assert (0) ; added before the program’s terminal nodes.

The time it takes to process this task is not predictable with any degree of
certainty. The core operation of calling the solver inside the symbolic analyser
is a logical satisfiability problem, which is NP complete [8]. This type of SAT
problem has been shown [5] to not provide predictable tractability. This unpre-
dictability of the time it takes to process each logic expression in the symbolic
analyser is the core issue that our algorithm must cope with. Each counterexam-
ple generated has a corresponding solver stage and there are an unknown number
of counterexamples multiplying this unknown per-instantiation processing time.

Each counterexample generated increases processing time and so a signif-
icantly narrowed whitelist, which blocks off many counterexamples, is highly
beneficial. We manage uncertainty via the pool manager and ensure that nar-
rowing results are percolated to new tasks as soon as possible.

3.3 The Pool Manager Algorithm

The main tool loop, which manages the process pool and task scheduling, gen-
erates an output set of viable repair locations (lines 21 and 16 of Algorithm 2).
The input is an untransformed C program and a non-empty queue of failing test
cases, each of which comprises an input string and a correct output string. To
provide our evaluation of this tool with generalization validity, the queue must
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Input: Program C; Failing Test Case Queue F # ||
Output: Fault Location Set L
1: (D, L) = ApplyGenericTransforms(C);
2: VisibleCores = Min(Len(F), OS.VisibleCores);
3: P = EstablishWorkerPool(VisibleCores);
4: for 1 .. VisibleCores do
5. P.AddTask(D, Dequeue(F), L);
6: WithoutImprovement = 0;
7: while P.HasOpenWorkers() do
8

Sleep(TickTimerMS);

9: if P.HasCompletedTasks() then

10: Sleep(0.25 * P.GetFastestCompletedTaskTime());
11: for w in P.GetCompletedTasks() do

12: Lnew = w.Locations N L;

13: if Lnew == L then WithoutImprovement++;
14: else WithoutImprovement = 0;

15: L = Lnew;

16: if WithoutImprovement > 15 then return L;
17: F .Enqueue(P.ReturnTCsForIncompleteTasks());
18: for w in P.GetAllTasks(); do

19: P .RemoveTask(w);
20: if Len(F) > 0 then P.AddTask(D, Dequeue(F), L);
21: return L;

Algorithm 2. Pool Manager Algorithm

be an unordered list. This is because the optimised search varies in performance
based on the test case order, as discussed in section 4.

The tool applies the generic transform stage discussed in subsection 3.1 dur-
ing line 1’s ApplyGeneric Transforms. This parsing of the source file, as it walks
all the fault locations being searched to apply the assignment transform, is also
used to generate the initial whitelist of all toggle values that correlate to a local-
isation.

A worker pool is established on line 3, which provides the interaction point for
all calls involving workers and the tasks they are executing or schedule for future
execution. The tool queries the operating system to establish the multiprocessing
pool is as wide as the exposed CPU core count, unless there are fewer failing
test cases than available cores (line 2). The use of the worker pool is to avoid
a single intractable task from stalling the entire search. This is most efficiently
achieved on modern multi-core consumer hardware by dedicating one core to
each worker. A similar pool could be managed on a single-core processor using
the OS scheduler to manage the tasks, with the added overhead of regularly
swapping the current process.

Each worker will process an independent task (i.e. Algorithm 1) which takes
the transformed program from line 1, a failing test case, and the current whitelist.
This will eventually deplete the test case queue. Lines 4 and 5 push an initial
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batch of tasks to the pool system, which will use the un-narrowed whitelist cre-
ated on line 1. Batching tasks with a multiprocessing implementation increases
throughput, even with an algorithm dependent on the pruning of the search
space for efficiency. Critically, this prevents one slow task, whose individual con-
tribution is not required for the search, from completely stalling the full search.
A typical four-core CPU executing highly variable return-time tasks with prob-
ability p intractable outliers in the task queue will only stall the entire process
when all cores are filled with intractable outliers at once. This probability of p*
is a significant improvement, especially for this process where stalled tasks may
become tractable later due to whitelist narrowing of the search space.

The main tool loop starts on line 7 of Algorithm 2. The loop exits when the
pool manager is not holding any completed tasks (waiting for their return value
to be processed), no tasks are in flight, and no tasks are queued waiting to be
started.

The pool manager thread sleeps to allow the pool’s workers to monopolise
the CPU, periodically waking to check if any tasks have completed with Has-
CompletedTasks. When at least one completed task is ready for retiring from the
pool, the main thread waits for other tasks to complete. This waits a maximum
of 125% of the time the fastest task completed with (line 10). This allows slower
tasks with valuable narrowing results to complete and be added to the narrowing
before the next generation of tasks is dispatched. The completed tasks after this
timeout are iterated on lines 11 — 15. To prepare for the next generation of tasks
to be dispatched, a new whitelist is created that includes all narrowing returned
from the completed tasks during this generation.

A counter, WithoutImprovement, is incremented if the returned narrowing
does not prune the existing set. This will eventually trigger an early termination
clause (line 16) when the narrowing process has stalled for many failing test
cases in a row. This provides enhanced time performance with larger failing test
case sets, without harming the narrowing performance, as the larger sets have
more redundant (for narrowing) test cases.

Any task which has been flagged as failing to complete in a time consistent
with the others, missing the 125% dynamically assessed expected time, is queried
on line 17. The failing test case it failed to complete is added back to the tail
of the queue. If the whitelist is smaller when this task comes back up then it
can be rescheduled, with the reduced search space increasing the likelihood of a
fast completion time. Test cases are flagged as repeats so they are not enqueued
a third time if they failed to complete a second time. This protects against
intractable tasks which will not provide narrowing data. All of the tasks from a
generation will have now been processed, so they are ejected from the pool (line
19). The next batch of tasks is despatched to the pool (line 20) with the newly
narrowed whitelist, if there are still failing test cases in the queue.

This generational search process, with percolated combined narrowing, lim-
its the explored search space to relevant branches where a find is still viable
and reduces the symbolic execution work for the solver. Some tasks may still
be intractable so, to prevent them slipping through any cracks in this process,
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a global timer that must be configured to denote what is an “unreasonable”
processing time is established that ejects tasks that fail to complete in that
time. This will only be triggered if all active workers are stalled with intractable
problems but does require configuration of what is an unacceptable wait.

Scheduling this task pool over a standard consumer multi-core CPU with
these guards against search stalls and early rejection of superfluous searches
provides significant performance improvements, as indicated by our preliminary
results.

4 Preliminary Experimental Results

4.1 Experimental Setup

We demonstrate the time and localisation performance of our tool on the Siemens
test suite’s TCAS program and test universe taken from the Software-artifact
Infrastructure Repository (SIR) [10]. TCAS is a 173 line C program from which
41 variants have been generated by seeding (injecting) faults. Of these, 33 vari-
ants have been seeded with a single fault and exhibit at least one failing output
with the test suite of 1608 test cases. These provide meaningful interpretation
when comparing the performance of localisers with a single-fault assumption.
For the single-fault variants, we maintain time performance within the same
order of magnitude as the current model-based fault localisation state of the
art, Jose and Majumdar. We guarantee returning the location of the injected
fault in every failing case, which Jose and Majumdar cannot. For 31 of the 33
single-fault variants we improve on the localisation performance of Jose and
Majumdar’s results.

In Table 1 and Table 2 the headings refer to the following data sources and
test platforms: Griesmayer’s original data [11, §4, Tablel, p. 104] (G) uses CBMC
on a 2.8GHz Pentium 4; our naive reimplementation of Griesmayer’s algorithm
(N) uses ESBMC v1.17 on a 3GHz Core2Duo E8400; our new algorithm using
ESBMC (E) and KLEE (K) as back-end both ran on a 3.1GHz Core i5-2400,
with the ESBMC [9] v1.21 and KLEE [3] (for LLVM 3.4) symbolic analysers;
and Jose and Majumdar’s results (J) are reconstructed from data provided [17,
§6, Tablel, p. 443] using MSUnCORE on a 3.16GHz Core2Duo. Boldface entries
in the table represent the best performance, underlined entries indicate failure
to return the injected repair for all failing test cases. In Table 1 the Jose and
Majumdar time data has been calculated by taking the number of executions
per test case and multiplying by the reported average time to complete a single
execution of a failing test case.

We shuffle the test suite to randomise the order of the failing test cases when
invoking our tool. This prevents the performance reported by our current tool
only reflecting the time performance when provided with the default test case
order. The time performance reported is the average of ten runs.
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Table 1. Seconds to Return Location Set for Test Suite. Griesmayer’s original data
[11, Table 1, p. 104] (G). Naive reimplementation of Griesmayer’s algorithm (IN).
New algorithm using ESBMC (E) and KLEE (K) as back-end. Jose and Majumdar’s
results [17, Tablel, p. 443] (J).

G N EK J G N E K J G N E K J
vl 2953 1442 9.0 4.5 2.1 v14 594 101 3.2 1.4 1.4 v26 311 114 3.4 2.1 1.2
v2 836 678 3.7 3.2 4.7 v16 1263 746 8.8 3.9 7.3 v27 153 107 3.3 2.3 1.1
v3 423 240 6.7 3.6 2.2 v17 1300 365 5.6 3.6 3.4 v28 642 711 2.0 2.7 6.1
v4d 576 307 7.5 2.9 2.7 v18 499 188 3.7 3.0 3.6 v29 224 112 2.9 3.4 1.7
v 159 106 3.2 2.3 1.2 v19 691 193 5.4 3.4 2.1 v30 939 508 3.9 2.8 3.7
v 253 13449 2.8 1.3 v20 748 196 7.4 4.3 2.2 v34 1906 790 4.9 3.0 7.7
v7 743 35959 39 2.6 v21 585197 6.7 3.7 1.7 v35 1069 711 2.3 2.8 4.6
v8 26 1017 1.4 0.1 v22 223 4228 2.6 0.6 v36 877 219 2.1 24 3.0
v9 114 7220 2.1 0.8 v23 885189 4.2 2.8 4.2 v37 822729 3.7 4.1 3.7
v12 1664 727 5.0 3.4 11.5 v24 254 7133 2.10.6 v39 66 8 1.0 1.50.3
vli3 149 4319 1.1 0.3 v25 68 81.0 1.50.2 v41 956 309 8.0 4.2 2.4

4.2 Run Time Performance

Griesmayer provided results on TCAS using state of the art (for the time) model
checking tools (CBMC) but indicated the design had not been optimised, saying
“we do not concentrate on performance” [11, §4.1, p. 105]. We reimplemented
this naive process as described in Griesmayer’s paper. This is running on more
modern hardware and updated to use the current, CBMC-derived, SMT symbolic
analyser ESBMC. We implemented automatic specification encoding into the
tool to hard-code test cases. This tool iterates over all failing test cases, waiting
for the symbolic analyser to return all flagged locations. The tool then returns
the common locations flagged by all the failing test cases.

The average halving, at most six-fold, decrease in completion time from Gries-
mayer’s results (696 seconds average) to our naive reimplementation (325 sec-
onds average) in Table 1 shows some performance increase is derived from using
a modern symbolic analyser on modern hardware. But, for example, variant 1
moving from over 49 minutes to over 24 minutes to return a location set is not
viable compared to the 2.1 seconds of Jose and Majumdar or comparable with
our optimised algorithm when also using ESBMC, at 9 seconds.

We have implemented our algorithm as tools interfacing with ESBMC or
KLEE. As discussed in section 3, this is designed to maximise consistency and
avoid worst case processing time, as well as reducing the symbolic execution
burden to improve times. We provide run time numbers for our algorithm using
an ESBMC and KLEE back-end in Table 1. This indicates that using KLEE is
often somewhat faster, compared to the ESBMC back-end, but the use of KLEE
as the symbolic analyser is not a major factor in the orders of magnitude time
performance gap between the naive reimplementation of Griesmayer and our
algorithm with a KLEE back-end.

We maintain time performance within the same order of magnitude as the
current model-based fault localisation state of the art, as presented by Jose and
Majumdar, throughout the singe fault TCAS variants, marginally beating their
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Table 2. Percentage of Lines of Code Returned by Localisation; see Table 1 for legend

G N K J G N K J G N K J
vl 87104 7.5 86 «v14 2.3 29 29 81 v26 46 69 4.0 9.2
v2 2.9 29 29 46 v16 87 104 7.5 9.2 v27 4.0 8.1 3.5 109
v3 4.0 87 52 98 wv17 23 1.7 23 9.2 v28 1.2 1.2 1.2 5.7
vd 87 11.0 8.1 9.2 v18 2.3 2.3 2.3 6.9 v29 1.7 23 23 5.7
vd 40 81 3.5 86 v19 23 1.7 23 9.2 +v30 2.3 29 29 57
v6 7.5 11.0 6.9 86 v20 8.7 12.1 81 9.2 +v34 40 58 3.5 8.6
v 23 1.7 23 92 v21 87 127 81 86 v35 1.2 1.2 1.2 5.7
v8 11.0 16.8 104 8.6 v22 46 4.0 46 5.7 +v36 1.2 1.2 1.7 29
v 52 4.6 4.6 52 v23 52 4.6 4.6 6.3 v37 29 1.7 2.3 8.6
vi2 4.0 46 4.0 9.2 v24 87 11.0 7.5 86 v39 46 3.5 4.0 6.9
vl3 5.2 92 5.2 92 v25 46 3.5 4.0 69 v41 8.7 12.7 9.2 8.6

times in ten of the 33 variants. Our tool, using the KLEE back-end, averages a
completion time of 2.87 seconds per TCAS variant, compared to an average of
2.80 seconds in Jose and Majumdar’s results. The ability of KLEE to scale to
larger input programs offsets the few instances where it does not lead our tool’s
results compared to the ESBMC back-end.

These preliminary results support our claim that a Griesmayer-derived
model-based localisation technique can be modified to be fast, comparable to
the current alternatives. Using intelligent pruning of the search space to min-
imise the symbolic execution load while minimising the disruption of a slow or
intractable search node is facilitated by a multiprocess design that takes advan-
tage of modern consumer processor architectures.

4.3 Localisation Performance

The scope of the localisation of a tool quantifies which locations are being
searched by the process and flagged as a potential fault. Different localisation
scopes for each technique’s implementation means their localisation performance
is not precisely comparable. The results published by Griesmayer only explore
the 34 explicit assignments in the TCAS variants, which increases the localisa-
tion performance we would expect to see in Table 2 as there cannot be more
than 20% of the total lines of code returned. Our naive reimplementation has an
expanded scope that finds implicit assignments within the source code, expand-
ing the potential locations returned to 43 assignments, or 25% of the source
lines. This accounts for the weak, for Griesmayer-derived, localisation perfor-
mance. The localisation results for our algorithm using the ESBMC back-end
are omitted, but were noted to fall in line with the original Griesmayer results
and our current numbers with KLEE. Our current tool, using a KLEE back-
end, does not apply all implicit assignment transforms implemented in our naive
reimplementation, only implementing the transforms described in subsection 3.1.
This reduces the assignments tracked to 39, or 23% of the source lines.

We can conceptualise the Griesmayer-derived searches as building a look-
up table for each assignment location returned that, if complete, repairs all
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failing test cases. Passing test cases already have a known correct value for their
assignments. Any location flagged by a failing test cases will have, in the __sym
value extractable from the counterexample, the assignment which repairs that
trace and so test case. It is thusly possible, for locations flagged by all failing
test cases, to construct a complete look-up table at that assignment location that
ensures every test case now has a specification-complying trace, i.e. a genuine
repair exists at that location. In our results, the injected repair is always included
in the locations returned. But, with this conceptualisation of the process, the
other locations are not false positives but additional locations where a genuine
repair will allow the test suite to pass, to the limits of the symbolic analyser’s
accuracy.

All our results confirm roughly comparable localisation performance between
the various Griesmayer-derived methods, after accounting for the differences
in localisation spaces. Any performance regression in localisation performance,
when comparing the original Griesmayer results with our Griesmayer-derived
localisation results, is most likely the result of searching a wider assignment
space. Localisation performance improvements are likely to have resulted from
more modern symbolic analysers providing a more accurate exploration of the
input C program, exploring new potential traces. Exact localisation performance,
while a common metric for comparison on TCAS and in general, is slightly defo-
cussed as a primary metric here. Evaluating the difference between Griesmayer-
derived techniques, as they all operate to generate this family of locations with
look-up table justification, is to penalise a tool for returning justified fault can-
didates; while not the injected fault location, they are locations with a repair.

Jose and Majumdar, with an approach based on mapping MAX-SAT clauses
back to source code, cannot be directly compared in terms of potential C code
coverage. The mapping of the MAX-SAT output, from logic clauses in the max-
imum satisfiable result to source locations, can flag locations other than assign-
ments. However, the granularity of this mapping is not clear. Some of the lack of
competitive localisation performance in some variants shown in Table 2 for Jose
and Majumdar, when compared to Griesmayer or our algorithm can be explained
by this different scope of potentially returned locations, where additional genuine
repairs are being suggested outside of assignment modifications.

When comparing the localisation performances, even without being apples
to apples, this is ultimately comparing sets of proposed fault sites where human
developers must search for a genuine repair, possibly the injected one. Our cur-
rent tool is typically ahead in this metric, sometimes by a significant percentage.
In the two variants where our tool performs worse, v41 returns a set of locations
only one larger than those returned by Jose and Majumdar, and v8 returns a
set three locations larger.

When comparing the localisation performance of these tools, we must con-
sider that there is an injected fault location for each of the single-fault variants of
TCAS. For all the Griesmayer-derived techniques then the injected fault location
(the location where a variant was seeded with a fault) is always included in the
returned list of locations. Due to the technique’s design (where a location is only
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returned if it is common between all individual failing test cases), this means
that this injected location will also be returned when only given a single failing
test case from any of the test suites and on any of the single-fault variants. Any
subset of the test suite that contains at least one failing test case will, for all
Griesmayer-derived tools, flag the injected fault location.

The results from Jose and Majumdar cannot make a similar claim. To account
for some failing test cases not indicating the injected fault location, their final
set is based on the most commonly indicated locations, not locations that are
always flagged by every failing test case. Their results for each full test suite do
flag the injected fault location for TCAS as most common. But they indicate
that there exist subsets of the failing test cases for which they would not flag the
injected fault in the case of six single-fault variants (underlined in the tables).

4.4 Limitations

In subsection 4.3 we have already discussed issues with making direct localisation
performance comparisons. The single-fault assumption that underpins our model
prevents any meaningful localisation performance on the seven TCAS variants
which contain multiple injected faults, where positive localisation results would
be derived from blind chance. The performance of a single-fault localiser will be
faster than more extensive searches that include k-fault analysis. However, the
single-fault assumption is common in fault localisation techniques.

The fault-seeded variants of the small Siemens program we are testing on
are not a representative sample of C programs and the faults they contain. The
TCAS variants explored all contain injected faults inserted at return expressions
or assignments. Our results may not generalise to other C programs. Our focus
on a subset of programs, and use of real world code which is atypical in the
heavy use of global variables, may obscure comparative analysis of performance
against other tools with different program features. Performance on relatively
small, loop-free programs like TCAS does not provide guidance into how this
process scales to large programs with more complicated control flow. This issue
is common to all tools which demonstrate their localisation effectiveness on the
TCAS variants.

We can use any (C99 comprehending, supporting assume functionality) sym-
bolic analyser to process our generated C code but our results are linked to either
KLEE or ESBMC. Any issues related to those tools may affect our results, if not
our methods/process. No high performance symbolic analyser of C can perfectly
transform an input program into an exact representation according to the full C
specifications. The lack of exact specification compliance by the various widely
used (optimising) C compilers also makes such an impracticable achievement
undesirable. Real compiled code does not perfectly map to a strict adherence to
a single, deterministic interpretation of the C specifications.

Familiarity with the specific problem being solved (the small Siemens pro-
gram) could have subconsciously influenced our research direction towards a
process that is unfairly high performing for this specific problem and does not
adequately generalise to C code. To minimise this risk, our choice of time-out,
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sleep delay, and early termination values have not been tuned or selected for opti-
mising with respect to the test suite; that would compromise our preliminary
results.

5 Extensions

We currently present results where the known correct output is provided with
the test case input in the test suite. This is encoded as the assertion that the
correct output is generated by the program to comply with the specification for
that test case. This can be weakened if a test case only specifies that the output
does not take a given value, i.e. for input z, the output is not y. This weakened
specification only requires the assertion that the known incorrect output is not
generated. These two types of test cases can be mixed, providing a test suite with
both known correct outputs and known wrong outputs for failing test cases. They
would require two separate transformed programs that encoded this difference
(at the generic stage). This would be a small extension for a tool that can,
separately, operate on both types of failing test case. Weaker specifications would
be far less restrictive on the locations where a potential repair could exist, as
any location where the final output could be nudged to no longer generate the
same value would be flagged. This may limit the value of localising with such a
weak specification.

As described in subsection 3.1, the current tool’s transformation process
modifies return statements when the returned expression is more than a sin-
gle variable. This allows localisation to an implicit assignment hidden by any
return statement not creating a temporary variable for the returned value. We
can extend this to other locations where an assignment is implicit, with a pro-
cess similar to Single Assignment C transformations. This can be expanded in
many ways to inspect for fault classes outside of assignments. For example, the
search for spurious statements, i.e. looking for superfluous lines of code that can
be safely removed. That is, we remove a statement that enables the failing test
cases to pass and not regress passing test cases. Rather than inserting the tog-
gle into the right hand side of an assignment, the entire statement can be made
optional by the toggle test if (loc != [LOC_VAL])original_statement;. The
location, when toggled, would explore how the program functioned without that
statement. This sort of fault class exploration provides narrowing of the whitelist
of locations when exploring passing test cases, a feature not seen in the modified
assignments currently employed. This is not providing a widening of the pro-
gram functionality with symbolic values but a mutation of the program when a
location is activated by the toggle. These more extensive modifications to loca-
tion searches outside of assignments can be done in combination with current
searches or independently.

The currently discussed algorithm uses a single toggle value to activate a sin-
gle location to perform the alternative assignment of a symbolic value. If multi-
ple toggles were used with (__togglel == || __toggle2 == 3) conditions
activating the modified locations, then the search would be able to produce local-
isations searching for multiple faults (up to the number of toggles inserted and
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chained in the or-conditions). This extension was proposed as an extension in
the Griesmayer paper [11]. This would increase the solver cost due to additional
non-determinism and would also increase the total combination of counterex-
amples returned. It may be severely limited to small input programs to retain
tractability but is a theoretical extension of this process to a k-fault assumption.

The scalability limitations of our current approach will be quantified by
exploring the tool’s performance on larger, more complex input programs and
production code samples. The transition from ESBMC to KLEE as the back-end
and a concolic execution approach facilitates this expansion of the scope of input
C programs.

6 Related Work

Localisation by examining counterexample traces, test cases, or other output
from static and dynamic analysis tools is an active area of research [4,6,11,13,
14,17,29-31].

Griesmayer et al. [11] have first applied model-based diagnosis methods to
software. Our work follows the same lines; see section 2 for a more detailed
discussion. Griesmayer et al. [12] improve the original implementation to achieve
times roughly comparable to our own initial re-implementation (see section 4
for details). They also expand the possible fault locations to non-assignments
(e.g. expressions in control flow guards), which could easily be applied to our
approach as well, although the higher number of locations considered can lead
to more complicated solver problems and thus higher run times.

Konigshofer and Bloem [19,20] have developed the foREnSiC system which
includes a Griesmayer-style localisation. They have applied this to TCAS as
well, but published results only for a few variants; here localisation times are
more than an order magnitude slower (around 120 seconds) than our results.
Konigshofer et al. [21] report slightly improved times (around 37 seconds) but
had to annotate all functions with contracts, and so do no longer work from test
suites alone.

Griesmayer’s approach has also been applied to hardware designs in Sys-
temC [22], often combined with different solver technologies such as QBF [32]
or unsatisfiable cores [33]. Our results indicate that “plain old SAT/SMT” is
still sufficient, but these technologies could be considered as alternatives in our
approach as well.

Jose and Majumdar [17] convert an input C program to a maximum Boolean
satisfiability problem which is analysed with MAX-SAT solver. However, because
it returns the complement of the maximal subset of clauses that can be true for
each single test case, their approach can omit genuine repair locations. It there-
fore relies on summing the results of the different test cases, providing a ranking
of most to least commonly flagged locations. This is the approach, and so inherits
the strengths/weaknesses, of many heuristic-based fault localisation techniques.
As discussed in section 4, our approach provides comparable localisation times
but a higher precision.
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Spectrum-based fault localisation techniques, compared in [24,35,36], oper-
ate by examining passing and failing test cases separately. They assume that
faults are more likely to be exercised by failing test cases and less likely to be
exercised by passing test cases. The statements in a program can then be ranked
based on the different weighting techniques. The analysis of the performance
of these approaches is typically based on several scoring formulas that roughly
correspond to how much of a program must be explored, given an ordered list
of locations as tool output, before the genuine fault is found. The best-known
example of this technique is the Tarantula tool [31] with TCAS results provided
earlier [16]. Tarantula provides over 50% of runs on various of the Siemens small
programs (including TCAS) with a localisation performance that puts the gen-
uine fault location in the top 10% of lines returned. But this performance is
inconsistent and 7% of these runs fail to narrow the localisation list so that the
genuine fault location is in the top 80% of locations.

State of the art spectrum-based fault localisation methods have recently
been compared using different theoretical frameworks [24,36]. Several methods
have been identified as optimal under these frameworks; there is also empirical
data over various of the Siemens small programs. While Tarantula is not opti-
mal [36], it is also not far behind the state of the art for TCAS. In empirical
results [24, Table XI, p. 11:23], the only method identified as optimal under
that paper’s framework ranked the injected fault location on average at the 17th
returned location (9.9%) over all TCAS variants. Tarantula returned the injected
fault location at an average location between the 18th and 19th ranked location
(10.8%).

This is significantly below the worst performance of the symbolic model
checking approaches detailed in Table 2. The spectrum-based reporting metrics
provide the average rank, as a percentage, in a ranked list of all lines of code.
The symbolic model checking results report the total unranked lines flagged
as suspicious, as a percentage of total lines of code. To compare these results,
we must convert the unranked sets in Table 2 to ranked lists from which to
derive averages. Randomly ranking all the returned lines above a list that ran-
domly ranks all the lines not returned provides this conversion. The injected
fault location, when it is returned as part of the unranked set, will, on aver-
age, be in the middle of the ranked returned lines. Using this conversion, the
KLEE average result (4.6%) over the TCAS single defect variants is equiva-
lent to returning the injected fault location at the 4th ranked location (2.3%).
As noted in subsection 4.3, the different localisation scopes involved with each
technique mean these results are not directly comparable. A spectrum-based
approach will not only localise to assignment locations and TCAS is not ideally
suited to providing these approaches with easily differentiable statements.

Delta Debugging [37] is a family of approaches that involve splitting up a
large set of changes to find the minimal set that flip the program behaviour
from correctly functioning to exhibiting a failure. This has variously been used
to minimise inputs and traces but was later extended to source code exploration.
The principle applied here [6] is to look at passing and failing traces and minimise
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the differences between them to isolate the failing components. This is reminis-
cent of a binary search, looking for interesting subset behaviour to narrow down
variables that correlate with failure. However, this does require the existence of
at least one passing trace and the localisation performance of Delta Debugging
on the small Siemens programs [6] is worse than Tarantula’s [16] results.

7 Conclusions

Our main contribution in this paper is an improved search through the test suite,
reducing the effort for the symbolic execution of the model. Our results show
Griesmayer’s technique works in comparable time to the state of the art when
driven with our optimised algorithm. This algorithm outperforms the naive reim-
plementation of the technique and the technique’s originally published imple-
mentation by more than two orders of magnitude.

We generate genuine lists of repair locations as specified by test cases for
any repair that could be expressed as a look-up table for the right-hand side of
an assignment, within the limits of symbolic analyser accuracy. Our time perfor-
mance is in line with recent alternative model-based fault localisation techniques,
but narrows the location set further without rejecting any genuine repair loca-
tions where faults can be fixed by changing a single assignment. This is more
consistent than the localisation performance of other techniques and does so
without compromising the narrowing extent, which might be done to avoid the
false negatives shown in the competition.
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Abstract. While many approaches for automatic test case generation
have been proposed over the years, it is often difficult to predict which
of them may work well on concrete problems. In this paper, we there-
fore present a case study in automatic, model-based test case generation:
We implemented several graph-based methods that compute test cases
with a model checker using trap properties, and evaluate these meth-
ods on a Secure Block Device implementation. We compare the number
of generated test cases, the required generation time and the achieved
code coverage. Our conclusions are twofold: First, automatic test case
generation is feasible and beneficial for this case study, and even found
a real bug in the implementation. Second, simple coverage methods on
the model may already yield test suites of sufficient quality.

Keywords: Automatic test case generation - Model-based testing -
Model checking - Trap properties

1 Introduction

Testing is the most prevalent method to discover errors in software. As part of
the software development process, engineers invest significant time and effort to
construct a test suite that exercises the program intensively. This burden can
be lessened by methods to automatically generate test cases that provide some
form of systematic coverage of the behavior of the software.

Model-based testing is a method to generate test cases from a model of
the software [24]. Model-based testing is particularly attractive when the model
is available as a part of a system’s specification, for instance, for certification
purposes. In this case, the model functions both as a source for test cases and
as a test oracle that decides whether the software behaves correctly. The main
challenge is then to derive test cases from the model that when combined form
a high-quality test suite [4]. For models that are given as graphs, the typical
approach is to generate test cases that provide a certain coverage of the model,
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such as visiting all nodes or all edges. As described below, we can combine this
notion with logic-based coverage conditions on the predicates on the edges of
the graph.

We can provide such test cases using a model checker [10], which can provide
witnesses of executions that reach a certain part of the graph [17]. The test cases
thus derived are abstract and are subsequently mapped to concrete test cases
by a test adapter.

In this paper we put the theory of test case generation with model checkers
into practice. We have developed a tool that generates an abstract test suite from
a model using a model checker. We have applied our tool in a case study to a real
world implementation of a cache used in a Secure Block Device (SBD). We have
provided the tool with a model of the cache and we evaluate the resulting test
suite in terms of the time required to generate the abstract test cases and the
code coverage achieved by the test suite. We also evaluate different graph-based
and logic-based coverage criteria. Our results show that test case generation
with a model checker is feasible for a real world implementation with a model of
reasonable size. The resulting test suite achieves sufficient line coverage on the
source code and is able to find a bug that is hard to find manually.

The rest of this paper is structured as follows. In Section 2 we will cover
related research. Section 3 introduces some background information. Section 4
presents our realization of test case generation using a model checker. Section 5
presents results of our tool applied on our case study. Finally, Section 6 draws
conclusions and gives ideas for future work.

2 Related Work

The idea of generating test cases based on formal specifications was presented
by Bernot et al. in [3]. Since then, a lot of research has been done in this field,
including [11,14,18,22]. Many formal modeling languages use state machines
and automatic test case generation techniques focus on methods to extract high
quality test cases from these graphs.

Graph coverage criteria require certain parts of the graph to be covered by
test cases: node coverage and edge coverage require each node (edge) to be
visited by a test case, and path coverage requires a visit to every path in the
graph (or to every path of a certain length). Test generation can now be treated
as reachability problem and be solved using a model checker [16]. Additionally,
logic coverage criteria such as Active Clause Coverage, as presented in [2], can
be used to make sure that the logical predicates on the edges in the graph are
properly exercised.

The abstraction level of the model has the most influence on the quality of the
test suite. While a very abstract model will induce relatively few test cases that
may not explore the behaviour of an implementation very well, a very detailed
model may not be amenable to model checking [7].

Fraser et al. present a survey of the principles of model-based testing using
model checkers [16]. They show that a model checker can generate a test suite
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from trap properties that claim that coverage criteria can not be met. The coun-
terexamples to these trap properties then meet the coverage criteria. We put
some of the proposed techniques in practice and evaluate their applicability on
a real implementation.

Tools for test case generation are divided into online and offline tools. Those
that generate offline tests are often more intricate as they do not rely on imme-
diate feedback from the System Under Test (SUT).

Mutation-based testing [13,21] is a related method in which a model is mod-
ified in different ways and test cases are generated that show the difference in
behaviour between the original model and the modified models.

While graph-based generated test suites should produce fairly high code cov-
erage if the models are relatively detailed, achieving full code coverage is hard.
Other tools directly analyze the source code to obtain a test suite with high
coverage, but lack the advantage that the model can be used as a specification.
(See for instance, [5,23].)

3 Background

This chapter gives some background information. A brief overview of the cov-
erage criteria implemented in the tool is given. Trap properties and the used
model checking tool NuSMV are explained.

A graph of a specification is an illustration of states represented as nodes and
transitions, represented as edges, from one state to the other. Edges may have
guards expressing under which condition the edge is taken. Test case generation
techniques focus on those components and coverage criteria require to cover the
one, the other, or both.

3.1 Model Checking

The tool we use for model checking is NuSMV [9]. NuSMVs modeling language
allows defining a finite state machine. A model consists of states and input
variables, and of transitions defining how an input leads from one state to the
next state. The rules on the transitions can be complex logical decisions. We use
the state machines of every single variable as graphs for our tool, assuming that
every variable is initialized. The transition guards in these state machines are a
conjunction of the next statements of the variable to reach the next state.

Properties that are checked on the model can be specified using Linear Tem-
poral Logic (LTL) or Computational Tree Logic (CTL). In LTL it is possible
to define paths referring to the future, for example, a formula ¢ will always be
true, or a variable b will become true in the next state if a is true now. Those
logics allow precise specification of properties which a model checker can then
check on the model.
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3.2 Trap Properties

A popular approach in order to create a test case which covers specific parts of
the model is to create trap properties [17]. A trap property is a property that
formulates a claim that is expected not to hold. The claim is expressed as a
formula stating that the target component is never visited. This trap property
will then result in a counterexample when being model checked. The resulting
counterexample is a trace, leading to the desired component that is expected
to be covered by the test case. The same method can be used with witnesses
instead of counterexamples. For witnesses the property has to be formulated in
its normal form claiming that the property is expected to hold. For example, to
generate a witness for node,, the formula has to express that there exists a path
on which node,, is visited.

The resulting counterexamples contain the expected traces and can, there-
fore, be used as an oracle. The output of the SUT and the expected value of the
counterexample are compared. If the values match, the test passes. If the values
do not match, the test fails.

3.3 Node Coverage

Node coverage is a basic graph coverage criterion. The idea is to visit every
node in the graph at least once. While this can be achieved in the best case
with a single test case, the maximum number of non redundant test cases equals
the number of nodes in the graph. The advantage of node coverage is that the
number of test cases is reasonable small as the number of states in models is
usually manageable. Node coverage can be seen as an analogous to statement
coverage on the source code. The main drawback of the resulting test suite is
that branches might not be covered, as the designated state is already covered
by another test case and therefore no test case for a different branch leading to
the same state is generated.

To generate a test suite containing a test case for every node in our model,
a trap property is formulated for every node claiming that the node can not be
reached. A more formal description of trap properties generating counterexample
traces that satisfy node coverage is Ynodedt € 7 : G(—node), where node is a
single node in the graph and t is a single test case of the test suite 7. In our
NuSMV model, the number of states per variable corresponds to the number
of possible values this variable can take. The total number of nodes to cover is
therefore the sum of the individual states per variable.

3.4 Edge Coverage

Whereas for node coverage all nodes have to be visited, for edge coverage all
edges have to be visited. Whenever all edges are covered, all nodes are covered,
i.e., edge coverage subsumes node coverage. In the best case, the test suite is a
single test case. In the worst case the size of the test suite corresponds to the
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number of edges in the graph. Edge coverage can be seen as the equivalent to
branch coverage on the source code.

To construct trap properties for edge coverage the same principle is applied
as for node coverage. It is claimed that it is impossible to reach the destination
node of the target edge from the source node of the target edge with a satisfied
edge guard. A more formal description of trap properties achieving edge coverage
is Vj3t € 7 : G(edgej_src A edge;_guard — X (—edge;_dst)), where j € J with
J being the set of edges in the graph, edge; is a single edge in the graph, ¢ is a
single test case of the whole test suite 7, edge;_src is the source node of edge;,
edge;-guard the transition guard of edge; and edge;_dst the destination node of
edge;.

3.5 Path Coverage

To achieve full path coverage, all paths in the graph have to be taken. Path
coverage of paths with length up to 2 is called edge pair coverage [1]. As every
existing edge is part of at least one path, path coverage subsumes edge coverage.
However, the number of test cases explodes, with increasing size and complexity
of the model. This can make path coverage already infeasible for models without
loops. A model containing loops requires an infinite number of test cases, i.e.,
complete path coverage is impossible for models with loops.

k-path Coverage. A variant of full path coverage is k-path coverage that only
requires to cover paths up to length k. To generate a test suite satisfying path
coverage for paths of a fixed length k, the approach is basically the same as
for edge coverage. Let g € @ represent a state of our set of states and e; € F
represent the transition from our set of transitions leading from ¢;—; to ¢; and
let gg be the initial state. To cover the path m = qpe1qies...exqx of length k, the
trap property has to require that the trace follows m up to e; and then the trap
property has to claim that the path can not reach ¢;. A more formal description
of trap properties for path coverage is Vr € II; 3t € 7 : go ANex A X(q1 ANea A
X (oA X(qr—1 N ex A X(=gg))..)..).

3.6 Other Graph-Based Coverage Criteria

Many more graph coverage criteria exist, focusing on different aspects [1]. Cri-
teria like the “all-du-paths” coverage criterion, which are focusing on data flow,
may require that a test suite contains a test for every def-use path. Various
weaker data flow coverage criteria require fewer paths to be covered [19].

3.7 Logic-Based Coverage Criteria

Graph-based coverage criteria only focus on graph components, they treat all
edges the same. Those criteria do not consider that some transition guards might
consist of complex logic expressions. Therefore, logic-based coverage criteria can
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Fig. 1. Flow of the test case generation process

be used in combination with graph-based coverage criteria to generate test cases
taking the complexity of the transition guards into account as well. To cover
logical expressions, various coverage criteria exist [2]. They start with simple
decision coverage and increase complexity to Correlated Active Clause Coverage
(CACC), which, for specifications, is the analog to masking Modified Condition
Decision Coverage (MCDC) on source code. Whereas decision coverage only
requires that the whole condition evaluates once to true once and once to false,
MCDC requires test cases for every single condition within the whole guard, each
of them independently affecting the whole decisions outcome [8]. This complex
coverage criterion is used especially in safety standards for airborne systems or
automotive industry for source code coverage. The whole decision is tested in
more detail, as every single condition in the whole decision is tested individually
and has to have an influence on the outcome of the decision.

4 Test Case Generation

In this section we present the generation of concrete test cases from the model.
The goal is to cover the model according to a given criterion. To achieve this,
our tool automatically generates trap properties. Those trap properties will force
the model checker to create traces such that the desired parts of the graph are
covered. A test adapter finally maps the values of these traces to actual input
values of the SUT. To check if the SUT behaves as expected according to the
model, the test adapter has to observe and compare the output values of the
SUT to the values of the according trace.
Figure 1 illustrates the test case generation and execution:

1. Our tool parses the model and generates trap properties according to the
desired coverage criterion.

2. The model checker produces counterexamples based on the trap properties.
These counterexamples are traces through the model that pass the desired
component(s).

3. A test adapter translates the abstract test cases, i.e., the counterexamples,
to concrete test cases according to a given mapping.

4. Test cases are executed on the SUT.

5. The oracle verifies if the behaviour of the SUT is ok.
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Whereas test case generation is independent of the SUT and on a higher level
of abstraction, the test adapter requires detailed knowledge about the interfaces
of the SUT. Moreover, the user has to define a mapping from the abstract vari-
ables of the model to the SUT. Variables of the model can be divided into three
groups: input, output and internal variables. Input variables determine the inputs
to the SUT. The values of the output variables are the expected responses from
the SUT, i.e., they are the test oracle such that a decision can be taken if the
test passed or failed. Internal variables are all variables that are neither input
nor output variables. They can usually not be observed if the SUT is treated as
a blackbox and, therefore, they can not be mapped.

The test case generation and execution approach works as follows. The
NuSMYV model is given as an input to our tool. All variables that are not explic-
itly tagged as input or output for the test adapter will be treated as internal
variables which can neither be controlled by us nor observed from the SUT.

The tool automatically generates the trap properties required to achieve the
coverage desired by the user. To do this, the tool iterates through all nodes/edges
it attempts to cover and generates a trap property for every component that can
be either a node, an edge or a path.

4.1 Combination of Graph-Based and Logic-Based Criteria

There are two options to generate counterexamples that satisfy not only graph-
based coverage metrics but also logic coverage criteria for transition guards like
CACC. One is to express the CACC criterion within the LTL property for the
graph-based criterion. The other is to let an SMT solver determine a variable
assignment which then can be included in the property. The model checker is then
forced to use the dedicated variable assignment to produce the counterexample.
We decided to implement the second approach as this approach divides the
problem and shifts part of the problem to the SMT solver in a first step. Due to
the variable assignment produced by the SMT solver, the trap property becomes
more specific. The external tool we used for getting the variable assignment is
described in the paper by Bloem et al. in [6]. This tool takes a Boolean formula,
in our case the guard of the edge, as input. For every variable appearance in
the formula it derives the two corresponding test cases that satisfy the CACC
criterion. In the first test case the variable evaluates to true and in the second
the variable evaluates to false. In both test cases the variable determines the
result of the formula. The resulting assignment is included in the trap property.

4.2 Abstract Test Case Generation

The trap properties that are produced according to the chosen criterion are
together sent with the model to a NuSMV process. For every trap property
that fails — as expected — a counterexample is generated. This counterexample
represents the trace through the model which is the actual abstract test case.
Invalid trap properties, those which do not fail, do not need to be handled
separately, as the model checker will just not create any counterexample but
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state that they are valid. These invalid trap properties can occur, if paths are
constructed that are infeasible or if variable assignments are chosen for a certain
state that are impossible in this specific state, as the tool deriving the variable
assignment has no knowledge on limitations to reach that state. A comparison
of the number of trap properties to the number of counterexamples indicates
how successful the test case generation has been, because only the resulting
counterexamples can be translated to concrete test cases that form the final test
suite.

4.3 Test Adapter

To run the test suite on the SUT, the test adapter reads the counterexamples
generated by the model checker and extracts the input and output values for
every step based on the mapping provided by the user. The input values are
handed to the SUT step by step as required from the counterexample. The
output values of the SUT are evaluated by the test adapter and compared to
the values from the counterexample. A test case run is successful if the values
of all output variables match the observed values from the SUT. Whenever an
output value does not match the expected value, an exception is raised as the
SUT does not behave as expected.

5 Experimental Results

In Section 5.1 we will first evaluate our tool on the well known triangle problem.
Then we will apply it in section 5.2 in our case study on the cache implementation
of a SBD. We run our experiments on a Mac OS X 10.9.5 with an Intel Core
i5 @2.6 GHz and 8 GB RAM. The achieved code coverage in our case study is
measured using gcov. For the triangle problem we used EclEmma. We assume
that a line coverage of 90% is satisfying.

5.1 The Triangle Problem

To evaluate our tool on a small problem, we used the well known triangle prob-
lem [20]. Three numbers, representing the three side lengths of a triangle, are
given as input. The system decides based on the side lengths what type of tri-
angle is formed. If all side lengths are equal, an equilateral triangle is formed.
A triangle that has two sides of equal length is called isosceles. If all three sides
are of unequal length, a scalene triangle is formed. No triangle can be formed,
if one or more side lengths are zero. The NuSMV model consists of four nodes
which express the four types of a triangle. Edges between these nodes contain
the requirements to the side lengths when taking a transition from one triangle
type to the other triangle type.

Our tool automatically generated test suites achieving node coverage, edge
coverage and path coverage of lengths one, two and three. The resulting code
coverage achieved by the derived test suites is presented in Table 1. Whereas
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Fig. 2. Achieved line coverage on the triangle implementation

Table 1. Test cases generated

coverage criterion test cases line coverage branch coverage

Node 4 67.1% 50.0%
Edge 32 89.0% 94.4%
Path Length 1 8 86.3% 88.9%
Path Length 2 64 89.0% 94.4%
Path Length 3 512 89.0% 94.4%

the test suite satisfying node coverage contains only four test cases and has a
rather low code coverage, the test suite satisfying edge coverage with 32 test
cases achieves a line coverage of 89%. In a comparison to a test suite containing
random generated numbers (values between 0 and 100) for every side length,
Figure 2 illustrates the advantage of the test case generation approach with a
model checker over the random testing approach. While random testing required
200 test cases to achieve a line coverage of 86.3%, the test suite generated by
the model checker satisfying edge coverage achieved a line coverage of 89% at a
size of 32 test cases.

5.2 Case Study: Secure Block Device Cache'

The Secure Block Device Cache. We applied our test case generation tool
to the block cache of the Secure Block Device (SBD), a software component
for secure persistent data storage. The SBD uses symmetric cryptography to
guarantee data integrity and data confidentiality, including data freshness, while
retaining fast and scalable random access to the securely stored data, by splitting
the data into blocks of fixed size. To achieve its security goals the SBD uses a
client selectable authenticated encryption scheme in conjunction with a hash
tree. Thus, the SBD reduces the problem of protecting the confidentiality and
integrity of arbitrary amounts of data at rest to protecting a single cryptographic

! Additional information: http://www.student.tugraz.at/franz.roeck/TAP2015/
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key and the hash tree root hash. Technically, the SBD is a C library that supports
any back-end interface that is compatible to the Portable Operating System
Interface (POSIX) pread and pwrite C standard functions.

When the SBD writes data to the back-end interface, this data is encrypted
and integrity protected. Conversely, when the SBD reads data it has to reverse
the encryption and verify the data integrity. Both ways, this is computationally
more costly than simply reading and writing unprocessed data. To minimize
these costs the SBD uses a block cache software component. The block cache
retains a configurable number of data blocks! in unencrypted an unprotected
form for quick access in RAM.

To actually achieve the SBD’s security goals of data confidentiality and
integrity the cryptographic mechanism requires additional overhead data per
block. Specifically, it needs a cryptographic nonce and an authentication tag.
The cryptographic nonce guarantees the uniqueness of every encrypted block,
thus preventing statistical attacks, whereas the authentication tag authenticates
the data integrity of a single block. The cryptographic nonce and the authenti-
cation tag are public values and do not need to be kept confidential. However,
these values need to be protected against modification.

The SBD bundles cryptographic nonces and authentication tags for a specific
number of data blocks in a special block type called a management block. These
management blocks are stored in the persistent data storage back-end, where
they are interleaved with the blocks containing actual input data. On writing,
management blocks are integrity protected and the corresponding authentication
tag is stored in a hash tree that guarantees overall data integrity. The hash tree
root hash is the only value that needs to be stored in a secure memory, where
secure means it is protected against unauthorized modification. Management
blocks are not encrypted.

As management blocks contain data pertinent to a range of data blocks, the
cache component gives them preferential treatment over pure data blocks. Also,
to read and write a specific data block, the corresponding management block
needs to be in the cache. This is an invariant that must hold for the SBD to
work, and the cache has partial responsibility for ensuring it.

An additional peculiarity of the SBD block cache is its eviction strategy.
Instead of the commonly used approach based on Least Recently Used (LRU)
lists, we use an approximation of this concept. LRU list orders the blocks by
their time of use, where the head of the list is the least recently used element
and the tail of the list is the most recently used element. The approach we
use approximates this behaviour. The main difference is that instead of moving
the most recently used element to the tail of a list, we just swap its position
with its less recently used neighbour. Here, this operation is called bumping
the block. Management blocks get a preferential treatment that ensures that a
management block is always considered more recently used than its most recently
used corresponding data block. This process is done lazily, that is, it is enforced
every time a management block is about to be evicted, and it also ensures the
above invariant.
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Fig. 3. Model of the cache control logic when accessing a block

The block cache component provides a very simple interface towards the
SBD. The interface comprises a call back to the SBD for writing a dirty block
before evicting it from the cache, a call back predicate function to test if given
management block is responsible for a given data block, and a request data block
function. The request data block function either provides access to the requested
block data, if it is cached, or a free cache slot. The SBD can use the free cache
slot for storing the block data it now reads from the persistent data storage
back-end. Before the data is stored in the free cache slot, the SBD also decrypts
it and verifies its integrity.

The Model. In a first step, we created a NuSMV model for requesting a data
block (DBlock) from the cache. A data block is either already in the cache, or it
has to be loaded, put into the cache and then returned to the caller. The model
is depicted in Figure 32. Whenever a data block is requested from the cache, the
cache controller first checks if the data block is already in the cache (GetDBlock).
If it is, it is bumped and returned to the caller. If it is not in the cache, the cache
controller has to check if the corresponding management block (MBlock) is in

2 We have simplified the model for clarity. For the full model see http://www.student.
tugraz.at/franz.roeck/TAP2015/
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the cache (LoadDBlock). If the management block is not in the cache, then
the cache controller will try to load it (LoadMBlock). To load the management
block the cache controller first tries to evict the LRU element from the cache.
If the LRU element can be evicted, the cache controller evicts it and loads the
management block. In our cache it can happen that the LRU element cannot
be evicted (BumpLRU). This happens only if the LRU element is a management
block (Mprgy). Here we differentiate two cases. Either there is at least one cor-
responding data block for My gy in the cache, or My gy corresponds to the data
block that was requested by the caller. In the first case, we bump My gy until
it is more recently used than its most recently used corresponding data block.
In the second case, we make it the most recently used element. Once the man-
agement block is in cache, the cache controller will load the data block. Again,
the cache controller will try to evict the LRU element. If it can be evicted, the
cache controller loads the data block and returns it to the caller. If the LRU
element cannot be evicted the cache controller goes into state BumpLRU until a
cache slot is freed, and then proceeds to load the data block and return it.

To test our implementation, we used a cache size of four cache lines. We
believe a larger cache will just increase complexity, but not add any additional
value for the evaluation. Without formal proof, here is the outline of our argu-
ment. The cache maintains the invariant that for every data block in the cache
the corresponding management block is also in the cache. This invariant is main-
tained by the BumpLRU state, which frees up a cache slot for inserting either a
management (InsertMBlock) or a data block (InsertDBlock). Here the next
state of the cache depends on the LRU element, and if it is a management
block (M gy ), also on the most recently used data block. We argue that we can
model all relevant cases with only four cache slots and that the My gy case with
a corresponding data block is the most complex configuration. If the LRU ele-
ment is a data block, or a management block without corresponding data block
it is evicted. In the M ry with corresponding data block case the Mgy gets
bumped until it holds a position that is more recently used than its most recently
used data block. We argue that if we increase the cache size of our model, we
only increase the number of bumps. Furthermore, we argue that after a finite
number of consecutive visits to BumpLRU there will always be LRU element that
can be evicted, either because it is a data block, or a management block without
corresponding data blocks.

Our cache model consists of four state machines modeling each individual
cache slot. The state machines are copies of each other with minor modifications
for the corner slots to take into account that they only have a single neighbour
and that blocks are evicted or inserted in the least recently used slot. The current
state represents what kind of block the cache slot currently holds. With a cache
size of four there can be at most three data blocks and one management block, or
three management blocks and one data block in the cache. Therefore, the state
machines in our model have six states. Let us denote the states representing
the cache slot holding a data block as Dx, Dy and Dz, and the states for the
corresponding management blocks as Mx, My and Mz. Figure 4 depicts a simplified
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Fig. 4. Cache slot model with two different block types

state machine for a single cache slot with the cache size being expressed as n. For
ease of presentation only two different data blocks (Dx, Dy) and their management
blocks (Mx, My) are shown. The transitions model the conditions under which
the content of the cache slot changes. The transition guard is identical for all
incoming edges of a single state. The content changes (i) if the slot or the lower
neighbour is accessed or (ii) if the least recently used slot gets bumped to this
slot or a higher slot. If a new block is inserted successfully, it results in bumping
it to the most recently used slot as well. In case none of the guards is satisfied,
the state machine stays in its previous state. To keep the model readable only
the label of the transition guard for incoming edges of Dx is included in the
figure. This figure makes it obvious that the number of possible transitions and
cache setups explodes even for small cache sizes.

Experimental Setup. We evaluate the test suites based on the time required
to generate the test suite and the achieved code coverage, line coverage, and
branch coverage. The generation time that includes the time for model checking
will give an idea on how reasonable it is, to use the one or the other coverage
criterion in practice. The code coverage measure gives a hint on the quality
of the test suite, but depends heavily on the modeled details. All test suites
were generated on the same computer to keep the generation time comparable.
Additionally, we will list the generated counterexamples per coverage criterion to
get an idea of the resulting test suite size. Although the size of a test suite does
not determine its quality, test suites should have a manageable size. Smaller test
suites, with fewer redundant test cases are preferable. Moreover, we will use an
old version of the SBD implementation containing a bug that was hard to find
by manual inspection. We implemented a test adapter to translate the generated
abstract counterexamples to concrete test cases.
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The general modus operandi of the test adapter is as follows. First the test
adapter initializes the cache, and ensures a consistent state. Specifically, the test
adapter makes sure that for each data block the corresponding management
block is also in the cache. Next, the test adapter creates source code that imple-
ments the test cases. The test cases use the interface of the cache (the SUT) to
implement their tests. The cache interface consists of functions to request a sin-
gle cache block and to import or dump the whole cache content. The functions
for importing and dumping the cache content are essential for cache initialization
and observation.

Specifically, our test adapter reads the initial cache setup from the counterex-
ample and initializes the secure cache as required, by using the import function.
The initial setup specifies which data and management blocks to put into specific
cache slots. Then the test adapter will translate the rest of the counterexample.
Whenever a block is requested in the counterexample, the test adapter maps it
to the function that requests this block. In every step after the request block
function call, the test adapter compares the cache content of the SUT to the
cache content specified by the counterexample. If the SUT cache content differs
from the counterexample, the test case fails. This generated source code can
then be executed on the SUT.

Results. We applied the tool on the model composed of the cache control logic
(see Figure 3) and the cache slot logic (see Figure 4) creating different test suites.
The summarized results can be seen in Table 2. Basic node coverage took = two
and a half minutes from model parsing until the counterexamples were created.
Counterexamples were created for every node but the error node. The error
node can never be reached if the model covers all possibilities. The test suite for
basic node coverage covers a significant part of the source code (see Table 3). It
contains 45 test cases and achieves 87% line coverage on the SUT.

To generate a test suite satisfying edge coverage on the model, the tool
derived 530 trap properties from which 357 counterexamples were produced.
The large number of trap properties without counterexamples is due to edges
that can never be taken. These edges are default edges going to the error node,
and also edges which are not taken due to restrictions during the initialization
process which limit transitions in the cache slot model. Those restrictions ensure
that the cache setup is valid at the beginning of the test, as all test cases start
with a filled cache. The total generation time was = 18 minutes. Taking the
increased number of generated test cases into account the time required to gen-
erate a single test case increased only slightly compared to the generation time
of the test suite for node coverage. While the resulting test suite contains more
than seven times the number of test cases than the test suite created for node
coverage, the gain in code coverage is insignificant. Line coverage could only be
improved from 87.1% to 89.52%.

The state space of our model consists of 46 states. We used our tool to
generate a test suite covering all paths of length two. The tool produced 15,629
trap properties. Due to model restrictions that allow transitions only if certain
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conditions are satisfied, most of the generated paths are infeasible paths and did
not result in a counterexample.

Test suite generation took ~ 27.5 hours. The generated test suite consisted
of 451 counterexamples. As Fraser et al. [15] have shown using the proper model
checker and the proper technique for the right kind of model can significantly
reduce the time required for model checking.

The final test suite we generated with our tool had to satisfy edge coverage
on the model and CACC on the guards. It took ~ 110 minutes to create 1,328
test cases from 7,584 trap properties. While this test suite has far more trap
properties than the edge coverage criterion, the generation time didn’t explode
as it did for path coverage. The time needed to generate a single test case is
significantly smaller in comparison. This is due to the different approach we used
for CACC. As we use the SMT solver Z3 [12] to get a variable assignment for
variables of the guard, the search space for the model checker is reduced, hence
the speed up. Although the edge coverage with CACC test suite is three times
the size of the edge coverage test suite, it did not improve the code coverage.
Line coverage and branch coverage stayed at the same values as for normal edge
coverage.

Table 2. Test case generation characteristics

Trap properties

Coverage criterion Total Valid Invalid Runtime

#*o# # [s]
Node 46 45 1 3m13s
Edge 530 357 173 18m 39s

Path Length 2 15,629 451 15,178 27h 31m
Edge with CACC 7,584 1,328 6,256 1h 49m

Table 3. Code Coverage

Coverage criterion test cases line coverage branch coverage

Node 45 87.1% 58.14%
Edge 357 89.52% 59.30%
Path Length 2 357 89.52% 59.30%
Edge with CACC 924 89.52% 59.30%

Besides evaluating code coverage, we also used the automatically generated
test suites to evaluate which of them is able to discover a real bug in the
SBD implementation. While implementing the SBD Cache, a hard to find bug
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occurred. After an arduous® search the bug was manually discovered and fixed.
However, it required a lot of time to analyze the data and control flow to find
it. The bug was triggered when a data block was requested and the correspond-
ing management block was the LRU element. When a management block is the
LRU element and there are no corresponding data block cached, then this block
is evicted. However, the new data block being requested depended on this man-
agement block. Thus deleting this management block introduced an error. We
“patched” the latest version of the SBD Cache code reintroducing the bug, and
then we subjected it to the generated test suites. Already the test suite satisfying
node coverage was able to detect this bug. The counterexample, from which test
that detected the bug was created, also helps the developer to understand the
error.

6 Conclusion and Future Work

In this paper, we have presented a case study that evaluates existing methods
for automatic test case generation using model checkers and trap properties. We
implemented a tool to automatically generate the trap properties when given a
formal model in NuSMV format and a coverage criterion. Our tool can derive
test suites for node coverage, edge coverage and path coverage and also offers the
option to apply logic coverage criteria like Correlated Active Clause Coverage
(CACC) on the transition guards in combination.

The case study consists of the cache component of a Secure Block Device
(SBD). Our tool produced test suites for all coverage criteria and we evaluated
the required time for generation and the achieved code coverage. For our case
study, simple node coverage already achieved a high line and branch coverage
on the source code. As we did not have any complex guards on the transitions,
applying CACC on the guards in combination to standard graph coverage did
not add any value. While the test case generation time increased significantly,
no gain in source code coverage was observed. We found a real life bug in the
SBD cache with the simple node coverage test suite. This illustrates that simple
coverage criteria like node coverage may already yield test suites of sufficient
quality to discover bugs that are hard to find manually.

In the future, we plan to enhance the tool with further trap property gener-
ation methods that limit the search space for the model checker and therefore
reduce the overall time for test suite generation. We plan to do this by having
additional calculations via SMT-solver as we did already for the CACC genera-
tion in this implementation. Another possible enhancement is creating a smaller
test suite. One counterexample might just be a subset of another counterexample
and, therefore, no additional test case is necessary.

3 It was a holiday. In August. With breathtaking weather. Did we mention that our
offices have no air conditioning?
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Abstract. In this paper, we present a case study where two code gener-
ators for the B-Method were validated using software testing techniques.
Our testing strategy is a combination of Grammar-Based Testing (GBT)
and Model-Based Testing (MBT) techniques. The strategy consists of
two steps. In the first step, grammar-based coverage criteria are used to
generate a wide and meaningful set of test input models to validate the
parsing capabilities of the code generators. In the second step, a MBT
tool is used to validate the correctness of the output produced by these
tools. The MBT tool generates a set of tests based on the same input
model used by the code generation tools. The generated code is con-
sidered correct (consistent with the input model) if it passes this set of
tests. Using this testing strategy, we were able to find problems in both
code generation tools with moderate effort.

Keywords: Model-Based Testing - Grammar-Based Testing
B-Method - Code generation

1 Introduction

Verifying a compiler or a code generator is a complex task. There are several ways
to tackle this problem, most of them use formal verification or software testing
techniques. Formal verification is usually the more complex and time-consuming
approach. Previous work has shown that formally proving the correctness of a
compiler may take years of work [14]. Because of that, many choose to rely on
software testing.

Testing a compiler or code generation tool usually involves the verification of
two different aspects. First, a set of input artefacts must provide a good coverage
of the possible inputs of the tool and be used to check if it is able to produce
code for a wide range of inputs. Second, the behaviour of the generated code
must be verified against the one of the source artefact to check for correctness.

© Springer International Publishing Switzerland 2015
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Fig. 1. The testing strategy to test the code generators

This paper presents a case study where two code generation tools were veri-
fied using a testing approach. An overview of the testing strategy that we used
is presented in Figure 1. The strategy applies two different test case genera-
tion paradigms: Model-Based Testing and Grammar-Based Testing. Both lines
of the applied testing strategy are supported by tools that generate the tests
automatically.

On one hand, the Grammar-Based Testing part of our strategy aims to
evaluate if the code generation tools can handle their entire input language
(the language in which the input models for the code generators are writ-
ten). It is responsible for the generation of input models that should exercise
the whole grammar of the input language. How thoroughly this grammar is
exercised depends on the grammar-based coverage criteria used, the more tra-
ditional being terminal coverage and production coverage [2]. However, given
the complexity of code generators, more demanding criteria, such as context-
dependent branch coverage [11] may be applied to increase thoroughness.

The MBT part, on the other hand, serves as an oracle to evaluate the cor-
rectness of the code generated by the code generation tools. The ideal oracle
would formally verify the existence of some kind of refinement relation between
the generated program and the input model. But, automatically verifying this
correctness is undecidable in general, and manually checking the generated code
is time-consuming and error prone. Therefore, the same set of models in the
input language of the code generation tools is used as input for the code genera-
tors and the MBT tool. The MBT tool generates test cases based on each one of
these input models. These test cases are in turn used to check if each program
generated by the code generator tool has the behaviour specified by the corre-
sponding source model. They serve as the basis for an oracle definition in the
test process of the code generators, as they are used to evaluate the result of the
code generation process for each input model. Again, the rigour of the coverage
criteria applied for MBT test generation directly influences the confidence one
can have on the final results.



78 A .M. Moreira et al.

The tools evaluated in this case study are code generators for the B-Method [1].
The first code generator verified is C4B, the C code generator included in the Atelier
B IDE (Integrated Development Environment)*. The second is b2llvm [4], a code
generator to generate LLVM [13] code from B models.?

The B-Method is a refinement-based software design method with a sin-
gle language encompassing abstract constructs suitable for specification and
classic imperative constructs for computer programming. B development typ-
ically starts with a specification, in a so-called machine, followed by incremental
refinements to an implementation, where only imperative-like constructs may
be employed [3]. Such implementation is then translated to source code in a
programming language (here, C or LLVM). The steps in the B-Method are ver-
ified using certified theorem proving technologies. However, ultimately, the final
refinement must be translated to a conventional programming language, and the
result of this translation must be subsequently compiled for the target platform.
These last two steps, carried out by our target code generators and platform
specific compilers, do not benefit from the same mathematical rigour and their
verification is out of the scope of the B-Method. Ideally, one would like to have
a formal proof of correctness of the code generators, and have a complete formal
process, but there are some obstacles to this solution, such as the lack of common
formalization framework for the semantics of the source and target programming
languages. Tests are then employed as an alternative for their verification.

Besides the proposed testing strategy, we believe that this work also con-
tributed to the validation of the code generation tools evaluated in our case
study. During the case study, we were able to find problems in both code gen-
eration tools, such as the generation of faulty code and the lack of support for
some constructs used by the code generator’s inputs.

The remainder of this paper provides more details about our testing strat-
egy and the case study, and is organized as follows: Section 2 presents related
work; Section 3 gives a brief introduction to the B-Method and its notation and
presents C4B and b2llvm, the target tools of our case study; Section 4 presents
the testing strategy proposed for the case study and Section 5 presents details
about the case study execution and the obtained results; ultimately, Section 6
concludes with final discussions and future work.

2 Related Work

Research on verification of compilers and code generators follows different paths,
which may be based on formal verification or testing. They may also have dif-
ferent objectives, like trying to verify the tool itself or to validate each of the
outputs produced by the tool on the fly.

Formal verification focuses on techniques that prove a compiler or code gen-
erator to be correct for every input program or model [5]. It is the most rigorous

L Atelier B website: http://www.atelierb.eu/en/.
2 LLVM is an active open-source compiler infrastructure used by many compiling tool
chains, that is a complete collection of compiler and related binary programs.
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approach and demands experience, and specialised knowledge to specify and to
prove language semantics and translation rules. Formal verification up to assem-
bly level also requires much effort and is a time-consuming activity. In [14] the
authors developed 50,000 lines of Coq? specifications to do that; the cost was
estimated to 4 person-years (specialists in the field). This approach is suitable
for well-established languages and mature compiler technologies.

Test case generation based on grammars produces test programs or models
for a compiler or code generator based on the grammar of the source language
[8,9]. It focuses on the first aspect of our testing strategy presented on Figure 1.
The test programs or models are derived systematically from the grammar of the
source language. Their main objective is to exercise the compiler or code gener-
ator with a wide range of inputs, testing all the different constructs supported
by the source language. In [10] a survey about techniques for testing compilers
was presented, and the first parser test generation algorithm was proposed by
Purdom [18]. Grammar-based testing is a traditional way to test a grammar-
related software and in general it presents positive results [7,9,12], making it a
reasonable choice for testing any software in which valid inputs are described
by a grammar. However, it usually lacks the focus on complex semantic issues
related to code generation.

Translation validation shows the correct translation of individual programs
or models[17]. In this approach, outputs produced by the code generator under
test are individually checked for correctness. The objective here is to verify if
the generated code was translated correctly from a specific input model. This
specific term is frequently used in situations where, instead of validating the tool
a priori, validation is carried out each time the compiler or code generator is
used (on the fly validation). In [21] a methodology for the translation validation
of optimizing compilers is presented. In this approach, a correspondence between
the source and target code is formally proved using a specific intermediate repre-
sentation (IR). Similarly, the chaining of the MBT part of our testing approach
in the end of the B-Method process could also be used as an alternative to for-
mal verification in the implementation of an on the fly translation validation
approach.

Translation validation can also be used in the context of the verification of
the code generator, acting as an approach to test the code generator itself. In this
case, different levels of rigour can be used in the translation validation, either
formally verifying the correctness of each specific output or using some kind of
verification by testing as we did in our case studies. In any case, this means that
we need a good test set (input models for the code generator) that fully exercises
the code generating functionalities.

Another approach that uses the concept of Tracts to test model transfor-
mations is presented in [6]. In this approach, a set of OCL constraints to the
models (source and target) and the transformation are defined. Then, a set of
source models is automatically generated from these constraints, and it is used to
test the transformation. Finally, the results are checked against the constraints

3 Coq project website: https://coq.inria.fr/
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defined for the transformation. This approach was adapted in [20] for testing
model to text transformations, with applications, for instance, to test an UML
to Java transformation. This approach focuses both on the generation of seman-
tically significant inputs and on the validation of the corresponding outputs,
requiring for that the specification of test specific constraints.

The work presented herein applies test case generation based on grammars
and translation validation. It applies grammar-based testing criteria to derive
a good coverage of the source model language, and MBT to verify “functional
equivalence” between a model and the generated code. This equivalence happens
when the model simulation and the code execution using the same inputs have
compatible outputs. The approach presented in this paper shares similarities
with what was presented in [19]. It relies on the fact that both the specification
language and the code generated are executable. In our proposal, however, some
results may also be obtained with non-executable specifications by relaxing the
oracle strategy as presented on section 4.1.

3 Background

3.1 B-Method

The B-Method is a formal method that uses concepts of first order logic, set
theory and integer arithmetic to specify abstract state machines that represent
a software behavior. The consistency of these specifications can be guaranteed
by proving that some automatically generated verification conditions are valid.
The method also provides a refinement mechanism in which machines may pass
through a series of refinements until they reach an algorithmic implementation,
called B0, which can be automatically converted into code. Such refinements are
also subject to a posterior: analysis through proofs.

A B machine usually has a set of variables that represent the software state
and a set of operations to modify the state. Restrictions on possible values that
variables can assume are formulated in the so-called machine invariant. The
method also has a precondition mechanism for operations of a machine. To ensure
that an operation behaves as expected, it is necessary to ensure its precondition
is satisfied.

Figure 2 presents a simple example of B machine. The Counter machine
specifies an increasing counter that can result in an overflow. The machine has
two variables: value and overflow (line 4). Variable value stores the current value
of the counter and variable overflow is a flag set when an overflow happens. The
inc operation (lines 16-23) increases the value of the counter; it also detects
overflow.

3.2 C4B and b2llvi

C4B, distributed and integrated with Atelier B 4.1, is a code generator tool that
automatically produces C code from B implementations. The Atelier B IDE,



Verifying Code Generation Tools for the B-Method Using Tests 81

1 MACHINE 12 INITIALISATION
2 Counter 13 value := 0 ||
3 VARIABLES 14 overflow := FALSE
4 value, overflow 15 OPERATIONS
5 INVARIANT 16 inc =
6 value € INT A 17 BEGIN
7 0 < value A 18 IF value € 0..MAXINT-1
8 value < MAXINT A THEN
9 overflow € BOOL A 19 value := value+1
10 (overflow = TRUE 20 ELSE
= 21 overflow := TRUE
11 value = MAXINT) 22 END
23 END
24 END

Fig. 2. Counter abstract machine

which include C4B, is tested and used by many projects in industry and academy.
The input to C4B is an implementation written in the B0 language. Such imple-
mentation contains simple data types like integers (INT') and Booleans (BOOL),
concrete variables, concrete constants, arrays, record types, importation (i.e.,
instantiation) of modules, B0 instructions (e.g., conditionals and loops), and
operation calls.

b2llvm? is a compiler for B implementations that generates LLVM code.
b2llvin has a small set of tests available in its project. This set was used as an
initial validation of the tool. The input to b2llvm is a large subset of the B0
notation. The tool reads XML-formatted files representing the B implementa-
tion, and produces files in LLVM intermediate representation, also called LLVM
IR. The XML input is generated by Atelier B.

Both C4B and b2llvin generate API files to provide declarations of the entities
(types and functions) in C. This C API is needed to link C or C++ code to
the generated (C or LLVM) code; such interface is necessary to compile tests.
Particularly, the C API file generated by b2llvin contains pointer and structure
type definitions to represent the state of the module, and declaration of the
functions that correspond to the operations on that module. Each such function
includes in its parameters a pointer to a structure representing the state of (an
instance of ) the module.

Figure 3 presents the steps of the B-Method and code generation process.
The steps between the specification of the abstract machine and the refinement
to implementation level are supported by formal verification. Neither the trans-
lation of the implementation to executable code is formally verified, nor the
implementation of the code generation tools. This is where tests come into the
picture: they are employed to extend the verification process to include the code
generation tools as well.

4 b2llvm project: https://www.b2llvm.org/b2llvm.
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Fig. 3. The B-Method and the code generation process

4 Proposed Testing Strategy

In this section, we present in details the testing strategy used to verify the code
generators in our case study.
Testing a code generation tool requires answering two questions:

1. Is the tool capable of generating code for the whole range of inputs it can
receive? This requires a set of test inputs that can provide reasonable cov-
erage for the tool.

2. Does the code generated by the code generation tool comply with the input
model? To answer this question, it is necessary to check if the generated code
implements the behaviour specified in the input model.

To answer these two questions, we propose a testing strategy that is a com-
bination of Grammar-Based Testing and Model-Based Testing. Figure 1 gives
an overview of this strategy.

The process starts with the generation of test models using grammar-based
testing criteria. Using the specification of the BO grammar, the tool generates
a set of sentences. Each sentence is an input model. In general, if the grammar
has cycles (recursively defined symbols), the set of all sentences is infinite, so
the tool uses the coverage criteria to restrict the generated set to a finite, man-
ageable, but still meaningful set. The tool used in our proposed testing strategy
may use Terminal Coverage (TC) [2], Production Coverage (PC) [2] or Context-
Dependent Branch Coverage (CDBC) [11] to guide the selection process of those
sentences. Usually, a good test set should at least satisfy Production Coverage.
This criterion produces a set of sentences that covers all the productions in the
grammar. Therefore, this set is finite but with a good structural coverage of the
grammar. Context-Dependent Branch Coverage (CDBC) goes one step further,
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requiring that the sentences on the test set not only cover all productions but
each production for each non-terminal symbol on each of its uses (appearance of
the symbol on the right-hand side of a production rule). This pairwise combina-~
tion of production rules provides a much richer set of tests in most grammars.

Once the test models are generated, they are used as inputs for the code
generation tools. The tool can either generate code for the test model or reject it
and not generate code. When the second case happens, it is likely that the tool
cannot support the rejected model. This can happen because the code generator
cannot parse or generate code for some construct used or there is some semantic
error in the test model. When a test model is rejected by a parser or code
generation error it means that a bug or missing feature was encountered in the
tool.

When the code generation tool is capable of generating code for a given test
model, we have not any guarantee of its correctness. Indeed, the code generation
tool may have generated faulty code for the test model. That is where model-
based testing comes into place. We use the same input model used to exercise
the code generator as input for an MBT tool, generating input data for the
test of the implementation corresponding to this model, i.e., to test the output
of the code generator. The generated test cases are then used to verify if this
code implements the behaviour specified in the input model. Since the test cases
are generated from the models used in the very beginning of the specification,
they can be used to validate the conformance between what was specified in
the beginning and the final implementation. Our proposed model-based testing
approach uses Input Space Partitioning and Logical Coverage criteria such as:
Equivalent Classes, Boundary Value Analysis, Predicate Coverage, Clause Cover-
age, Combinatorial Clause Coverage and Active Clause Coverage [15]. All these
criteria are well established in the software testing community. The test cases
generated aim to achieve the test requirements established by these criteria. So,
the entire test generation process is guided to increase the coverage of these test
requirements. For Input Space Partitioning, the generated test data will test
all the combinations of partitions required by this type of coverage criteria. For
Logical Coverage, the tests will exercise combinations of logical values for the
predicates and clauses of the model, also taking into account the requirements
of each criterion. The test cases thus generated can exercise different scenarios
described in the input model, providing a good level of confidence about the
correctness of the code generated if they pass on the generated test suite. If one
of the test cases fails, it means that there are discrepancies between the model
and the generated code caused by a fault in the translation process.

4.1 Used Toolset

To achieve the goals of the proposed testing strategy we used two tools that
support the automatic generation of test models and test cases for the gener-
ated code. During the conducted case study, LGen and BETA were used as the
Grammar-Based Testing Tool and the Model-Based Testing Tool, respectively,
presented on Figure 1.
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LGen. The Lua Language Generator (LGen®) [8,16] is a sentence generator
based on syntax description using coverage criteria to restrict the set of generated
sentences. This generator takes as input a grammar described in a notation
based on Extended BNF (EBNF) and returns a set of sentences of the language
corresponding to this grammar.

The process of generating sentences is implemented by a top-down left recur-
sive descent algorithm which enumerate the sentences of specified language. With
this algorithm, we guarantee that all sentences in the result test set is syntac-
tically valid. If the grammar has cycles, the algorithm can restrict the number
of their applications. Furthermore, the sentences generated by the algorithm are
selected to increase the coverage of the coverage criterion used. The entire gen-
erating process is divided into two phases. The first is the translation of the
grammar described in EBNF to a specification language described in Lua’. In
the second, the generated Lua specification is used to generate a set of sentences.

LGen implements three coverage criteria: Terminal Symbol Coverage, Produc-
tion Coverage [2] and Context-Dependent Branch Coverage (CDBC) [11]. These
criteria are used to limit the number of generated sentences keeping a minimum
quality and seeking a good set of tests. Derivation Coverage is attained, when
possible, when no other coverage criterion is used, but although it is of theoret-
ical interest, this criterion is impractical, because the number of derivations is
often too big or even infinite.

BETA. BETA (B Based Testing Approach) is a MBT approach to generate unit
tests from B-Method specifications. The approach is supported by a tool” that
receives an abstract B machine as input and produces test case specifications and
partial unit test scripts for each of its operations. The MBT approach proposed
by BETA is used as a complement to the formal development with the B-Method.

The BETA tool is capable of defining positive and negative test cases for
a software implementation. Positive test cases use input data that are valid
according to the source specification and negative test cases use input data
that are not predicted by the specification. BETA uses Equivalent Classes and
Boundary Values Analysis techniques to partition the input space of an operation
and combinatorial criteria such as FEach-choice and Pairwise to combine the
partitions into test cases. It also supports Logical Coverage criteria [2].

BETA also supports the implementation of some oracle strategies. These ora-
cle strategies determine what kind of verifications are done by the test oracle. It
currently supports four strategies inspired from [15]. They can be used separately
(weaker verifications) or combined (stronger verifications). These strategies are:
Exception (executes the test and verifies if any exception is raised), Invariant
checking (executes the test and after its execution verifies if the invariant is pre-
served), State variables checking (executes the test and verifies if the values for

® The LGen project is hosted at http://lgen.wikidot.com.
5 Lua language website: http://www.lua.org/.
" The BETA project is hosted at http://www.beta-tool.info.
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the state variables are the ones expected) and Return variables checking (exe-
cutes the test and verifies if the values returned by the operation are the ones
expected).

The tool can generate test suites in different formats, such as HTML and
XML test specifications and partial Java and C executable test scripts. For the
case study presented in this paper, we used the C test scripts to test the output
of the code generation tools.

5 The Case Study: Testing C4B and b2llvim

In this section, we describe how the testing strategy presented in section 4 was
used to verify C4B and b2llvm. The objective here is not only to verify the code
generators, but also to evaluate the effectiveness of the proposed testing strategy.

First, we used LGen to generate a set of test models with the intent of
evaluating how the code generators handle different types of constructs used
by the B0 notation. Since LGen generates tests based on the grammar of the
input artefacts, we used the definition of the BO grammar presented on the
B Language Reference manual® as the basis to generate the test models. This
grammar definition has 54 non-terminals, 75 terminals and 123 production rules.

The generated test models were edited to replace the lexical identifiers from
the grammar by concrete values. The LGen is based on context-free grammar, for
this reason it only generates syntactic valid test models. To increase the impact
of the GBT based test set, we also add a small set of additional test cases
with valid semantic and some combinations of instructions on it. After these
modifications, the code generators were executed on each test model. Then, if
the execution was successful, the generated code was run through a compiler to
look for possible target language errors.

Proceeding with our testing strategy, we used BETA to generate a set of test
cases to verify the functional equivalence between the code generated by C4B
and b2llvm and their respective test models. For this part of the case study, we
used a different set of test models, containing models that specified behaviours
more meaningful and intricate than those of the artefacts generated by LGen,
corresponding to scenarios someone would find in real B-Method projects. We
decided to use this different set of test models so we could generate more inter-
esting test cases for the code generators.

BETA uses the abstract machine that originated the code to generate test
cases for it. Based on this abstract machine, it generates a set of test cases
for each machine operation. Even though the chosen MBT tool is capable of
generating positive and negative test cases, the negative ones are not considered
in our verification process. The rationale for this decision is that we only want
to verify if the code generated behaves as foreseen in the input model, whereas
negative tests cases verify how the implementation behaves in situations that
were not foreseen by the model. Since C4B and b2llvmm directly translate the

8 B language reference manual, version 1.8.6 from ClearSy. http://www.tools.clearsy.
com/resources/Manrefb_en.pdf
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information in the model into executable code we can not expect it to behave
properly on unexpected scenarios.

Since both code generators generate APIs (Application Program Interface)
in C, to allow the integration of the generated code with other programs, our
tests are also being implemented in C, using test scripts generated by BETA.
In some cases, the generated test scripts must be adapted. Indeed, as the test
scripts are generated from an abstract model, that uses abstract data, and we
are testing code resulting from the translation of a concrete model, which may
well encode data differently than the abstract model does, it may be necessary
to adapt the data structures used in the test cases.

As an example, figure 4 presents part of the generated test script correspond-
ing to a single test case for the inc operation from the Counter machine. In the
first part of the test, the state variables of Counter module are set in the state
required by the test case (lines 9-10). After that, the operation under test is
called (line 12). In the last part, there are assertions that verify if the results of
the called method are the expected ones (lines 14-19).

As can be seen in the code, there is a difference in a variable name: the
variable overflow of the abstract machine had its name changed to error in
the implementation. This is a simple example that refinement from abstract to
concrete data may require adaptation of the generated test drivers.

1 /*=*

2 * Test Case 1

3 * Formula: value = 0

4 */

5 void counter_inc_test_case_1(
CuTest* tc)

6 {

7 counter$init$ (&counter) ;

8

9 counter.error = false;

10 counter.value = 0;

11

12 counter$inc (&counter) ;

13

14 CuAssertTrue (tc, ,

15 counter.error == false);

16 CuAssertTrue (tc,

17 counter.value == 1);

18

19 check_invariant (tc, counter)

20 %}

Fig. 4. Concrete test for inc operation from Counter machine
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After these adaptations are made, the test must be linked with the C or
LLVM code to be executed. The testing code and the generated code are com-
piled, resulting in an executable program. We must run this program to execute
the tests. After the execution, the test results must be evaluated to verify that
the code under test is in conformance with the abstract machine. It is expected
that all tests must pass. If a test fails, it produces a message indicating that the
code generator made a wrong translation to C or LLVM code.

5.1 Results

The results are organized considering both aspects of our testing strategy.

For the grammar-based aspect of the testing strategy, LGen generated 69
test models based on the BO grammar definition, with production coverage.
When we applied C4B to these models, it rejected 27 of them. These failures are
due to the lack of support in the code generator for some syntactic constructions
present in those models. One of them was rejected because C4B does not support
expression record access for formal parameter instantiation and the remaining
26 were rejected because C4B does not support the renaming of models.

For the remaining 42, C4B was able to generate code, which was then com-
piled using the GNU C compiler (gec). During this step, we identified problems
in the code generated for three of the test models. The compiling errors on the
code generated by C4B were: (1) an identifier declared as an array with a nega-
tive size, (2) a code block was not well defined, and (3) a parameter in a function
call was missing. The first one was not an error inserted by C4B, but a semantic
inconsistency of the syntactically correct input model which provoked an integer
overflow. The other two were actual bugs. The chart (a) in Figure 5 presents the
results of grammar-based testing for C4B.

For b2llvim, the code generator was able to produce code for 28 test models.
For the remainder 41, problems were found and b2llvim was not able to generate
code for them. There were 7 problems related to unsupported clauses, and 34
related to bugs in b2llvm®. Ultimately, all the 28 examples for which b2llvm
could generate code were successfully compiled using the LLVM compiler (llc).
The chart (b) in Figure 5 presents the results for b2llvm.

For the second aspect of our testing strategy, we used BETA to test semantic
aspects of the code generated by b2llvim and C4B. In this case study, the tests
were generated using Equivalent Classes (EC), Boundary Value Analysis (BV),
Active Clause Coverage (ACC) and Combinatorial Clause Coverage (CoC) cri-
teria. The same set of test models was used to test both code generators.

Table 1 presents information on the tests and the obtained results. The group
of columns (a) presents information on the B test models we used: abstract
machine name, number of lines and number of operations. The group of columns
(b), (c) and (d) present the number of test cases generated by BETA and the

9 The file format used by Atelier B to store parsed models suffered changes in the last
version, which was used to perform this experiment. The b2llvm code generator was
not fully updated to adapt to those changes in the input data format.



88 A .M. Moreira et al.

Unable to generate (27) No errors found (28)

Errors found (3)

No errors found (39) Unable to generate (41)

(a) C4B Results (b) b2llvin Results

Fig. 5. Overview of the grammar-based tests generated with by LGen

number of tests that passed for b2llvim and C4B generated code using EC/BV,
ACC, and CoC, respectively.

The capability to generate tests automatically using BETA allowed us to
save a good amount of time and effort that would be needed to implement these
tests manually, even with simple specifications and a small number of tests.
The effort for this process can be summarized into: (1) running the test script
generator; (2) adapting the test code with oracle information or other refinement
related information, if needed; (3) running and evaluating the tests. The process
of generating the test drivers with BETA, adapting the code and executing it
was done in a few minutes for each B operation in the test model. The overall
effort of generating and executing the test cases took approximately one day of
work for each code generator.

Table 1. Overview of the model-based tests generated by BETA

(a) B Modules (b) EC/BV (c) ACC (d) CoC
N.| Machine [Lines|Ops|TCs|b2llvim|C4B|TCs|b2llvim|C4B|TCs|b2llvin|C4B
1| Counter | 51 | 4 |10| 10 |10 | 8 8 8 | 6 6 6
2 Swap 181313 3 316 6 6 |1 1 1
3 | Calculator| 48 | 6 |10 | 10 |10 |26 | 26 |26 | 6 6 6
4 Wd 27 13| 5 ) 5 |5 5 5 | 4 4 4
) Prime 10114 4 415 ) 5 | 3 3 3
6| Division | 12 | 1 | 2 2 213 3 311 1 1
7 Team 36 | 2|3 3 317 7 714 4 4
8 |BubbleSort| 35 | 1 | 1 1 1|1 1 111 1 1
9 |TicTacToe| 67 | 3 |13 | 13 |13 12| 12 |12 8 8 8
10 Fifo 22 | 2| 2 0* 214 0* 4|2 0* 2
11| Calendar | 40 | 1 | 2 | 0* | 2 |25]| 0% | 25|25| O* |25
12|  ATM 2813 |3 0* 3171 0 72 0* 2
13| Timetracer| 47 | 6 | 7 | 0* 4 | 11| o* 6 9| 0* 4
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The tests for the modules 1 to 9 had the same results for both code generation
tools (see groups of columns (b), (c¢) and (d) of table 1). All tests generated by
BETA passed, which means that no errors were found in the code generated
by b2llvin and C4B for these modules. For machines number 10 to 13 (Fifo,
Calendar, ATM and Timetracer), b2llvm was not able to generate code because
it does not support some of the constructs used on these machines. Because of
this, the tests were not performed for b2llvm. In this situation the tests created
by BETA can be used to guide the implementation of these missing features in
b2llvm.

In contrast, C4B was able to generate code for these machines. All tests for
the modules 10 to 12 (Fifo, Calendar and ATM) passed. However, some tests for
the machine number 13 (Timetracer) failed (three of AC/BV, five of ACC and
five of CoC). After analyzing it, we found an error in the generated C code. The
B implementation for Timetracer imports other B modules, so it is expected
that the C code generated from it also calls other correspondent C modules.
C4B was capable of generating code for all the modules of Timetracer but it
did not import them where they were needed. Because of this, some tests failed.
This error was reported to ClearSy, the company that develops Atelier B and
C4B.

Using the testing strategy proposed in section 4, we found problems in both
code generators. Using grammar-based testing through LGen we found that
both code generators lack support for some constructs of the input language
and, in some cases, generate non-compilable code. Besides, the MBT part of our
strategy performed with BETA was able to find errors in the code generated by
C4B related to importation of modules.

In the end, we believe this case study show that the proposed testing strategy
is effective in finding errors in code generation tools, and is therefore beneficial to
their validation. This strategy is a viable alternative to validate code generators
since it required moderate effort, yet is able to uncover different classes of errors
in such tools.

6 Conclusions and Future Work

In this paper, we presented a case study where testing techniques were used
to verify two code generation tools for the B-Method. The strategy proposed
for this verification is a combination of grammar-based testing and model-based
testing. While grammar-based tests help to verify the translation capabilities of
the code generators, the model-based testing aspect of the strategy supports the
verification of functional equivalence between the input models and the generated
code (correctness of the output of the code generators).

The case study was important not only to verify the code generation tools
but also to evaluate the testing strategy that we proposed for this task. With
moderate effort, we were able to find important problems and missing features
on both code generation tools. The problems encountered during the case study
were reported to the tool developers and will contribute to improve the reliability
of C4B and b2llvm.
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Even though our work here focused on tools for the B-Method, the proposed
testing strategy could be used to test other code generation tools. LGen or a
similar grammar-based testing tool can be used to generate test inputs for other
types of artefacts, as long as the grammar for the corresponding language is
available. A more restrictive requirement is the availability of a tool to perform
the model-based testing part of the strategy. But, given the variety of existing
MBT tools based on various kinds of input models, there might already exist a
tool to support this task.

As future work, we will focus on evaluating and improving the quality of the
generated test cases in both levels of testing, so that correctness can be asserted
with greater confidence. Some lines of improvement are:

— Use more sophisticated grammar-based testing criteria: in this case study we
used the Production Coverage criterion to improve the quality of the test set
used in the first aspect of the testing strategy. Using it, we were able to reach
a good coverage of the structure of the BO grammar, ensuring a systematic
coverage of the B0 language. However, this structural coverage of the gram-
mar could be improved using a more sophisticated coverage criterion, such
as the Context-dependent branch coverage [11]. Coverage of further unfolding
of productions may also be considered for more rigorous tests.

— Perform empirical studies: to analyze the available criteria for both
grammar-based testing and model-based testing. The objective of this stud-
ies would be to define a minimum set of criteria to increase the confidence
of the users on their effectiveness.

— Concretization of the test data: currently, the test script generated by BETA
must be adapted before it can be executed. The tool generates tests from an
abstract model (B Machine) which usually uses abstract data structures (e.g.
deferred sets) that cannot be used on the implementation level. Because of
this, the values generated for the test cases may be too abstract. The support
for concretization of the test data is already under development. When it is
finished, the tool will be capable of generating test scripts that do not need
any adaptations. It will increase the confidence in the generated tests since
they will require less human input.

Acknowledgments. This work is partly supported by CAPES and CNPq grants
2057/14-0 (PDSE), 237049/2013-9, 573964/2008-4, (National Institute of Science and
Technology for Software Engineering — INES, www.ines.org.br).
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Abstract. This paper explores a new approach to validating soft-
ware implementations that have been produced from formally-verified
algorithms. Although visual inspection gives some confidence that the
implementations faithfully reflect the formal models, it does not provide
complete assurance that the software is correct. The proposed approach,
which is based on animation of formal specifications, compares the outputs
computed by the software implementations on a given suite of input val-
ues to the outputs computed by the formal models on the same inputs, and
determines if they are equal up to a given tolerance. The approach is illus-
trated on a prototype air traffic management system that computes simple
kinematic trajectories for aircraft. Proofs for the mathematical models of
the system’s algorithms are carried out in the Prototype Verification Sys-
tem (PVS). The animation tool PVSio is used to evaluate the formal mod-
els on a set of randomly generated test cases. Output values computed by
PVSio are compared against output values computed by the actual soft-
ware. This comparison improves the assurance that the translation from
formal models to code is faithful and that, for example, floating point errors
do not greatly affect correctness and safety properties.

1 Introduction

The formal verification of software written in widely used programming
languages such as Java and C++ faces many hurdles. A typical approach for
developing safety-critical software in these languages consists of specifying and
verifying the critical components of the software as algorithms in a formal ver-
ification system, and then, translating either automatically or manually these
formal models into code. In this approach, visual inspection and peer-review
techniques are used to provide some assurance that the implemented code faith-
fully reflects the formal models. However, despite the best efforts, implementa-
tion errors can be accidentally introduced during the translation process.

The difficulty of the typical approach is increased by the large semantic gap
that exists between modern programming languages and the functional specifi-
cation languages often used in formal models. For example, imperative languages
support control structures for iteration that must be cast as recursive functions
in functional specification languages. This is complicated by the fact that itera-
tions in modern languages may produce side effects on an arbitrary number of
variables within their scope. In embedded systems, some of these complications
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are avoided by restricting the programming languages to certain constructs.
However, for convenience and efliciency reasons, enforcing such restrictions is
not always desirable or even possible. Another difficulty arises from the fact
that modern programming languages utilize floating point arithmetic while for-
mal verification is usually performed over the real numbers. Therefore, bridging
the gap between implementations and their formally verified counterparts is a
challenging problem in the validation and verification of critical software.

Significant value can be obtained by validating the numerical computations of
a program against the actual theoretical values. Many subtle errors in the spec-
ification and implementation of an algorithm can be discovered and repaired by
this process. For example, numerical errors can cause the software to make com-
pletely different decisions from what would be done if the computations were
performed using exact values. The authors have found cases where two different
implementations of a formally-verified conflict resolution algorithm [20], com-
puted resolution maneuvers in opposite directions. This occurred even though
the two implementations, one in Java and the other in C++4-, were syntactically
almost identical. This undesirable behavior was due to the Java and C+4 com-
pilers producing a different order of evaluation of an expression, which resulted
in different floating point results.

This paper explores a practical approach to the validation of software that
implements formally-verified algorithms. The approach, which is called model
animation, is based on animation® of formal specifications. The technique com-
pares computations performed in the software implementations against those
symbolically evaluated on the corresponding formal models. While model ani-
mation does not provide an absolute guarantee that the software is correct,
it increases the confidence that the formal models are faithfully implemented
in code. The proposed approach is illustrated on a library of kinematic soft-
ware used for trajectory generation in conflict detection and resolution algo-
rithms. The validated library, which implements formally-verified algorithms, is
one of the core components of a prototype software for aircraft separation assur-
ance. This prototype software is under development at NASA Langley and is
being used for fast time simulations of advanced air traffic management (ATM)
concepts.

2 Model Animation

In this paper, the concept of software validation refers to the process of checking
that a software component meets its formal specification. The proposed soft-
ware validation approach assumes the availability of formally-verified models of
the software’s critical algorithms in the specification language of an interactive
theorem prover. It also assumes that the software implementations follow the

! The term animation used here refers to having a (usually static) specification actually
perform calculation. In this sense, the formal model is brought to life, or animated.
This is not to be confused with a tool such as PVSioWeb [16] which provides a
graphical interface to, and interaction with, a PVS specification.
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control and data structures of the formal models?. These two assumptions can
be satisfied by either manual or automatic translation [13]. Furthermore, they
do not have to be satisfied in any order. Indeed, an advantage of the proposed
approach with respect to the correct-by-construction approach [17] is that for-
mal models can be written a posteriori, which is usually done in the validation
of legacy critical code. The model animation technique involves the following
steps.

1. Automate the calculation of exact answers for specific inputs of the for-
mal model. Where exact answers are not possible, e.g. formulas involving
transcendental functions, provide semantic attachments that enable precise
computations on the formal models.

2. Automatically generate input values and compare the symbolic evaluation
of these values in the formal models to those computed by the software
implementation, to determine if are equal up to a specified tolerance.

This approach is illustrated on core component of a prototype air traffic
management (ATM) software package called Stratway, which is being developed
at NASA Langley [10]. Stratway provides conflict detection and resolution algo-
rithms using kinematic aircraft trajectories. These trajectories are generated in
Stratway from a flight plan described by a sequence of 4D waypoints (aircraft
position and time). The simplest model for flight based on this flight plan would
be to assume that an aircraft follows a straight line trajectory with constant
velocity between each successive pairs of waypoints. Of course, an aircraft can-
not actually fly such a model consistently, since all but the most basic flight
plans contain instantaneous changes in velocity and direction. On the other
hand, high-fidelity modeling of how an aircraft would actually fly a given flight
plan is both dependent on the dynamics of the aircraft, and the details of its
control systems. The trajectories generated in Stratway strike a balance between
these two extremes, producing trajectories with continuous velocities that obey
the basic laws of motion. Instantaneous changes in direction are replaced with
circular arcs, and instantaneous changes in ground or vertical speed are replaced
with segments of constant acceleration [11]. The resulting kinematic flight plan
is a sequence of points (called trajectory change points, or TCPs) where each
segment between successive points is either 1) a constant velocity straight line
segment, 2) a constant vertical acceleration segment, 3) a constant ground speed
acceleration segment, or 4) a circular turn segment. This kinematic flight plan
is compact in its representation and also gives a realistic picture of an aircraft
flying a given route.

The functions that compute the position and velocity of an aircraft through-
out each type of segment, as well as functions for determining the amount of time
needed to keep the velocity continuous throughout the flight plan, reside in a
kinematics library used by Stratway. Much of the core functionality of Stratway,

2 While this assumption is not strictly necessary for the approach to be carried out,
this syntactic similarity is one reason for trusting the software implementation. The
behavioral similarity justified by the outlined approach provides the other.
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including trajectory generation and conflict detection and resolution algorithms,
depends on the correctness of this library. Hence, strong assurance of the correct-
ness of these basic kinematic functions is desired for a safety-critical application.
On the other hand, Stratway is intended to be used as a convenient tool for sim-
ulation, and for testing new algorithms and concepts for air traffic management.
Because of this, Stratway is available in both Java and C++ software libraries.
The formal verification of the actual code is extremely challenging, which is why
a practical approach to validate the software components of the library against
their formal models was undertaken.

For the ATM software examined, the core algorithms used in the kinematic
library were formally specified and verified in the Prototype Verification System
(PVS) [21]. The formal verification of these algorithms involved several aspects.
Foundational theorems are proved showing that the algorithms used for position
and velocity obey basic Newtonian physics. For example, a function computing
a velocity based on acceleration is proven to be equal to the integral of the
acceleration. Putative theorems are also proven in the theorem prover to show
the algorithms perform their desired task. For instance, for an algorithm designed
to model an aircraft moving from its current altitude to a target altitude, one
such theorem would say that the altitude at termination of the algorithm is the
target altitude.

An assumption of the proposed approach is that the software implementa-
tions and the formal models share similar data and control structures. Ideally,
variable and function names should be preserved. However, this is not always
possible due to different naming conventions in the languages involved. The syn-
tactic similarity allows for a simpler visual comparison of the different versions
of the algorithms, which increases the confidence that they do the same compu-
tation. For the kinematic ATM software, the PVS formal models were manually
translated into Java and C++ code. This paper focuses on the Java code, but
the same approach can be used on the C++ code. Much of the kinematic ATM
software analyzed in this project already existed, and the formalization was done
to give a higher level of assurance of its correctness. For a few of the existing
algorithms, the formal specification and putative theorems revealed subtle errors,
which were subsequently corrected.

Algorithms written in functional specification languages, such as PVS, cannot
always be evaluated due to the presence of non-computable operations over real
numbers such as square root and trigonometric functions. This issue is addressed
in the proposed approach by providing semantic attachments [9] that compute
guaranteed approximations of real-valued functions. In the case of PVS, the
animation of functional specifications, including semantic attachments, is sup-
ported by the animation tool PVSio [19]. PVSio provides semantic attachments
for several real number functions that are guaranteed to be correct up to a given
precision. These semantic attachments do not guarantee that all computations
are correct up to that precision, as approximation errors accumulate, but they
significantly improve the quality of numerical outputs over floating point com-
putations.
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One important aspect of the proposed approach is to determine an appro-
priate collection of test input values for each algorithm. The following process
is used. First, for each parameter of an algorithm, an appropriate range for the
parameter is determined. For example, an altitude parameter is restricted to be
between 0 and 40,000 feet. Three models for testing are then used. In the first
model, a sequence of inputs are randomly selected to lie within the specified
ranges for the parameters, and the software and PVS output compared, check-
ing to see if they are the same up to a defined tolerance. In the second model,
the range of each parameter is split according to a mesh size. For example, the
altitude parameter might be split into 1000 foot blocks. For an algorithm with NV
different inputs, this splits the input space into an N dimensional grid, and the
software and PVS outputs are compared at each intersection point. The third
method starts with the same grid as in method two, but instead of testing at
the grid intersection points, a random point from inside each block that this grid
defines is selected for comparison of the software and PVS outputs. For methods
two and three, variation in the mesh size allows for a tradeoff between the level
of assurance that the software and PVS algorithms agree and the amount of
time and computer resources used.

3 Formalization and Implementation of ATM Kinematic
Library

Among the several algorithms comprising Stratway’s library, the algorithms that
were validated using the proposed technique are those related to the generation
of kinematic trajectories and, in particular, the algorithms that deal with turn
dynamics, vertical acceleration, and ground speed acceleration. Furthermore, in
order to complete the full specification, a host of additional helper algorithms
and datatypes had to be specified. For example, a large collection of basic vector
operations were implemented, including projections between 3D and 2D vectors,
conversions to and from velocity vectors specified in Euclidean coordinates versus
vectors in polar coordinates specified by track angle and ground speed, and many
others.

In addition to specifying the algorithms that are used explicitly in the kine-
matics library, a wide variety of mathematical background must be built into
the theorem prover in order to prove the foundational and putative theorems
that provide assurance that the algorithms are specified correctly. For instance,
in order to prove that a velocity function is the integral of a specified acceler-
ation, the theory of integration must be accessible to the theorem prover. The
NASA PVS Library® contains much of the required mathematical background
(including integral calculus [6]), but the required mathematics is almost never
fully ready to apply directly. For example, the vertical speed algorithms are
essentially described by piecewise constant acceleration functions. In order to
prove the corresponding foundational theorems, a theory of piecewise defined
functions and their integration was written and employed.

3 http://shemesh.larc.nasa.gov/fm/ftp/larc/PVS-library.
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For brevity, the remainder of the section focuses on the case of turn dynamics.

3.1 Turn Dynamics in PVS

The kinematics library includes algorithms to compute the trajectory of an air-
craft in a frictionless banked turn, which is turning to leave one leg and join
another leg of a predetermined flight plan. The trajectory of such an aircraft
traces out a circular arc. In PVS, algorithms are specified as strongly-typed
functions. For instance, the following PVS function computes the position and
velocity of a turning aircraft at a given time.

turnOmega(s,, v,: Vect3,t: real,w: real): [Vect3,Vectd] =
IF w=0THEN (s,+1-V,,V,)
ELSE LET
v = groundSpeed(v,)/w,
S = (Sox + v - (cos(trk(v,)) — cos(tw + trk(v,))),
Soy — U - (sin(trk(v,)) — sin(tw + trk(v,))),
Soz +1Voz),
v = (groundSpeed(v,) - sin(tw + trk(v,)),
groundSpeed(v,) - cos(tw + trk(v,)),
Vo) IN
(5,v)

ENDIF

The parameters s, and v, are vectors in R? that represent the initial position
and velocity of the aircraft, respectively. The parameter ¢ is the future time at
which the state of the aircraft along its turn is computed. Finally, w is the angular
velocity. The output of this function is the position and velocity of the aircraft at
the time ¢ along its turn, which is relative to the current time. The function trk
used here computes the track angle of a vector as measured from true north.*
For a banked turn, there is a simple relationship between the angular velocity w
and the radius R, given by the following equation.

w = dir - groundSpeed(v,)/R.

The parameter dir is either —1 or 1, depending on whether it is a right turn or
a left turn, respectively.

The following theorem expresses the correctness of the function turnOmega. It
states that for all times ¢, the distance between the position output of turnOmega
and the center of the turn is given by the turn radius.

4 As typical in air navigation, angles are measured clockwise with respect to true
north.



98 A .M. Dutle et al.

Theorem 1. For allt € R, s,,v, ER?, w #0€ R, let v = %ﬂd(v”), W=
So + (v cos(trk(vy)), —v sin(trk(v,)),t ve.), (S,v) = turnOmega(s,, Vo, t,w),
then

Is = wi = |v].

Theorem 1 implicitly states that w is the center of the turn. This theorem
has been formally proved in PVS and its proof depends only on basic proper-
ties of sine and cosine. Figure 1 illustrates the geometric relations involved in
Theorem 1.

Fig. 1. Illustration of Theorem 1

3.2 Turn Dynamics in Java

The structural differences between PVS and Java play a large role in the way that
the Java versions of algorithms are implemented. For example, some practices
that are fairly common programming style in Java, such as exiting a program
without returning a value, or returning a default failure value, are not possible
in PVS. Another difference is that PVS functions must be provided all of their
parameters, while a normal Java program may invoke or alter the values of
any number of globally specified variables. For the kinematics library, all of the
algorithms are written in Java as static methods to better reflect the functional
specification style in PVS. Figure 2 illustrates the implementation of the function
turnOmega, specified by Formula (1), in Java. While differences are apparent,
the two versions are closely matched.

4 Model Animation of ATM Kinematic Library

The specification of an algorithm in a theorem prover such as PVS, along with
an appropriate collection of theorems showing that the algorithm produces the
desired output, allows for an extraordinarily high level of assurance that the
algorithm is designed and implemented correctly. The translation of such an
algorithm in a syntactically close way from the formal models to code carries
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static Pair<Vect3,Velocity> turnOmega(Vect3 sO, Velocity vO, double t,
double omega) {
if (Util.almost_equals(omega,0))
return new Pair<Vect3,Velocity>(s0.linear(v0,t),v0);
double v = v0.gs()/omega;
double theta = v0.trk();
double xT = s0.x + v*(Math.cos(theta) - Math.cos(omegaxt+theta));
double yT = s0.y - v*(Math.sin(theta) - Math.sin(omegaxt+theta));
double zT = s0.z + vO0.z*t;
Vect3 ns = new Vect3(xT,yT,zT);
Velocity nv = v0.mkTrk(vO.trk()+omegax*t) ;
return new Pair<Vect3,Velocity>(ns,nv);

Fig. 2. Java implementation of turnOmega

along much of this assurance of correctness. The final step in the proposed val-
idation process is to evaluate the formal models on a selected collection of test
inputs and to compare the outputs of this evaluation to the outputs computed
by the code.

The reason why this model animation is important is two-fold. First, the
algorithms that are examined invariably rely on simpler functions, which in turn
rely on simpler functions, and so on, down to the basic functions defined in
each respective language. While the syntactic similarity of the formal models
and their implementations suggests that they perform the same computation,
even slight differences in the lower-order functions could introduce significant
differences in behavior. The comparison of the outputs of the two versions of the
algorithm on a wide range of inputs can catch these invisible differences.

The second reason for the comparison of Java and PVS outputs is due to the
inherent differences between how PVS and Java operate on numerical values.
In PVS, like almost every other specification language, numerical operations are
defined over real numbers. In contrast, Java, like almost every other program-
ming language, uses floating point arithmetic. This means that for any algorithm
which manipulates numerical values, calculations in Java may introduce estima-
tions that make the output slightly different than what the calculation would
produce if performed over the real numbers. For any one calculation, the differ-
ence between the expected real number output and the floating point estimate
are generally small (on the order of 1071%), but for an algorithm that performs
hundreds of calculations, the effect of compounding small errors may lead to
noticeable differences.

4.1 Test Generation

As mentioned in Section 2, three methods were chosen for selecting the input
data for testing the output of the PVS specified algorithms versus the Java coun-
terparts. All three methods assume that an appropriate range has been chosen
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for each input variable of the function under consideration. If d is the number of
input variables, the allowable range of input values forms a d-dimensional hyper-
rectangle in R?. For concision, any such rectangle will be referred to simply as
a boz.

The first method, which will be referred to as the random method, chooses
a user specified number of points uniformly at random from the defined box.
This method benefits from being simple to implement, and continuable in the
sense that additional testing is unlikely to duplicate points, so further tests can
be easily combined with previous results. The randomness aspect also helps
mitigate the possibility that the outputs of a function match well for whole
numbers or simple fractions, but not for long decimal expansions.

In the second method, referred to as the grid method, the user specifies a
mesh size for each variable in the function being tested. For example, suppose the
range for the variable ¢ is 0 < ¢ < 2, and a mesh size of 0.5 is specified. Then the
range for the variable ¢ is split into the 4 subintervals [0, 0.5],[0.5, 1], [1, 1.5], and
[1.5,2]. In general, if the range of variable ¢ is [a, b], and the mesh size is €, then
the number of subintervals created is roughly (b —a)/e;. As should be expected,
if the variable range is large, or the mesh size is small, the number of subintervals
created can be very large. Each endpoint of a subinterval is used as a possible
input for the given variable. For example, there are 5 inputs for the variable ¢
above. These values are calculated for each variable, and every combination of
the values is used as a test point. Essentially, the original range box is sliced in
each dimension, and the intersection points of the slices are taken as test points
for the function. The major benefit of this method versus the random method is
guaranteed coverage of the input space. The main drawbacks are that the number
of points created can be very large (depending on the number of variables, their
ranges, and mesh sizes), and that the points tested may not represent “average”
points, since they lack the randomness element of the first method.

The third method, called the grid random method, combines these two tech-
niques. It first splits the range of each variable into subintervals using a user
defined mesh size. Note that every possible choice of one such subinterval for
each variable defines a sub box of the original range. This method selects one
point uniformly at random from within each such box. This method benefits
from the guaranteed coverage of the grid method, and the randomness of the
random method, but is the most computationally expensive of the three.

The combination of the three methods above offer a number of advantages, in
that they are simple to describe and implement while also allowing any plausible
input value a non-zero probability of being selected. The grid and grid-random
methods also provide for fairly uniform coverage of the input space. On the other
hand, the methods above do not necessarily satisfy any code coverage criterion,
such as MC/DC [12]. In general, any method that can generate test cases from
either the software implementation or the formal specification can be used to
produce the test inputs. Some of these possibilities are discussed in Section 5.
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Once a method for determining function inputs has been selected, the follow-
ing four steps must be performed in order to compare the outputs of a function
under test.

. Generate the set of test points according to the specified testing method.

. Determine the output of the Java version of the function on each test point.

. Determine the output of the PVS version of the function on each test point.

. Compare the values of the two outputs, to determine if they agree up to
some user-defined tolerance.

= N

Because the Java versions of each function are purposely built for computa-
tion, and the actual inputs from end-users will be processed through Java, the
first two steps are carried out using Java. To do this, a Java program was writ-
ten specifically for each function and testing method. The output of the Java
program is a collection of text files, each containing a list of formatted records in
PVS syntax. Each record consists of a single test point, which lists the floating
point input value of each variable in the function being tested, as well as the
floating point output of the Java version of the function on evaluation at the
test point.

4.2 Model Animation

To determine the output of a PVS function on a particular input, it is necessary
to be able to evaluate the function on concrete input values. In PVS; this can be
done through the ground evaluator [24] assuming that the functions are written
in the executable fragment of PVS. Most functions in the ATM kinematic library
are a priori computable, except that they rely on non-computable real-number
functions such as square root and trigonometric functions. The PVS ground
evaluator does not support evaluation of these kinds of functions.

To evaluate functions that are not supported by the ground evaluator, it is
necessary to use semantic attachments [9]. A semantic attachment is a piece
of code that links an uninterpreted PVS function to another function, possible
another PVS function, for the sake of evaluation. For example, the square root
function cannot be exactly evaluated, since it often returns an irrational number
on a rational input. In a formal specification on the other hand, the precise square
root function can be reasoned about, and properties proven about it theoretically.
If a function in this formal specification is to be evaluated, some computable
method to approximate the square root, the semantic attachment, is provided.
Any time a square root is encountered in the execution of the specification, the
semantic attachment is evaluted instead.

In general, semantic attachments are not safe as there is no guarantee that the
semantic attachments soundly and completely realize the original functions. For
instance, it is impossible to provide safe semantic attachments to irrational real-
valued functions. Indeed, a semantic attachment has no guarantee to have any
relation to the function it is attached to. Hence, in PVS, semantic attachments
are allowed in the animation of specifications, but not in a formal proof.
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Since writing semantic attachments is error prone, PVS includes the anima-
tion tool PVSio [19] that provides a predefined library of semantic attachments.
The PVSio library of semantic attachments includes input/output operations,
imperative features, and floating point arithmetic. For this project, PVSio has
been extended with semantic attachments for exact arithmetic definitions of
square root, sine, cosine, and arctangent. Concretely, if f is one of these math-
ematical functions, a semantic attachment £ sa is provided that satisfies the
following property for all x € R

f_sa(z) - f(z)| <€ (2)

where € is a small positive number provided by the user. With these semantic
attachments, all evaluations are then performed using exact arithmetic. How-
ever, it should be noted that Formula (2) does not guarantee that the compu-
tational error is always bounded by €, as errors accumulate when combined in
large numerical expressions. Overall, these semantic attachments provide a much
better numerical precision than floating-point arithmetic and, since arithmetic
is always exact for all the other operators, evaluation of numerical expressions
is independent of the order of evaluation.

For this project, PVSio has also been extended with a library of seman-
tic attachments that automate the process of checking test files in the format
discussed in Section 4.1. This library provides functionality for reading text
files, converting floating point inputs into exact rational number representa-
tions, symbolically evaluating these rational inputs in PVS, comparing the out-
puts to a given tolerance, and printing the results. This library, which is called
PVSioChecker, is now part of the NASA PVS libraries.

4.3 Results

The five functions that were chosen for comparison between the PVS and Java
versions were the following:
From the vertical speed algorithms, the functions tested were

— vsAccelUntil,
— vsAccelUntilWithRampUp,
— vsLevelOut.

From the ground speed algorithms, the function tested was
— gsAccelUntil,

From the turn algorithms, the function tested was
— turnOmega.

Each function was tested using all three test-point selection methods (ran-
dom, grid, and grid random), where the upper and lower bounds for the majority
of the parameters come from Stratway defaults. The only parameters lacking
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default values in Stratway are the horizontal position coordinates. For these,
upper and lower bounds were chosen to be 1000 and -1000 nautical miles in each
coordinate. Several of the bounds apply to multiple parameters. For instance,
the bounds on ground speed apply to both the initial ground speed of the air-
craft, and to the goal ground speed used in a gsAccelUntil maneuver. The
parameters and corresponding bounds are listed in Table 1.

Table 1. Global bounds for input parameters

Soz» Soy altitude ground speed track angle
lower -1000 nmi 500 ft 50 kn 0 deg
upper 1000 nmi 40,000 ft 700 kn 360 deg

vertical speed bank angle acceleration!

lower -5000 ft/min -30 deg 0.1 m/s?
upper 5000 ft/min 30 deg 2 m/s?

'Bounds apply to ground speed and vertical speed acceleration.

The output of each function on a test point is a pair of vectors containing a
calculated position and velocity for some point of the chosen maneuver. Given
a test point, this pair of vectors is computed using both the PVS and the Java
versions of the function, and if the PVS and Java outputs for any single coordi-
nate differ by more than a tolerance value, which is set to 1078, the test point is
marked as a fail. The precision used for the semantic attachments of real-valued
functions is 107 1°. In general, the threshold for tolerance will depend on the par-
ticulars of the software under consideration. For the software considered here,
the input data are positions and velocities of aircraft, which in the use-case are
obtained through the Automatic Dependent Surveillance - Broadcast (ADS-B)
system on each aircraft. At the highest level of fidelity that these systems may be
certified at, the horizontal position is required to be accurate to with 3 meters,
the vertical position accurate to within 45 meters, and the horizontal velocity
accurate to within 0.3 meters/second® [1]. The minimum acceptable standards
are far less precise. All calculations are performed in these units, and so a toler-
ance of 10~2 would likely be sufficient in this case. The tolerance used, 10~® was
selected because it reveals the edge of where the Java and PVS implementations
differ. The precision for the semantic attachments was chosen through trial and
error to be as small as possible without significantly increasing the computation
time.

5 There is no requirement for vertical velocity accuracy.



104 A .M. Dutle et al.

For each function and point selection method, Table 2 lists the number of
records created, the number of fails, and the CPU time of testing.® Approx-
imately 2 million test points were generated for each function, spread fairly
evenly over the three testing methods. For the random method, the number of
points to be tested is simple to explicitly specify. For the grid and grid random
methods, the number of test points is governed by the step size chosen for each
parameter. Each function has, as input, an initial 3D position and velocity, a
time parameter, and some number of other parameters. Because each function
has a parameter space of at least 8 dimensions, a decrease in step size by half in
each parameter would result in at least 256 times as many records than before
the decrease. Due to this, certain parameters of each function were given prior-
ity for allowing small step size. For instance, for the vertical speed algorithms,
the altitude, vertical velocity, and vertical acceleration parameters were priori-
tized, since the horizontal position and velocity are simply projections in these
algorithms. The step sizes were then calculated that would produce the desired
number of test points.

In all, over 8 million test records were generated, and fewer than 0.01 %
of the records failed with the specified tolerance of 10~8. A few further notes
about the results are in order. First, if the tolerance is increased to 1079, there
are no failures at all. Second, the function testing whether two numbers are
almost equal compares them in terms of absolute error. If compared in terms of
relative error at the same tolerance, then there are again zero failures. Lastly, it
is notable that almost all of the failures occurred in the function turnOmega. This
is likely due to the function modeling a circular turn, while the other functions
maintain straight-line trajectories. Because of this, the output of turnOmega is
highly sensitive to any error in the calculation of several trigonometric functions.
Nevertheless, a closer examination of the actual failures records for turnOmega
was conducted. The examination revealed that nearly all failures occurred when
the angular velocity parameter is below 0.2 deg/sec, and the time parameter is
over 1000 seconds. This corresponds calculating a point over 16 minutes into a
turn with a very slight bank angle. Such turns are rarely executed in reality,
where the standard turn rate is approximately 3 deg/sec, taking just 2 minutes
for a full 360 degree turn.

5 Related and Future Work

Model animation is a key feature of model-based development tools. For instance,
MathWork’s Simulink” is a widely-used simulation environment for the analysis
of dynamical systems, which are specified using state charts. In the context of
formal methods, tools like PVSio-web [16], which is also built on top of PVSio,
and PetShop [22], which animate Petri nets, provide powerful features for pro-
totyping and validating formal specifications. In [2], VDM models are animated

6 All testing was performed on a 2014 Macbook Pro with a 2GHz Intel Core i7 pro-
cessor and 8 GB of RAM.
7 http://www.mathworks.com/products/simulink.
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Table 2. Testing Results

vsAccelUntil vsAccelUntilWithRampUp
Records  Fails CPU time Records  Fails CPU time
Rand 1,000,000 0 11.32 hr Rand 960,000 0 11.7 hr
Grid 622,080 0 4.11 hr Grid 340,416 0 2.45 hr
G-R 332,659 0 2.88 hr G-R 665,429 0 6.48 hr
totals 1,954,739 0 18.31 hr totals 1,965,845 0 20.63 hr
vsLevelOut gsAccelUntil
Records  Fails CPU time Records Fails CPU time
Rand 810,000 0 11.53 hr Rand 330,000 0 12.29 hr
Grid 518,400 0 4.88 hr Grid 315,000 0 11.8 hr
G-R 915,000 8 11.42 hr G-R 340,000 0 11.7 hr
totals 2,243,400 8 27.83 hr totals 985,000 0 35.79 hr
turnOmega Global Totals
Records  Fails CPU time Records  Fails CPU time
Rand 615,000 225  13.06 hr Rand 3,715,000 225  59.9 hr
Grid 504,000 300 7.89 hr Grid 2,299,896 300 31.13 hr
G-R 436,066 309 8.4 hr G-R 2,689,154 317 40.88 hr
totals 1,555,066 834  29.35 hr totals 8,704,050 842  131.91 hr

and used as oracles on generated test cases to uncover requirement errors. These
works, however, do not aim at validating formal models against their software
implementations as the approach proposed in this paper.

The approach presented in this paper is similar to the one supported by tools
like QuickCheck [8] for Haskell and AutoTest [18] for Eiffel. These tools check
software annotations on a set of randomly generated test cases. Similar tools exist
for theorem provers [3] and other formal methods [26]. The presented approach
also has similarities to the animation of EventB/B models using tools such as JeB
[25] and ProB [14]. Indeed, JeB even provides support for a type of semantic
attachment in the form of “hooks” for the user to supply Java code where a
function in the specification is undefined. These tools, though, are generally
intended for early testing of a specification, and for model checking. To the best
knowledge of the authors, none of these tools attempt to bridge the gap between
code and formal specifications due, for example, to numerical computations.
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Concolic test [23] and other test generation techniques [7] combine concrete
and symbolic execution of code to generate test cases that satisfy some coverage
criteria. Generation of test cases is a step of the proposed approach. Hence, the
software validation approach proposed in this paper can directly use these tech-
niques. Indeed, an early reviewer of this paper suggested the following technique.
Generate a test suite by determining a set of inputs that provide guaranteed path
coverage on the formal specification, and another set of inputs that guarantee
coverage on the software implementation. Using the full test suite would guar-
antee similar behavior of the software and its specification on every possible
execution path for a concrete test value.

Future work involves employing the approach to validate more of the code
utilized by the NASA air traffic management software under development, as
well as further employing and developing tools to automate the code generation
from specification. Another line of research is to develop a method for produc-
ing guaranteed output precision, or upper and lower bounds, for the symbolic
evaluation of a function in PVS.

The NASA PVS library also contains a specification of floating point numbers
and operations on them. Algorithms specified in this context can be translated
to code in a more faithful way, and the behavior is likely to be much closer
between the two. The hurdle to this pursuing this line of research is that proving
properties of functions inside the context of floating point numbers is much more
difficult.

6 Conclusion

Despite recent progress on the formal analysis of floating point programs [4,5,15],
verification of software involving numerical computations is still a challenging
problem. An alternative approach to software verification consists on the devel-
opment of code from formally verified models of safety-critical algorithms. While
this approach does not provide strong guarantees of software correctness, visual
inspection of both the code and the formal models increases the confidence that
the software behavior closely reflects its formal specification. This paper pro-
poses a new approach that automates the validation of software implementations
against their formal models. This approach, which is based on model animation,
compares the output of algorithms implemented in a programming language to
the results obtained from the symbolic evaluation of formal models enriched with
semantic attachments. These semantic attachments enable symbolic evaluation
of even irrational, real-valued functions, via precise numerical computations.
The proposed approach is illustrated on an air traffic management system cur-
rently used at NASA for conducting research on advanced air traffic management
concepts.
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Abstract. A structured array is an array satisfying given constraints,
such as being sorted or having no duplicate values. Generation of all
arrays with a given structure up to some given length has many appli-
cations, including bounded exhaustive testing. A sequential generator
of structured arrays can be defined by two C functions: the first one
computes an initial array, and the second one steps from one array to
the next one according to some total order on the set of arrays. We
formally specify with ACSL annotations that the generated arrays sat-
isfy the prescribed structural constraints (soundness property) and that
the generation is in increasing lexicographic order (progress property).
We refine this specification into two programming and specification pat-
terns: one for generation in lexicographic order and one for generation
by filtering the output of another generator. We distribute a library of
generators instantiating these patterns. After adding suitable loop invari-
ants we automatically prove the soundness and progress properties with
the Frama-C platform.

Keywords: Formal specification - Deductive verification - Combinato-
rial enumeration - Sequential generation * Imperative program

1 Introduction

Automated techniques for software testing are attractive because they produce
many test cases in a more rational, reliable and affordable way than manual ones.
We consider here unit testing for functions inputting a structured array. An array
is said to be structured if it satisfies given constraints, such as being sorted or
having no duplicate values. A challenge in input data generation for unit testing
is to design and implement correct generators of complex data structures.

A recent trend in research in software verification aims at building verification
environments that are themselves certified, in order to avoid erroneously validat-
ing safety properties of critical software. Randomized property-based testing has
been formalized in Coq [15] to certify random generators. M. Carlier, C. Dubois
and A. Gotlieb formally certify a constraint solver in Coq [6] as a piece of a
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certified testing environment. A certified constraint solver on a finite domain of
arrays needs certified sequential generators of these structures to explore their
domain. As a complement to random testing we address Bounded Ezxhaustive
Testing (BET for short) with algorithms generating all the arrays with given
length and structure. We formally specify the behavior of these exhaustive array
generators. As an alternative to interactive proving, we annotate them with
loop invariants and variants, so that their formal contracts can be proved auto-
matically. The BET approach is relevant [19] because it offers the advantage
of providing counterexamples of minimal size, and errors in the function to be
tested can often be revealed using input arrays of small size.

For a predefined total order on all the arrays of the same length, a sequential
generator of all arrays with a given structure is composed of two functions: the
first function constructs the smallest array of a given length satisfying the struc-
tural constraint, and from any array, the second function constructs the next
array in that order satisfying the constraint. We present a uniform approach to
the rational implementation of sequential generators of structured arrays. They
are implemented as C functions and formally specified in the ANSI C Speci-
fication Language (ACSL) [2]. We consider three behavioral properties for the
generation functions. The soundness property asserts that both functions gen-
erate arrays satisfying the prescribed constraints. The progress property asserts
that the second function generates arrays in increasing lexicographic order. It
entails the termination of repeated calls to the second function. The exhaustivity
property asserts that the generator does not omit any solution. According to the
deductive approach promoted by Floyd [11], Hoare [13] and Dijkstra [9], we stat-
ically verify the soundness and progress properties. In addition, we execute the
generator up to some array length to check dynamically the exhaustivity prop-
erty, either by counting or by comparison with the output of another generator.
For deductive verification, we use the WP plugin [8] of Frama-C, which imple-
ments the Weakest Precondition calculus for C programs annotated in ACSL,
assisted by SMT solvers [21] to prove the verification conditions generated by
WP. Frama-C is a framework for the analysis of C programs developed by CEA
LIST and INRIA Saclay.

We also propose programming and specification patterns to facilitate the
design of the generation functions and the verification of their properties. A first
pattern formalizes the principle of generation in lexicographic order by modifying
the end of the array. A second pattern describes generation by filtering the output
of an existing generator. It is completed by a pattern outlining how to uniformly
transform a first-order constraint into a Boolean function.

The contributions of this paper are (i) general programming and specification
patterns to speed up the construction and verification of sequential generators, (ii)
a verified library of C programs and ACSL specifications implementing sequential
generation algorithms, and (iii) automated formal proofs of their soundness and
progress properties.

After giving some definitions, Section 2 presents generation in lexicographic
order through a running example and a general pattern. Section 3 illustrates
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generation by filtering with the same example and proposes patterns that make
this method easy to apply to obtain and verify many sequential generators.
Verification results for several generators constructed from these patterns are
presented in Section 4. Section 5 presents some related work, and Section 6
concludes.

2 Generation in Lexicographic Order

In all that follows, array values are mathematical integers. Bounded exhaus-
tive generation of arrays only makes sense when there are finitely many arrays
of each length. To this end array values are assumed to be lower- and upper-
bounded by two C integers, whose absolute value is usually small, so that the
number of arrays to generate does not become too large. Moreover it can often
be assumed that all the computations for new array values are performed within
these bounds. Under these assumptions, array values can be safely represented
by C integers with the type int, without any risk of arithmetic overflows.

Let < denote the strict total order on integers, such that ¢ < i + 1 for any
integer 1.

Definition 1. The lexicographic order on integer arrays, denoted by <, is such
that b < ¢ if and only if there is an index i (0 <i < mn —1) such that bfi] < cli]
and bj] = c[j] for 0 < j <i—1, for all integer arrays b and c of length n > 0.

The binary relation < is a strict total order. All the programs presented in the
paper generate structured arrays in increasing lexicographic order.

Section 2.1 defines sequential generation functions. Sections 2.2 and 2.4
respectively present the principle of generation in lexicographic order through
the example of a family of structured arrays and through a formal pattern, while
Section 2.3 presents a formalization of the progress property.

2.1 Sequential Generation Functions

Consider a family z of structured C arrays of length n whose values are of type
int. A sequential generator of arrays in this family consists of two C functions,
called the (sequential) generation functions. The first function

int first_z(int all, int n, ...)

generates the first array a of length n in the family z. It returns 1 if there is at
least one array of this length in this family. Otherwise, it returns 0. The second
function

int next_z(int all, int n, ...)

returns 1 and generates in the array a of length n the next element of the family
z immediately following the one stored in the array a when the function is called,
if this array is not the last one in the family. Otherwise, it returns 0. The function
next_z is thereafter called the successor function. In the header of these two C
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functions, the dots represent other parameters which may be required for the
generation of the structured array. We only consider the cases where none of
these parameters is an additional structure.

A typical program successively generating in the unique variable a all the arrays
oflengthnin the family z consistsof acall first_z(a,n, .. .) ; tothefirst function,
a treatment of the first array, and then a treatment of all the subsequent arrays in
the body of a loop while (next_z(a,n,...) ==1).

2.2 Running Example

Catalogs such as the fatbook [1] propose effective sequential generators of combi-
natorial structures stored in a structured array. We consider the combinatorial
structure of restricted growth function as a running example.

Definition 2. A Restricted Growth Function (RGF, for short) of size n is an
endofunction a of {0,...,n — 1} such that a(0) =0 and a(k) < a(k — 1)+ 1 for
1<k<n-1.

An endofunction a of {0,...,n — 1}, and thus an RGF, can be represented by
the C array [a(0)[a(1)]. .. ]a(n — 1)] of its n integer values. The fxtbook proposes
an algorithm [1, page 235] to compute the RGF immediately following a given
RGF a in ascending lexicographic order:

1. Find the maximum integer j such that a(j) < a(j — 1).

2. If this integer exists, increment the value a(j) and fix a(i) = 0 for all i > j.
The other values of a remain unchanged.

3. Otherwise, the generation is complete, a is the largest RGF and remains
unchanged.

For example, the five RGF's of size 3 generated by this algorithm are 000, 001,
010, 011 and 012. The first RGF is the constant function equal to 0.

#include "global.h"

1

2 /@ predicate is_non_neg(int *a, Z n) =V Z i; 0 < i <n=ali] > 0;
3 @ predicate is_le_pred(int *a, Z n) =V Z i; 1 < i <n=al[i] < ali-1]+1;
4 @ predicate is_rgf(int xa, Z n) = a[0] == 0 A is_non_neg(a,n)

5 @ A is_le_pred(a,n); =x/

6

7 /*@ requires n > 0 A \valid(a+(0..n-1));

8 @ assigns al[0..n-1];

9 @ ensures is_rgf(a,n); */

10 void first_rgf(int a[], int n);

11

12 /+«@ requires n > 0 A \valid(a+(0..n-1));

13 @ requires is_rgf(a,n);

14 @ assigns all..n-1];

15 @ ensures is_rgf(a,n);

16 @ ensures \result == 1 = 1t_lex{Pre,Post} (a,n); =*/

17 int next_rgf(int a[], int n);

Fig. 1. ACSL predicates and contracts of RGF generation functions (file rgf.h)
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Figures 1 and 2 respectively show an ACSL specification and a C code
for the sequential generation functions first_rgf and next_rgf. We explain
through these examples the features of ACSL we use. To facilitate the reading of
the specifications, some ACSL notations are replaced by mathematical symbols
(e.g. keywords \forall and integer are respectively denoted by V and Z).

The file rgf . h given in Figure 1 and included in Figure 2 is composed of three
predicates and two function contracts. The characteristic property of RGF's from
Definition 2 is expressed between line 2 and line 5 of Figure 1 by the three ACSL
predicates is_rgf, is_non neg and is_le_pred. The constraint that the array
values are in {0, ...,n—1} is not specified because it is a consequence of the other
constraints. In both function contracts an annotation requires R; specifies that
the precondition R must be satisfied by the parameters of the function when it
is called. On lines 7 and 12, we require that array a is of positive length n and
is allocated in memory. It is also required (line 13) that the input array a of the
successor function represents an RGF. An annotation of the form assigns A;
before the header of a function declares in A the function parameters and global
variables that it can modify. Thus, line 14 declares that all the values of array a
can be changed except the first one a[0].

An annotation ensures E; asserts that the postcondition E holds at the end
of the function execution. The soundness property asserts that all the gener-
ated arrays satisfy the prescribed constraint, for the corresponding function to be
an RGF. It is formally specified on lines 9 and 15 of Figure 1. The postcondition
on line 16 is explained in Section 2.3.

The file rgf.c shown in Figure 2 is composed of one predicate and two
function definitions specified in ACSL. The predicate is_zero defined on line
3 is introduced to express the loop invariant of the function first_rgf (line
8 of Figure 2). We now explain the C statements in the body of the function
next_rgf in Figure 2. On line 20, a loop traverses the array from right to left to
find a position from which the end of the array will be modified. This position is
called the revision index of the array a. In this example, the revision index rev is
reached when meeting the rightmost element (i.e. maximum index) less than or
equal to its predecessor. If the search fails, then the final structure is reached (line
21). Otherwise, the contents of the array are changed from the revision index to
the end, so that the new array also satisfies the constraint and is greater than
the current array in lexicographic order. The way to effect this revision depends
on the prescribed constraints of the array. For RGFs, the property al[rev] <
alrev-1] of the revision index rev makes it possible to increment a[rev] (line
22) and fill the rest of the array with 0 (line 28) to obtain the next array satisfying
the restricted growth constraint. Figure 2 also shows annotations concerning the
loops of the functions. An annotation loop invariant I; immediately before
a loop states that the formula I is an (inductive) invariant of this loop, i.e., a
property that holds the first time the loop is entered and is preserved by each
iteration of the loop body. For instance, the loop invariant on line 17 asserts
that the revision index is the rightmost position from which the end of the array
can be modified to obtain a greater array satisfying the constraint. Before the
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I #include "rgf.h"

2

3 /+x@ predicate is_zero(int xa, Zb) =V Z i; 0< i <b=ali]l ==0; =/
4

5 void first_rgf(int a[], int n) {

6 int k;

7 /%@ loop invariant 0 < k < n;

8 @ loop invariant is_zero(a,k);

9 @ loop assigns k, a[0..n-1];

10 @ loop variant n-k; =/

11 for (k = 0; k < n; k++) alk] = 0;
12}

13

14 int next_rgf (int a[], int n) {

15 int rev,k;
16 /+@ loop invariant 0 < rev < n-1;

17 @ loop invariant (V Z j; rev < j < n=-alj] > alj-1]);

18 @ loop assigns rev;

19 @ loop variant rev; «/

20 for (rev = n-1; rev > 1; rev--) if (a[rev] < a[rev-1]) break;
21 if (rev==0) return 0O;

2 alrev]++;
23 /%@ loop invariant rev+l < k < n;

24 @ loop invariant is_non_neg(a,k);
25 @ loop invariant is_le_pred(a,k);
26 @ loop assigns k, al[rev+l..n-1];

27 @ loop variant n-k; */

28 for (k = rev+l; k < n; k++) alk] = 0;

29 return 1;
30 }

Fig. 2. Effective generation of RGFs in C/ACSL

second loop of the function next_rgf, three loop invariants successively assert
that the loop variable k stays between rev+1 and n (line 23), that the k first
values of the array are non-negative (line 24), and that the property is_le_pred
is satisfied up to k (line 25). The annotation loop assigns line 26 asserts that
the only values that the loop body can change are the elements of a between the
indexes rev+1 and n-1. An annotation loop variant V; defines a loop variant
V to ensure the termination of the loop. The entire expression must be non-
negative at the beginning of each loop iteration and strictly decrease between
two successive loop iterations. For example, as declared on line 27, the term n-k
is a variant of the loop on line 28. The ACSL annotations in the body of the
function first_rgf are similar and therefore not detailed.

Suppose that Figure 2 is the content of a file rgf . c. The static deductive ver-
ification of the function next_rgf with Frama-C and its plugin WP is realized
by running the command frama-c -wp-fct next _rgf rgf.c. Frama-C indi-
cates whether each proof obligation generated by WP is proved by the SMT
solver Alt-Ergo and indicates the duration of each proof. Verification results are
detailed in Section 4.

2.3 Progress Property

The progress property asserts that the successor function generates arrays in
increasing lexicographic order. It is specified in ACSL by the postcondition
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ensures \result == 1 = 1t_lex{Pre,Post}(a,n);

on line 16 in Figure 1. The ACSL formula 1t_lex{L1,L2}(a,n) formalizes that
the array a at label L1 is lexicographically less than at label L2. A label represents
a position in the program. Every expression e in ACSL can be written \at (e,L),
meaning that e is evaluated at the label L. The predefined label Pre (resp. Post)
in the postcondition refers to the state before (resp. after) execution of the
function next_rgf.

The predicate 1t_lex and two auxiliary predicates formalize Definition 1 in a
header file global.h included in all the generators. These definitions are shown
in Figure 3.

/+@ predicate is_eq{Ll,L2} (int xa, Z i) =

@ VZ3j; 0<3j<i=\at(aljl,Ll) ==\at(aljl,L2);
predicate 1lt_lex_at{Ll,L2} (int xa, Z i) =
is_eq{Ll,L2}(a,i) A \at(a[i],Ll) < \at(a[i],L2);
predicate 1lt_lex{Ll,L2} (int *xa, int n) =

Jint i; 0 < i <n A lt_lex_at{Ll,L2}(a,i); =*/

w R oW =

@
@
@
@

Fig. 3. Progress predicates (file global.h)

2.4 Pattern of Generation in Lexicographic Order

The function next_rgf and the successor function of many other effective sequen-
tial generators of structured arrays follow a design principle here called “suffiz
revision”. Figure 4 presents this principle as a design pattern composed of C
code and ACSL annotations, for the successor function next_z of a sequential
generator in lexicographic order.

The family z of structured arrays is defined by a constraint formalized by
the predicate is_z declared on line 4 of Figure 4. The successor function next_z
revises the suffix of its input array a in two steps. First, it finds the rightmost
array index satisfying some predicate called the revision condition. This index
is called the revision index of the array a. Second, it modifies the contents of
the array a from the revision index to the array end. The revision condition
is formalized by the predicate is_rev (line 5) and the Boolean function b_rev
(declared and specified on lines 8-13). The loop on line 32 explores the input
array a from right to left to find the revision index rev. The loop invariant
on line 29 states that the revision index is the rightmost index satisfying the
revision condition. If the search fails (line 33), the input array is the last one
and the function returns 0. Otherwise, the function suffix revises the array a
from its revision index to its end, as specified by the assigns clause on line 17.
Its postcondition on line 18 asserts that it increases the array value al[rev] at
the revision index.

The successor function follows the suffix revision pattern if it satisfies the
soundness and progress properties (respectively specified on line 24 and 25), but
also the property that the successor function always computes the next array, i.e.
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#include "global.h"

1
2
3 /+@ axiomatic preds {

4 @ predicate is_z(int xa, Z n) reads a(0..n-1];

5 @ predicate is_rev(int xa, Z n, Z i) reads a[0..n-1];
6 @ ) »/

;

8

9

/+@ requires n > 0 A \valid(a+(0..n-1));
@ requires 0 < rev < n-1;
10 @ assigns \nothing;

1 @ ensures \result == 0 V \result ==1;
12 @ ensures \result < is_rev(a,n,rev); =/
13 int b_rev(int a[], int n, int rev);

15 /@ requires n > 0 A \valid(a+(0..n-1));
16 @ requires 0 < rev < n-1;

17 @ assigns a[rev..n-1];
18 @ ensures a[rev] > \at(a[rev],Pre); x/
19 void suffix(int a[], int n, int rev);

21 /%@ requires n > 0 A \valid(a+(0..n-1));

22 @ requires is_z(a,n);

23 @ assigns a[0..n-1];

24 @ ensures soundness: is_z(a,n);

25 @ ensures \result == 1 = 1lt_lex{Pre,Post} (a,n); */
26 int next_z (int a[], int n) {

27 int rev;
28 /x@ loop invariant -1 < rev < n-1;

29 @ loop invariant (V Z j; rev < j < n=! is_rev(a,n,Jj));
30 @ loop assigns rev;

31 @ loop variant rev; =/

32 for (rev = n-1; rev > 0; rev--) if (b_rev(a,n,rev)) break;
33 if (rev == -1) return 0;

34 suffix(a,n,rev);
35 return 1;

Fig. 4. Successor function pattern for suffix revision

that there exists no array in the family z between its input and output arrays,
for the strict and total lexicographic order. An ingredient for its specification is
the loop invariant on line 29. Its verification is further discussed in Section 4.1.

Suppose that Figure 4 is the content of a file suffix.c. The postcondition
expressing the progress property and the loop invariant on line 29 are automat-
ically proved by WP, with the command

frama-c -wp suffix.c -wp-prop=-soundness.

Note that the loop invariant on line 29 is not required to prove progress property.
Indeed, the algorithm implemented by the function next_z corresponds to the
definition of the lexicographic order: it leaves a prefix of the array a unchanged
and increases its value at the revision index. The progress property is thus gener-
ically verified, because it is a consequence of the pattern. On the other hand,
the soundness property cannot be verified at this level of generality, because it
depends on the constraint on the array a.

By instantiating the predicates is_z and is_rev and the subfunctions b_rev
and suffix in this pattern with appropriate code, we obtain a generator of a
family z of structured arrays in lexicographic order, whose progress property can
be verified automatically, assuming that the subfunctions satisfy their contracts.
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In an instantiation of the pattern the subfunction contracts have to be completed
so that the soundness property can also be verified automatically. For simple
generators it is easier to replace the subfunction calls by a sequence of statements.
For example, we can obtain the successor function next_rgf of Figure 2 by
replacing the calls b_rev(a,n,rev) and suffix(a,n,rev); respectively by the
statement

alrev] < alrev-1];
and the sequence of statements

alrev]++;
for (k = rev+l; k < n; k++) alk] = 0;

3 Generation by Filtering

Generation by filtering consists of selecting in a family of structures those that
satisfy a given constraint. Of course, the more structures are rejected, the less
effective is the generator. However this simple generation approach quickly pro-
vides a first generator, whose implementation, specification and deductive veri-
fication come almost for free, as we will see throughout this section.

Section 3.1 illustrates the principle of generation by filtering with the exam-
ple of RGFs. Section 3.2 formalizes this principle in a general pattern for all
generators by filtering. The soundness property of the generation functions in
this pattern is automatically proved. To instantiate this pattern, it is necessary
to implement the constraint of substructures as a Boolean function. Section 3.3
provides a general pattern for this Boolean function and its specification. The
soundness of the Boolean function with respect to the constraint is also auto-
matically proved.

3.1 Example

The RGF family is a subfamily of the family of endofunctions of {0,...,n — 1}.
Suppose we already have implemented, specified and automatically verified a
generator of endofunctions of {0,...,n — 1} consisting of two generation func-
tions first_endofct(a,n) and next_endofct(a,n). Figure 5 shows a sequen-
tial generator of RGFs filtering those endofunctions of {0,...,n — 1} that are
RGFs. The generation functions first_rgf(a,n) and next_rgf(a,n) call the
C Boolean function b_rgf, which characterizes an RGF among the endofunc-
tions of {0,...,n —1}. The ACSL predicate is_rgf here is the conjunction of the
predicates is_le_pred and is_endofct. The contracts of functions first_rgf
and next_rgf are not shown, because they are very similar to those of Figure 1,
except the postcondition expressing the soundness property for next_rgf which
is now

ensures \result == 1 = is_rgf(a,n);
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1 /+x@ requires n > 0; 25 @ tmp # 0 = is_endofct (a,n);

2 @ requires \valid(a+ (0..n-1)); 26 @ loop assigns a[0..n-1],tmp; =/
3 @ requires is_endofct (a,n); 27 while (tmp # 0 A b_rgf(a,n) ==0) {
4 @ assigns \nothing; 28 tmp = next_endofct (a,n);

5 @ ensures \result == 0 29 )}

6 @ V \result == 1; 30 if (tmp == 0) { return 0; }

7 @ ensures \result == 1 < is_rgf(a,n); 31 return 1;

8 @x/ 32}

9 int b_rgf(int a[], int n) { 33

10 int i; 34 int next_rgf (int al], int n) {

1 if (a[0] # 0) return 0; 35 int tmp = 0;

12 /%@ loop invariant 1 < i < n; 3 /+@ loop assigns a[0..n-1], tmp;

13 @ loop invariant is_le_pred(a,i); 37 @ loop invariant is_endofct (a,n);
14 @ loop assigns 1i; 38 @ loop invariant

15 @ loop variant n-i; =/ 39 @ le_lex{Pre,Here} (a,n); =/

16 for (i = 1; i < n; i++) 40 do {

17 if (a[i] > a[i-1]+1) return O; 41 tmp = next_endofct (a,n);

18 return 1; 42 } while (tmp # 0 A b_rgf(a,n) ==0);
19 } 43 if (tmp == 0) { return 0; }

20 4 return 1;

21 int first_rgf(int a[], int n) { 45}

22  int tmp;

23 tmp = first_endofct(a,n);

24 /*@ loop invariant

Fig. 5. Generation of RGF's by filtering

/*@ predicate le_lex{Ll,L2} (int *a, int n) = 1lt_lex{Ll,L2} (a,n)
@ V is_eqg{Ll,L2}(a,n); =/

/+@ lemma trans_le_lt_lex{L1,L2,L3}: V int *a; V int n;
@ (le_lex{L1l,L2} (a,n) A lt_lex{L2,L3}(a,n)) = 1lt_lex{L1l,L3}(a,n); x/

1

2

3

4

5
Fig. 6. Predicate and lemma to specify and prove progress of a filtering successor
function

The predicate and the lemma defined in Figure 6 are respectively introduced
to specify on lines 38-39 a loop invariant for the filtering loop of the successor
function and to automatically prove that invariant and thus the progress prop-
erty for that function, assuming that the successor function of endofunctions
ensures the progress property. The current array is indeed equal to the previ-
ous one at the beginning of the do .. while loop (lines 40-42). The pseudo-
transitivity lemma trans_le_1t_lex helps the prover to derive the progress
property — expressed with the strict order predicate 1t_lex — from that loop
invariant and the contract of the called function next_endofct.

3.2 General Pattern of Generation by Filtering

The generation of RGFs by filtering can be generalized to any family of arrays
defined from more general arrays by additional constraints. Figure 7 provides
a general pattern for the generation of arrays in a family z by filtering arrays
in a family x that satisfy the additional constraint is_y implemented by the
Boolean function b_y. The arrays in the family x are assumed to satisfy the con-
straint is_x. The contracts of the generation functions first_x, next_x, first_z
and next_z are similar to the one of the functions first_rgf and next_rgf in
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1 /*@ axiomatic preds { 25 /+@ loop invariant tmp # 0

2 @ predicate is_x(int xa, Z n) 26 @ = is_x(a,n);

3 @ reads a[0..n-1]; 27 @ loop assigns a[0..n-1], tmp; =/
4 @ predicate is_y(int xa, Z n) 28 while (tmp # 0 A b_y(a,n) ==0) {
5 Q reads a[0..n-1]; 29 tmp = next_x(a,n);

6 @ predicate is_z (int *a, Z n) = 30}

7 @ is_x(a,n) A is_y(a,n); 31 if (tmp == 0) { return 0; }

8 @} x/ 32 return 1;

9 3}

10 int first_x(int a[], int n); 34

11 int next_x(int a[], int n); 35 int next_z (int a[], int n) {

12 36 int tmp;

13 /*@ requires n > 0; 37 /*@ loop invariant is_x(a,n);

14 @ requires \valid(a+(0..n-1)); 38 @ loop assigns a[0..n-1], tmp;
15 @ assigns \nothing; 39 @ loop invariant

16 @ ensures \result == 0 40 @ le_lex{Pre,Here} (a,n); =/

17 @ V \result == 1; 41 do {

18 @ ensures \result == 42 tmp = next_x(a,n);

19 @ < is_y(a,n); x/ 43 )} while (tmp # 0 A b_y(a,n) ==0);
20 int b_y(int a[], int n); 4 if (tmp ==0) { return 0; }

21 45 return 1;

22 int first_z(int a[], int n) { 46}

23  int tmp;

24 tmp = first_x(a,n);

Fig. 7. Pattern of generation by filtering

Section 3.1 and are therefore not reproduced in Figure 7. In this pattern, the
ACSL predicates is_x, is_y and is_z are not defined. That’s why they are
declared in an ACSL axiomatic block, on lines 1-8 of Figure 7.

Assuming that the functions b_y, first_x and next_x satisfy their speci-
fications, the soundness and progress properties of the functions first_z and
next_z are automatically proved by Frama-C and WP assisted by Alt-Ergo.

The generator of RGF's by filtering (Figure 5) is obtained by instantiating
the general pattern as follows: Replace each x, y and z respectively by endofct,
rgf and rgf, and implement the property is_rgf as a Boolean function. Other
examples of sequential generators using this pattern are given in Section 4. Thus,
from a specified generator for a family of structured arrays, one can rapidly
implement, specify and verify generators of their subfamilies.

3.3 General Pattern of Boolean Functions

We also propose patterns for the ACSL contract and the C code of a Boolean
function corresponding to an array structural constraint expressed in first-order
logic. If the constraint is a Boolean combination of atomic predicates, the cor-
respondence is obvious: Boolean operators (such as conjunction or negation)
either exist in C or can be readily expressed by a combination of C operators.
Thus, the interesting cases are formulas with quantifiers. The case of a unique
quantifier is too restrictive. The general case, where quantifiers are arbitrarily
nested and combined with Boolean operators, would be too heavy to formalize,
and the result would be painful to read. We have chosen to present the case of
two nested quantifiers. This is enough to give an idea of what the general case
would be, and this case is useful in itself.
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1 /+@ axiomatic preds {
2 @ predicate is_x3(int *a, Z n, Z vl, 7Z v2) reads a[0..n-1];
3 @}
4 @ predicate is_x2_gen(int *a, Z n, Z vl, Z v2) =
5 @ I Z i2; 0 < i2 < v2 A is_x3(a,n,vl1,1i2);
6 @ predicate is_x2(int xa, Z n, Z vl) = is_x2_gen(a,n,vl,n);
7 @ predicate is_x1_gen(int *a, Z n, Z vl) =V Z il; 0 < il < vl = is_x2(a,n,1l);
8 @ predicate is_xl1(int xa, Z n) = is_x1_gen(a,n,n); =/
Fig. 8. Predicates for a constraint V3
1 /*@ requires n > 0; 25 if (b_x3(a,n,vl,i) == 1) return 1;
2 @ requires \valid(a+(0..n-1)); 26 return 0;
3 @ assigns \nothing; 27 }
4 @ ensures \result == 0 V 28
5 @ \result == 1; 29 /*@ requires n > 0 A \valid(a+(0..n-1));
6 @ ensures \result ==1 & 30 @ assigns \nothing;
7 @ is_x3(a,n,vl,v2); =/ 31 @ ensures \result =— 0 V
8 int b_x3(int a[]l,int n,int vl,int v2); 32 @ \result == 1;
9 33 @ ensures \result ==1 &
10 /@ requires n > 0; 34 @ is_xl(a,n); =*/
11 @ requires \valid(a+(0..n-1)); 35 int b_x1(int al],int n) {
12 @ assigns \nothing; 36 int i;
13 @ ensures \result == 0 V 37 /+@ loop invariant 0 < i < n;
14 @ \result ==1; 38 @ loop invariant is_xl1_gen(a,n,i);
15 @ ensures \result ==1 & 39 @ loop assigns 1i;
16 @ is_x2(a,n,vl); */ 40 @ loop variant n-i; */
17 int b_x2(int al[],int n,int vl) { 41 for (i = 0; 1 < n; i++4)
18 int i; 42 if (b_x2(a,n,i) == 0) return 0;
19 /%@ loop invariant 0 < i < n; 43 return 1;
20 @ loop invariant 4}
21 @ ! is_x2_gen(a,n,vl,i);
22 @ loop assigns i;
23 @ loop variant n-i; «*/
24 for (i = 0; i < n; 1i++)

Fig. 9. Pattern of Boolean functions for a constraint V3

Consider a constraint of the form Vi.0 <i <n = (35.0 < j < n A ), where
 is a quantifier-free formula dependent on i and j expressing a constraint on an
array of length n. In Figure 8 the constraint is decomposed into three ACSL pred-
icates is_x1(a,n), is_x2(a,n,vl) and is_x3(a,n,vl,v2), respectively corre-
sponding to the complete universal property, to the existential sub-formula and
to the property ¢ it quantifies, for an array a of length n. The additional param-
eter v1 of the predicates is_x2 and is_x3 corresponds to the free variable 7 in the
subformulas (35.0 < j < nAy) and . Similarly, the additional parameter v2 of
the predicate is_x3 corresponds to the free variable j in ¢. This quantifier-free
formula ¢ being arbitrary in this pattern, the corresponding predicate is_x3 is
not defined, but only declared in an axiomatic block in lines 1-3 of Figure 8.

In Figure 9 the Boolean function b_x1 implements the ACSL predicate is_x1
in the sense that it returns 1 when its parameters satisfy the predicate, and
0 otherwise. The Boolean functions b_x2 and b_x3 respectively implement the
predicates is_x2 and is_x3. For k =1,2, the function b_xk implements a loop
that sequentially evaluates the predicate is_x(k + 1) for all array elements. The
loop invariants are specified using a generalization of the predicate is_xk, named
is_xk_gen, defined in lines 4 and 7 of Figure 8.
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Suppose that Figure 9 is the content of a file allex.c. Suppose that the
Boolean function b_x3 satisfies its specification. By the command frama-c -wp
allex.c -wp-skip-fct b_x3 we then automatically prove that the other func-
tions satisfy their specification.

An immediate application of the previous pattern is the generation of sur-
jections by filtering endofunctions. Indeed, a surjection f is an endofunction of
{0, ...,n — 1} which satisfies the property Vi.0 <i <n = (35.0<j <nAf(j) =
7). A generator of surjections is easily obtained by merging the pattern of Boolean
functions (Figures 9 and 8) with the one of generation by filtering (Figure 7),
then by renaming x1, x2, x, y and z respectively as im, eq_im, endofct, im and
surj, defining the predicate is_x3 as

predicate is_x3(int *a, Z n, Z vli, Z v2) = al[v2] == vi;
and implementing the function b_x3 with the unique statement
return(al[v2] == v1);

From the generator of endofunctions already used for RGFs in Section 3.1, the
development and deductive verification of this surjection generator are effected
in a few minutes. After this minimal work, we can make various simplifications to
the surjection generator while preserving its deductive verification. For example,
we can remove the parameter n of the predicate is_x3, which is not used in that
example.

4 Verified Library

The patterns presented in the previous sections have been implemented and
instantiated to produce a library of verified sequential generators of structured
arrays.! In order to ensure that there are finitely many arrays of each length,
all the generators of the library refine a generator of arrays whose codomain
is finite. This generator named fct generates functions from {0,...,n — 1} to
{0,...,k — 1} in increasing lexicographic order.

The literature in enumerative combinatorics [1,17] provides many effective
algorithms to generate classical combinatorial structures, such as n tuples, per-
mutations or combinations of k£ elements from n. Using the patterns in Section 3,
we quickly obtain generators of these structures by filtering among functions.
Then we implement, specify and verify more effective generators from the liter-
ature by instantiating the pattern of suffix revision (Section 2.4). Finally we use
the generators obtained by filtering to validate them, as detailed in Section 4.1.

Metrics on the library are collected in Figure 10. The first column gives the
name of the families of structures generated. These names are explained in the
remainder of this section. The number of lines of code (resp. ACSL annotations)
is recorded in the second (resp. third) column. The soundness and progress
properties of these programs have been proved automatically with Frama-C Neon

! Archives enum.*.tar.gz of the library are available at http://members.femto-st.fr/
richard-genestier/en and http://members.femto-st.fr/alain-giorgetti/en.
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l Array family [ C JACSL]goals]| time (s)]

suffix 9| 12 25 | 1.929
filtering 14| 33 51 | 5.524

allex 11| 28 40 1.936
exall 12| 27 | 40 | 1.921

all2 40| 28 | 40 | 1.759

fet 13| 25 | 42 | 5.622

subset 13| 22 40 | 4.919
endofct 4| 12 17 | 2.003

rgf C endofct 251 27 | 69 | 4.958
sortedl C fct 19 27 | 67 | 4.743
sorted2 C fct 28| 48 | 103 | 6.464
comb C fct 21| 28 67 | 4.551
inj C fct 29| 42 91 | 6.031

surj C fct 29| 40 | 103 | 7.729

perm C fct 30| 42 91 | 7.713
endoinj C inj 4| 11 15 2.562
endosurj C surj 4| 11 15 | 2.638
perm = endofct A inj || 17| 21 60 | 7.211
perm = endofct A surj|[ 28| 40 | 102 | 9.647
invol C perm 20| 27 66 | 8.729
derang C perm 20| 27 66 | 8.611
rgf 13| 28 | 41 | 8.598

sorted 13| 30 | 44 | 28.445

comb 18| 33 | 46 |Timeout

perm 23 29 50 8.903

Fig. 10. Verification results

20140301 and its WP plugin assisted by Why3 0.82 and the SMT solvers Alt-
Ergo 0.95.2, CVC3 2.4.1 and CVC4 1.3. The fourth column shows the number
of proof obligations (goals) generated by WP. The fifth column gives the time
needed for the proof of these goals by the provers Alt-Ergo, CVC3 and CVC4 in
seconds on a PC Intel Core i7-3520M 3.00GHz X 4 under Linux Ubuntu 14.04.

The first block of lines in Figure 10 concerns the patterns presented in Sec-
tions 2.4 and 3.2. The patterns allex, exall and all2 respectively correspond to
a first-order constraint of the form V3, 9V and VV. Note that only the progress
property is proved for the pattern suffix. The second block concerns the above-
mentioned generator fct.

The third block in Figure 10 concerns specializations, defined as follows.
When a family of arrays has other parameters than their length, one may fix the
value of some of these parameters and thus obtain other generators. We say that
we have specialized the family. For example, the specialization of the family of
functions from {0,...,n — 1} to {0, ..., k — 1} for k = 2 gives Boolean functions
encoding the family subset of subsets of a set of n elements [1, page 203]. Its
specialization to the case where k = n yields the family endofct of endofunctions
of {0, ..., n—1}.
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The fourth block in Figure 10 concerns generation by filtering (Section 3).
We denote by z C x a generator of structures z by filtering among more general
structures x. We denote by z = x A y a generator of structures z by filtering among
more general structures x the ones having the additional property of structures
y. For instance, rgf C endofct denotes a generator of restricted growth functions
filtered among endofunctions (presented in Section 3.1). From the generator fct
we generate by filtering the following families:

— Sorted arrays of length n whose elements are in {0, ..., k—1}, by comparing
each array value to the following one if it exists (sortedl),

— sorted arrays of length n whose elements are in {0, ...,k — 1}, by comparing
each array value to each other, i.e. using the pattern all2 (sorted2),

— combinations of p elements selected from n (comb C fct),

— injections from {0,...,n — 1} to {0, ...,k — 1} for n < k (inj C fct) and

— surjections from {0,...,n — 1} to {0, ...,k — 1} for n > k (generator surj C
fct).

The combination {eg,...,ep,—1} with 0 <eg < ...< ep—1 < n—1 is represented
by the function ¢ from {0,...,p — 1} to {0,...,n — 1} such that c(i) = e,.

Combining specialization and filtering, we produce four generators of permu-
tations on {0, ...,n — 1} (structure perm):

— perm C surj (resp. perm C inj) by specialization of surjections (resp. injec-
tions) from {0,...,n — 1} to {0,....,k — 1} (for k = n) and

— perm = endofct A inj (resp. perm = endofct A surj) by filtering of injections
(resp. surjections) among endofunctions of {0,...,n —1}.

The generator perm = endofct A surj was detailed in Section 3.3. By filtering
from permutations we also obtain involutions on {0,...,n — 1} (invol C perm)
and derangements (fixed-point free permutations) on {0,...,n — 1} (derang C
perm).

lFamilyHnb. goals‘time (s)‘

fct 43 6.858
subset 41 7.277
rgf 42 8.760

sorted 45 8.007
comb 48 29.094
perm 51 9.595

Fig. 11. Verification results for effective algorithms with an additional assertion

The fifth block in Figure 10 concerns effective generators in lexicographic
order implemented by instantiating the pattern presented in Section 2. The
generator rgf generates restricted growth functions with the algorithm from [1,
page 235], as detailed in Section 2.2. The generator sorted produces sorted arrays
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from {0, ...,n—1} to {0, ...,k —1} in a more efficient manner than the generators
sorted1l and sorted2. The generator comb produces combinations of p elements
among n by the algorithm from [1, page 178]. The generator perm produces
permutations on {0,...,n — 1} by an adaptation of the algorithm from [1, page
243]. Column 4 shows that the proofs of these optimized generators are more
complex, and thus take a longer duration, than for generators by filtering. Except
for fct and subset, an extension of the timeout of the WP plugin to two minutes
is required. In particular, the progress property of the generator comb is difficult
to prove. However, an additional assertion

/*@ assert lt_lex_at{Pre,Here}(a,rev); x/

at the end of the successor function substantially speeds up the longest proofs,
as shown in Figure 11. Indeed, it specifies that the leftmost difference between
the current array content (at label Here) and the former one (at label Pre) is at
the revision index rev. This assertion helps the prover choosing the index rev
to instantiate the existential quantifier in the predicate 1t_lex.

4.1 Other Properties
We have also proved the postcondition
ensures \result == 0 = is_eq{Pre,Post}(a,n);

for the successor functions next_z of the generators by suffix revision. It expresses
the property that the array a is not modified when the function returns 0, i.e.
when no revision index is found, indicating that the lexicographically maximal
array is reached. This property does not hold for a generation by filtering that
instantiates the pattern presented in Section 3.2, when the maximal array in the
subfamily z, say m_z, is not the maximal array in the family x, say m_x. In that
case the function next_z considers all the arrays greater than m_z in the family
x until reaching m_x and returns O while the array content has changed.

Exhaustivity. They are several ways to check the exhaustivity property assert-
ing that all the arrays with a given structure are generated. (i) One can store all
the generated arrays in a global array and then specify and prove that it contains
all the arrays satisfying the constraint. Exhaustivity was formalized in this way for
a generator of all the solutions to the n-queens problem [10]. The formal proof of
exhaustivity with the Why3 verification tool [3] needs interactive steps. We dis-
card this solution because we want to offer an approach where the verification is
completely automated. (ii) Another solution is to specify that the successor func-
tion indeed always computes the next array, i.e. that there exists no array with the
given structure between its input and output arrays, for the strict and total lexi-
cographic order. This quantification over arrays makes the property more difficult
to prove automatically than the soundness and progress properties. (iii) When the
soundness and progress properties are already proved, the exhaustivity property
can be validated up to some array length simply by counting the number of gener-
ated arrays and comparing it to the expected number either from a sequence of the
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On-Line Encyclopedia of Integer Sequences (OEIS) [20] or from known counting
formulas implemented as C functions. This work follows this third way. We have
performed the validation for all the structures of the library, by increasing length
up to the limit of the largest positive representable integer, beyond the number of
structures one may expect to generate in a reasonable time.

We have also performed validations of a generator with another one. In the
context of this work this validation is easy to implement, firstly because we
can quickly obtain a reference generator by filtering and secondly because this
generator and the effective one it is compared to produce arrays in the same
lexicographic order whenever the latter follows the principle of suffix revision.
In that case, the storage of generated arrays is not necessary: it is enough to
generate arrays in parallel with each generator and then test their equality. For
this validation, the generators by filtering rgf C fct, comb C fct, sorted C fct and
perm C fct were used as reference implementations to validate the optimized
generators rgf, comb, sorted and perm.

5 Related Work

Several techniques and tools help strengthening the trust in programs manipu-
lating structured data. Randomized property-based testing (RPBT) consists in
random generation of test data to validate given assertions about programs.
RPBT has gained a lot of popularity since the appearance of QuickCheck
for Haskell [7], followed by Quickcheck for Isabelle [4] and re-implementations
for many programming languages, among which the C language with the tool
quickcheck4c [23]. In RPBT a random data generator can be defined by filtering
the output of another one, in a similar way as an exhaustive generator can be
defined by filtering another exhaustive generator in BET.

A more generic approach is type targeted testing [18], wherein types are con-
verted into queries to SMT solvers whose answers provide counterexamples. A
more specific approach is contract-based testing, using contract languages. For
Java programs the tools TestEra [14] and UDITA [12] automatically generate
all non-isomorphic test cases within a given input size and evaluate soundness
criteria, UDITA ensuring that some complex data structures are supported by
the program. In case of violated soundness criteria, they produce concrete Java
inputs as counterexamples, but the user has to write data generation methods
and predicates. For C programs specified with ACSL, the tool StaDy [16] inte-
grates the structural test generator PathCrawler [22] within the static analysis
platform Frama-C. PathCrawler uses concrete execution and symbolic execu-
tion based on constraint solving and allows StaDy to guide the user in her proof
work, showing inconsistencies between the code and the specification by the
test coverage of all feasible paths of code and specification and producing coun-
terexamples. StaDy helped us find errors in preliminary versions of some of our
generators. Our work is even more specific: we provide a dedicated generator
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for each structure of interest. Although it requires more work, it is guaranteed
to find the smallest counterexamples and is thus complementary to the other
approachs.

Moreover we provide formally verified generators as building blocks for veri-
fied verification tools. To our knowledge, the deductive verification of exhaustive
generators of constrained data structures has never been addressed yet.

6 Conclusion

The generation of arrays with a given structure in increasing length up to a
given length can be very useful for automatically testing programs taking these
arrays as inputs. Effective generation algorithms also provide interesting deduc-
tive verification problems. Therefore, we have undertaken to develop a library
of structured array generators, formally specified and automatically verified. In
order to reduce the cost of their specification and deductive verification, we pro-
pose general patterns for various families of generators, whose instantiation more
easily yields correct programs. In particular, a pattern for the basic principle of
filtering makes it possible to implement many generators from a small number
of classical ones. The soundness and progress properties of these generators are
automatically verified. We also provide a pattern for more effective generators,
whose progress property is automatically verified. The soundness of the genera-
tors obtained by the instantiation of this pattern is more difficult to verify, but
the Frama-C platform and its plugins provide significant help.

The use of deductive verification in combinatorics is not common. In this
area, the most notable works are [5] and [10]. The first one specifies in ACSL
and checks with Frama-C, a C function computing the conjugate of a partition
of integers. The second work proves formally an enumeration of all the solutions
to the m-queens problem. The formal proof is performed using the Why3 tool
and the proof of exhaustivity is interactive.
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Abstract. This contribution reports on a middle-sized case study in
which the consistency of a UML and OCL class model is checked. The
class model restrictions are expressed by UML multiplicity constraints
and explicit, non-trivial OCL invariants. Our approach automatically
constructs a valid system state that shows that the model can be instan-
tiated and thus proves consistency, i.e., shows that the invariants together
with the multiplicity constraints are not contradictory.

1 Introduction

In the context of Model-Driven Engineering (MDE) assuring quality of software
models by validation and verification approaches is of central concern. Thus test-
ing and proving techniques and their combination is highly relevant, as several
recent case studies from different domains and with different methodological
aims demonstrate [1-3,9,11]. The work done here is carried out in the context
of the design tool USE (UML-based Specification Environment) developed for
UML (Unified Modeling Language) and OCL (Object Constraints Language).
USE [5,7,8] is employed here for automatically checking the consistency (instan-
tiability) of a UML class model enriched by OCL invariants. USE contains (what
we call) a ‘model validator’ that constructs a system state on the basis of a con-
figuration, which describes a search space for possible system states [10]. With
this functionality and on the basis of a transformation into the relational logic of
Kodkod [12], it is possible to check the UML and OCL model for consistency, for
implications, for invariant independence and for possible completions of partially
described system states, among other possible uses.

Here, we discuss a middle-sized case study with complex OCL constraints.
We show that it is feasible to automatically check consistency for middle-sized
UML and OCL models. Thus, by building a test case, i.e., an object model that
instantiates the class model, we prove a property, namely model consistency
or instantiability. The case study is a transformation model that describes the
syntax (schemata) and the semantics (states) of the ER (Entity-Relationship)
and the relational data model as well as the transformation between these two
data models as the object model in Fig. 1 and the class model in Fig. 2 sketches.
The notion ‘semantics’ refers here to those parts (classes and associations) of
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Fig. 2. Case study class model with model validator configurations indicated

Num Objects|Num Links|USE Response Times [in milliseconds]

Translation |Translation Solving
1.1 0..* trivially unsat 358 ms 202 ms 0 ms
1..2 0..* unsat 328 ms 811 ms 31 ms
1..3 0..* unsat 359 ms 3292 ms 827 ms
1.4 0.* sat 359 ms| 11092 ms| 8205 ms
1..5 0.* sat 327 ms| 31231 ms| 45022 ms
1..6 0.* sat 328 ms| 73445 ms| 8533 ms
1.7 0..* sat 327 ms| 158839 ms|231053 ms
1..8 0.* sat 343 ms| 301907 ms|149480 ms
1.9 0..* sat 343 ms| 557427 ms|459233 ms
1.1 1.*% trivially unsat 312 ms 203 ms 0 ms
1..2 1.% unsat 328 ms 827 ms 16 ms
1..3 1..% unsat 343 ms 3338 ms 78 ms
1.4 1..% unsat 340 ms| 10951 ms 219 ms
1..5 1.* unsat 343 ms| 30857 ms| 3572 ms
1..6 1..% sat 375 ms| 74412 ms|134878 ms
1.7 1..% sat 343 ms| 157264 ms| 17628 ms
1..8 1.% sat 394 ms| 301315 ms|{120432 ms
1.9 1..% sat 375 ms| 551758 ms|607059 ms

Fig. 3. Applied 18 model validator configurations and USE results
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the transformation model that handle the interpretation of ‘syntax’ classes; for
example, the syntax class Entity is ‘semantically’ interpreted by the semantics
class Instance or RelSchema is interpreted by Tuple. Regarding the syntax
part, you see in Fig. 1 in the upper left a single (tiny) ER schema and in the
lower left an equivalent relational database schema. Regarding the semantics
part, you see in the upper right a single (tiny) ER state and in the lower right
an equivalent relational database state. More details will be mentioned below,
and the full UML and OCL model can be found in [4]. Later, Fig. 1 will be
discussed further, as well.

2 Case Study Class Model

The case study is a transformation model. A transformation model is a descrip-
tive model where the relationship between source and target is purely char-
acterized by the (source,target) object model pairs determined by the trans-
formation. A transformation model consists in our approach of a plain UML
class model with restricting OCL invariants. Typically, there is an anchor class
for the source model (class ErSyn ErSchema in Fig. 2), an anchor class for the
target model (class Re1Syn_RelDBSchema), and a connecting class for the trans-
formation (class Er2Rel_Trans). There are OCL invariants for restricting the
source metamodel, for the target metamodel, and for the transformation. In this
example, the transformation model consists of a single class and associations
connecting the syntax and semantics parts.

We have studied parts of the case study before [6], however we have not
yet handled the semantics parts from the right side of the class model with
automatic techniques. In that earlier work, the class model for the syntax and
the transformation parts included 10 classes, 11 associations, 22 invariants, and
6 OCL operations. Now, by including also the semantics part, we have 18 classes,
34 associations, 59 invariants, and 10 OCL operations. Thus the complexity of
the case study has been more than doubled. In formal terms the OCL invariant
coverage and their complexity grew from factor 247 to 775 (for details about the
absolute numbers see [4], if needed; however, what is relevant here is the rela-
tionship between the numbers). The numbers indicate the coverage of the class
model by the invariants and state the number of classes, attributes and associ-
ations touched by the constraints. The numbers are therefore one indication for
the complexity of the invariants.

There are up to 6 nested quantifiers as, for example, in the invariant
Er2Rel _Trans::forTupleExistsOneInstanceXorLink (see Fig.4 or [4] for more
details, if needed). In the semantics part (not covered in [6]) the constraints
also guarantee for the states the validity of key conditions (see for example
RelSem Tuple: :keyMapUnique in Fig.4 or [4], if needed).

3 Model Validator Configuration

A model validator configuration determines the population of classes, associa-
tions, and attributes: (a) One specifies a mandatory upper and an optional lower
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-- Entity-Relationship model syntax: Within one Entity, different
-- Attributes have different names

context self:ErSyn_Entity inv uniqueAttributeNamesWithinEntity:
self.attribute->forAll(al,a2 | al.name=a2.name implies al=a2)

-- Relational model semantics: Two different Tuples of one RelSchema
-- can be distinguished in every RelDBState where both Tuples occur by
-- a key Attribute of the RelSchema

context self:RelSem_Tuple inv keyMapUnique:
RelSem_Tuple.allInstances->forAll(self2 |
(self<>self2 and self.relSchema=self2.relSchema) implies
self .relDBState->intersection(self2.relDBState)->forAll(s |
self.relSchema.key()->exists(ka |
self.applyAttr(s,ka)<>self2.applyAttr(s,ka))))

-- Transformation: For every Tuple in a RelDBState (1) there is either
-- exactly one Instance such that for every attrMap of the Tuple there
-- 1is exactly one attrMap in the Instance holding the same information
-- or (2) there is exactly one link such that for every attrMap of

-- Tuple the following holds: (A) if the attrMap belongs not to a key
—-- Attribute, there is exactly one attrMap in the Link holding the

-- same information, and (B) if the attrMap belongs to a key

-- Attribute, there is exactly one RelendMap in the Link and exactly
-- one attrMap of the RelendMap such that the attrMap from the Tuple
-- and the attrMap from the Link hold the same information

context self:Er2Rel_Trans inv forTupleExistsOneInstanceXorLink:
self.relDBState->forAll(relSt | self.erState->one(erSt |
relSt.tuple->forAll(t | erSt.instance->one(i |
t.attrMap->forAll(amRel | i.attrMap->one(amEr |
amEr.attribute.name=amRel.attribute.name and
amEr .value=amRel.value)))
xor
erSt.link->one(l | t.attrMap->forAll(amRel |
( amRel.attribute.isKey=false implies
1.attrMap->one (amEr |
amEr.attribute.name=amRel.attribute.name and
amEr .value=amRel.value) )
and
( amRel.attribute.isKey=true implies
1.relendMap->one(rm |
rm.instance.attrMap->select(amEr | amEr.attribute.isKey)->
one (amEr |
amRel.attribute.name =
plus(times10(rm.relend.name) ,amEr.attribute.name)
and amRel.value=amEr.value))))))))

Fig. 4. Typical OCL invariants (3 from 59) in the transformation model
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bound for each class determining the maximal and minimal number of objects in
the expected system state, (b) an optional lower and optional upper bound for
each association determining the number of links, and (c) a finite value set for
each attribute; attribute values may be determined by finite datatype value sets.
The purpose of a configuration is to determine a finite search space for object
models (system states) matching the class model and the constraints.

For proving consistency we have fixed some classes and associations in the
applied configurations: All ‘white’ classes in Fig. 2 are fixed to have exactly one
object (lower and upper bound ‘1’), and the associations between these classes
are required to have exactly one link. The remaining ‘grey’ classes (and the
associations with at least one participating ‘grey’ class) have been checked with
a fixed lower bound and a varying upper bound: for the classes lower bound ‘1’
and upper bounds equal to a single integer from ‘1, 2, ..., 9’ have been used; for
the associations the bounds ‘0..*” and ‘1..*” have been employed. One finds the
results of running the model validator with these 18 configurations in Fig. 3.

Concerning the data types and attributes, the used configurations employ the
range 0..99 for the data type Integer and the attributes Base_Named: :name:
Integer and Base Value::value:Integer. Thus a name (for example, for an
entity or for an attribute) is handled by the model validator as an Integer literal.
In order to present a name more intuitively as a String literal, we encode the ten
digits as letters: 0—‘A’, 1—‘B’, 2—‘C’, 3—‘D’, 4—‘FE’, 5—‘F’, 6—'G’, T—‘H’,
8—‘J’, 9—‘K’. This encoding is realized in terms of an operation and the derived
attribute Base_Named: :nameS:String. For example, the Entity object in the
top left of Fig. 1 has name=24 and nameS=’CE’. The literal 4 occurring as the
value of the F attribute in the top right of the figure has been chosen by the
model validator from the mentioned range 0. .99.

The solution found by the model validator when employing the 1..6/1..%
configuration from Fig. 3 is pictured as an object model in Fig. 1. It is an
automatically constructed test case proving model consistency on the basis of
the stated configuration. The (tiny) test case covers an ER schema, an ER state,
a relational database schema, and a relational database state.

4 Tool Response and Translation and Solving Times

The table in Fig. 3 gives an overview on performed experiments, i.e., 18 configu-
rations with which the model validator has been executed (more configurations
have been tested, but they are not documented here). The first and second col-
umn determine the configuration’s setting for the object number bounds (in
the ‘grey’ classes) and the link number bounds in the connected associations.
The third column shows the three different responses made by the model val-
idator: (a) ‘trivially unsat’ means that the configuration was recognized to be
not instantiable by only analyzing the specified bounds; in this class model (see
Fig. 2), for example, each ER relationship (‘Relship’) must be connected to at
least 2 relationship end (‘Relend’) objects, and this cannot be satisfied by just
allowing one ‘Relend’ object; (b) ‘unsat’ means that no instantiation can be
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found; and (c) ‘sat’ says that an instantiation has been found within the bounds
and constructed as an object model. The three time specifications refer to the
time needed (a) to translate the class model including the invariants into the
relational logic of Kodkod, (b) to translate the relational formula and configura-
tion into SAT (this step is performed by Kodkod), and (c) to solve the translated
relational formula by the underlying SAT solver. For the experiments we have
used the MiniSat solver.

The difference between the association bounds ‘0..*’ and ‘1..*’ concerns the
instantiation. In the first case, not all associations must have links, whereas in
the second case, links must be present for all associations: In the first case ER
schemata without relationship attributes are allowed, whereas in the second case
ER relationships must have attributes, i.e., the association between ‘Relship’ and
‘Attribute’ must be instantiated.

— In the ‘1..*’ case, the restriction about the relationship attributes car-
ries over to the relational data model and to the state part. In the
‘1. case, ‘ErSem_Link’ objects must have attribute values that are
described by ‘AttrMap’ objects; therefore enough ‘AttrMap’ objects must be
present (here, at least 6 ‘AttrMap’ objects). The solution is only found after
the object bounds have been set to ‘1..6" (see Fig. 1 showing six ‘AttrMap’
objects).

— In the ‘0..*’ case, the solution is already found earlier when the object bounds
are set to ‘1..4’, because fewer ‘AttrMap’ objects are needed when there are
no relationship attributes.

As a closing remark in the technical sections, let us consider the transfor-
mation model from a different perspective. Up to now, we have discussed the
transformation model as transforming the ER model into the relational model,
basically going in Fig. 2 from the upper part to the lower part. But formally, this
direction is not expressed anywhere in the model in terms of the associations
which can be navigated in both directions. One may look at the complete model
also as a transformation from syntax to semantics, i.e., going in Fig. 2 from the
left part to the right part.

5 Conclusion

We have shown that it is possible to automatically prove properties like consis-
tency for UML and OCL models for non-trivial models in an automatic way. In
the future, we want to carry over these results to other properties of UML and
OCL models like invariant independence or implications from the stated con-
straints. The strength of the model validator has to be improved in order to be
able to handle larger solution spaces, i.e., we want to allow more flexible config-
uration bounds. Better and more detailed feedback from the model validator in
case of unsatisfiability should be given more attention. Larger case studies, like
for example the UML metamodel, should be considered in order to show that
the combination of tests and proofs can be applied for complex and real-world
models.
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Abstract. Testing a telecommunication protocol often requires protocol
log analysis. A protocol log is a sequence of messages with timestamps.
Protocol log analysis involves checking that the content of messages and
timestamps are correct with respect to the protocol specification. We
model a protocol specification using constraint programming (MiniZinc),
and we present an approach where a constraint solver is used to perform
protocol log analysis. Our case study is the Public Warning System ser-
vice, which is a part of the Long Term Evolution (LTE) 4G standard.
We were able to analyse logs containing more than 3000 messages with
more than 4000 errors.

Keywords: Telecommunication protocol - Testing - Constraint
programming

1 Introduction

In this paper we investigate the use of constraint programming to implement a
part of a test harness for equipment involved in the Long Term Evolution (LTE)
4G standard [1,2], in particular the broadcast of public warning messages [3].
The protocol specification includes a number of messages with complex timing
requirements between them. The contribution of the paper is a new approach
to analyse the correctness of protocol logs. The main novelty is that we use
constraint programming [4] to directly model the protocol and use a constraint
solver as a test harness in order to find incorrect behavior in logs. Some results
of this paper appeared in the workshop paper [5] presented as work in progress.

In this work, we model a part of the protocol directly in the MiniZinc [6]
language (see Section 2). This approach requires a script that reads a protocol
log that is a plain text, creates arrays of MiniZinc parameters, and assigns values
to the parameters according to the information provided in the log. We also
have variables that represent correct timestamps of some messages. There are
parameters such as delays of messages for which we know only boundary values,
© 2015 US Government. Work subject to 17 USC 105. All other rights reserved.
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which adds complexity to the model. The complexity of the model also depends
on the number of messages, and we use a technique to partition timestamps
of messages into classes. Protocol log analysis in this case is an optimisation
problem. We use a constraint solver to find the optimal solution minimising the
number of unsatisfied constraints.

The rest of this paper is structured as follows: in Section 2 we give a very
brief overview of constraint programming and MiniZinc; in Section 3 we explain
main steps of the approach by an example; in Section 4 we give the necessary
telecommunication background to understand the case study; in Section 5 we
give in some detail the constraint model that is required to test the protocol
logs for correctness; in Section 6 we describe optimisation technique to reduce
complexity of the model; and in Section 7 we present experimental results.

2 MiniZinc and Constraint Programming

Constraint Programming [4] (CP) is a framework for modelling and solving com-
binatorial problems including verification and optimisation tasks. A constraint
problem is specified as a set of decision variables that have to be assigned values
so that the given constraints on these variables are satisfied, and optionally so
that a given objective function is minimised or maximised. Constraint solving
is based on the constructive search for such an assignment. Constraint propa-
gation plays an important role: a constraint is not only a declarative modelling
device, but has an associated propagator, which is an algorithm to prune the
search space by removing values that cannot participate in a solution to that
constraint. The removal can trigger other propagators, and this process contin-
ues until a fixpoint is reached, at which time the next assignment choice must
be made.

MiniZine [6] is a constraint modelling language, which has gained popularity
recently due to its high expressivity and large number of available solvers that
support it. It also contains many useful modelling abstractions such as quan-
tifiers, sets, arrays, and a rich set of global constraints. MiniZinc is compiled
into FlatZinc, a constraint solving language which specifies a set of built-in con-
straints that a constraint solver must support. The compilation process is based
on flattening by introducing auxiliary variables, substituting them for nested
subexpressions, and selecting the appropriate FlatZinc constraints. Common
sub-expression elimination plays an important role as well. All the constraints
presented in this paper are shown in a form that is very close to their MiniZinc
version. We use fzn-gecode, the Gecode FlatZinc back-end.

An application of constraint programming to testing in industry is reported in
[7] and [8]. In [9] constraint solving is used to derive test cases that distinguish
between a piece of code and a mutation of that piece of code. More recently
there has been a lot of work on using recent advances in constraint programming
applied to white box testing of Java or C [10,11]. In [12] constraint programming
is used to generate protocol logs to test telecommunication test harness.
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3 Overview of the Approach by an Example

We analyse protocol logs that consists of a sequence of messages with times-
tamps. An abstract sequence of protocol messages is shown in Figure 1. This is
not a real log, but we use it to illustrate the approach. The radio base station
transmits three messages M1, M2 and M3 to the mobile phone. Message M1 does not
contain any parameters. Message M2 contains the parameter y and message M3
contains the parameters z; and z3. The first message M1 the mobile phone reads
with some delay, and we introduce decision variable delay, which is between 0
and 100 milliseconds.

10 : 00 : 00.000 M1{} 10 : 00 : 01.600 M3{z; = 1, zo = aaba}
10 : 00 : 00.080 M2{y = 80} 10 : 00 : 01.920 M3{z; = 2, z2 = abab}
10 : 00 : 00.400 M3{z1 = 1, 2o = aaba} 10:00 : 02.900 M1{}

10: 00 : 00.720 M3{z1 = 2,22 = abab} 10:00: 03.120 M3{z1 = 1, 22 = aaba}
10: 00 : 01.040 M3{z1 = 4, z2 = aaaa} 10:00 :03.440 M3{z; = 2,z = abab}
10: 00 : 01.450 M1{} 10 : 00 : 04.350 M1{}

10 : 00 : 01.580 M2{y = 320}

Fig. 1. Sequence of messages in a log

We introduce three arrays of parameters M1Time, M2Time and M3Time that
represent timestamps in milliseconds since the beginning of the log of corre-
sponding messages in the log. In this example they will have the values

M1Time = [0, 1450, 2900, 4350]
M2Time = [80, 1580]
M3Time = [400, 720, 1040, 1600, 1920, 3120, 3440]

In the example the parameter y can take two values and parameters z; and z9
can take four values. We introduce three arrays of parameters M2y, M3z1 and
M3z2 which represent content of the messages in the log. In this example they
will have the values

In the example there are two cases in the transmission of messages M3 by the
radio base station. After each message M1 the radio base station transmits several
messages M3. After a M1 message, which is transmitted within 1500 milliseconds,
the M3 messages follow with z; equal to 1,2,3 and 4. After messages M1, which
are transmitted after 1500 milliseconds, the messages M3 follow with z; equal
to 1 and 2. Between the two messages M1 should be the M3 messages with all
possible values of the parameter z;. This can be captured with the constraint
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(V1 <i<3)
((M1Time; < 1500 — delayA
(V1 <j<4)(31 <k <7)MiTime; < M3Timey < M1Time;11 A M3z1ly = j)

vV
(M1Time; > 1500 — delayA
(V1 <j<2)(31 <k <7)MiTime; < M3Timey < M1Time;11 A M3zl = j))

where two disjuncts in the constraint represent two cases of transmission of
messages M3. If disjuntcs are not satisfiable, then we have errors in the log. We
introduce the Boolean decision variable M3contentinc; equal to 1 indicates an
error in the log and rewrite the constraint as

(V1<i<3)
((M1Time; < 1500 — delayA
(V1 <j<4)(31 <k <7)M1iTime; < M3Timey < M1Time,; 1 A M3zl = j)
V
(M1Time; > 1500 — delayA
(V1 <j<2)(31 <k <7)MiTime; < M3Timey < M1Time;11 A M3zl = j))
< MScontentinc; = 0

After defining constraints we can use constraint solver to find solution by
minimising sum of Boolean decision variables in the array M3contentinc. In the
example from Figure 1, regardless of the value of delay, we have M3contentinc, =
1, since there is no message M3 with the parameter z; = 3 between first and
second messages M1. However, if delay = 20, then M1Times; = 1450 < 1500—delay
and M3contentincy = 1, since there are no messages M3 with z; equal to 3 and
4 between second and third messages M1. Thus, the minimum number of errors
is one, while delay is between 50 and 100. To analyse real protocol logs, we also
need to define constraints on timestamps and content of messages, but they are
more complex. We present such a constraint model in Section 5.

4 Public Warning System for LTE

In our case study we use a constraint solver to test a part of Public Warning
System (PWS). The Public Warning System is a technology that broadcasts
Warning Notifications to multiple users in case of disasters or other emergencies.

4.1 E-UTRAN Architecture

LTE (Long Term Evolution) [1] is the global standard for the fourth generation
of mobile networks (4G). Radio Access of LTE is called evolved UMTS Terres-
trial Radio Access Network (E-UTRAN)[2]. A E-UTRAN consists of eNodeBs
(eNBs), which is just another name for radio base stations. Our setup consists of
an eNB, a simulated Mobility Management Entity (MME) that forwards PWS
messages to the eNB, and some simulated User Equipment (UE). The functions
of these entities are described in more detail below.
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Fig. 2. E-UTRAN architecture [2]

An eNB connects to User Equipment via the air interface. The eNBs may
be interconnected with each other by means of the X2 interface. The eNBs are
also connected by means of the S1 interface to the EPC (Evolved Packet Core),
more specifically to the MME (Mobility Management Entity) by means of the
S1-MME interface, and to the Serving Gateway (S-GW) by means of the S1-
U interface [13]. The MME performs mobility management; security control;
distribution of paging messages; ciphering and integrity protection of signaling;
and provides support for PWS message transmission. S-GW is responsible for
packet routing and forwarding. The functions of eNBs include radio resource
management; [P header compression and encryption, selection of MME at UE
attachment; routing of user plane data towards S-GW; scheduling and trans-
mission of paging messages and broadcast information; and measurement and
reporting configuration for mobility and scheduling [1]. An eNB is responsible
for the scheduling and transmission of PWS messages received from MME.

4.2 The Earthquake and Tsunami Warning System

The earthquake and Tsunami warning system (ETWS) is a part of PWS that
delivers Primary and Secondary Warning Notifications to the UEs within an
area where Warning Notifications are broadcast [3]. We show in Figure 3 the
network structure of PWS architecture.

eNode8 [— MME | cBC —{ cee

LTE-Uu S1-MME SBc

Fig. 3. PWS architecture [14]
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The Cell broadcast Entity (CBE) can be located at the content provider and
sends messages to the Cell Broadcast Center. The Cell Broadcast Center (CBC)

is part of EPC and connected to the MME.
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Fig. 4. An example of acquiring primary and secondary notification messages by UE
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Table 1. Parameters and decision variables in the models

delay Time difference between time when eNB starts to trans-
mit primary notification and/or secondary notification
and the time when UE reads first paging message.

nPrim Number of primary notifications.

delayPN An array of timestamps of primary notifications. The size
of the array is nPrim.

nSec Number of secondary notifications.

delaySN An array of timestamps of secondary notifications. The
size of the array is nSec.

dprC The length of a paging cycle.

ndPC The number of paging cycles, which is configured in eNB.

PagPN An array of timestamps of paging messages of primary
notification. The size of the array is ndPC - nPrim

nBR An array of NumberofBroadcastRequested + 1 of sec-
ondary notifications. The size of the array is nSec.

nBRmax Maximum number in array nBR.

PagSN An array of timestamps of paging messages of secondary
notifications. The size of the array is nBRmax - nSec.

PaglLog An array of timestamps of paging messages from the log.
The size of the array is nPaglog.

rPer An array of lengths of repetition periods. The size of the
array is nSec.

SIB1TimeLog |An array of timestamps of SIB1 messages from the log.
The size of the array is nSIB1Log.

SIB1TypeLog |An array of values from 0 to 3 that indicate whether SIB1
messages contain schedulingInfoList for SIB10 and/or
SIB11 messages. The size of the array is nSIB1Log.

SIB10TimeLog|An array of timestamps of System Information mes-
sages with SIB10 from the log. The size of the array is
nSIB10Log

SIB11TimeLog|An array of timestamps of System Information mes-
sages with SIB11 from the log. The size of the array is
nSIB11Log.

siPerSIB10 |Periodicity of SIB10.

siPerSIB11 |Periodicity of SIB11.

nSeg An array of number of segments in secondary notifica-

tions.

143
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The CBE sends emergency information to the CBC. The CBC identifies
which MMESs need to be contacted and sends a Write-Replace Warning Request
message containing the warning message to be broadcast to the MMEs. The
MME sends a Write-Replace Warning Confirm message that indicates to the
CBC that the MME has started to distribute the warning message to eNBs. The
MME forwards Write-Replace Warning Request to eNBs in the delivery area.
The eNB determines the cells in which the message is to be broadcast based on
information received from MME [14]. If a Warning Type IE (information ele-
ment) is included in a Write-Replace Warning Request message, then the eNB
broadcasts a Primary Notification. If Warning Message Contents IE is included in
a Write-Replace Warning Request message, then the eNB schedules a broadcast
of the warning message according to the value of Repetition Period IE (rPer)
and Number of Broadcasts Requested IE (NumberofBroadcastRequested) [15].
To inform a UE about the presence of an ETWS primary notification and/or
ETWS secondary notification, a paging message is used. A UE attempts to read
paging messages at least once every defaultPagingCycle (dPC). If a UE receives
a Paging message including an ETWS-indication, then it starts receiving ETWS
primary notification or ETWS secondary notification according to scheduling-
InfoList contained in SystemInformationBlockTypel (SIB1). ETWS primary
notification is contained in SystemInformationBlockTypelO (SIB10) and ETWS
secondary notification is contained in SystemInformationBlockTypell (SIB11).
The messages SIB10 and SIB11 are transmitted in System Information (SI)
messages with different periodicity. If a secondary notification contains a large
message, then it is divided into several segments, which are transmitted in Sys-
tem Information messages.

In Table 1 we present a description of some parameters that are constants
and decision variables used in models. Parameters, which represent the content
of SIB10 and SIB11 messages, are omitted. In Figure 4 we show an example of a
correct reception of paging messages, SIB1, SIB10 and SIB11 messages of the first
warning message by UE, where a = (|rPer;/dPC| + 1) - dPC, |rPer;/dPC]| is the
number of whole paging cycles during a repetition period, b = |rPer; /dPC| - dPC,
ndPC = 3,nBR; = 4andnSeg; = 2. Horizontal lines in Figure 4 represent timelines.
The first timeline is used to represent timestamps of paging messages of primary
notification, and the second timeline is used to represent timestamps of paging mes-
sages of secondary notification. Vertical lines in first and second timelines represent
timestamps of paging messages; vertical lines in the third timeline represent times-
tamps of SIB1 messages; rectangles in the fourth timeline represent timestamps of
SIB10 messages; and rectangles in the fifth timeline represent timestamps of SIB11
messages. Unfilled and filled rectangles in the fifth timeline indicate two different
message segments.

4.3 Replacement of Warning Messages

If a warning message is being broadcast in a certain area and the eNB receives a
Write-Replace Warning Request message with an identity which is different from
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(a) Transmission of Write-Replace Warning Request messages by
MME to eNB. Different shapes on the top of the vertical lines rep-
resent different warning messages.
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(b) Transmission of primary and secondary notifications for each warning mes-
sage by eNB to UE. A shape on top (bottom) of a rectangle shows to which
warning message SIB10 (SIB11) message corresponds.

Fig. 5. Replacement of Write-Replace Warning Request messages

the warning messages being broadcast, the eNB schedules the received warn-
ing message for broadcast for that area. Figure 5 illustrates the replacement of
warning messages. Figure 5(a) shows timestamps of five Write-Replace Warning
request messages (Warning message 1-5) which contain the content of primary
notifications (Prim) and/or secondary notifications (Sec). For example Warn-
ing message 1 contains the content of primary and secondary notifications and
Warning message 2 contains the content of primary notification. The horizontal
line is the timeline and vertical lines represent timestamps of warning messages.
Warning message 2 is received by eNB delayPN, milliseconds after Warning
message 1 was received. Warning message 5 is received delayPN, = delaySN,
milliseconds after Warning message 1 is received. In Figure 5(b) vertical rect-
angles represent timestamps of SIB10 and SIB11 messages which eNB transmit
to UE. It can happen that SIB10 (SIB11) messages from a previous warning
message continues to transmit after the new warning message is received, if the
new message does not contain a content of primary (secondary) notification. For
example, when Warning message 2 is received, eNB continues transmit SIB11
messages from Warning message 1 and start to transmit new SIB10 messages.
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5 Modelling of ETWS Notification Acquisition by UE

Our goal is to analyse a UE protocol log that contains paging messages, SIB1,
SIB10, and SIB11 messages. We defined a Model that consists of constraints on
timestamps and the content of these messages. We divided the Model into three
submodels, each of them checks for different information in a protocol log. Some
constraints appear in all submodels. The division into submodels was made in
order to reduce complexity of the overall model and is useful for a quick check of
partial information in case when Model takes a long time to solve. The submodels
are

— PagingModel that checks that the log contains all required paging messages,
and that the number and timestamps of paging messages are correct

— SIB1Model that checks that the log contains all required SIB1 messages, and
that the schedulingInfolist is correct

— PrimSecModel checks that the log contains SIB10 messages with correct
timestamps, content and identity numbers. It also checks that SIB11 mes-
sages have correct timestamps, content, segments and identity numbers.

The recommended values for dPC, siPerSIB10, siPerSIB11 and rPer satisfy
constraints dPC > siPerSIB10, rPer > siPerSIB11 and rPer > dPC, which we
assume in all our models. Other values are possible, but would require different
testing strategies. We also assume that the first message in the log is a paging
message and we assign value 0 to PagLog,. We assign to the array SIB10TimeLog
of timestamps of SIB10 messages, and to the array SIB11TimeLog of timestamps
of SIB11 messages values, which are time differences between timestamps of the
messages in the log and the timestamp of the first paging message in the log. The
main ingredient of the model is delay, which is an integer decision variable in
the model that can be between 0 and dPC. It represents the delay of first paging
message. We use binary search as a search strategy for delay. We use arrays of
Boolean decision variables which are equal to 1 if the corresponding constraints
are unsatisfiable. Then we search for a solution that minimises objective that is
the sum of the Boolean variables.

5.1 Delays of Warning Messages as Decision Variables

The arrays delayPN and delaySN represent timestamps of warning messages sent
to eNB by a MME. Since these timestamps are constant and some variable delay
can occur, we introduce arrays of decision variables delayPN50 and delaySN50
which represent extra delay of warning messages. We assume that delays are less
than 50 milliseconds.

Simply introducing a decision variable between 0 and 50 as an extra delay will
increase complexity of the problem drastically. When there is extra delay some
paging messages, SIB1, SIB10 and SIB11 could belong to the previous warning
message.Thus, we can set values to extra delay delayPN50; by calculating dis-
tances between timestamps of SIB1, SIB10 and SIB11 messages and timestamp



A Constraint Optimisation Model for Analysis 147

&)
5}
]
7}
=
=~ A
60 e
5} )
] —
¥ g
A, 50 @

SIB10TimeLog;
delay L A \I
N N
delayPN, delayPN50,

Fig. 6. Illustration of setdelayPN50(2,nSIB10Log, SIB10TimeLog)

of ith warning message and choose distance with less than 50 milliseconds as a
value for delayPN50,. We constrain delayPN50 by expression:

(V1 < i < nPrim)
(delayPN50, =0
V
(dPC — ((delayPN, — delay) mod dPC) < 50A
delayPN50,; = dPC — ((delayPN; — delay) mod dPC) + 1)
V
setdelayPN50(i,nSIB1Log, SIB1TimeLog)
V
setdelayPN50(i,nSIB10Log, SIB10TimeLog)

V
setdelayPN50(i,nSIB11Log, SIB11TimeLog)) (1)

where
setdelayPN50(i, k, TimeLog) =

F1<j<k)
(0 < TimeLog; — delayPN, + delay < 50/
delayPN50; = TimeLog; — delayPN,; + delay + 1) (2)

Figure 6 shows illustration of setdelayPN50(2,nSIB10Log, SIB10TimeLog),

where delayPN50, = SIB10TimeLogy — delayPN, + delay + 1.

The array delaySN50 is defined in a similar way. Then we replace in the model
delayPN, by delayPN,+delayPN50,; and delaySN, by delaySN,+delaySN50;. We
have a constraint to guarantee that if delayPN; = delaySN, then delayPN50; =
delaySN50;, 1 < i <nPrim and 1 < j < nSec .

5.2 Modeling of Timestamps of Paging Messages

The first timeline in Figure 4 shows timestamps of paging messages, which are
part of transmission of primary notification and the second timeline shows times-
tamps of paging messages, which correspond to secondary notification. Since pag-
ing messages of primary and secondary notifications look identical in the logs,
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we introduce one array PagLog of timestamps of paging messages from the log,
which contain timestamps of paging messages of primary and secondary notifica-
tions in the order as they appear in the log. However paging messages of primary
and secondary notifications have different periodicity and we need to distinguish
them in order to check correctness of messages in the log. Periodicity of paging
messages of primary notifications is dPC, but the time difference between two
consecutive paging messages of secondary notification depends on the repetition
period of notification and can take two different values for the same notification
as shown in Figure 4. On the other hand, if there are more paging messages in the
log than there should be or there are other errors in paging messages in the log,
SIB10 and SIB11 messages can still be correct, but we cannot use timestamps
of paging messages from the log. Therefore we introduce the array of correct
timestamps of paging messages of primary notification PagPN and the array
of correct timestamps of secondary notification PagSN. We post constraints on
these arrays which calculate periodicity of paging messages. These constraints
appear in all models.

5.3 Description of the PagingModel

We check that all required paging messages of primary and secondary notifi-
cations are present in the log. We check that every paging message in the log
is a paging message of primary notification or paging message of a secondary
notification.

5.4 Description of the SIB1Model

We have several constraints to check the timing and content of SIB1 messages.
The constraint (3) is an example of constraint, that checks the correctness of
messages. In (3) we check that if the SIB1 message is between the first paging
message of primary notification and the last paging message of primary notifica-
tion, then it contains scheduling information for SIB10. The array SIB1TimeLog
contains timestamps of SIB1 messages in the log. SIB1TypeLog is array of val-
ues from 0 to 3 that indicates whether SIB1 contains schedulingInfoList for
SIB10 and/or SIB11. Then we post a constraint

(V1 < k < nSIBiLog)
((((31 < ¢ <nPrim—1)
(SIB1TimeLog,; > delayPN, + delayPN50; — delayA
((PagPN; ygpc = —1 A SIB1TimeLog; <
delayPN, ; + delayPN50,,, — delay)V
(PagPN ; papc # —1 A SIB1TimeLog;, < PagPN,; 4c)))
V
(SIB1TimeLog, > delayPN ;.. + delayPN50
SIB1TimeLog,; < Pa’gPNnPrim,ndPC))
< (SIB1TypeLog, = 1V SIB1TypeLog,, = 3))
— SIB1PrimTypeinc;, = 0 (3)

— delayN

nPrim
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where the Boolean variable SIB1PrimTypeinc, equal to 1 indicates an error in
log. Since we can assign different values to PagPN and PagSN due to unknown
value for delay, we use constraints and arrays of Boolean decision variables from
PagingModel in SIB1Model. Minimisation of sum of Boolean decision variables
from PagingModel helps reduce variations in the values of the timestamps in
PagPN and PagSN.

5.5 Description of the PrimSecModel

The model PrimSecModel checks correctness of timing and content of SIB10
and SIB11 messages in the log. For example, we check that notifications have
correct identity numbers. We also check the correctness of sequences of SIB11
segments, and that there are messages every paging cycle and repetition period.
As in SIB1Model we use constraints and arrays of Boolean decision variables
from PagingModel also in PrimSecModel.

6 Partitioning of Timestamps of Messages

If the log is large and contains for example 1000 SIB10 messages, then we can
have many constraints of the form

(V1 < i <nPrim)(31 < k < 1000).¢(i, k) (4)
(V1 < k <1000)(31 < i < nPrim).¢'(i, k) (5)

and
(V1 < i <nPrim)(V1 < j < ndPC)(31 < k < 1000).¢" (i, 5, k) (6)

where k is index of SIB10 message in the log, nSIB10Log = 1000 and ¢, ¢’ and
@" are some constraints. Even with small values for nPrim and ndPC, MiniZinc
cannot process such constraints. However, we can partition messages into classes,
where a message belongs to class 7 if its timestamp is between delayPN, — dPC
and delayPN, ; +dPC, where 1 <4 < nPrim— 1 or greater than delayPN, —dPC
if ¢ = nPrim. It can happen that the message belongs to several classes, but it
helps to significantly reduce the size of constraint, it does not change the set of
solutions, and makes the approach practical. For example, for SIB10 messages
we can have arrays of integers ™" and f™% such that

i = 1<k<ms . {k|delayPN; —dPC < SIB10TimeLog, < delayPN, ,+dPC},
nSIB10Log

where 1 <4¢ <nPrim—1 and

e = 1<k<rrrllsI111310Log{k|SIB10T1meLogk > delayPN , . — dPC}
fmes — 1<I{J<HSIBmLog{k|de1ayPN —dPC < SIB10TimeLog; < delayPN, ,+dPC},

where 1 <4¢ <nPrim—1 and f3% = nSIB10Log.

nPrim
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Since delayPN, SIB10TimeLog and dPC are constants, we can easily calculate
f™" and ™" and rewrite (4) as

(V1 < i < nPrim)(3fn < k < fmav).¢(i, k) (7)
Similary, we can deﬁne arrays of integers ¢ and ¢ and more complex
arrays of integers ;7" and ;""" and rewrite (5) as
(V1 < k < 1000)(3g"" < i < gra®). (i, k) (8)
and (6) as
(V1 <4 < nPrim)(V1 < j <ndPC)(I7y" < k <7).¢"(i,5,k)  (9)

Similar calculations have been done for paging messages, SIB1 and SIB11 mes-
sages.

7 Experiments

We used our constraint model to find errors in real logs, and generated logs of
different size with injected errors. The experiments were done on the computer
equipped with 8GB RAM and an Intel Core i5-3210M processor (2.50GHz).

7.1 Analysis of Real Logs

We analysed nine real logs, which were documented and were in an internal
archive of Ericsson. Each log was captured in a UE simulator after sending two
Write-Replace Warning Request messages from a MME simulator to an eNB.
The logs have different structures, and represent all possible combinations of pri-
mary and secondary notifications in case of two warning messages. For example,
the first warning message contains primary and secondary notifications, and the
second warning message contains primary notifications; or another example, the
first warning message contains secondary notifications, and the second warning
message contains secondary notifications. Nine combinations are possible in case
of two warning messages. The size of logs is between 138KB and 578KB. The
number of paging messages is between 8 and 26, the number of SIB1 messages
is between 8 and 26, the number of SIB10 messages is between 0 and 75, and
the number of SIB11 messages is between 0 and 24.

The running time for the Model was a few seconds for each log, and the
found objective was between 0 and 70. The optimisation as presented in Section
6 was not needed. Eight logs have the property that the Boolean decision vari-
ables, which have value 1 in optimal solution, have the same value in all other
solutions. Thus, the found errors are present in all solutions for different values
of delay. This was checked by adding to the model a constraint with negated
conjunction of values of non-zero Boolean decision variables of optimal solution,
then MiniZinc reported that the model is unsatisfiable. One log does not have
such property, but it has the property that there is only one solution with the
value of objective being optimal, and the difference between other solutions and
optimal solution is at least 6 errors.
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Table 2. Analysis of correct generated logs

‘ ‘ ‘logl ‘logQ ‘Iogi’) ‘log4 ‘log5 ‘

nPrim 30 25 20 15 10
nSec 30 25 20 15 10

E nPaglog 625 510 419 307 218

%oo time 0:03:59(0:02:39]0:00:22{0:00:11|0:00:07

So time,gecode|0:00:04|0:00:02{0:00:02(0:00:01{0:00:01

& objective 0 0 0 0 0

S [nSIBiLog [625 [510  |419 (307  |218

?13 time 0:04:21|0:02:56{0:00:42(0:00:21{0:00:11

E time,gecode |0:00:04(0:00:03|0:00:02|0:00:01|0:00:01
objective 0 0 0 0 0

S [nSIB10Log (3062 (2628 (2091 [1435 [1057

% nSIB11Log (2753 {2209 |1500 |1052 [867

té time 0:16:47|0:12:46|0:03:49|0:02:13|0:01:27

E time,gecode|0:00:05(0:00:03|0:00:02|0:00:02|0:00:01
objective |0 0 0 0 0

_, |time 0:20:59|0:14:31{0:04:46(0:02:45]0:01:43

'§ time,gecode|0:00:05(0:00:04|0:00:03|0:00:02|0:00:02

= objective 0 0 0 0 0

7.2 Analysis of Generated Logs

We generated logs, with and without errors, in order to understand how the
model scales. The generation of protocol logs was described in [12] where SICS-
tus Prolog [16] was used as constraint solver. We extended the approach and used
Gecode[17] and C++ for log generation. Note that this was not a pure constraint
model, but it included some imperative pre and post processing steps.

Table 2 shows results of the analysis of generated correct logs, where the
found objective is 0. The optimization presented in Section 6 was used. The total
time includes translation of models to FlatZinc using mzn-gecode and execution
time of Gecode on the compiled FlatZinc using fzn-gecode. We can see that a
very large log with 625 paging messages, 625 SIB1 messages, 625 SIB10 messages,
3062 SIB10 messages, and 2753 SIB11 messages requires 21 minutes to compile
to FlatZinc. While fzn-gecode found the solution in a few seconds. A log that is
three times smaller containing 10 primary and 10 secondary notifications requires
2 minutes to compile to FlatZinc and only 2 seconds to find solution.

In Table 3 we present the results of the analysis of generated logs where errors
were introduced. All logs in Table 3 are incorrect versions of Log6. The Log7
to Loglh were generated by changing the timestamp of messages (t), removing
messages (r), adding extra messages (a) and changing the content of messages
(¢). In Log7 and Log8 some paging messages are not correct. In Log9 and Logl0
some SIB1 messages are not correct. In Logll and Logl2 some SIB10 messages
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Table 3. Analysis of generated logs with injected errors

| ] log6 [log7 [log8 logd [logl0 [logll [logl2 logl3 [logld [logl5 |

nPrim 20
nSec 20
errors r,a t T,C t,c T t,c 1,t,c r,a,t,c |r,a,t,c
in messages paging |paging [SIB1 |SIB1 |SIB10 |SIB10 |SIB11 |all all
E nPaglog 374 174 374 374 374 374 374 374 374 398
%D time 0:00:23|0:00:27|0:01:23 0:00:58|0:23:15
Eo time,gecode|0:00:02{0:00:08{0:01:02 0:00:39|0:22:56
& objective 0 413 155 192 789
E nSIBiLog (374 374 374 75 374 374 374 374 383 473
% time 0:00:39|0:00:41|0:01:30{0:01:07|0:04:23 0:01:22|0:32:16
E time,gecode|0:00:02{0:00:06{0:00:50|0:00:38|0:03:44 0:00:45|0:31:33
objective 0 413 155 684 395 304 1386
E nSIB10Log |1875 1916 (1994 [1871 |1858 |406 1922|1888 |1683 |2034
% nSIBliLog (1430 |1429 |1429 (1429 (1429 [1430 |1429 |1143 |1295 1242
ﬁ time 0:03:38|0:03:45|0:04:49 0:03:28(0:07:54|0:04:11(0:06:24|1:25:55
E time,gecode|0:00:03|0:00:08{0:00:58 0:01:00{0:04:11|0:00:59{0:02:57|1:22:21
objective 0 413 155 220 3611 |2061 |4267 |6789
o time 0:05:27|0:04:48|0:06:04[0:04:42|0:08:38{0:04:22]0:08:34|0:05:14|0:07:12|1:40:13
% time,gecode|0:00:03|0:00:09|0:01:04(0:00:45|0:03:40{0:01:00{0:03:46{0:01:01|0:02:46|1:35:18
= objective 0 413 155 684 395 220 3611 2061 4379 |7396

are not correct, and in Logl3 some SIB11 messages are not correct. In Logl4
and Loglb there are errors in all types of messages. It took 7 minutes to find
solution for Model of Logl4, which consists of 3735 messages and 4379 errors.
This is still a good result, since in a real environment it would require more than
30 minutes to collect a log of the same order of magnitude as Logl4.

However, as the analysis of Loglh shows, when there are significantly incor-
rect timestamps of messages the solving time can increase significantly. It appears
that incorrect timestamps of messages are harder for the solver to handle, since
they are appear in constraints more often.

8 Learning Delay

Constraint programming can be used to analyse small logs if some parameter is
unknown. This is often the case with logs in an archive. There was a log in the
archive, with two warning notifications, that was not well documented. There
was no information about the delay of second warning message. The warning
messages consisted of primary and secondary notifications, that is delayPN, =
delaySN,. We estimated that delayPN, must be less than 80 seconds. The log was
1,5 MB and there were 23 paging messages, 183 SIB10 messages and 40 SIB11
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messages in the log. We used delayPN, as decision variable in PagingModel. It
took one second for constraint solver to find a solution with the objective being
0. That is it found a value of delayPN, such that all paging messages in log are
correct. We used the generated value of delayPN, in Model and got a solution
after 9 seconds with the objective strictly greater than 0. We also used delayPN,
as a decision variable in Model and got a solution after 6 minutes with the same
objective value.

9 Conclusion

There are a number of advantages of using MiniZinc and constraint program-
ming: it was easy to translate the required parts of the telecommunication specifi-
cation [3] directly into MiniZinc; these MiniZinc specifications are automatically
translated into a constraint program that can be used to test protocol logs for
correctness directly; the MiniZinc specification is a declarative specification of
the protocol behaviour rather than the procedural implementation that is usually
used for implementation of the checker; and finally adding more functionality to
the MiniZinc implementation is done by simply adding more constraints.

Constraint solvers can easily handle complex requirements on timestamps.
We used the MiniZinc model to analyse real logs and also larger generated logs
with a lot of errors, which shows its usability in practice. The constraint solver
was able to handle big domains of parameters, and we do not need to reduce
or scale the domains. Protocol log analysis with constraint programming can be
a part of test automation and can be useful for functional testing as well as in
regression testing. Further, we believe that the protocol itself has independent
interest as a useful case study for other formal modelling approaches. As a future
work we plan to apply the approach to other case studies and protocols.
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Abstract. In this paper, a novel complete model-based equivalence
class testing strategy is experimentally evaluated. This black-box strat-
egy applies to deterministic systems with infinite input domains and
finite internal state and output domains. It is complete with respect to a
given fault model. This means that conforming behaviours will never be
rejected, and all nonconforming behaviours inside a given fault domain
will be uncovered. We investigate the question how this strategy performs
for systems under test whose behaviours lie outside the fault domain. Fur-
thermore, a strategy extension is presented, that is based on randomised
data selection from input equivalence classes. While this extension is still
complete with respect to the given fault domain, it also promises a higher
test strength when applied against members outside this domain. This is
confirmed by an experimental evaluation that compares mutation cover-
age achieved by the original and the extended strategy with the coverage
obtained by random testing.

Keywords: Model-based testing - Equivalence class partition testing -
Adaptive random testing + SysML - State Transition Systems

1 Introduction

Background. In [13], two of the authors have presented a novel complete input
equivalence class partition (IECP) testing strategy. Typically used in a model-
based testing (MBT) scenario, the strategy is applicable to all concrete test
models whose behavioural semantics can be described by a deterministic variant
of Kripke Structures, with input variables from potentially infinite domains, but
with finite-range internal state variables and finite output domains. The test
suite construction is performed in relation to a given fault model F = (S, ~, D)
with reference model S, conformance relation ~, and fault domain D. S specifies
the expected behaviour of the SUT. In general, the conformance relation is a
not necessarily symmetric relation specifying the conditions for the behaviour
of a system under test (SUT) to be still acceptable in comparison with S. In
the context discussed here, we use I/O-equivalence ~ as conformance relation
which means that the SUT and reference model S produce the same observable
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sequences of states, when restricted to inputs and outputs. The fault domain
D consists of a (usually infinite) set of models S’ from this domain, that may
conform to the reference model (S’ ~ S) or not.

A test suite is then complete with respect to F, if and only if all tests of
the suite will pass for every 8’ € D conforming to S, and at least one test will
fail when executed against a non-conforming member of D. The test hypothesis
states that the true behaviour of the SUT is equivalent to one of the models in
the fault domain, as far as visible at the black-box interface. Summarising, the
complete IECP testing strategy uncovers every erroneous behaviour of the SUT,
provided that its true behaviour can be captured by a member S’ of the fault
domain, and SUTSs that are I/O-equivalent to S will never fail a test of the suite.

The investigation of completeness properties has a long tradition as a research
topic; references to the associated literature are given in Section 5.

Test model (SysML) Semantic representation

) = R o=\ (@A) = (@) A G, 7) = (@,&)

i€IDX

V (giy A G75) = (d,6) A 07, 7) = (d5,6))

(ig)el

IDX

(dy,é1)

m—mn

w=r(|JTw)

Abstract test suite DFSM abstraction

Fig. 1. Tool-supported workflow

Workflow and Tool Support. In Fig. 1 the workflow associated with our
test approach is shown. Test models are represented in a concrete modelling
formalism; for the models presented in this paper SysML [18] has been used. As
explained in Section 2, the test model is translated into a state transition sys-
tem whose behavioural semantics is expressed by means of initial condition and
transition relation in propositional form. From the transition relation, equiva-
lence classes are calculated. These give rise to an abstraction as a deterministic
finite state machine (DFSM). Applying well-known complete testing strategies
for DFSM, an abstract test suite is derived. Each test case of this suite is repre-
sented as a sequence of input equivalence classes. Selecting concrete input data
from each of these classes by means of an SMT solver, a complete test suite for
the original test model is generated. The whole process is automated and has
been integrated in the model-based test automation tool RT-Tester [20].
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Objectives and Main Contribution. Apart from their theoretical value,
complete testing strategies are of considerable importance for verification and
validation (V&V) of safety critical systems. There test suites have to be justified
with respect to their test case selection and the resulting test strength, in order to
obtain certification credit. The completeness property, however, depends on the
assumption that the true SUT behaviour is reflected by a member of the fault
domain D (test hypothesis). Widening D typically affects the size of the test
suite in an exponential way. Therefore just using very large fault domains is not
an approach that will be feasible in practise. This leads to the question of how
complete test suites perform outside the fault domain, and this investigation is
the main objective of this paper. To this end, three test strategies are evaluated
with respect to their strength: (A) conventional random testing — this serves as a
lower bound of test strength, to be surpassed by any more sophisticated strategy.
(B) The original complete IECP strategy from [13], and (C) an extension of
the latter which is based on randomised selection of inputs from each input
equivalence class (IEC). These three strategies are described in more detail in
Section 2.

An experimental evaluation (see Section 4) is performed which is based on
two test models that are introduced in Section 3: a speed monitor from the
European Train Control System and an airbag controller for vehicles. Applying
the three strategies against a collection of mutants, the experimental evaluation
confirms significant test strength improvements of strategy (B) over (A), and
the highest test strength is achieved by (C).

Apart from this main contribution, the evaluation results indicate how the
fault domain should be configured: in contrast to fault domains for DFSMs (these
only depend on the assumed maximal size of the SUT’s DFSM state space), our
fault domains depend on an additional parameter affecting the size of the IECs.
The evaluation indicates that the best choice for D is an IEC granularity that
still reflects the different control conditions imposed by the reference model and
the boundary value conditions. However, instead of further refining the IECP
(this would result in a dramatic increase of the test suites), it is better to increase
the number of input values randomly selected from each IEC in each state.

2 Model-Based Random Testing and Equivalence Class
Partition Testing

2.1 Random Testing

In model-based random testing, test cases are created by generating random val-
ues as SUT inputs. To this end, the input interface signatures of the SUT are
extracted from the model, so that the random values are created in the appropriate
data ranges. Apart from this, the input data creation is not guided further by the
model. Additionally, the model is used as a test oracle, so that the observed SUT
behaviour can be compared to the expected behaviour specified by the model.
When performing black-box tests of SUTs with internal states, the SUT
behaviour depends on the sequence of inputs provided since the last SUT reset.
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As a consequence, test cases are specified by sequences of random inputs. Mod-
els serving as test oracles need to simulate the internal state changes to be
performed by the SUT on each input, in order to predict the SUT reactions in a
correct way. While random testing is quite easy to mechanise, its test strength
is usually rather weak, because the test case selection does not take into account
the required SUT behaviour. On the other hand, random testing is an obvious
candidate for assessing the test strength of more refined model-based testing
strategies: any successful refined strategy should have a test strength that is
significantly higher than the random testing approach.

2.2 Equivalence Class Partition Testing

Semantic Domain. The novel equivalence class partition testing strategy
presented in [13] is applicable to deterministic, livelock-free systems with
conceptually infinite input domains and finite internal state and output domains.
“Conceptually infinite” means that the domains are too large to be explicitly enu-
merated for test purposes. This includes physical models with real-valued inputs,
but can also apply to finite but very large data types such as 64 bit integers or
doubles as used in typical programming languages or modelling formalisms. As
pointed out in [5,6,13], this class of systems is quite significant in the embedded
systems domain: typical candidates are controllers processing analogue inputs
and deriving discrete control decisions from these inputs, such as thrust reversal
controllers in aircrafts, or the speed monitors and airbag controllers described
in this paper.

The strategy has been proven to be complete on the semantic domain of
Reactive Input Output State Transition Systems (RIOSTS) S = (S, so, R, V, D).
These systems have state spaces S, initial state sy € S, and transition relations
R C S x S. Their state spaces consist of valuation functions s : V' — D, where
V is a set of variable symbols and D is the union of all variable domains. The
variable symbols can be partitioned into V= I U M U O, where I comprises
input variables, M (internal) model variables, and O output variables. RIOSTS
distinguish between quiescent states s € Sg and transient states s’ € Sr,
such that Sg U Sp partitions the state space S. Transitions from quiescent
states only change input valuations, while internal model variables and out-
put variables remain unchanged. The resulting post-states may be quiescent or
transient. Transitions from transient states always have uniquely determined
quiescent post-states (so we only allow deterministic RIOSTS here), and the
associated transitions leave the inputs unchanged. This concept represents a
natural abstraction of timed formalisms, where delay transitions allow for time
to pass and inputs to be changed, while discrete transitions produce output and
change internal state, but are executed in zero time [3, p. 687].

By associating atomic propositions AP with free variables in V', any RIOSTS
can be extended to a Kripke Structure [9] K(S) = (5, so, R, V, D, L, AP). The
labelling function L : § — 24" maps s € S to the set of all atomic propositions
p € AP that evaluate to true, when replacing every free variable v of p by its
valuation s(v) in state s.
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Notation. In the exposition below, variable symbols are enumerated with the
naming conventions I = {x1,..., x5}, M ={mq,...,mp}, O ={y1,...,y,}. We
use notation & = (x1,...,xx) for input variable vectors, and their valuation in
state s is written as s(x) = (s(z1),...,s(xk)). Dy = Dy, X -+ x D,, denotes the
Cartesian product of the input variable domains. Tuples m,y and Dj; and Do
are defined over model variables and outputs in an analogous way. By s ® {z —
¢}, ¢ € Dy we denote the state s’ which coincides with s on all variables from
M U O, but maps the input vector to valuation s'(x) = ¢. For (s1,s2) € R
we also use the shorter expression R(si,s2). Restricting a state s to variable
symbols from a set U C V is denoted by s|y. This function has domain U and
coincides with s on this domain.

Application to Concrete Modelling Formalisms. The test strategy
described below is elaborated on the semantic domain of RIOSTS. Every concrete
modelling formalism whose behavioural semantics can be represented by RIOSTS
is automatically equipped with such a test strategy: the concrete model M is trans-
lated into its corresponding RIOSTS S. Then the test strategy is applied to S, and
this results in a set of test cases, each case represented by a finite sequence of inputs
to the SUT. When executing the test cases, the transition relation of S is used to
determine whether the SUT’s reactions to these input sequences are adequate. In
this article, concrete models are expressed by SysML state machines, and these
can be associated with RIOSTS semantics which is consistent with the semi-formal
specification of state machine behaviour in the UML/SysML standards [17,18].

Equivalence Classes. We use the term trace to denote finite sequences of
states, input vectors, or output vectors. Applying a trace t = ¢; ... c, of input
vectors ¢; € Dy to an RIOSTS S = (5, so, R, V, D) residing in some quiescent
state s € S stimulates a sequence of state transitions, each pair of consecutive
states connected by the transition relation R, and with associated output changes
as triggered by these inputs. Restricting this sequence to quiescent states, this
results in a trace of states 7 = $1.82...8, such that s;(x) = ¢;,i = 1,...,n,
and s;(y) is the last STS output resulting from application of ¢; ... ¢; to state
5.} This trace 7 is denoted by s/i¢. The restriction of s/¢ to output variables
is denoted by the trace (s/t)|o. Since transient states have unique quiescent
post-states, (s/t)|o is a uniquely determined output trace. Two quiescent states
s, s" are I/0O-equivalent, written s ~ s', if every non-empty input trace ¢, when
applied to s and ', results in the same outputs, that is, (s/t)|o = (s'/t)|o. Two
STS §,S8’ with the same input domain are I/O-equivalent, if their initial states
are I/O-equivalent. Note that s ~ s’ asserts equivalent I/O-behaviour in the
future, while it still admits that states s and s’ show different output valuations,
i.e. 5|O 7é 5/‘0-

! Observe that the restriction to quiescent states does not result in a loss of informa-
tion. Every transient state has the internal and output variable valuations coinciding
with its quiescent pre-state, and its input valuation is identical to that of its quiescent
post-state.
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Since I/O-equivalence ~ is an equivalence relation on quiescent states, we can
factorise Sg with respect to ~. The initial input equivalence class partitioning
(IECP) I C P(Dy) associated with Sg/~ is the coarsest partitioning of Dy such
that for allq € Sg/~, X € Z, there exists a uniquely determined I/O-equivalence
class §(q, X) € Sg/~, such that

Vseq,ce X :s/cedq,X) (1)
and there exists a well-defined output w(q, X) € Do, such that
Vseq,c€ X :(s/c)lo =wl(q,X) (2)

It is shown in [13] that S/~ is finite if the RIOSTS S has finite inter-
nal state domains and finite output domains, while the input domains may
be infinite. Moreover, the coarsest partitioning Z exists, and it is finite and
uniquely determined under these prerequisites. For these RIOSTS, properties
(1) and (2) induce an abstraction to DFSMs with state space Sg/~, input
alphabet Z, and output alphabet Dgo: (1) specifies a well-defined total tran-
sition function 6 : Sg/~ X I — Sg/~, and (2) a well-defined output function
w: Sg/~ x I — Do. When partitioning Z further to a refined IECP Z, the
characteristic properties (1),(2) are preserved.

A finite sequence X7 ... X, X; € T is called an abstract test case: concrete test
input vectors ¢; can be selected from each X;, and, when applied to the initial state
So, this selection induces a trace s ... s, of quiescent states, such that

dqy,...,4; € Sg/~:Vie{l,...;k}:sicq;ANq; =6(q;_1,X;)

The IECP properties imply that the expected results associated with this test
case are then specified by the output trace w(q,_;,X;),i=1,..., k.

In [13] an algorithm for calculating Sg/~ and Z is given. This algorithm
produces propositions over variables from V', specifying the members of Sg/~
and Z, respectively. Making use of an SMT solver, the algorithm allows for iden-
tifying the reachable I/O-equivalence classes q € Sg/~. As a consequence, every
proposition characterising an abstract test case Xj ... Xy is actually feasible:
this means that we can find concrete traces in & such that, after deleting the
transient states, the resulting quiescent state sequence sg.s; ... s fulfils s; € q;
fori=0,...,kand s(x) € X; fori=1,... k.

In the case studies described in Section 4, input equivalence classes are
unions of convex subset of R™. It should be noted, however, that the notion
of I/0-equivalence and IECPs introduced here is far more general, since arbi-
trary propositional specifications of I/O-equivalence classes can be handled by
the underlying theory. The input equivalence classes identified in [13, Example 1],
for example, contain members z specified by conditions z mod m = n.

Fault Models. For the semantic domain of RIOSTS, the fault models F =
(S,~,D(S,m,T)) are specified as follows. The reference models S are semantic
RIOSTS representations of models elaborated in concrete formalisms, such that
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the expected behaviour of the SUT is specified by S up to I/O-equivalence. We
use I/O-equivalence as conformance relation.

Positive integer m fulfils m > n, where n is the number of I/O-equivalence
classes of S. IECP Z is a refinement of the initial coarsest IECP Z associated with
S. Then the members S’ of the fault domain D(S,m,Z) are RIOSTS specified
as follows.

1. The states of S’ are defined over the same I/O variable space TUQO as defined

for the model S.

Initial state s; of S’ coincides with initial state s of S on I U O.

S’ generates only finitely many different output values.

4. 8’ has a well-defined reset operation allowing to re-start the system from its
initial state.

5. The number of I/O-equivalence classes of S’ is less or equal m.

6. If Z, I’ are the initial coarsest IECP of S, &', respectively, fulfilling the char-
acteristic properties (1), (2), then Z fulfils the following adequacy condition:

W N

VX eI, X' €T : (XNX' #0=3XeT: X CXNX) (3)

The intuition behind the adequacy condition 6 is as follows. Every possible
behaviour of a fault domain member S’ can be exercised by visiting a state in
some I/O-equivalence class q' and applying an input of some IECP member
X' € T’ to this state. Using the refined IECP Z in the test suite as described
below, ensures that an input from X C X’ € I’ will be selected when S’ resides
in ', so the behaviour associated with (q’, X’) will be stimulated in at least one
of the test cases. If, when in a state of q’, S’ conforms to the behaviour of S for
all inputs from X \ X', but fails for inputs from X N X', inputs selected from
X C X N X’ will uncover this error.

Conversely, suppose now that the reference model S behaves differently, when
IECs X1, X5 € T are applied in some state q. Suppose further that S’ fails to
make this case distinction in a corresponding state q’. Then there exists X’ € 7'
such that 8" shows the same behaviour for all ¢ € X', but X; N X’ # & and
XoN X' # @, so two different behaviours should be visible according to the
reference model. Now the adequacy condition guarantees that there exist two
IEC X1, X5 € 7, such that X; C X;NX’ and Xo C X2NX’. As a consequence,
if inputs from every input class of Z are exercised, the behavioural differences for
inputs from X; N X’ and X5 N X’ will be revealed. Summarising, the adequacy
condition ensures that the IECP 7 from where input data to the SUT is selected
is fine-grained enough to stimulate every possibly deviating behaviour of S and
S’. These facts are exploited in the complete test strategy described next.

Complete Finite Test Suite. The complete DFSM abstraction M of S with
states Sg/~, input alphabet 7, transition function and output function as char-
acterised in (1), (2), allows for application of finite complete DFSM testing
strategies, such as the W-Method introduced in [8,25]. The general form of a
W-Method test suite is
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W) (4)

where P is the state transition cover, 7' denotes the input trace segments of
length 4, and W is the characterisation set. Every test of W consists of a (possibly
empty) input trace from P, concatenated with an arbitrary input trace of length
zero up to m — n, and terminated by an input trace from the characterisation
set. P is the union of a state cover C' and a transition cover C.I: C contains
the empty trace ¢, and for any state q of M, there exists an input trace in C'
which, when applied to the initial state, ends at q. The transition cover is defined
by CZ = {t.X | + € C,X € Z}. Summarising, the input sequences of a state
transition cover ensure that (1) every state of the reference DFSM M associated
with the reference model § is visited, and (2) every transition from every state
is exercised. A characterisation set is a set of input traces distinguishing each
pair of states in a minimal DFSM. Using minimisation algorithms such as the
one specified in [12], characterisation sets can be constructed as a by-product of
the minimisation process.

The test suite generated according to (4) is called an abstract test suite,
because its elements are abstract test cases as defined above: the inputs to be
used in each test case are not yet represented by concrete input vectors ¢, but
by input equivalence classes X € Z. For creating an executable test suite, inputs
¢ € X have to be selected for every X € 7.

The W-Method is complete for the fault model of all DFSM over the same
input and output alphabet and with at most m states. It is shown in [13] that
the associated test suites with concrete inputs ¢ € X are also complete for
F = (8,~,D(S,m,T)). This completeness result is independent on the choice
of concrete input data selected from each input equivalence class X € 7.

The fault domain D(S,m,Z) introduced above can be extended by increasing
m or by refining 7. Increasing m increases the maximal length of input sequences
in test cases in a linear way. This affects the size of the test suite exponentially,
but allows for fault domain members with higher recurrence diameters r [4]: this
is the length of the longest loop-free path in a Kripke structure. Erroneous SUT
behaviour that only occurs at the end of such a longest loop free path may only
be detected if the test cases use input sequences that are long enough to traverse
the SUT state up to the length of the recurrence diameter.

Refining 7 increases the size of the IECP, and this size increases the number
of test cases in a polynomial way. It has to be noted, however, that uniformly
refining all members of Z — for example, by using a sub-paving strategy as it
is well known from interval analysis [14] — increases the size of the IECP expo-
nentially with each new refinement step. The resulting fault domain contains
members S’ possessing narrower trapdoors: these are refined input guard con-
ditions g A § applicable in certain S’-states, where &’ should behave uniformly
for all inputs satisfying g. The true behaviour of &', however, conforms to the
expected behaviour modelled by S only for inputs fulfilling g A =§, while erro-
neous behaviour is revealed for inputs satisfying g A J.
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2.3 Randomisation of Equivalence Partition Tests

As we have seen above, enlarging the fault domain D(S,m,Z) via m or Z seri-
ously affects the size of the resulting complete test suite WW. We therefore inves-
tigate an alternative approach in this paper that aims at increasing the test
strength of W for SUTs 8" whose true behaviour is reflected by RIOSTS out-
side D(S,m,T). For obvious reasons it is assumed that these SUTs still fulfil the
RIOSTS compatibility requirements 1 — 4 of the fault domain definition. This
means that §” may have more than m I/O-equivalence classes and may need
an IECP that is more fine-grained than Z, but it is still assumed that S” is an
RIOSTS using the same I/O variables and possessing the same visible initial
state and fulfilling a reset condition.

To this end, we observe that the completeness property of the test suites intro-
duced above does not depend on the concrete values selected from each input
equivalence class X € Z. For members S’ € D(S,m,T) it would suffice to fix one
input vector c for every X € Z. Alternatively, we could also choose different
members at random, each time an input from some class X is required accord-
ing to the abstract test suite definition. While this alternative would not affect
the suite’s completeness property when applied against members of D(S,m,Z),
it favourably affects the test strength against RIOSTS outside D(S,m,T): the
chances for uncovering trapdoors are obviously increased. This approach results
in an adaptive random testing strategy, where the selection of input data is no
longer performed uniformly over the complete input domain, but selectively for
each input equivalence class X € Z. Moreover, the random values from such an
X are only applied when an X-input is required according to the abstract test
suite constructed from Equation (4).

Technically the randomisation is implemented by running an SMT solver
repeatedly to find concrete values of every input equivalence class X € Z. The
abstract test suite constructed from Equation (4) is a sequence on input equiv-
alence classes. According to our equivalence class construction [13], an input
equivalence class X € T is defined by a proposition? g% containing solely vari-
ables in I. Using an SMT solver to solve g results in a concrete input vector
c € X. Rerunning the solver for the same X and prohibiting existing solutions

n—1
Ci;...,Cn—1 With arefined constraint gxA A —¢; will result in a new solution ¢,
i=1
i.e. a new concrete input ¢, € X of the input equivalence class. The negation of
existing solution yields an exponential growth of the runtime of the SMT solver
in the worst case. Therefore two other heuristics were implemented:
(a) the internal heuristics of the SAT solver have been randomized to get a “ran-
dom” solution of g%. (b) Interval analysis can be used to find a subpaving, that
is an inner approximation of gw. From this subpaving random elements can be
selected using a random number generator. As another runtime optimization the

2 The proposition is guaranteed to have a solution, since it describes an input equiv-
alence class, which has at least one member and thus at least one assignment that
fulfills the proposition.
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input selection can be parallelized. Once the input equivalence class partitioning
T is available, candidates from every input equivalence class X can be calculated
separately and in parallel, to find as many different concrete values as needed.
It has to be noted, however, that the complete test suite generated according
to (4) will not guarantee that every pair (q, X) with q € S/ and X € T will
be exercised the same number of times. Therefore we add test cases to ensure
a minimal number a each (q, X) is exercised, each time with a new random
selection ¢ € X. For these additional test cases we just repeat suitable cases from
W. If p estimates the probability to detect a trapdoor when selecting a random

value in (q, X ), then the probability to uncover this during the randomised test
suite is 1 — (1 — p)“.

3 Reference Models

We use two test models as the basis for the experimental evaluation of the IECP
strategy discussed in this paper, one from the railway domain, the other from
the automotive domain. Their functional properties are described in this section.

Ceiling Speed Monitor. The main on-board controller of trains that are part
of the European Train Control System (ETCS) executes a variety of automated
train protection functions. One of these functional modules is the Ceiling Speed
Monitor (CSM), whose core behaviour is specified by the SysML state machine
shown in Fig. 2. This state machine has been modelled from the ETCS stan-
dard [24]. The CSM inputs the current estimated train speed Vs and the cur-
rent admissible maximal speed Vjrsp and reacts to overspeeding situations. The
reactions are visible on the driver machine interface (DMI) (outputs DMICmd,
DMIdisplaySBI), and the CSM may interact with the service and emergency
brakes (output TICmd).

As soon as the train starts overspeeding (Vost > Virsp), the CSM performs
a transition from NORMAL to OVERSPEEDING, and an overspeed indication is
displayed on the DMI. If the actual speed exceeds the Vjrsp-dependent thresh-
old Vmrsp + dVuwarning(Vairsp), the DMI indication changes to WARNING. If
the higher threshold Vygrsp + dVewi (Varsp) is violated, the CSM automatically
triggers the service brakes. When in one of the control modes OVERSPEED,
WARNING, or SERVICE_.BRAKE, DMI indications and braking interventions
are automatically reset as soon as the speed is back in the admissible range
Vest < Vursp- If, however, the train continues overspeeding until the highest
threshold Viyrsp + dVeni(Virsp) is violated, the CSM triggers the emergency
brakes. From the associated state EMER_BRAKE, the transition to NORMAL is
only performed when the train has come to a standstill.

While internal state and output domains of the CSM are finite, the inputs
Vest, VMrsp represent speed values ranging from zero to the maximal train speed.
This domain is too large to enumerate all possible value combinations during
test campaigns. Therefore an IECP strategy has to be applied. A more detailed
description of the CSM model can be found in [5,6].
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stm CSM J
WARNING \‘ [V_est = V_mrsp + dV_sbi(V_mrsp)] =EBVIBEIBREAK )
- . + entry{ DMICmd = INTERVENTION
: gg%f Bm:g?ﬁa}g\éﬁzﬁme + entry/ DMidisplaySBI = true,
: & entry/ TICmd = SERVICE_BRAKE_CMD

[V_est == V_mrsp] [V_est <= V_rmrsp]

[V_est=V_mrsp + d¥ _warning(V_mrsp]] [V_est>V_mrsp + dV_ebi{V_mrsp)]

( NORMAL Y

+ entry f DMICmd = NORMAL;
+ entry/ DhdisplaySBIl = false;
. entry / TICmd = NO_CMD,

[V_est=V_mrsp] nitial
[V_est <=V _mrsp] [(V_est==10]
- OVERSPEED A EMER_BREAK \
+ entry/ DMICmd = OVERSPEED, ‘ + entry/ DMICmd = INTERVENTION ;
& entry/ DiMldisplaySEI = true; ) + entry/ DMIdisplaySBI = true |
+ entry/TICmd = EMER_BRAKE_CMD:

Fig. 2. State machine of the Ceiling Speed Monitor

Airbag Controller. The second test model describes an airbag controller. This
system has two analog inputs sl and s2 that are acceleration sensors used by the
controller to detect a crash situation and decide whether the airbag shall be fired
or not (output fire). While the airbag may ensure passenger safety in crash situ-
ations, its accidental activation is harmful in situations, when no crash is present
but indicated by erroneous sensor data. Therefore certain safety mechanisms have
to be applied to guarantee (up to a certain degree of confidence) that the airbag is
only fired, if a real crash situation is present. Additionally, defect sensors should
be recognised and notified (output defect). The state machine in Fig. 3 models the
functionality ensuring the safe operation of the airbag controller.

The system reads the sensor values sl and s2 cyclically on every rising and
falling edge (input t). Both sensor values are checked for plausibility. The sensor
values are considered plausible, if the value of sensor one (s1) does not exceed or
drop below the value of sensor two (s2) by more than 5 percent, i.e. sl € [0.95 -
s2,1.05 - s2]. If the sensor values are plausible and an acceleration greater than
3 is measured in 3 consecutive cycles, the airbag is fired. This is done by setting
output variable fire to 1. If instead the sensor values are implausible, internal
variable error_ctr is incremented. This variable holds the number of implausible
measurements, and if it reaches a value equal to 3, the output variable defect is
set to 1, causing a shutdown of the complete airbag system and activating the
service lamp to indicate a sensor defect of the airbag. After at least 3 consecutive
cycles with plausible sensor values, the internal variable error_ctr is reset.
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stm Airbag J
Initial [crash_ctr < 3]
“WaitFor NestTrigger [s1<=3]52==3]

ferash_ctr=0

[t1=1_old] [plausible_ctr == 3]
[plausible(s1,52)] ferror_ctr=10
SensorPlausible

valuationTriggered

+ entry/t old =t

[plausible(s1 52) == false]

ensorEvaIuatioj

[1=3&&52=13]

+ entry/ plausible_ctr++

[errar_ctr < 3]

[plausible_ctr < 3]

Sensorinplausible

CrashDetected
+ entry/ srror_ctr++, -
+ entry/ plausible_ctr =10 & entryfcrash_ctrit,

[error_ctr==3] [crash_ctr == 3]

SensorDefect FireAirbag
& entry/fdefect= 1, + entry/fire =1

Fig. 3. State machine of the airbag controller

4 Experimental Results

Experimental Setup. The three test strategies (A) conventional random test-
ing strategy, (B) original IECP testing strategy, and (C) randomised IECP test-
ing strategy described in Section 2 have been integrated in an experimental
extension of the RT-Tester tool which performs automated model-based testing
from SysML models [20]. The algorithm described in [13] has been implemented
there, in order to identify I/O-equivalence classes and the associated coarsest ini-
tial IECP in propositional form. Using the SMT solver integrated in RT-Tester,
random candidates from each IEC can be calculated.

For the experimental evaluation correct Java implementations were generated
from each model. The java implementation was performed by hand in a straight
forward way, resulting in 148 and 70 lines of code for the ceiling speed monitor
and the airbag controller respectively. Next, mutants were automatically gener-
ated from each implementation with the tool uJava [16]. All applicable operators
were executed to generate single-fault mutants. For our concrete implementa-
tions these operators were as follows: arithmetic operator replacement (AOR)
and insertion(AOI), relational operator replacement (ROR), conditional opera-
tor replacement (COR) and insertion (COI), logical operator insertion (LOI) and
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statement deletion (SDL).? Note that the mutation tool is unaware of any con-
formance relation. Therefore the generated mutants have been manually investi-
gated, and after discarding I/O-equivalent mutants, this resulted in a collection
of 351 erroneous implementations for the ceiling speed monitor, and 199 for the
airbag controller.

Afterwards the test suites specified below were executed against these SUTs
in order to measure the mutation score of the test suite. The mutation score is
the ratio of mutants, that were “killed” by a test suite?, to the total number of
non-I/O-equivalent mutants. The mutation score is used as an indicator of each
test suite’s strength.

Table 1. Specification of fault domains

l D ‘Description ‘

D1 |7 is the initial coarsest IECP derived from the reference model. It is assumed that
the SUT has the same number of I/O-equivalence classes as the reference model,
i.e. m = n.

D, |T is a refinement of the initial coarsest IECP that reflects all case distinctions
visible in guard conditions of the model. m = n.

Ds|7 is a refinement of the initial coarsest IECP that reflects all case distinctions and
all boundary value conditions. m = n.

The strategies (B) and (C) were applied to different fault domains as
described in Table 1. For the randomised IECP strategy (C), an additional
parameter min > 1 was introduced, specifying the minimal number of times
a random selection should be performed for each combination (q,X) of I/O-
equivalence class and input equivalence class of the reference model. For min > 1,
test cases from the original IECP testing strategy according to Equation (4) were
repeated with different random value selections, so that at least min selections
were performed for each (q, X).

When generating test suites according to strategies (B) and (C), the choice of
fault domain, and — for strategy (C) —min value determines the number of test cases
(i.e. input sequences) and their length. When applying random testing, test suites
of the same shape were used: for each test case of a suite generated with strategy
(B) or (C), a corresponding random test case of the same length was applied.

Experimental Results

Ceiling speed monitor. In Table 2 the experimental results for the Ceiling Speed
Monitor are shown. Though in test suite (B,D;) the original IECP strategy (B)

3 The insertion operators of the pJava tool are only applicable to unary operators
(+,-,++,-,1,7). Since our implementations did not contain any of these operators,
the complementary deletion operators are missing from the list above.

4 A mutant is killed, if at least one test case of the test suite did not pass.
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performs significantly better than random testing (A), when only the coarsest
IECP from fault domain D; is used, the mutation score of 62% is far too low
for achieving certification credit for such a safety-critical application. The low
score is caused by the fact that the test suite (B,D;) uses an IECP that not even
considers all case distinctions visible in guard conditions of the original model.
Therefore faulty implementations outside D; that violate these case distinctions
will not be detected by this suite. In contrast to that, when distinguishing all
guard conditions and adding ITECs representing boundary test conditions — this
is done in suite (B,D3) — the mutation score of 93% is acceptable. The strength
of the randomised strategy (C) is clearly revealed in suite (C,D3,1): with the
same number of 610 test cases as in suite (B,D3), a mutation score of 100% is
achieved.

Table 2. Results for the Ceiling Speed Monitor

IECP-Tests (B) / (C) (A) (Random Testing)
Suite B,C|No. TC|Mutation Score[Line Cov.||No. TC[Mutation Score[Line Cov.
(B,D1) 21 62 % 86 % 21 34 % 75 %
(C,Dy,1) 21 76 % 97 % 21 34 % 75 %
(C,D4,10) 183 82 % 97 % 183 54 % 87 %
(C,D1,25)] 453 82%| 97 %|| 453 2% 9%
(B,D2) 186 87 % 100 % 186 63 % 92 %
(C,Da,1) 186 88 % 100 % 186 63 % 92 %
(C,D2,10) 882 94 % 100 % 882 84 % 97 %
(B,Ds) 610 93 % 100 % 610 80 % 97 %
(C,Ds,1) 610 100 % 100 % 610 80 % 97 %
(C,Ds,10) 3002 100 % 100 % 3002 92 % 97 %

Column No. TC records the number of test cases applied. (B,D;) denotes application of
strategy (B) with fault domain D;,i = 1,2, 3, (C,D;,q) denotes application of strategy
(C) with fault domain D;,4 = 1,2,3 and min = g. Columns ‘Line Cov.’” record the line
coverage achieved with the execution of the respective test suite.

In contrast to the results for the airbag controller shown below, random
testing (A) achieves a surprisingly high mutation score of 92%, when the highest
number of 3002 test cases is used. The performance of random testing is obviously
correlated to the number of test cases. An increase in the number of test cases
clearly increases the probability of finding a mutation. This is due to the fact that
the ceiling speed monitor has a very low recurrence diameter of 2: from every
control mode, every other mode can be reached by at most 2 RIOSTS transitions,
when setting Vi, and Viyrsp accordingly. Furthermore, the guard conditions are
quite wide, so that the probability of finding random inputs letting any of the
guards evaluate to true is high.

Airbag Controller. As table 3 confirms, our approach has a test strength that is
significantly higher than the test strength of naive random testing. A mutation
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score of 89 % can be reached already in test suite (B,D;). Combined with ran-
domisation, the mutation score can be lifted up to 97 % (test suite (C,Dq,10)).
Combined further with boundary value testing, (C,Ds,1) is able to uncover every
single fault mutation.

Table 3. Results for the Airbag Controller

IECP-Tests (B) / (C) (A) Random Testing
Suite No. TC|Mutation Score[Line Cov.||No. TC[Mutation Score[Line Cov.
(B,D1) 368 89 % 97 % 368 66 % 94 %
(C,D1,1) 368 96 % 100 % 368 66 % 94 %
(C,D1,10) 3816 97 % 100 % 3816 68 % 97 %
(B,Ds) 3248 99 % 100 % 3248 68 % 94 %
(C,Ds,1) 3248 100 % 100 % 3248 68 % 94 %

Notation in analogy to Table 2.

Note that the mutation score for naive random testing remains roughly con-
stant, because the airbag controller has a higher recurrence diameter than the
ceiling speed monitor, so that long traces are needed to reach a system state
that is suitable to uncover a fault. Additionally the input equivalence classes
are quite narrow. This explains, that an increase in the number of test cases
has no or very limited effect on the mutation score of random testing, since the
remaining 32 percent of mutations are only revealed by long specialised traces
that have very low probabilities to be chosen at random.

Threats to Validity. We presented two reference models in the comparative
test strength evaluation for the strategies (A), (B), and (C). The selection of
test models may have an impact on the observed results. To reduce this threat,
we used two models with opposing characteristics. The ceiling speed monitor
has a very small recurrence diameter, a small number of internal states, and
relatively wide input equivalence classes. The airbag controller on the other
hand has many internal states, a high recurrence diameter and narrow input
equivalence classes. It has been shown that the IECP testing strategies (B) and
(C) are applicable to both systems and resulted in good test strength with an
acceptable number of test cases. To counter threats to validity that might be
caused by the mutant generator, other mutation generation tools have been
applied as well. The PITest® tool uses a subset of the mutation operators the
uJava tool uses. The Major mutation framework [15] uses the same mutation
operators plus constant value replacement. Due to space restrictions only the
results for the pJava tool were presented. Still, the results of both other tools
were very similar to the results presented in the tables above.

5 See http://pitest.org/. Additionally, this tool was very helpful to measure the line
coverage that has been shown in the tables above.
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Our experimental setup uses specific implementations in Java to generate
mutants from. The implementation style may have an influence on the gener-
ated mutants which in turn has an impact on the observed mutant score. The
use of code mutations was motivated from the fact, that real faults are very
likely to be introduced on the code level. As our approach is to be applied to
arbitrary blackbox systems, potentially implemented in other programming lan-
guages and/or combinations of hardware and software, the real faults might look
different from our experimental faults. To counter this threat, we also experi-
mented with mutations of the SysML model, applying mutant operators on the
state machines. Double fault mutations were included as well, in contrast to the
code mutations, where only single fault mutations were observed. These experi-
ments also provided results for our strategies (B,C) that were comparable to the
results presented here. There may remain some threats to validity resulting from
the fact that some characteristic faults, e.g. memory leaks as a typical fault type
in languages like C/C++, or faults resulting from HW/SW integration have not
been considered yet in the mutations applied.

5 Related Work

The framework for constructing complete test suites in general, and for intro-
ducing equivalence class testing methods preserving completeness in particular,
has been laid out in [11]. Notable examples for complete test methods have
been given for various formalisms (FSM,Timed Automata, process algebras)
in [8,10,19,22,23,25], further references on the state of the art of automated
model-based testing are given in [1,21]. Adaptive random testing [7] focuses on
techniques to evenly spread the test cases over the complete input domain. Most
research concentrates on testing non-reactive software modules, where test cases
are specified by single input vectors instead of the input sequences considered in
our reactive systems setting. An example of the application of adaptive random
testing and search-based testing to realtime embedded systems is given in [2].

6 Conclusion

In this paper, a complete equivalence class testing strategy has been exper-
imentally evaluated with respect to its test strength, when applied to SUTs
whose behaviour is outside the fault domain for which the completeness asser-
tion applies. The experiments show that this strategy has significantly greater
strength in comparison to conventional random testing. Moreover, a randomisa-
tion of the equivalence class testing strategy has been proposed that increases
the test strength even further by selecting different values from each input equiv-
alence class, whenever a member of this class is required as input according to
the original strategy. The resulting test suite was additionally extended in order
to ensure a minimal number of random selections from each input class applied
in each I/O-equivalence class of the reference model.
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At the same time it is clear that this “randomisation in the Z-dimension”
does not increase the test strength, if S’ has a larger recurrence diameter than
S, and if erroneous behaviour of §” is only revealed at the end of a longest loop-
free path. Therefore we suggest to add a “randomisation in the m-dimension”
by attaching a random input sequence of a given fixed length at the end of each
test case for in-depth exploration of the SUT behaviour. Observe that in most
embedded system tests, the costs for resetting the SUT are higher than those for
increasing the test suite length. Therefore increasing the length of test cases is
generally acceptable, while increasing the number of test cases is usually a costly
decision. The effect of increasing the test case length is currently investigated
by the authors. Note that this requires more complex mutations increasing the
recurrence diameter and inserting erroneous behaviours at the end of maximal
loop-free paths only.
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Abstract. In model driven engineering (MDE), models constitute the
main artifacts of the software development process. From models defining
structural and behavioral aspects of a software system implementation
artifacts, such as source code, are automatically generated using model
transformation techniques. However, a crucial issue in MDE is the quality
of models, as any defect not captured at model level is transferred to the
code level, where it requires more time and effort to be detected and
corrected. This work is concerned with testing the functional correctness
of models created with a subset of UML called fUML comprising class
and activity diagrams. We present a testing framework for f{UML, which
enables modelers to verify the correct behavior of fUML activities.

Keywords: Functional testing - UML activity diagrams - fUML

1 Introduction

In model driven engineering (MDE), models are the main artifacts of the devel-
opment process. Using model transformations, code and other implementation
artifacts are automatically produced from models improving the productivity of
the software development process, as well as the quality, portability, and main-
tainability of the developed system [2]. As the development process shifts from
being code-centric to being model-centric, the quality of the models used in
an MDE-based software development process becomes essential. Any defect not
captured at model level will be propagated to the code level, where it will require
more time and effort to be detected and corrected.

This work is concerned with verifying the functional correctness of models
created with UML [14], which is the most widely adopted modeling language in
MDE. More precisely, we focus on fUML [16], which is an executable subset of
UML (cf. also xUML [10]) comprising class diagrams for defining the structure of
systems and activity diagrams for defining the behavior of systems. For f{UML, a
standardized virtual machine exists that gives precise operational semantics to
the included subset of UML. The standardization of f{UML’s semantics provides
the basis for developing model analysis techniques and tools for UML models.

In general, it can be distinguished between two main analysis techniques for
verifying the functional correctness of software artifacts, namely formal anal-
ysis and testing techniques. These two techniques are not mutually exclusive,
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but instead complement each other. While several approaches applying formal
analysis techniques on fUML have been proposed in the past, to the best of our
knowledge only first ideas and intents on applying testing techniques on fUML
have been published (cf. Sect. 6).

In this paper, we present a fully functional and implemented testing frame-
work for fUML, which is based on first ideas and an early prototype presented
n [12]. The framework comprises a test specification language, which enables
modelers to express assertions on the behavior of a system defined in fUML, as
well as a test interpreter, which evaluates these assertions. Besides giving an over-
all overview of our testing framework, we present three newly developed testing
features. These new features address three requirements on testing fUML mod-
els: (i) Specifying assertions on the behavior of a system requires the capability
to evaluate complex conditions on the system’s runtime state, such as iterations
over existing objects and calculations over their feature values. (i7) Temporal
expressions allowing precise selections of the runtime states to be asserted are
required. (i) Because fUML models can be used to specify concurrent behavior,
the existence of a potentially large number of possible execution paths has to be
considered in the test evaluation. To address these requirements, we extended
our initial testing framework with (i) support for OCL [15] allowing the spec-
ification of complex assertions on the runtime state of a system, (i) a set of
temporal operators and temporal quantifiers allowing a more precise selection of
the runtime states to be asserted, and (744) an improved test evaluation algorithm
taking concurrent behavior into account. We evaluated our testing framework
with these newly introduced features in a user study concerning the properties
ease of use and usefulness. The evaluation results on the one hand indicate that
the testing framework is both easy to adopt and useful for testing f{UML models,
and on the other hand enabled us to identify potential for improvement.

The remainder of the paper is structured as follows. In Sect. 2, we introduce
an example for motivating and illustrating the newly developed features of our
testing framework. In Sect. 3 and Sect. 4, we provide an overview of our testing
framework and describe its new features in detail. The results of our user study
and related work are discussed in Sect. 5 and Sect. 6, respectively. In Sect. 7, we
conclude the paper and outline future work.

2 DMotivating Example

In this section, we want to motivate our testing approach based on the example
of an automatic teller machine (ATM) system. The structure of the ATM system
is depicted in Fig. 1. The ATM can be used to perform withdrawals from a bank
account. The process of performing a withdrawal (operation ATM.withdraw) is
realized by the activity ATM.withdraw shown in Fig. 2. For starting a with-
drawal, the user has to provide an ATM card, the pin assigned to the card, and
the amount of money to be withdrawn from the user’s account. Once the with-
drawal is started, first a new transaction is created and set as current transaction
(action startTransaction). Next, the provided pin is validated (action validate-
Pin). If the pin is valid, the withdrawal is performed (action make Withdrawal).
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Fig. 1. Class diagram of the ATM system
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Fig. 2. Activity diagram of the operation ATM.withdraw

Account.makeWithdrawal

ReadSelf
self

isGreaterOrEqual

CallBehavior
greaterOrEqual

amount :

C >

nteger [false]

AddStructuralFeatureValue

AddStructuralFeatureValue

setBalance result Object] addWithdrawalToAccount

AddStructuralFeatureValue

result object setAmount

value

success :Boolean

~

Fig. 3. Activity diagram of the operation Account.makeWithdrawal

This in turn causes the balance of the account to be updated and a correspond-
ing withdrawal record to be created. Once the withdrawal has been completed,

the transaction is ended and recorded (action endTransaction).

Please note that the actions startTransaction, validate Pin, make Withdrawal,
and endTransaction are call actions calling the declared operations. The

explained functionality of these operations are implemented by dedicated

activ-

ities. In the following, we discuss the implementation of the operation make-

Withdrawal. The remaining activities are omitted due to space limitations.
Figure 3 shows the activity implementing the operation Account.make With-

drawal. This activity first retrieves the account’s balance (action readBalance)
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and compares it with the amount of money to be withdrawn (action greaterOr-
Equal). If the balance exceeds the amount of money to be withdrawn, the new
balance is calculated (actions minus) and set (actions setBalance). Finally, a
new withdrawal record is created (action createNewWithdrawal), its amount is
set to the withdrawn amount of money (action setAmount), and it is associated
to the bank account (action addWithdrawalToAccount). In the case that the
withdrawal was performed, the value true is provided as output of the activity
(action successTrue), otherwise false is provided (action successFalse).

2.1 Functional Requirements of the ATM System

In the following, we consider the functional correctness of the ATM’s withdrawal
functionality. For correctly handling withdrawals in case a correct pin was pro-
vided, the ATM system has to fulfill the following functional requirements.

FR1 The pin has to be validated before the actual withdrawal is performed.

FR2 The account’s balance has to be reduced by the provided amount of money.

FR3 After the completion of the withdrawal, the balance of the account should
be equal to the difference between the sum of all recorded deposits and
the sum of all recorded withdrawals.

FR4 A new withdrawal record has to be created for the account.

FR5 The activity should return ¢rue indicating a successful withdrawal.

FR6 When the withdrawal is started, a new transaction should be created; once
it is completed, the transaction should be ended and recorded.

2.2 Requirements of the Testing Framework

To verify that the f{UML model of the ATM system fulfills the specified functional
requirements, a testing framework is needed providing the following capabilities.

1. The testing framework shall provide the possibility to test the chronological
order in which nodes of an activity are executed. Thereby, the framework
ensures that the specified order is correct for every possible execution of the
activity, taking concurrency into account. (Required for FR1)

2. The testing framework shall provide support for testing whether an activity
produces the correct output for a given input. Also, checking the output of
actions within the activity shall be supported. (Required for FR2 and FR5)

3. The testing framework shall provide the possibility to test the runtime state
of a system during the execution of an activity. Therefore, it has to enable the
selection of the relevant runtime states, as well as the evaluation of expres-
sions on these runtime states. (Required for FR3, FR/, and FR6: For FRG it
has to be tested whether after the execution of the action startTransaction of
the activity ATM.withdraw a new transaction has been created; for the final
runtime state it has to checked whether the account’s balance and records
are consistent (FRS), a new withdrawal record has been created (FR4), and
the started transaction has been recorded (FR6))
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1 scenario atmTestData |

2 object atmTD: ATM {}

3 object cardTD: Card {pin = 1985;}

4 object accountTD: Account {balance = 100;}

5 object depositTD: Deposit {amount = 100;}

6 link card_account {source card = cardID; target account = accountTD;}

7 link account_record {source account = accountTD; target records = depositTD;}
8

Listing 1. Test scenario for testing the ATM system

1 test atmTestSuccess activity ATM.withdraw(card=cardTD, pin=1985, amount=100) on

—atmTD {
2 assertOrder *, validatePin, *, makeWithdrawal, x; // FRI1
3 finally {
4 readAccount.result::balance = 0; // FR2
5 check ’'BalanceRecords’ on readAccount.result; // FR3
6 check ’NumOfWithdrawalsSuccess’ on readAccount.result; // FR4
7 success = true; // FRH
8
9 assertState eventually after constraint ’TransactionCreated’ { // FR6
10 check ’TransactionEnded’, ’TransactionAdded’;
11 }
12}

Listing 2. Test case for testing the ATM system

1 context ATM
2 exp TransactionCreated: currentTransaction <> null

3 exp TransactionEnded: currentTransaction = null

4 exp TransactionAdded: completedTransactions —> size() =1

s context Account

6 exp NumOfWithdrawalsSuccess: records —> select(oclIsTypeOf (Withdrawal)) —> size ()=l
7 exp BalanceRecords:

8 (records —> select(oclIsTypeOf (Deposit)) —> collect(amount) —> sum()) —

9 (records —> select(oclIsTypeOf (Withdrawal)) —> collect(amount) —> sum()) = balance
10 endpackage

Listing 3. OCL constraints for testing the ATM system

The early prototype of our testing framework presented in [12] only partially
supported these capabilities. In this work, we introduce new testing features
that significantly extend the framework’s capabilities and enable a more precise
and thorough verification of the functional correctness of f{UML activities.

3 Overview of the Testing Framework

Our testing framework is composed of a test specification language enabling the
definition of assertions on the behavior of fUML activities and a test interpreter
evaluating these assertions. In the following, we briefly introduce these two com-
ponents and discuss their limitations as presented in [12].

3.1 Test Specification Language

The test specification language enables modelers to define test suites composed
of test scenarios and test cases.

Test scenarios allow the specification of objects and links, which can be used
both as input values and expected output values of activities under test. The
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definition of a test scenario is composed of the keyword scenario, a scenario
name, arbitrary many object definitions, and arbitrary many link definitions.

Listing 1 shows the test scenario defined for testing the ATM’s functional
requirements presented in Sect. 2. The test scenario is called atmTestData and
defines four objects (keyword object), namely one ATM object, one Card object
with the pin 1985, one Account object with the balance 100, and one Deposit
object with the deposit amount 100. Furthermore, it defines two links (key-
word link), namely between the specified Card and Account objects, as well as
between the Account and Deposit objects.

A test case tests the behavior of an activity. Its definition consists of the key-
word test, a test name, the keyword activity, the name of the activity under
test, an optional list of input parameter value assignments for the activity, an
optional declaration of a context object for the activity, and a body. In the body
an arbitrary number of order assertions and state assertions can be declared.

Listing 2 shows the test case atmTestSuccess asserting the functional require-
ments of the ATM’s withdraw functionality defined by the activity ATM. with-
draw. For the input parameters, the Card object cardTD defined in the test
scenario (cf. Listing 1), the correct pin 1985, and the amount to be withdrawn
of 100 are provided. The activity is executed for the ATM object atmTD also
defined in the test scenario. The test case consists of one order assertion (line 2)
and two state assertions (lines 3-8 and 9-11), which are explained in the following.

Order assertion can be used to test the order in which the nodes of the
activity under test are executed. To specify an order assertion, the keyword
assertOrder is used followed by the list of nodes in their expected execution
order. It is also possible to specify a relative order of nodes by the use of jokers
for skipping exactly one (') or zero to many (**’) nodes.

The order assertion of the test case atmTestSuccess (cf. Listing 2, line 2) tests
whether the action walidatePin is executed before the action make Withdrawal
with arbitrary many nodes being executed before, in between, or after them.

State assertions can be used to check the runtime state of the tested sys-
tem during the execution of the activity under test. The definition of a state
assertion consists of the keyword assertState, a temporal expression selecting
the runtime state to be checked, and arbitrary many state expressions defining
the expected properties of the selected runtime state. The temporal expressions
provided by the test specification language have been substantially extended and
improved compared to our early prototype presented in [12]. They will be exten-
sively discussed in Sect. 4.2. In line 4 of the test case atmTestSuccess (cf. List-
ing 2) we see an example of a state expression. It checks in the final runtime
state of the ATM system whether the account’s balance has been updated to
0. Please note that the test input for the activity ATM.withdraw defines that a
withdrawal of the amount 100 should be performed for the account associated
with the card cardTD. The card cardTD and its associated account accountTD
have been defined in the test scenario shown in Listing 1. Because the initial
balance of the account is specified to be 100 (cf. Listing 1, line 4), it is asserted
whether after the withdrawal of 100, the account’s balance is equal to 0.
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Fig. 4. Test interpreter

The test case shown in Listing 2 tests the fulfillment of all functional require-
ments defined in Sect. 2. The correspondences are provided in the comments in
Listing 2. Please note that the test case uses the objects defined in the test sce-
nario shown in Listing 1 as input values for the tested activity ATM.withdraw,
and the OCL expressions shown in Listing 3 for several state assertions. We will
discuss the test case in more detail in Sect. 4. A thorough discussion of the test
specification language is also provided on our project website [13].

3.2 Test Interpreter

The test interpreter is responsible for evaluating test cases specified in the pre-
sented test specification language. The process of evaluating test cases is shown
in Fig. 4. The input provided to the test interpreter consists of the f{UML model
to be tested and the test suite to be evaluated on this model. Each test case in
the test suite is evaluated by executing the activity under test for the input val-
ues defined by the test case using the extended fUML virtual machine elaborated
in previous work [9]. This extended fUML virtual machine captures execution
traces reflecting the runtime behavior of the executed activity. In particular,
an execution trace provides detailed information about the execution order of
activities and activity nodes, inputs and outputs of activities and activity nodes,
as well as the runtime state of the system at any point in time of the execution.
The execution traces are analyzed by the test interpreter for evaluating every
assertion defined by a test case. The output of the evaluation is a test report
providing the information which assertions succeeded, which assertions failed,
and further information on failing assertions, such as invalid execution orders of
activity nodes and invalid system states.

3.3 Limitations

While the early prototype of our testing framework as presented in [12] supports
assertions of a system’s runtime state and the correct execution order of activity
nodes, it has the following major limitations:

1. State assertions are restricted to simple equality checks of objects and their
feature values. Complex expressions, such as iterations over a set of objects
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or calculations over their feature values are not supported. Furthermore, the
selection of the runtime states to be checked by state assertions can be only
defined by referring to the execution of particular activity nodes, but not by
defining conditions that should be fulfilled in the states to be selected.

2. Temporal expressions for selecting the states to be checked in a state asser-
tion are limited to the temporal operators after and before, as well as the
quantifiers always and ezxactly. They are insufficient for expressing more com-
plex state assertions, such as that some property of the state eventually
becomes true or that a certain property is valid in only some states.

3. Furthermore, order assertions are evaluated on a single execution path of
the activity under test, which is insufficient in the presence of concurrency.

4 Extensions of the Testing Framework

To overcome the aforementioned limitations of the early prototype of our testing
framework, we have extended it with support for OCL, additional temporal
operators and quantifiers, as well as a new test evaluation algorithm accounting
for concurrent behavior. These extensions are subject of this section.

4.1 OCL Expressions

With state expressions it is tested whether the runtime state of a tested sys-
tem fulfills certain properties. In the early prototype of our testing framework,
state expressions were restricted to simple equality checks. With this restriction,
complex properties, such as needed for verifying the consistency of an account’s
balance with its deposit and withdrawal records (FR3), are not possible.

Supporting the definition of complex properties in state expressions requires
the extension of our testing framework with a suitable expression language.
Thereby, concepts allowing iterations over objects existing in a system’s runtime
states, calculations over these objects’ feature values, and comparisons of values
are of particular interest. This includes especially operations for the predefined
types of fUML, such as Collection operations (e.g., select(), forAll()).

The integration of these concepts requires an extension of our test speci-
fication language with complex grammar concepts, as well as an extension of
our test interpreter for evaluating expressions defined with these concepts. Both
extensions are expensive to achieve without using an already existing expression
language with supporting infrastructure. Thus, we decided against building our
own expression language and interpreter, but instead integrated OCL with our
testing framework. OCL [15] is a formal language providing concepts for defining
expressions on UML models. Like UML, it is standardized by OMG and most
of the experts in the modeling domain are familiar with OCL.

We integrated OCL with our testing framework, such that OCL expressions
can be used for defining complex conditions on a system’s runtime state as state
expressions in state assertions, as well as for specifying temporal expressions
selecting the runtime states to be asserted. This integration was achieved using
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the DresdenOCL framework [7], which provides extension mechanisms that allow
the integration of OCL into the abstract and concrete syntax of an existing mod-
eling language, such as our test specification language, as well as the evaluation
of OCL expressions on any model instances, such as the runtime state of a model
represented with fUML as required by our test interpreter. Details about how
such an integration of OCL may be achieved can be found in [7].

The OCL expressions used in the test cases for the ATM system are given in
Listing 3. For instance, the OCL expression BalanceRecords (lines 7-9) specifies
that the balance of an account should be equal to the difference between the
sum of all recorded deposits and the sum of all recorded withdrawals. This OCL
expression is used in the test case (cf. Listing 2, line 5) to test that the account’s
balance and its withdrawal and deposit records are consistent.

4.2 Temporal Expressions

Temporal expressions are used in state assertions for selecting the runtime states
of a tested system that have to be checked for expected properties. Thereby,
runtime states are generated during the execution of activities and capture the
system’s state after a certain action has been executed. For instance, as illus-
trated in Fig. 5, the states S1, S2, S8, and S4 resulted from the execution of the
actions actionA, actionB, actionC, and actionD, respectively. The values a, b,
and c in each state represent the results of evaluating conditions on these states.

Temporal expressions are composed of temporal operators, temporal quanti-
fiers, and actions or alternatively OCL constraints. In the early prototype of our
testing framework, OCL constraints were not supported for selecting runtime
states, and important temporal quantifiers, such as eventually, were missing. As
part of our extensions, we also refined the supported temporal operators. In the
following, we discuss the temporal operators and quantifiers based on Fig. 5.

Temporal operators in combination with the specification of actions are used
for selecting the runtime states to be considered in a state assertion. We support
the temporal operators after and until defining that all runtime states after or
until an action has been executed shall be considered. If OCL constraints are
used instead of actions, they are evaluated in each runtime state starting with
the first one. Those states in which the constraints are evaluated to true for the
first time are select, as well as all runtime states between them.

Temporal quantifiers are used for specifying in which of the selected runtime
states the state expressions of a state assertion should evaluate to true. Our
test specification language provides the temporal quantifiers always, eventually,
immediately, and sometimes described in the following.

The temporal quantifier always defines that the state expressions should eval-
uate to true in all selected runtime state. For instance, the temporal expression
(1a) specifies that in each state starting from the first one until the state pro-
duced by actionB, the value of the state expression ¢ should evaluate to false.

The temporal quantifier eventually defines that each state expression should
evaluate to true in one of the selected runtime states and should remain true in
all of the following selected runtime states. For instance, the temporal expression
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Fig. 5. Combinations of temporal operators and temporal quantifiers in state assertions

(2b) specifies that from the first state in which a becomes true, until the first
state in which b becomes true, the value of the state expression ¢ should become
true in one state and remain true in each of the following selected states.

The temporal quantifier immediately specifies that each state expression
should be true in either a runtime state created by the specified action or the
one right before this state, depending on whether the temporal operator after or
until is used. If an OCL constraint is used instead, the state expression should
be fulfilled in the first state where the specified constraint evaluates to true or
the state right before it. For instance, the temporal expression (3a) specifies that
the value of the state expression ¢ should be true in the state caused by actionD.

The temporal quantifier sometimes defines that each state expression should
evaluate to true in at least one of the selected runtime states. The temporal
expression (1b) specifies that the state expression ¢ should evaluate to true in at
least one of the states from the first state until the state where b becomes true.

We also introduced the keyword finally as a shorthand for always after
actionX where actionX is the last executed action of the activity under test.

Looking back at the test case for the ATM system in Listing 2, the state assertion
in lines 9-11 specifies that after the constraint TransactionCreated (cf. Listing 3) is
evaluated to true, the constraints TransactionEnded and TransactionAdded should
eventually evaluate to true. Thus, it is tested whether during the execution of the
activity ATM.withdraw, a transaction is created, which is afterwards ended and
recorded.

With the newly introduced and improved temporal operators and temporal
quantifiers, and the capability to use OCL conditions in temporal expressions, a
system’s runtime states can be much more precisely selected for testing purposes
than has been possible with the early prototype of our testing framework.

4.3 Concurrency

Concurrency in an activity leads to the existence of a potentially large or even
infinite number of possible execution paths of that activity, which have to be
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Fig. 6. Adjacency matrix for evaluating order assertions on the activity ATM.withdraw

considered in the test evaluation. In particular, order assertions checking the
correct execution order of activity nodes have to be evaluated for every possible
execution path of the activity under test.

The early prototype of our testing framework did not account for concurrent
execution paths of activities and thus reported false positive evaluation results for
order assertions. This is because the fUML virtual machine executes concurrent
paths sequentially, and thus the trace used for evaluating order assertions reflects
only one possible execution order of activity nodes lying on concurrent paths. The
early prototype checked order assertions only on this single sequential execution
order. To overcome this limitation, we implemented a new evaluation algorithm
for order assertions, which correctly deals with concurrent paths.

As a first step, the algorithm transforms the execution trace of the activ-
ity under test into an adjacency matrix. The execution trace from which we
construct the matrix is like in the former version of the evaluation algorithm
obtained from a single execution of the activity under test for the given input
defined by the test case. However, the new algorithm also takes the input/out-
put dependencies between executed activity nodes into account, which are also
captured by the execution trace. Thereby, an activity node B depends on an
activity node A, if B received an object token or control token from A as input.
In this case, B is added as being adjacent to A in the adjacency matrix.

Figure 6 shows the adjacency matrix constructed for the execution of the
activity ATM.withdraw (cf. Fig. 2) with the input values defined in our test case
atmTestSuccess (cf. Listing 2). For instance, the activity node wvalidatePin is
adjacent to the activity node startTransaction, because it received a control token
from walidatePin via the defined control flow edge. Thus, the matrix contains a
true value (abbreviated with T') in the first row and third column.

Based on the constructed adjacency matrix, order assertions can be evaluated
efficiently by analyzing the dependencies between activity nodes specified in the
order assertions. For instance, to evaluate an order assertion assertOrder x*,
A, B, *, we have to check whether B depends on A, i.e., whether a true value in
the adjacency matrix indicates B as being adjacent to A. If this is not the case,
there exists no input/output dependency between A and B and, hence, they may
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be executed in reverse order. Furthermore, we have to check that there are no
other nodes independent of both A and B, i.e., nodes that lie on parallel paths.

For the evaluation of the jokers ’_’ and "*’, also indirect input/output depen-
dencies between activity nodes have to be considered, which can also be effi-
ciently calculated from the adjacency matrix. For instance, to evaluate an order
assertion assertOrder A, _, B, we have to check whether an arbitrary activ-
ity node X exists on which B depends and which itself depends on A4, i.e., X
provided input to B and received input from A.

Looking back at our test case defined for the ATM system (cf. Listing 2),
the order assertion defined in line 2 is evaluated by checking in the adjacency
matrix (cf. Fig. 6) whether make Withdrawal is directly or indirectly adjacent to
validatePin. Because this is the case, indicated by the underlined true values in
the matrix, the order assertion evaluates to true.

4.4 Implementation

We provide an open source implementation of our testing framework integrated
with EMF. The testing framework is part of the larger project moliz [13], which
is concerned with executing, testing, and debugging models based on the f{UML
standard. For implementing the grammar and editor of our test specification
language, we have used the Xtext framework. The test interpreter is implemented
in Java and based on an extended version of the reference implementation of the
fUML virtual machine elaborated in previous work [9]. For the integration of
OCL with our testing framework, we have used the DresdenOCL framework [7].

5 Evaluation

We evaluated our testing framework with the presented new functionality con-
cerning ease of use and usefulness by carrying out a user study. In the following,
we present the user study setup, as well as the results and lessons learned.

5.1 User Study Setup

The user study consisted of the following four steps, which were carried out with
each participant individually.

(i) Introduction. At the beginning of the user study, the participant was given an
introduction to f{UML and our testing framework. This included the most impor-
tant concepts of f{UML comprising fUML’s class concepts, activity concepts, and
action language. Furthermore, a simple exemplary fUML model was introduced
and used to explain the main concepts of our test specification language.

(i) Skills questionnaire. The target group of users of our testing framework
are practitioners in the MDE domain using UML activity diagrams to define
the behavior of systems. Thus, in order to obtain relevant results, our selection
of participants was based on their background in UML, OCL, and unit testing.
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The participants’ skills in these languages were collected using a questionnaire.
Most of the participants had a good background in UML being slightly more
experienced with class diagrams than with activity diagrams. The knowledge of
the UML action language was balanced from having no experience to being an
expert. Most of the participants declared their experience with OCL at the begin-
ner level, while unit testing knowledge was declared as average by most partici-
pants. The participants of the user study consisted of post-doctoral researchers,
PhD students, and master students of the Vienna University of Technology.

(iii) Testing tasks. The participants were asked to complete two tasks with
our testing framework. Therefore they used our implementation of the testing
framework, including an editor for writing test cases and the test interpreter
running test cases and providing the results as console output.

The aim of the first task was to evaluate the ease of use of our testing
framework. Therefore, the participants had to define a test suite implementing
predefined functional requirements for two given and correct activities. For the
first activity, the participants had to specify a test scenario with one object,
and two test cases with two different order assertions and two different state
assertions. The activity comprised nine nodes and included simple fUML action
types, such as value specification action. For the second activity, the participants
had to specify a test scenario with several objects and links, two state assertions,
and one OCL expression. The activity was composed of fourteen activity nodes
and included slightly more complex fUML concepts, such as expansion regions.

With the second task, we aimed at evaluating the usefulness of our testing
framework, in particular, the usefulness of test results for detecting and correct-
ing defects in UML activity diagrams. In this task, the participant was given
a defective activity diagram, two test cases testing the activity diagram, and
the test results. Based on the test cases and test results, the participant had to
locate the defects and suggest corrections. The activity consisted of nine activity
nodes and included simple fUML action types. Two defects were introduced into
the UML activity diagram. One defect consisted of wrong guards for a decision
node, which led to the execution of a wrong path. This defect was detectable
from the test result of a failing order assertion. The second defect consisted of
a missing merge node, which led to an activity node not being executed. This
defect was detectable from the test result of a failing state assertion.

(iv) Opinion questionnaire. Finally, the participants rated the ease of use and
usefulness of the testing framework in a questionnaire.

More details about the case study setup including the used fUML models, test
suits, and task descriptions may be found at our project website [13].

5.2 Results and Lessons Learned

We observed the participants during performing the given tasks to find out (i)
how easy our testing framework is to use for testing UML activity diagrams
(first task), and (i) whether test results are useful for detecting and correcting
defects in UML activity diagrams (second task).
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(i) Ease of use. For the first task, where the participants had to define test
cases, we made the following observations.

Test scenarios. Most of the participants had at the beginning problems to
understand the purpose of test scenarios, because they tried to define the test
scenarios before thinking about and writing the actual test cases. However, after
having defined the first test case, the participants understood how to use test
scenarios for providing input to the activities under test.

Order assertions. Another frequently observed problem encountered by the
participants was to correctly specify order assertions. Several participants speci-
fied the expected order of activity nodes incorrectly, as they forgot to use jokers
for allowing arbitrary nodes to be executed between two nodes of interest. How-
ever, after running the order assertion and reading the failing test result, all
participants were able to correct the order assertion.

State assertions. A third recurring issue was related to understanding the
relation between temporal expressions and state expressions. More precisely,
several participants specified each state expression separately in a distinct state
assertion, even though the temporal expressions of these state assertions were
identical (i.e., only one state assertion would have been required).

OCL ezpressions. Several participants had issues with specifying the OCL
expression required for one of the test cases. However, this was due to the fact
that these participants had little experience with OCL. Connecting the OCL
expression with a test case was not an issue for any of the participants.

Overall, we observed that after each written test case, the participants were
making fewer mistakes in specifying the next one. By the time they got to the
second task, all participants had a clear understanding about all the concepts
provided by the test specification language. From this observation, we conclude
that our test specification language has a gentle learning curve. One of the
possible improvements that we discovered during the user study is that some
concepts of the test specification language, such as the specification of links in
test scenarios, could be improved. Furthermore, additional validations by the
editor would significantly improve the specification of test cases, as it prevents
defects in the test cases themselves.

(i) Usefulness. In the second task, the participants had to detect and correct
defects in a UML activity diagram based on test cases and test results. We made
the following observations for this task.

Understanding test cases. The participants had no problems in understanding
the given test cases and their purpose. They were able to correctly explain the
functional requirements tested by the test cases.

Understanding test results. Out of the eleven participants, five were able to
locate both introduced defects, three were able to locate the first defect only,
and three were not able to locate any of the defects.

For identifying the first defect, we provided the participants with a test case
testing the expected execution order of activity nodes with an order assertion, as
well as the test result of running the test case on the defective activity. The test
result listed the actually executed path, which allowed all of the participants to
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detect that a wrong path was executed. Eight of the participants were also able
to identify the related defect, namely wrongly defined guard conditions. Three
participants were not able to locate this defect, because they were not familiar
with how guard conditions are evaluated in UML based on object flows.

The second defect was a missing merge node, which impeded the execution
of an activity node and consequently resulted in a wrong final runtime state of
the tested system. For identifying this defect, we provided a test case checking
the final runtime state with a state assertion, as well as the test result. The
test result showed both the actually last executed activity node and the actual
final runtime state. Neither of them was as expected by the state assertion. For
identifying the causing defect, the participants had to detect that the activity
node leading to the expected final runtime state was not executed and that the
reason for this was the missing merge node. This was not as obvious as in the
former example, where the result of an order assertion clearly showed which
nodes of the tested activity were executed and which were not. Furthermore,
identifying that a merge node has to be introduced to correct the defect requires
the knowledge that alternative branches in UML activities always have to be
explicitly merged by a merge node. Thus, the participants who did not have this
knowledge were not able to identify the missing merge node as defect.

With this task, we aimed at evaluating how useful test results are for detect-
ing and resolving defects in UML activity diagrams. We define the property
usefulness as the average percentage of defects resolved by participants based
on test results. Let D be the number of defects introduced into an activity,
and RD; the number of defects resolved by participant ¢. Then, the percent-
age of resolved defects by user i is X; = RD;/D % 100. The metric for mea-
suring usefulness is U = > X;/n, where n is the number of participants.
According to this metric, the usefulness measured through the user study is
U= (5x100% + 3 x 50% + 3 x 0%)/11 = 59.09%. This measure indicates a
positive result for the usefulness of test results for detecting defects in activities.
However, it also indicates that further improvements are needed.

Our conclusion drawn from these observations is that the visualization of test
results is crucial for making them useful for locating defects. Therefore, providing
more effective means for visualizing test results have to be investigated in future
work. For instance, we intend to investigate the integration of the visualization of
test results with UML modeling editors, such that test results can be presented
on the tested activity diagrams themselves. Furthermore, presenting the states
of a system occurred during the execution of an activity under test in the form
of UML object diagrams could be useful, as it may provide more insight into the
cause of failing test cases. Furthermore, for localizing a defect and deriving valid
corrections, debugging is essential. Providing users with the possibility to step
through the execution of an activity and observe the state of the system after
each step may facilitate the localization of defects causing failing test cases.

Table 1 shows the results of the opinion questionnaire filled in by the participants
to rate how difficult it was to accomplish the given tasks. As can be seen from the
results, our observations and conclusions correspond to the participants’ opinion.
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Table 1. Results of the opinion questionnaire

Task very easy |easy | medium | hard|very hard
Read class diagrams 7 4

Read activity diagrams 3 7 1

Write test cases 8 3

Read test cases 3 4 2 2

Read test results 3 4 2 2

Correct activity diagrams 1 3 2 2 3

Threats to Validity. There are several threats to the validity of the evaluation
results. First, in order to make the evaluation feasible in the described setup,
the examples given to participants were of low complexity. Having more complex
examples might give better insights into the ease of use of the test specification
language and the usefulness of test results for detecting defects. Another threat to
validity is the selection of participants. The participants consisted of researchers
and students, but participants from industry were missing. Furthermore, also the
fairly low number of participants influences the validity of the results. As future
work, we intend to perform a larger user study with more participants having
different background and knowledge, as well as with more complex examples.

6 Related Work

Until now, testing UML activity diagrams conforming to the f{UML standard has
not been investigated intensively. We are only aware of the work by Craciun et al.
[4], who propose to develop a virtual machine for f{UML models using the K-
framework for efficiently testing f{UML models. However, this work is still in its
early stage and there is yet no information about an existing implementation.

For UML 2 activities and actions, Crane and Dingel [5] present an interpreter,
which offers several dynamic analysis capabilities, such as reachability and dead
lock analysis, as well as assertions on objects during the execution of activities.
The latter capability is similar to the state assertions provided by our testing
framework. However, only some simple expressions on objects are supported. In
contrast, our testing framework supports the full power of OCL.

Another interesting line of work related to state assertions is temporal OCL.
It is an extension of OCL with temporal operators and quantifiers (e.g., [3])
enabling not only the evaluation of OCL expressions on a single state of a system
but also on its evolution. Thus, temporal OCL could be used in a similar way as
our state assertions for testing purposes. However, our testing framework does
not extend OCL with temporal expressions, but rather uses it as is and instead
provides temporal expressions as part of the test specification language.

Contrary to testing techniques, several approaches applying formal analysis
techniques on fUML activities have been proposed. Romero et al. [18] show how
the standardized formal semantics of f{UML can be utilized to perform formal
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verification through theorem proving. Abdelhalim et al. [1] developed a frame-
work that automatically formalizes fUML models as CSP processes and analyzes
them for deadlocks. Laurent et al. [8] define a first-order logic formalization for
a subset of f{UML and apply model checking techniques for verifying the correct-
ness of process models defined with f{UML. Their formalization covers control
and data flows, as well as resource and timing constraints. Properties that are
verified include termination and dead lock freeness. Planas et al. [17] propose
a verification method for fUML models, which focuses on the property strong
executability. This property guarantees that every time an activity is executed,
the system’s state is changed in a way consistent with all defined integrity con-
straints. Micskei et al. [11] propose a transformation chain from UML models to
formal verification tools using fUML and Alf as intermediary languages. In par-
ticular, they propose to translate UML state machines into the formal language
of the UPPAAL tool environment, which provides a model checker allowing the
formal verification of the modeled behavior.

Further approaches dealing with the formal analysis of UML activity dia-
grams exist, which, however, do not consider the full power of fUML. For
instance, Eshuis and Wieringa [6] present a formalization of workflow models
specified as UML activity diagrams for verifying functional requirements. In
their approach, activity diagrams are translated into transition systems, func-
tional requirements are defined as LTL formulas, and these LTL formulas are
evaluated on the obtained transition systems using the NuSMV model checker.

7 Conclusion and Future Work

In this paper, we have presented a testing framework for fUML models, which
allows modelers to verify the correct behavior of f{UML activities. Besides giving
an overview of the testing framework, we have explained three newly introduced
features in detail, which significantly extend the framework’s testing capabilities.
In particular, we introduced support for OCL allowing the evaluation of more
complex conditions on the expected runtime state of a system under test. Fur-
thermore, our testing framework now provides additional temporal operators
and quantifiers for more precisely selecting the runtime states to be asserted
by test cases. Finally, we developed a new algorithm for verifying the correct
execution order of activity nodes in the presence of concurrent behavior.

Based on the lessons learned from evaluating our testing framework in a user
study, we intend to improve the ease of use of our test specification language by
adapting its textual syntax, as well as the usefulness of test results by investi-
gating more effective visualization techniques. Furthermore, we plan to further
improve the evaluation of assertions taking into account concurrency. In particu-
lar, concurrent paths also have to be considered when evaluating state assertions,
as actions modifying and accessing the same values concurrently might lead to
nondeterminism. Another interesting feature that we have identified for future
work is the support of comparisons between distinct runtime states of the tested
system, i.e., the comparison of runtime states at different points in time.
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Abstract. We consider operation coverage of OCL operation specifica-
tions and invariants in class diagrams with respect to sequence diagrams.
The coverage criteria are based on the operations that are executed from
the sequence diagrams and their asserted OCL subexpressions. We pro-
pose an algorithm that automatically generates a set of sequence dia-
grams in order to maximise these coverage criteria. A model finder is
leveraged for this purpose. As a result, also operations and constraints
can be determined that can never be executed and asserted, respectively.
Our algorithm has been implemented in the UML specification tool USE.

1 Introduction

Given a class diagram with OCL operation specifications, invariants and a set of
sequence diagrams, we define two coverage metrics that measure (1) how many
operations of the class diagram have been called and (2) how many OCL subex-
pressions evaluated to true for this purpose. We define the coverage semantics on
top of the precise modelling approach that has been presented by Mark Richters
in [11]. As a result, the coverage metrics can readily be integrated in the context
of formal analysis tools.

We demonstrate this by utilising model finders for behavioural modelling
tasks to automatically generate sequence diagrams to increase coverage with
respect to the defined metrics. Since model finders traverse the complete search
space (and often efficiently), also “dead” operations or “dead” subexpressions
can be found with our algorithm. Analogously to “dead code” in software devel-
opment, these refer to operations that can never be called or subexpressions that
never evaluate to true.

We have integrated the coverage metrics in the UML specification tool USE [6].
When starting the program with a class diagram and some initial sequence dia-
grams, the initial coverage is reported. The user of the tool can then start the
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model finder to generate new sequence diagrams which successively increase the
coverage or pinpoint the user to “dead” operations or subexpressions.

Coverage metrics for modelling languages have been considered in the past,
but rarely have methods been provided to automatically increase the proposed
coverage criteria. In [12] coverage criteria based on the execution traces of
sequence diagrams have been defined, but no algorithm has been provided that
generates input data to increase the coverage. An approach very similar to ours
has been proposed in [17] where model finders are exercised in order to find
sequence diagrams that adhere to a given specification. However, coverage has
not been considered in this context.

The remainder of the paper is structured as follows. The next section reviews
class diagrams, system states, and model finding and introduces the formal nota-
tion that is used as a basis in the paper. Section 3 proposes two coverage criteria
and in Sect. 4 it is described how model finding can be utilised in order to auto-
matically find sequence diagrams to increase the coverage of a class diagram. The
implementation in USE is illustrated in Sect. 5 before related work is discussed
in Sect. 6. Section 7 concludes the paper.

2 Preliminaries

This section introduces a notation that is used to describe class diagrams and
system states in the remainder of the paper. Also, model finding is reviewed.

2.1 Class Diagrams and System States

We are making use of the notation that has been introduced in [11]. Associations
have no immediate influence on our proposed coverage metric and therefore we
use simpler definitions that omit details on associations.

Definition 1 (Class diagram). A class diagram is denoted as
M = (CLass, ATT,, OP., <) , (1)
where

— CLASS is a finite set of class names,

— ATT,. are sets of attributes for each class ¢ € CLASS defined as signatures a :
t. — t, where a is the attribute name, t. is the type of class ¢, and t is the
attribute type,

— Op, are sets of operations for each class ¢ € CLASS defined as signatures w :
te X t1 X -+- X t, — t, where w is the operation name, t. is the type of
class ¢, t1,...,t, are the types of the operation’s n parameters, and t is the
operation’s return type,

— and < is a partial order on CLASS to reflect the generalisation hierarchy.
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Class diagram

iofE

Processar

Contraoller

c: Integer
Fnstructign' Integer | Processar address : Integer contraller Cell
e m dataout - Integer address © Integer
fper;i?]re sman! programMemory |y iteicontent © Integer) cells | content : Integer

read()

process()

Fig. 1. Class diagram

We define .
ops(./\/l)dze U Op, . (2)

ceCLASs

For ATT,. and OP, their reflexive closures
« def
AtT, = ATT, U U ATT, and

¢’ €parents(c)

def (3)
Op. = Opr. U U Opr.

¢’ Eparents(c)

are defined with parents(c) Lf {d'|d €CLassAc <}

Ezample 1. Figure 1 shows a class diagram that will serve as running example
throughout the paper. It models the memory access part of a processor architec-
ture. The processor which has a program counter and a current instruction is
connected to a memory controller which offers operations to read and write to
memory which is represented in terms of cells.! The precise formal notation of
the class diagram is

Crass = { Processor, Controller, Cell }

ATTprocessor = { pc : Processor — Integer,
instruction : Processor — Integer }

ATT controtier = { address : Controller — Integer,
dataout : Controller — Integer }

ATT ey = { address : Cell — Integer,
content : Cell — Integer }

! The class diagram can be downloaded as a model for USE at www.informatik.
uni-bremen.de/agra/files/memory.use
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gi;u Cbject diagram nxl:lz E
Cell2:Cell
Cello: cell address=2
address=0 content=0
content=0 | |..cells HasCells
Controllerd: Controller ProcessorQ:Processor
HasProgramMermory,
address=13 | pc=1
dataout=1 instruction=4
HasCells
HasCells
Celll:Cell
address=1
cantert=0 Cell3:Cell
address=3
content=0

Fig. 2. System state

OP processor = { prepareMemory : Processor — Void Type,
fetch : Processor — VoidType,
process : Processor — Void Type }

OP controtier = { write : Controller x Integer — VoidType,
read : Controller — VoidType } .

Definition 2 (Class domain). The set of object identifiers of a class ¢ € CLASS
is given by an infinite setoid(c) = {¢y, ¢y, ... }. Then, the domain of c is defined as

Ienss(0) = | {oid(d)} . (4)
¢’ €CLASS
¢ <e

In general, we will use the letter I to denote an interpretation mapping [11]
that defines the semantics of OCL expressions.

Definition 3 (System state). A system state for a class diagram M s a
structure

U(M) = (UCLASS7UATT) s (5)
with

— finite sets ocpass(c) C oid(c) containing all objects of class ¢ € CLASS in the
system state and

— functions oarr(a) : ocpass(c) — I(t) for each a :t. —t € ATT).
I(t) is an interpretation function for variables of types t.

If the context is clear, M can be omitted and a system state is simply written
aso.
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Example 2. A valid system state for the class diagram in Fig. 1 is shown in
Fig. 2.

Class diagrams can be accompanied by expressions in the object constraint
language (OCL, [15]) that is part of the UML standard. OCL allows the spec-
ification of formal constraints in the context of a model. Since constraints are
conditions on all system states and transitions between states, a set of constraints
therefore restricts the set of valid system states. In the extreme case, the set of
possible system states is empty; in this case the model is called inconsistent.
Constraints are primarily used to express invariants which are global constraints
that hold in every system state and operation specifications in terms of pre-
and postconditions that are evaluated locally in the context of an operation call.
An operation can only be called if the preconditions hold and must ensure that
after execution its postconditions evaluate to true. In general an OCL expression
that evaluates to a value of type t is an element of the set Expr,. The following
definitions provide notation for invariants and operation specifications.

Definition 4 (Invariants). All invariants of a class ¢ are contained in the
set I(c) C Exprggoean- All these Boolean OCL expressions contain a vari-
able self that is of type c. All invariants of a model are denoted

def
m= | 2, (6)
ceCLass
and as in the notation for system states the M can be omitted, i.e., we write Z,
if the use is clear from the context.
Example 3. One invariant for the memory controller model from Fig. 1 is:

context Controller
inv uniqueCells: cells->forAll(cl, c2 |
cl <> c2 implies cl.address <> c2.address)

This invariant states that the cells that are associated to a memory controller
must have a unique address.

Definition 5 (Pre- and postconditions). Given an operation w € ops(M),
the sets <(w) C EXprpoojean @Nd >(w) C EXprpooean 07€ the pre- and postcon-
ditions of w. The notation is borrowed from [13].

an

Ezample 4. The operation specification for the operation write of class Con-
troller is:

context Controller::write(content: Integer)

pre: address < 10

pre: content < 4

post: cells->one(c | c.address = address and c.content =
content)

post: cells->forAll(c | c.address = c.address@pre)

post: cells->forAll(c | c.address <> address implies

c.content = c.content@pre)
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The two preconditions ensure that a valid address and content have been assigned
to the attributes of the Controller object. The first postcondition ensures that
the cell at the given address has the new content after the operation has been
called. The second postcondition ensures that the cell’s addresses were not
changed by the operation call and the last postcondition ensures that the con-
tent of the non-addressed cells is not changed. The model finder cannot guess
the developer’s intention. To ensure that non-related attributes are not changed
frame constraints need to be added. Either automatic tools are used that assist
the developer in finding them [10] or they are provided manually:

post: processor.pc = processor.pc@pre
post: dataout = dataout@pre
post: address = address@pre

When evaluating OCL expressions in the context of a system state o one needs
to consider assignments to variables that appear in the OCL expressions. For this
purpose, let Var; be the set of variables of type ¢, then 8 : Var; — I(t) is a vari-
able assignment. A context for the evaluation of an OCL expression is given by an
environment 7 = (o, 3). Let ‘Env’ be the set of environments 7 = (o, 3), then the
semantics of an expression e € Expr, is provided by a mapping I[e] : Env — I(%).

In this paper we make heavy use of the notation that has been introduced
in [11] to formalise UML class diagrams and OCL expressions. The meaning
of the notation should be comprehensible from the context, however, for more
precise definitions the reader is referred to [11].

2.2 Model Finding

Model finding describes the problem of finding a system state o to a given
model M with invariants Z such that

Mz A A A\ Ilel((0,self — ¢)) = true | (7)

c€CLASS e€Z(c) cEocypass(c)

i.e., all invariants hold for all objects in the system state. Such a system state o
is called wvalid and witnesses the consistency of M. Usually the size of ocypags
is predefined such that the model finding problem becomes decidable [2]. This
assumption is reasonable, since often the size bounds of the model are known
in advance. Similar restrictions are assumed for associations, but not discussed
in this paper. We refer to this problem also as structural model finding since
only one system state is considered. Different implementations for the model
finding problem have been proposed in the past [3,7,9,14]. The problem can
be extended to consider the class diagram’s operations which is described in the
following. For this purpose, some additional notation to formalise operation calls
is required.

An operation call w = (¢,w) is a tuple consisting of an operation w € OP,
and an object ¢ € ocrass(c). How parameters are bound to operation calls
is described later in Sect. 3. For interpreting an operation call, both a pre-
state opre and a post-state and opes; Need to be considered. Consequently, also
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two environments Tpre = (Opre, Bpre) and Tpost = (Tpost, Opost) are required to for-
malise the semantics of a postcondition. Then, the interpretation of an operation
call w = (¢, w) is
def
Iwl(o,0) = N Ilel(more) N\ Tlel(Tore; Toost) (8)

ee<(w) eep(w)

with {self — c} € Opre and {self +— '} € Bpost Where ¢ refers to ¢ in the
post-state.
Given a Boolean expression eg.sk, the behavioural model finding problem [13]

asks to find a set of system states o1,...,07 and a set of operation calls
W1, .. wWp_q such that
T T—1
/\ I[Z](o¢) A /\ Iw,] (o, 0t41) A task = true . (9)
t=1 t=1

Also for this problem, T is usually predefined, since otherwise the problem is
undecidable. This assumption is reasonable, since one is interested in a short
sequence diagram. The common practice is to increase 7" in an iterative manner
until a solution is found. This is similar to reachability analysis with bounded
model checking [4]. Furthermore, the initial state o7 is typically preassigned
by the developer to exclude false positives, i.e., system states that cannot be
reached. Verification tasks in behavioural model checking can, e.g., be the check
for a deadlock, i.e., a final system state in which no operation can be called since
no preconditions can be asserted, or it can be checked whether an operation
is executable by preassigning one of the operation call variables. Besides these,
a variety of other reachability tasks can be formulated. Implementations for
behavioural model finders have been realised, e.g., in [5,13].

3 Operation Coverage

In this section, two coverage criteria are defined. Since coverage is witnessed
and increased in terms of sequence diagrams, we first need to formalise them
analogously to the definitions of the previous section. In this paper, we only
consider very simple sequence diagrams with no nested operation calls and no
control structures. Consequently, these can also be represented by a sequence of
operations.

Definition 6 (Operation sequence). Given a class diagram M and a
sequence of system states 0;(M) = (0crass,1,0arr,1) for 1 < i < n, an oper-
ation sequence is an ordered set

S=(r1 < wi(p1), r2 = ws(P2),-- -, Tn — W, (Pn)) - (10)

The ith operation call in the sequence S is of the form r «+ w(p) with w = (c,w)
stating that an operation w : t. X t; X --- X tp, — t € OP. is called on an
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object ¢ € ocrass,i(c) of class ¢ with parameters p = (p1,...,px) with p; € t; and
returns a value r € t. We define

def
OpS(S) = {wla"'awn} . (11)
An operation sequence may not necessarily be executable since invariants and

operation specifications could prevent the OCL expressions from being asserted.

Definition 7 (Validity of operation sequences). Operation sequences are
executed with respect to some given valid initial system state o1. An operation

sequence s called valid if, and only if there exist valid system states oa, ..., 0041
such that
n
/\ I[[gi]KO-?ﬁ Ui+1> = true . (12)
i=1

Ezxample 5. Figure 3 shows a valid system state for the running example written
in the USE syntax. First, the initial state is prepared which includes object cre-
ation and linking. The command !openter initiates the operation call and also
the preconditions are evaluated. Afterwards, the post-state is prepared before
the operation call is finished using !opexit, which also evaluates the operation’s
postcondition.

3.1 Operation Call Coverage

Now that operation sequences are formally defined, we can formalise the coverage
metrics. The first coverage metric, called operation call coverage, checks how
many of the model’s operations have been called in a given set of operation
sequences.

Definition 8 (Operation call coverage). Given a class diagram M and valid
operation sequences S1,...,Sy, the operation call coverage is defined as

| ops(S.
Z | ops( /\/l (13)

3.2 Subexpression Coverage

The second coverage metric is based on an expression’s subexpressions and
should first be illustrated by means of an example.

Example 6. The operation process from the class Processor has among other the
following two postconditions:

post: pc@pre < 9 implies pc = pc@pre + 1

post: pc@pre = 9 implies pc = 0

They ensure that the program counter pc overflows to 0 if its value is 9 before
the operation is called.
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lcreate Controller0O: Controller
!create CellO: Cell
lcreate Celll: Cell
lcreate Cell2: Cell
!create Cell3: Cell
!create Processor0O: Processor
!set Controller(O.address := 13
!set Controller(O.dataout := 1
= !set CellO.address := 0
% |!set CellO.content := 0
% |iset Celll.address := 1
.g !set Celll.content := 0
E Iset Cell2.address := 2
" |'set Cell2.content := 0

© |1set Cell3.address := 3
!set Cell3.content := 0
!set Processor0O.pc := 0
!set Processor0O.instruction := 4
linsert (ControllerO, CellO) into HasCells
linsert (Controller0O, Celll) into HasCells
linsert (Controller0O, Cell2) into HasCells
linsert (ControllerO, Cell3) into HasCells
linsert (Processor0O, Controller(0) into HasProgramMemory
lopenter ProcessorQ process()

C\,{!set ProcessorO.pc := 1 e
!set Processor0O.instruction := Undefined -
lopexit
lopenter ProcessorO fetch()

m{!set Processor0O.instruction := 1 I
!set Controller(O.dataout := Undefined
lopexit

Fig. 3. Valid operation sequence

An implication expression always evaluates to true if the antecedent is false.
Hence, one is interested in finding operation sequences that assert many subex-
pressions. The same argument holds for expressions of the form e; or e;. Even
expressions of the form e; and ey need to be considered although in this case,
both e; and es must have been true in order to assert the overall conjunction.
However, the expression can be more complicated if nested expressions are used
as, e.g., in (e; or ey) and (e3 or eq). Also here, it is desired that all subexpres-
sions have been asserted once in some sequence diagram.

For this purpose, we define a function ‘sub’ that returns all Boolean subex-
pressions of a given expression e € Expr:

sub(e) def {e} UJ{sub(e’) | ¢ is subexpression of e} if e € Expry,qjeans

(J{sub(e’) | ¢’ is subexpression of e} otherwise .
(14)
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Before we define the second coverage metric, we define the evaluation of
a Boolean expression e € EXprgggean i the context of a valid operation
sequence S = (w; = (¢,w1),-..,w, = (¢,,wn)) as defined in (10) (For brevity
we omitted parameters and return values from the operation sequence). The
operation sequence implies n + 1 valid system states o1,...,0,4+1 as defined
n (12). The evaluation of e depends on whether it is part of an invariant, a pre-
condition, or a postcondition. If e is part of an invariant, it is checked whether e
evaluates to true in some of these system states for some object, i.e.,

Ln[e)(9) €N\ Ilel((04, 5015 —c)) . (15)

=1 c€ocrass(c)

If e is part of a precondition of some operation w, it is checked whether it
evaluates to true if the operation has been called, i.e.,

n

Lorele] (S) = \/ (wi = w) A I[e] (07, self — ¢;)) - (16)

i=1

Finally, if e is part of a postcondition of some operation w, it is checked whether
it evaluates to true in the state after the operation has been called, i.e.,

V(wi =w) A Ie]((o;,self — ¢;), (oir1,8elf —c})) ,  (17)

Lpost[€] (5) &

where gg refers to ¢; in state o;41.

We also define a partition over all subexpressions in a model based on their
context, i.e., whether the expression is part of an invariant or of an operation
specification:

subipy def U sub(e),
ecT

subpre et U U sub(e), and

weops(M) ee<(w)

subpost def U U sub(e)

weops(M) eep>(w)

Definition 9 (Subexpression coverage). Given a class diagram M and valid
operation sequences S1,...,Sy, the subexpression coverage is defined as

U {e € sub, | 35; : L;[e](S:)}

z€{inv,pre,post}

18
| subiny Usubpre Usubpost | (18)

The formal definition for subexpression coverage is a bit tedious, however,
the intuitive idea can readily be stated in an informal manner. We take all
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subexpressions from the model’s invariants and operation specifications. Then
for each of them we check whether they evaluate to true in some intermediate
state of the given operation sequences. The number of such subexpressions is
divided by the total amount of subexpressions. It is important to ensure that a
subexpression of a pre- or postcondition is only checked for a positive evaluation
if the respective operation has been called.

Ezample 7. The operation sequence in Fig. 3 leads to an operation call coverage
of 0.4 since 2 out of 5 operations have been called. Furthermore, the subexpres-
sion coverage is approximately 0.3 as 14 out of 46 subexpressions are asserted. For
instance, the second postcondition of Example 6 is not covered by the operation
sequence in Fig. 3 since the program counter pc is initially set to 0. Consequently,
the subexpression pc@pre = 9 evaluates to false.

4 Algorithm to Automatically Enhance Coverage

Now that the coverage criteria have been defined, in this section we are proposing
methods that aim at automatically increasing the coverage by generating new
sequence diagrams. Since model finders are used for this purpose, always the
whole solution space is considered. Consequently, the algorithm either yields a
sequence diagram that indeed increases the coverage or finds that some operation
is not executable or some subexpression cannot be asserted by any sequence dia-
gram. Hence, the algorithm is able to determine “dead” model code (analogously
to dead code in programs that can never be executed).

The model finder is utilised by choosing an appropriate expression for egasxk
as described in (9). To increase operation call coverage the model finder is used
to find an operation sequence that contains an operation w that has not been
executed thus far. In order to constrain the model finder to call an operation in
an operation sequence one needs to assign

T-1

Ctask = \/ (W =w) . (19)

t=1

When increasing subexpression coverage a task needs to be formalised for
each subexpression e that is not covered yet. Again, the description of the task
expression depends on the origin of the subexpression. If e is part of an invariant
of class ¢, we assign

Ctask = \/ \/ I[e]((o¢, self — ¢)) . (20)

t=1 EGUCLASS(C)

For the case if e is part of an operation specification, we could also find a
suitable task expression, however, instead we are making use of a small trick.
We are using the same task expression as in (19) but additionally add e as pre-
or postcondition to the considered model. Since the task forces the operation to
be called also e must evaluate to true.
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It can easily be seen that many sequence diagrams may need to be generated
in order to obtain full coverage if initially many operations and subexpressions
are uncovered. The first measure to avoid this is to recompute the coverage
metrics after each generated sequence diagram, since other uncovered elements
may be covered by the newly generated sequence diagram. Furthermore, one
can also try to cover multiple uncovered elements at once by combing the task
expressions that have been introduced above. As an example one can try to
find a sequence diagram in which three uncovered operations wi, wo, and ws are
called by assigning

T-1

T-1 T-1
Etask = \/ (we =wi) A \/ (Wt = wa) A \/ (W = w3)
t=1 t=1

t=1

However, this approach needs to be applied with care since it may lead to
false negatives, since operations may be executable independently but not in
combination. A strategy can be to first try to generate sequence diagrams that
cover a lot of operations and then decrease the number if no more sequence
diagrams can be found.

Alternatively, one can make use of Boolean select variables s1, ..., sy for each
uncovered operation w1, ...,wy. Then these can be considered at once in a single
task expression and let the model finder decide which ones to use in the sequence
diagram and which ones not:

¢ T-1 ¢
Ctask = /\ (si = \/ (wy = wl)> A Zsi >k . (21)

=1 t=1

If a select variable s; is assigned 1, then the operation w; must be called in
the sequence diagram. Since eg,g can easily be satisfied by assigning all select
variables to 0, a cardinality constraint ensures that at least k select variables must
be assigned 1 and hence at least k operations must be called in the operation
sequence. The value for k£ can be initially set high and then decreased successively
if erasx cannot be satisfied.

5 Tool Support

We implemented the proposed algorithm as a plugin of the UML specification
tool USE [6]. Consequently, models in the form of class diagrams as well as
sequence diagrams are to be provided in the USE format (.use and .cmd to
specify class diagrams and operation sequences, respectively). We have used the
SMT-based behavioural model finder that has been proposed in [13].

The features realised in the plugin are the following:?

1. computation of the initial coverage of operations and constraints based on
the provided sequence diagram(s) (Fig. 4)

2 A USE plugin for computing and displaying coverage information can be downloaded
from www.informatik.uni-bremen.de/agra/files/coverage-plugin.zip
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I Cowverage e E
[T coverage 1M Goverage |
read Mot Covered
pred; self. address.isDefined Mot Covered
postd: self.cells-=forallic : Cell | lic.address = c.address@pre] and [c.content = c.content@pre)) Mot Covered
postd: self.cells-=onelc : Cell | {{c.address = self. address@pre) and {c.content = self.dataout))) Mot Covered
postlo: self. address isUndefined Mot Covered
postll: (self processor.instruction = self processor instruction@pre) Mot Covered
postl2: (self processor.pc = self processor.pci@prel Mot Covered
write Mot Covered
prel: (self address < 101 Mot Covered
pre2; [content - 4] Mot Covered
postl: self.cells-=onelc : Cell | ({c.address = self address) and ic.content = content))) Mot Covered
post2: self.cells-=forallic : Cell | (c.address = c.address@prel) Mot Covered
postd: self.cells-=forallic : Cell | (ic.address <= self.address) implies [c.content = c.content@prel) Mot Covered
postd: (self. processor.instruction = self processor.instruction@pre) Mot Covered
postsS: (self.processor.pc = self. processor.pc@pre) Mot Covered
posté: (self. dataout = self. dataout@pre) Mot Covered
post?: (self. address = self. address@pre) Mot Covered
fetch Mot Covered
pre5. self.programtemory. dataout.isDefined Mot Covered
postlé: (self instruction = self. programMemory. dataout@pre) Mot Covered
postld: (self pc = self pc@pre) Mot Covered
post20: self prograrmMernony. cells-=forallic : Cell | (ic. address = c.address@prel and (o content = ¢ content@prell] Mot Covered
post21: (self programMermaory. address = self programMemory. address@pre) Mot Covered
post22: self. programMemory. dataout. isUndefined Mot Covered
prepareMemory Mot Covered
pred: self. programMemory. address.isUndefined Mot Covered
postl3: (self programMemony. address = self.pcl Mot Covered
postld: (self.instruction = self.instruction@pre) Mot Covered
postls: (self.pc = =elf. pc@pre) Mot Covered
postle: (self programtemory. dataout = self programmemaory. dataout@pre) Mot Covered
postlT: self. programMernory.cells-=forallic : Cell | (lc.address = c.address@pre) and (c.content = c.content@pre))) Mot Covered
process Covered
preé. self.instruction.isDefined Covered
post23: ([self.pc@pre < 9) implies (self.pc = (self.pc@pre + 1)1 Maybe Covered
post24: [[self pc@pre = 9) implies (self. pc = 01 Maybe Covered
post25: self prograrmMernony. cells-=forallic : Cell | (ic. address = c.address@prel and (o content = ¢ content@prell] Covered
post26: self.instruction. isUndefined Covered
post27: (self programMermaory. address = self programMemory. address@pre) Covered
post28: (self programMemory. dataout = self programMemary. dataout@prel Covered
Initial: Covered 6/39 Elernents 15%
Maximum: Covered 14/39 Elements 36%
—

Fig. 4. Initial coverage

2. computation of the maximal possible coverage of operations and constraints
using a model finder in the background (Fig. 5)
3. display of the results

Both types of coverage are computed upon start of the plugin in the back-
ground if a model is provided. Without given sequence diagrams, the initial
status of each operation and each constraint is displayed as not covered. If cov-
erage of the respective operation or constraint has been reached, the mark is
changed to covered. The remaining constraints are marked as maybe covered in
the initial computation and as partially covered in the final state.

A constraint is maybe covered if the respective operation has been executed
but the constraint contains subexpressions which might not hold, e.g., a part
of a disjunction where the whole constraint can evaluate to true while a single
subexpression evaluates to false. A constraint is eventually partially covered when
it was not possible to find an operation sequence such that all subexpressions
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I Coverage ° Sl i |
| st Caverage T Hesimum Coversge |
read Mot Covered
pred. self address.isDefined Mot Covered
postd: self.cells-=forallic : Cell | {{c.address = c.address@pre) and (c.content = c.content@pre))! Mot Covered
postd: self.cells-=onelc : Cell | ({c.address = self address@pre) and (c.content = self. dataout))) Mot Covered
postlO: self. address. isUndefined Mot Covered
postll: {self. processor.instruction = self. processor.instruction@pre) Mot Covered
postlZ: (self. processor.pc = self. processor. pci@pre] Mot Covered
write Mot Covered
prel: (self address < 10} Mot Covered
pre2: [content =< 4] Mot Covered
postl: self cells-=oneic : Cell | ((c.address = self address) and (c.content = content])) Mot Covered
post2: self cells-=farAllic : Cell | (c.address = c.address@prel) Mat Covered
postd: self.cells-=fordllic : Cell | ((c.address == self.address) implies (c.content = c.content@prell) Mot Covered
post4: (self. processor instruction = self processor.instruction@prel Mot Covered
posts: (self.processor pc = self. processor.pc@pre) Mot Covered
poste: (self. dataout = self. dataout@pre) Mot Covered
post?: (self. address = self address@pre) Mot Covered
fetch Covered
pre5: self programMermory. dataout.isDefined Covered
postlé: (self.instruction = self. programMemony. dataout@pre) Covered
postla: (self.pc = self pc@pre] Covered
post20: self. programMemory.cells-=forallic : Cell | ic.address = c.address@pre) and (c.content = c.contenti@prel)) Covered
post21: (self. programitemory. address = self. programtemory. address@pre) Covered
post?2: self pragramMemony. dataout isUndefined Covered
prepareMemory Mot Covered
pred: self. programMemory. address.isUndefined Mot Covered
postl3: (self. programMemory. address = self.pc) Mot Covered
postld: (self.instruction = self.instruction@pre) Mot Covered
postls: iself.pc = self pc@pre) Mot Covered
postle: (self. programMemory. dataout = self programMemary. dataout@prel Mot Covered
postl7: self. programMernory.cells-=forallic : Cell | (ic.address = c.address@pre) and (c.content = c.content@prel) Mot Covered
process Covered
pre6: self.instruction. isDefined Covered
post23: ({self poc@pre < 9) implies (self.pc = iself.pc@pre + 110} Covered
post24: ([self.pc@pre = 9) implies (self.pc = 01} Fartially Covered
post25: self. programMemory.cells-=forallic : Cell | ic.address = c.address@pre) and (c.content = c.contenti@prel)) Covered
post2é: self.instruction. isUndefined Covered
post27: (self. programitemony. address = self. programtemory. address@pre) Covered
post28: (self. programMerary. dataout = self. programMemory. dataout@pre] Covered
Initial: Covered 6/39 Elements 15%
Maxirnurn: Covered 14/39 Elernents 6%

Fig. 5. Maximised coverage

eventually hold, i.e., one part of the constraint is covered and one part of it is
not covered.

During computation of the maximum coverage, sequence diagrams for the
not yet covered operations and constraints are produced and printed to the USE
shell. The overall results of the coverage enhancement are always displayed at the
bottom of the window. Here, the amount of initially and finally covered elements
are provided as well as a progress bar depicting the coverage percentage.

5.1 Experimental Evaluation

For an experimental evaluation, the approach has been applied to several models
which have been provided with the tool USE or have been written by the authors.
Table 1 shows the results of said evaluation. The first column gives the names of
the models. In the second and third column, their initial and maximal coverage
is stated. Then, the amount of generated sequences is provided and the last
column contains the required run-times.
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In all cases except for one, an increase in coverage up to 94-100% could
be achieved. Only for the test case CPU, the initial coverage of 0% remained
unchanged. This means that no operation sequences could be generated and,
consequently, none of the constraints were triggered. This scenario may occur due
to two reasons: (1) The initial state may be chosen poorly so that no operation’s
pre-condition evaluates to true. (2) The post-conditions of the operations may
be contradictory, preventing the operation’s execution even if a pre-condition is
satisfied. In both cases, the model as well as the initial state have to be revised.

With regard to the run-time, it can be stated that only the test case Memory
required a slightly longer execution time than the remaining examples. Since
this example is by far the largest one in terms of OCL constraints and has a
relatively low initial coverage of 15%, a slight increase in run-time was to be
expected.

Overall, it was possible to reach high coverage percentages in negligible run-
time by generating a maximum of 6 operation call sequences. In two cases, con-
straints and/or operations could be detected thanks to our approach which
could not be covered by sequences starting in the initial state. These con-
straints /operations would result in dead code, so by uncovering them, the quality
of the resulting implementation can be improved.

6 Related Work

In [12] coverage criteria are defined based on sequence diagrams which are
extracted by reverse engineering of existing Java source code. Branches in the
source code are mapped to guarded messages in the sequence diagram and there-
fore each sequence diagram defines a set of possible execution paths. Coverage
criteria are based on these paths. The authors have not provided methods to
automatically increase the coverage criteria.

The authors of [1] propose three test coverage criteria for class diagrams.
These criteria specify a certain structure of an object diagram which has to
be created by a test case in order to reach full coverage. In two cases, this
structure is determined by constructing representative values for association-
end multiplicities and attributes. The third criterion considers generalisation
relationships. All three criteria do not consider behavioural aspects and only
one criterion takes OCL constraints into consideration.

Table 1. Experimental results

Model [Initial [ Maximal [ #Sequences [ Run-time

CPU 0% 0% 0 <0.01s
Traffic | 35% 94% 4 <0.01s
Memory| 15% | 97% 6 0.22s
Car 0% 100% 4 <0.01s
Life 0% 100% 3 <0.01s
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Scenario-based design analysis (SUDA) is defined in [16]. The authors intro-
duce snapshot models to transform a class model with operations into a static
model of behaviour which can be verified against a sequence of operation calls.
Based on this technique an automatic approach is presented in [17]. Given a UML
class diagram with OCL operation specifications and invariants and a specifica-
tion for a desired scenario, a scenario is automatically generated using model
finding techniques.

In [8] a technique is presented that allows animation of UML class diagrams
with OCL operation specifications and invariants. Given a current state, a post-
state is computed that satisfies the class diagram’s invariants and underspecified
postconditions.

7 Conclusions

We concerned ourselves with the question of how to formalise coverage criteria of
class diagrams with respect to a set of sequence diagrams in terms of operation
sequences. We have defined two coverage criteria, one which checks how many
operations are called and another one which considers whether all subexpressions
in the involved OCL constraints evaluate to true. Based on the formalisation of
UML class diagrams and OCL expressions introduced in [11] we formalised the
coverage criteria to enable their application in formal analysis.

We demonstrated how model finders can be utilised in order to automatically
generate new sequence diagrams that increase overall coverage of the class dia-
gram. By using the model finder the developer is also pinpointed to operations
and OCL subexpressions that can never be executed or asserted, respectively.
Our algorithm has been implemented in the UML specification tool USE.

It is a well-known fact that model finders cannot be applied to arbitrarily
large models and face scalability problems as the number of classes and con-
straints increases. Consequently, the efficiency of our approach for automatically
generating sequence diagrams heavily depends on the efficiency of the model
finder. For now, we have evaluated the generation approach to class diagrams
similar to the running example of the paper. For these, sequence diagrams can be
generated within a few seconds. In future work we want to evaluate the scalability
of the approach in more detail by comparing different model finders. Alterna-
tively, model finders can be tuned to perform well for these kind of problem.
Furthermore, more advanced sequence diagrams, e.g., with nested operations,
will enhance the usability of the approach.
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