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reflects the unwavering support
and innovative success of numerous
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Foreword

The Intelligent Decision-making Technologies (IDT) domain is a fast growing area
of research that integrates various aspects of computer science and information
systems. This includes intelligent systems, intelligent technology, intelligent agents,
artificial intelligence, fuzzy logic, neural networks, machine learning, knowledge
discovery, computational intelligence, data science, big data analytics, inference
engines, recommender systems or engines, and a variety of related disciplines.

Innovative applications that emerge using IDT often have a significant impact on
decision-making processes in government, industry, business, and academia in
general. This is particularly pronounced in finance, accounting, healthcare, com-
puter networks, real-time safety monitoring and crisis response systems. Similarly,
IDT is commonly used in military decisions-making systems, security, marketing,
stock market prediction, and robotics.

This is the main reason why KES International (UK) made a great conceptual
decision in 2009 when it organized the annual international conference on
Intelligent Decision making Technologies (KES-IDT). The main goal of this pro-
fessional meeting is to provide scholars, developers and practitioners with an
excellent opportunity to meet well-known experts from all over the world and
discuss innovative ideas, findings and results of research project, applications, and
best practices in emerging intelligent decision making technology area.

The main content of this book is based on research papers and presentations
of the 2013 KES-IDT international conference. It covers important IDT topics that
include, but not limited to:

• knowledge visualization and reasoning mechanisms to support
decision-making process;

• decision support systems and their applications in management;
• neural networks to support data analysis and classification;
• applications of decision-making technologies in scalable and

evolvable environments;
• intelligent systems to support social networking and media;
• 3D human-machine interfaces, 3D modeling, and visualization technology;
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• Intelligent agents and multi-agent systems;
• collaborative decision making technologies and collaborative systems;
• service-oriented architectures to implement decision making components;
• recommender systems; and
• cognitive models, processes and interfaces.

The book provides a well-thought out and balanced combination of carefully
selected papers that cover various challenging theoretical aspects, sounding tech-
nological achievements, real-world practical applications, and implementations of
intelligent decision making technologies. The chapters deliver practical and quite
often complementary problem-solving techniques. The depth and breadth of this
ground-breaking content employs numerous IDT tools, techniques, and method-
ologies to generate innovative applications. Intelligent Decision Technology
Support in Practice will undoubtedly be a valuable reference for experts,
researchers, and Ph.D. students in the intelligent decision-making technologies
domain.

Prof. Vladimir Uskov
Computer Science and Information Systems

Director, InterLabs Research Institute
Bradley University

Peoria, IL, USA

viii Foreword



Preface

Intelligent Decision-making Technology (IDT) is a field of study related to gath-
ering, processing, and exploiting data to achieve intelligent tasks. Research is
predominantly software based, however, it requires and incorporates technology to
build new or innovative tools that ultimately benefit society. Industry continues to
invest in IDT, with many creating internal research facilities. Big data is the latest
field to attract a significant investment from industry and a lot of research is being
targeted to solve real-world problems.

IDT relies on innovative use of artificial intelligence (AI) techniques to employ
human-like intelligence to emulate decision-making and solve data intensive
problems. Researchers continue to improve existing techniques within the domain.
This evolution in information processing and data centric decision-making has
become a pervasive phenomenon within the community, especially for mobile
computing. Technology is enabling the community to use mobile devices to access
information on-the-go, forcing researchers to deliver more intelligent systems.
Researchers continue to leverage off recent advances in information technologies
and now collaborate across several domains to solve problems. The major threads
in the book discuss the generation of strategy, controlling energy, interacting with
social media, reasoning and research, or industry inspired applications. Intelligent
Systems are becoming ubiquitous in a wide range of situations. These include facets
of simple everyday actions on mobile devices through to more advanced
enterprise-level applications in numerous domains. Society benefits daily, through
digital news, socialization of relations, and enhancements derived from expert
decision-making within knowledge-based systems.

All contributions in this book were sourced from authors supporting the series of
activities associated with IDT. A call for chapters was issued following the 5th
Conference on Intelligent Decision Technologies, held at Sesimbra, Portugal during
26–28 June 2013. Based on the submissions received, select authors were invited to
enter a competitive process prior to acceptance. Following an iterative review
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process, an innovative subset of topics and techniques have been included in this
volume. The editors believe these promote or enhance decision-making techniques
using AI techniques.

July 2015 Jeffrey W. Tweedale
Lakhmi C. Jain
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Chapter 1
Advances in Intelligent Decision-Making
Technology Support

Jeffrey W. Tweedale, Gloria Phillips-Wren and Lakhmi C. Jain

Abstract A succession of data-bases, Advanced Information Processing (AIP) and
Intelligent Decision-Making Technologies (IDT) have evolved rapidly over the past
five decades. This cumulative evolution of Intelligent Decision Support Systems
(IDSSs) has served to stimulate industrial activity and enhanced the lives of most
people that the modern world. This publication highlights a series of current contri-
butions to enhance the collective body of knowledge. Artificial Intelligence (AI) and
Computational Intelligence (CI) techniques continue to be successfully employed
to generate human-like decision-making, while simultaneously providing greater
access to information to solve data intensive problems. This book documents inno-
vative contributions that represent advances in Knowledge-Based and Intelligent
Information and Engineering Systems. New research recognises that society is famil-
iar with modern AIP and increasingly expect richer IDT systems. Today there is a
growing reliance on automatically processing information into knowledge with less
human input. Society has already digitised its past and continues to progressively
automate knowledgemanagement for the future and increasingly expect to access this
information using mobile devices. This book seeks to inform and enhance the
exposure of research on intelligent systems and intelligence technologies that utilize
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novel and leading-edge techniques to improve decision-making. Each chapter con-
centrates on the theory, design, development, implementation, testing or evalua-
tion of IDT techniques or applications. These approaches have the potential to sup-
port decision making in the areas of management, international business, finance,
accounting, marketing, healthcare, production, networks, traffic management, crisis
response, human interfaces and, military applications. All fourteen chapters repre-
sent a broad spread of topics across the domain and highlight how research is being
realised to benefit society. Students, professionals and interested observers within
the knowledge-based and intelligent information management domain will benefit
from the diversity and richness of the content.

Keywords Artificial intelligence · Computational intelligence · Data ·
Decision-making · Decision support · Information · Intelligence · Knowledge ·
Wisdom

1.1 Introduction

When McCarthy developed LISP, it enabled Bachman to create the first information
data storage system [1]. Although this research stimulated the creation of the first
Database Management System (DMS), Feigenbaum quickly exploited the technique
to apply constraints within a prescribed search space. This Decision Support System
(DSS) employed Heuristic techniques to explain experimental data in organic chem-
istry. Buchhanan and Lederberg reported the benefits of this Heuristic DENDRAL
program in 1971 [2].1 DMSs were used to collect, fuse and analyze data in order
to aggregate information and ultimately generate knowledge. The context influences
the technique used. These typically included: communication-driven, data-driven,
document-driven, knowledge-driven and model-driven architecture. This era was
accompanied with an expansion in research into a variety of intelligent decision sup-
port systems that where created to derive greater confidence in the decision being
generated [3].

After the introduction of desktop computers in the mid-eighties, most Intelligent
Decision-Making Technologies (IDT) research involved the progressive use of tech-
nology to collect and interpret data, prior to translating this into information based on
‘folk law’ or ‘symbology’. The wealth of data continues to become unwieldy, forc-
ing researchers to explore data-mining, warehousing and Knowledge Based Systems
(KBS), however the key research domains remained focused on problem solving
using formal/structured or reasoning systems [4]. This era was accompanied with an
expansion in research into a variety of intelligent decision support systems that were
created to derive greater confidence in the decision being generated [3]. The growing

1The term DENDRAL originally stood for ‘DENDRitic ALgorithm’. This invoked a procedure
engaged in exhaustive topologically search used to arrange any given set of atoms into a consistent
configuration based on their chemical valence.
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density of data had an overall effect on the efficiency of these systems. Conversely
a series of measures were created to report on the performance of DSS. Factors
such as; accuracy, response time and explain-ability were raised as constraints to
be considered before specifying courses of action [8]. Since the eighties, Artificial
Intelligence (AI) applications have concentrated on problem solving,machine vision,
speech, natural language processing/translation, common-sense reasoning and robot
control [6]. In the nineties there was a flurry of activity using ‘firmware’ solutions to
overcome speed and compiler complexities, however around the turn of the century,
a return to distributed computing techniques has prevailed [7]. Researchers continue
to explore the interaction between Intelligence and Decision-Making [8]. Hence, the
next generation of applications began to focus on new IDT techniques, such as those
described in this volume.

The field of IDT has evolved into an interdisciplinary domain of research, bridg-
ing concepts from computer science, AI, DSS, and systems engineering. Support for
IDT within the Knowledge-Based Intelligent Information and Engineering Systems
(KES) community continued to dominate conferences until the first KES Interna-
tional Symposium on IDT in 2009. This symposium series now hosts an annual
conference, with the 7th aiming to bridge soft computer science techniques with
innovative AI developments to enhance DSS, and Intelligent Decision Support Sys-
tem (IDSS). The conference provides an excellent opportunity for the novice, experts
and professionals in the field to present interesting new research, results and discus-
sions about leading edge knowledgemanagement ideation [9, 10].KES still promotes
IDT through its parent conference,2 the International Journal of Intelligent Decision
Technologies3 and numerous books [11–15]. These success stories include the 5th
KES International Conference on Intelligent Decision Technologies, held in Sesim-
bra, Portugal. This conference supports a mixed-discipline society, who contribute
significant skills and knowledge into current applications and theory relating to IDT.

1.2 Decision Support System

A DSS is a set of technologies that aims to improve individual or group decision
making by combining knowledge from the decision maker(s) with relevant data
from identified sources and applying mathematical and statistical methods and mod-
els to suggest preferred decisions. IDSS utilize advanced intelligent methods from
the computer science and engineering fields to extend the applicability of DSS to
complex problems and enable sophisticated capabilities such as distributed com-
puting. These systems, then add value to the data being collected or promulgated
using a knowledge-base to create an inference. For example, clinical DSS combine
patient or healthcare data with professional knowledge to assist physicians and other
healthcare professionals to diagnose or treat patients. By contrast, a DSS is not a

2See http://idt-15.kesinternational.org.
3See http://www.iospress.nl/journal/intelligent-decision-technologies/.

http://idt-15.kesinternational.org
http://www.iospress.nl/journal/intelligent-decision-technologies/
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Table 1.1 Decision Support System domains categorised

Category Domain Example

Data mining Data driven Lists, data bases and data
management systems

Evolutionary Genetic algorithms Optimisation and search
spaces

Thought Neural networks Learning and pattern matching

Constraints Rule based systems Expert and knowledge based
systems

Symbolic Fuzzy logic Transforming the ambiguity
into fuzzy sets

Temporal Case based systems Reasoning and analogy based
systems

Inductive Machine learning Iterative creation of dynamic
rule sets

decision making system. Hence, techniques that use control systems in which no
human judgement is needed are not considered DSS, although the underlying set of
intelligent technologies may be similar.

DSS have matured over a number of data-based eras that can be categorised based
on the degree of intelligence provided as shown in Table1.1. This shows the method
listed against each category as interpreted by Dharl and Stein [5].

1.2.1 Data-Driven

Data-drivenmethodologieswere based on datamining techniques. They evolvedwith
lists, databases and datawarehousing, which developed into a domain of research that
is still titled datamining. The inputs are based on a list of related facts (evenwhen held
in databases) that need to be associated and queried prior to being interpreted. For
example, On-line Analytical Processing (OLAP), Executive Information Systems
(EIS) and Geographic Information Systems (GIS) are types of data-driven DSS.

1.2.2 Genetic Algorithms

This style of data processing originated as a result of an excessive number of para-
meters. The exponential growth of combinatorial statistics called for a new approach
to deriving answers. The use of Darwinian theory relating to survival of the fittest
concept was proven to efficiently find the optimal or best solution of a given probable
subset and has been adopted to solve many search space problems.
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1.2.3 Neural Networks

A neural network simulates cognitive approach to learning using trial and error. It
involves the creator maintaining a prediction loop from which comparisons and an
adjustment process can be used to reconcile transfer functions, internal weightings
and swagging functions. Forward and backward chaining neural networks have been
created to minimise overall network errors.

1.2.4 Rule Based Systems

Systems like Internist4 and XCON,5 use a combination of knowledge management
tools (ultimately termed KBS), working memory and rule interpreters6 to discrimi-
nate between a collection of facts represented as evidence in knowledge bases and
queries input by operators. Forward chaining (branching down the tree) and backward
chaining (evidence matching up through working memory).

1.2.5 Fuzzy Logic

The problem with many of the existing systems is that they do not approximate
information the way humans interpret their surroundings (especially RBS). Fuzzy
logic introduces natural language membership functions, based on underlying truth
statements represented by the Boolean values of ‘0’ or ‘1’. For example, a numerical
temperature reading can be expressed as gradations between ‘hot’ and ‘cold’. This
scale could also be expanded to include ‘warm’ or ‘cool’. This enables humans to
accept information (measure against a range, without being burdened with the need
to process minor errors or fluctuations). The membership is transformed from crisp
sets into fuzzy sets.

1.2.6 Case Based Reasoning

A Case Based Reasoning (CBR) system takes advantage of previous attempts to
solve a problem or improve the accuracy of the system. Training is gained using
a predefined data set and matured using new patterns as time passes. Reasoning is
generated using a series of measures that are used to describe the situation within a
scenario. Cases are determined using a pattern matching approach of analysis.

4Internal Medicine.
5A Rule-Based Systems (RBS) created by DEC to manage computing customers needs.
6Logic source used as the control strategy.
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1.2.7 Machine Learning

Rules are recursively created and connected using trees to represent possible out-
comes, based on statistical patterns and algorithms. Tic-tac-toe and chess are good
examples of branching and pruning to derive a number of possible results (end-
means).

1.3 Intelligent Decision Support System

As intelligent technologies have matured, IDSS have incorporated new capabilities
that mimic and extend human cognitive abilities in some manner. Artificial intelli-
gence tools within a DSS can be used to reason to solve problems, plan toward a goal,
remember past events, learn from experience, make sense out of ambiguous data,
infer based on disparate information, and analyze to predict or optimize outcomes.
For example, relevant information to a decision problem fromwidely distributed data
can be surveyed, selected and retrieved; generalized models can be constructed from
uncertain data and applied to new problems; associations can be inferred from mul-
tiple data sources; unstructured data can be analyzed and incorporated into decision
making. This domain is growing rapidly to service the global enterprise and Inter-
net enabled applications that provide access to distributed information and mobile
devices.

In todays environment, information needed for decision-making tends to be dis-
tributed [16]. Networks exist within and outside of enterprises, homes, the military,
government, and national boundaries. Information is segmented for logistical and
security reasons onto different machines, different databases, and different systems.
Informed decisions may require integration of information from various internal
and/or external sources. As enterprises become multi-national, information tends to
be distributed geographically across national boundaries and yet collectively required
for decision making. The speed of communication in the 21st century requires fast
response to be competitive, so the integration of information for decision-making
needs to be fast and accurate. Technology can aid decisions that are complex and
semi-structured by integrating information flow with analysis using both conven-
tional and artificial intelligence techniques. Agents can assist these efforts by such
actions as anticipating the needed information, using the Internet to collect data, and
assisting the user in analysis [9].

As an example, intelligent agents can facilitate information processing and user
interaction. Agents may serve as task assistants to the user, consultants, or as global
assistants that collect information.Agents as task assistantsmay, for example, retrieve
specific data requested by the user, schedule meetings, or work with other Agents on
behalf of the user. Agents as consultants could be used for such operations as query-
ing the user, presenting personalised views of data, or ascertaining the information
needed for a decision. Agents as global assistants may access distributed information
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Fig. 1.1 Components of an IDDS enabled by agents [17]

in the enterprise, maintain a current status for the system by updating information in
real-time, or use the Internet to bring external information to the decision problem.
The major components of an agent-mediated IDSS are are shown in Fig. 1.1 with
agents as integral components of the IDSS.

The IDSS has inputs that include the database(s) needed for the decision problem
and a model base that includes, for example, the statistical techniques needed for the
analysis [18]. Agents may be used to interact with the user or to learn what types
of data are needed and assemble them. The processing component permits analysis
of the data, including what-if scenarios that the user may desire. During processing,
agents may acquire the needed models or consult with the user. The feedback loop
indicates interaction between the processing and input components such as real-time
updating or user requirements for additional information. The output component
provides the result of the analysis to the user and possibly recommendations about
the decision. In this component agents may, for example, personalise the output to
particular user so that it is presented in a desiredway or so that drill-down information
is available. The decision maker and the computer technology are components of the
overall system and are recognised explicitly in the diagram. The decision maker is



8 J.W. Tweedale et al.

usually a human user, although robotic applications increasingly utilise automated
decisions that may be implemented with agents [17].

IDSS use a variety of intelligent techniques to meet the demands of the decision
problem. For example, Artificial NeuralNetwork (ANN) are useful for their universal
approximation capabilities. A major advantage of ANN compared to other methods
is their ability to approximate any bounded continuous function to any arbitrarily
small approximation error [19]. Thus, ANN are universal approximators and do not
make any assumption about the underlying structure or association between a set of
inputs and outputs. In addition, ANN learn as they encounter new input-output data
so they can be updated andmodified in near real-time to incorporate new information.
In cases in which data cannot be described as either binary (0 or 1) or with a specific
value, fuzzy logic provides the ability to deal with uncertainty. Decision makers
are also interested in future states that are not based on past knowledge. In these
case, genetic algorithms offer the opportunity to optimize an output for a decision
problem by comprehensively exploring the search space to find the global maximum
[19]. New intelligent techniques have also shown the ability to discover patterns or
associations in big data, automatically apply that knowledge to new situations, and
provide decisional guidance. Indeed, the many exciting and useful applications of
IDSS demonstrate the rich potential of this field of research.

1.4 Contributions

All contributions in this book were sourced from authors supporting the series of
activities associated with Intelligent Decision Technologies (IDT) conference under
the auspices ofKnowledgeEngineeringSystems International (KES).Acall for chap-
ters was issued following the 5th Conference on Intelligent Decision Technologies,
held at Sesimbra, Portugal on 26–28 June 2013. Based on the submissions received,
selected authors were invited to enter a competitive process prior to acceptance and
extend their papers into a book chapter. Following an iterative review process, an
innovative subset of topics and techniques are included in this volume. A full list of
chapters is show in Table1.2.

This book seeks to inform and enhance the exposure of research on intelligent
systems and intelligent technologies that utilize novel and leading-edge techniques to
improve decision-making. Each chapter concentrates on the theory, design, develop-
ment, implementation, testing or evaluation of IDT techniques or applications. These
approaches have the potential to support decision making in the areas of manage-
ment, international business, finance, accounting, marketing, healthcare, production,
networks, traffic management, crisis response, human interfaces and, military appli-
cations. A guide to understand some of these trends and future directions intelligent
decision-making technology is provided byMulti-agent Systems (MAS) [9]. Several
of the editors also highlighted their thoughts about future directions of IDT in 2008
[10]. Although the 2008 article focuses on building a decision-support framework
using MAS to operate as teams, these trends have been realised around the world.
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Table 1.2 List of topics within this contribution

Chapters Title

2 Asset Management Strategies: Risk and Transaction Costs in
Simulation

3 Decision Support System for Energy Savings and Emissions Trading
in Industrial Scenarios

4 A Parsimonious Radial Basis Function-Based Neural Network for
Data Classification

5 Personalized Intelligent Mobility Platform: An Enrichment Approach
using Social Media

6 Exploiting Alternative Knowledge Visualizations and Reasoning
Mechanisms to Enhance Collaborative Decision Making

7 Decision-Making in a Distributed and Dynamically Scalable
Environments

8 Enhancing the Tactical Data Link Decision Support System

9 AC3M: The Agent Coordination and Cooperation Cognitive Model

10 Wind Rendering in 3D Modeling Landscape Scenes

11 Extending the Service Oriented Architecture to include a decisional
aspect

12 An extended dependability case to share responsibility knowledge

13 Designing a Hybrid Recommendation System for TV Content

14 Incompleteness and fragmentation: Possible Formal Cues to cognitive
processes behind Spoken Utterances

Several examples provided in this volume include: ‘assessing Asset Management
Strategies’ in Chap. 2 and ‘Knowledge Visualization Decision-Making in a Distrib-
uted and Dynamically Scalable Environments’ in Chap.6.

Computational social science involves the use of agent-based modeling and
simulation to study complex issues [20]. It is related to a variety of techniques,
methodologies and approaches. There are two accepted approaches, these include
‘synthesis’ and ‘analysis’. Simulation generally involves stochastic (determinis-
tic), continuous (discrete) and dynamic (event-based) simulation. The later typi-
cally involves MAS, incorporated in distributed artificial intelligence components.
Chapter 2 provide background knowledge on MAS, Mathematical modelling, an
extension of the transaction costs, its implementation using JADE.7 This shows
that the probability of an agent switching from a fundamental to technical behav-
ior depends on the historic trend of assets prices. Šperka et al. hypothesis for this
research was based previous simulation results and focused on the fundamental rules
[21]. Future effort extends to investigating risk and parameterization of the model in
order to prove that the Tobin tax has a positive impact on the stability of financial
market.

7See http://jade.tilab.com.

http://dx.doi.org/10.1007/978-3-319-21209-8_2
http://dx.doi.org/10.1007/978-3-319-21209-8_3
http://dx.doi.org/10.1007/978-3-319-21209-8_4
http://dx.doi.org/10.1007/978-3-319-21209-8_5
http://dx.doi.org/10.1007/978-3-319-21209-8_6
http://dx.doi.org/10.1007/978-3-319-21209-8_7
http://dx.doi.org/10.1007/978-3-319-21209-8_8
http://dx.doi.org/10.1007/978-3-319-21209-8_9
http://dx.doi.org/10.1007/978-3-319-21209-8_10
http://dx.doi.org/10.1007/978-3-319-21209-8_11
http://dx.doi.org/10.1007/978-3-319-21209-8_12
http://dx.doi.org/10.1007/978-3-319-21209-8_13
http://dx.doi.org/10.1007/978-3-319-21209-8_14
http://dx.doi.org/10.1007/978-3-319-21209-8_2
http://dx.doi.org/10.1007/978-3-319-21209-8_6
http://dx.doi.org/10.1007/978-3-319-21209-8_2
http://jade.tilab.com
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Emission Trading System (ETS) have been subject to significant rigor over the
past decade. The volume of data being collected has increased dramatically. Gov-
ernment policy continues to influence industrial compliance and legislation, forcing
companies to collect data to measure both energy savings and carbon emissions.
Chapter 3 proposes a decision support approach to determine societal reactions and
any adjustments required to the ETS. Marques and Neves-Silva [22] implement a
multi-criteria decision analysis using MACBETH. They use a CBR approach that
is stimulated via probabilistic analysis and describe multiple case studies used to
analyse their concepts. The results obtained provide excellent correlation which is
encouraging the utilization of this technique in future applications.

ANN have been used to conduct supervised learning in AI application to solve
problems where regression, classification and time series prediction are required.
Radial Basis Function (RBF) algorithms were introduced as a simplified approach
to support approximation functionality to interpret forward selection [23]. Chapter 4
introduced a RBF neural network that incorporates greedy insertion behavior with a
dynamic decay adjustment. Tan et al. [24] incorporate this algorithm in an applica-
tion they call Radial Basis Function Network with the Dynamic Decay Adjustment
(RBFNDDA). Hidden nodes of RBFNDDA are re-organized through a supervised
Fuzzy ArtMAP (FAM) classifier, and those parameters are adapted using the Har-
monic Means (HM) algorithm. They discuss FAM, the experiment, the comparative
performance against other classifiers prior to summarising their results. They indi-
cate that the proposed model is able to produce a compact structure network with
high performance when classifying subject data.

Intelligent Transportation Systems (ITS) refer to a variety of mechanisms used to
support safe and coordinated use of transport networks. Some countries are experi-
menting with innovative services that deliver ‘smarter’ transport and traffic manage-
ment systems. These include: infrastructure, platforms, monitoring, rescue, evacua-
tion,mobility andmanagement. Europe is leading this innovation under EUDirective
2010/40/EU (7 July 2010). Chapter 5 present a technical approach for developing a
personalized mobility knowledge base. This is supported by mechanisms for extract-
ing and processing tweets related with traffic events by commuters. Costa et al. use
a step-wise approach to enrich their knowledge model using heterogeneous data
sources derived from commuter Personal Digital Assistants (PDAs) [25]. They pro-
gressively introduce their concept and objectives, which are supported using existing
literature. The methodology discusses base graphs, smart graphs and personalized
smart graphs. Using a formalized vocabulary, the authors apply real-time traffic
events from twitter prior to making their comparison. At present, their results do
not address the final conclusion, but do form the basis for the formalization of the
domain knowledge being acquired. Ongoing effort is being funded under EU FP7
MobiS project.

Engaging in collaborative decision making in today’s knowledge intensive and
complex environments is a challenging task. The diversity of these environments
and the associated plurality of decision makers perceptions require multi-disciplined
support. Chapter 6 reports on an innovative approach that offers a number of interre-
lated visualization tools to facilitate the knowledge exchange and during a collabora-

http://dx.doi.org/10.1007/978-3-319-21209-8_3
http://dx.doi.org/10.1007/978-3-319-21209-8_4
http://dx.doi.org/10.1007/978-3-319-21209-8_5
http://dx.doi.org/10.1007/978-3-319-21209-8_6
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tive decision making process. The authors define the concept of multi-criteria deci-
sion making, the dicode approach, and scenarios to explain its use. Christodoulou
et al. believe that the major benefit of this work is the implementation of a num-
ber of mechanisms capable of displaying the result of the decision making process
with a user-friendly what-if analysis [26]. These visualizations incorporate suitable
reasoning mechanisms that exploit human to machine understandable knowledge
and aid stakeholders towards reaching consensus and collective decision.

Chapter 7 discusses interoperability within and across ubiquitous platforms.Mod-
ern computing operations have evolved to a level where plug ‘n’ play protocols can
be used to invoke common interfaces. Designers are able to create dynamic inter-
faces using reflectance to effective and efficient conduct distributed decision-making.
Many applications now use mobile agents to support web-centric activities. This
capability enables decentralised data mining and supports IDSS. Tweedale provides
a brief description relating to the evolution of data processing, from Lisp to IDSS,
prior to discussing methodologies used to support dynamic environments [27]. This
chapter seedsmany ideas for researchers who are increasingly being asked to provide
more adaptive intelligent services.

Defence employs Tactical Data Links (TDLs) to maintain situation awareness of
assets during amission and to convey the intent of command and control information.
Network Managers are use to optimise the link. A DSS is already used to enhance
their ability to process the vast amount of information generated in real-time. The
introduction of aDSS to support anNetworkManagement System (NMS) is expected
to reduce the burdens on the TDL Network Manager (TDLNM) and also mitigate
the effects of operators who may have reduced experience. Sioutis and Dominish use
CognitiveWorkAnalysis (CWA) to acquire subject knowledge that will ultimately be
incorporated into a DSS to compliment the experience required to efficiently operate
the network effectively [28]. Chapter 8 discusses the TDL network, the process of
managing the network, the decision processes used, design patterns and a suitable
agent architecture to be used to design a DSS service. Although, this research is time
consuming, four modules have already been identified for future implementation.

To promote IDT within industry it will be necessary to emulate the human ability
to coordinate and cooperate. Here coordination is referred to as the management of
the interdependencies of activities and cooperation as voluntary relationship of two
parties to share resources used to achieve a common goal. Chapter 9 describes the
evolution of the Agent Coordination and Cooperation Cognitive Model (AC3M) and
its successful application in team automation when operating within dynamic envi-
ronments. The aim of AC3M is to emphasise how Coordination and Cooperation
(CO–O2) models improve an agent’s autonomy and decision-making capabilities.
The AC3M’s CO–O2 model ensures that a decision to act can be made quickly and
effectively. Consoli uses a Stimulus/Perceptor framework to envoke coordination
and cooperation on two levels: Intelligence, surveillance and reconnaissance, and
command and control. The author highlights the importance of identifying the link
between an agent’s belief, desires and intentions with coordination and cooperation
[29]. She also believes she has proven that AC3M can enhance the automation of
a team and their situational awareness. This was demonstrated in an application to
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coordinate multiple flight mission systems and promote cooperation between com-
ponents of individual Unmanned Aerial Vehicles (UAVs).

A space colonization algorithm was applied to make compact and realistic tree
models. Wind rendering is a necessary procedure in modeling realistic scenes
with minimal computational costs. Chapter 10 uses various tree shapes and wind
parameters to simulate three levels of wind conditions (weak, mild and storm-force).
Favorskaya and Tkacheva describes the process of transforming a 3D cloud of laser
scanned scenery points into digital models [30]. They explain the rendering process
for each wind strength and the experiments used to verify the process. This OpenGL
tool successfully restores a view of the earths surface and the natural objects within
scenes landscape. There experiments show the new architecture accurately delivers
decisional needs to the enterprise providing greater agility. Future plans indicate this
research will integrate the decisional aspects in cloud-base computing applications.

The emergence of Service-Oriented Architecture (SOA) components within
organisational applications is increasingly being used to provide decision processes
with support systems. Boumahdi and Chalal introduce a meta-model called Deci-
sional Model of Service (DMoS) using three views to each concept (business, infor-
mation and decision) [31]. Chapter 11 provides a case study that illustrates an inven-
tory management system using the proposed architecture. The authors provide back-
ground on current decision-making processes within an organization, prior to linking
each concpet to their architectural dimensions. In the future works, the integration
of decisional aspect in cloud computing is envisaged.

Information related to dependability is important knowledge that must be shared
among stakeholders. Existing methods cannot clearly describe dependability cases
using relationship between a claim and a responsibility. Chapter 12 introduces a pro-
posal that uses the d* framework to define relationship between attributes for shar-
ing knowledge and those for achieving agreements among stakeholders. Saruwatari
et al. use three example applications to deomonstrate the effectiveness of the d*
framework. They use a meta-model to map responsibility attributes [32]. The case
studies use a simple graphical notation to mapan elevator, AP download and LAN
device management systems. Future plans include evaluating the effectiveness of the
proposed concept using ‘practical’ dependability cases.

Traditional TV recommendation systems are based on an individual’s viewing
activity and at present, only recommend program choices. These systems have not
be modified to include Smart TV capabilities. Given access to the internet, applica-
tions on Smart TV’s can be used to provide a hybridised recommendation system.
This would include, personal preferences, other users viewing habits and informa-
tion related to additional content, such as; TV programs, movies, and even music.
Chapter 13 includes a detailed history of existing systems, prior to describing the
proposed framework for component analysis and learning system. Chang et al. dis-
cuss how these components can be used to identify diversity, novelty, explanation
and recommendations [33]. The three components presented will be incorporated
into a physical recommendation system and additional research conducted to verify
the process.
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Spontaneous communication is an essential element of social speech. Natural
Language Programming (NLP) is difficult because the sounds you hear and words
you read are often hard to identify using speech. Currently synthesised speech is often
fragmented and not considered to be real unless grammatically correct. Chapter 14
presents numerous forms of generating dialogue using their syntax, prosody and
overall multi-modality for the Hungarian corpus. The research aims at improving the
robustness of the spoken formof natural language technology.Hunyadi discuss a gen-
erative model of human to human communication followed by a schema supporting
a generative Theoretical-Technological speech model [34]. They identify the mini-
mum requirements (building blocks) required to create structured speech non-verbal
modalities of Prosody in Hungarian speech. They then explore duration, intonation
and intensity before creating a temporal alignment of gestures and clauses. Further
work is required to gain complete insight into the real nature of multimodal commu-
nication. This understanding is considered essential prior to researchers successfully
generating human to machine interactions.

1.5 Conclusion

The editors believe that this book represents a valuable resource to the novice, stu-
dents, professionals and anyone seeking further information about knowledge man-
agement and innovative methods of employing Intelligent Decision-Making Tech-
nologies to deliver sound knowledge management to consumers. The editors recom-
mend that the reader uses both the table of contents, list of acronyms and index to
help navigate each topic. For those focusing on specific topics, it is recommended
that the reader also explores the surrounding chapters for associated tools, techniques
or methodologies. We hope you enjoy the content and are as inspired as much as the
editors and subject matter experts with the potential of IDT to improve our world.
All authors would be delighted to field questions or discuss their research with you.
Their contact details are provided in the ‘List of Contributors’ and at the bottom of
the first page of each chapter.
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Chapter 2
Asset Management Strategies: Risk
and Transaction Costs in Simulation

Roman Šperka

Abstract In recent years, there has been rising interest in a field called behavioral
finance, which incorporates psychological methods in analysing investor behavior.
The aimof this chapter is to study the technical and the fundamental investing strategy
of financial market participants dealing with assets. The motivation of the presented
research is to simulate the financial market in the form of agent-based model and
to investigate various impacts of risk and transaction costs on its stability. Com-
putational social science involves the use of agent based modeling and simulation
to study complex social systems. It is related to a variety of other simulation tech-
niques, including discrete event simulation and distributed artificial intelligence or
Multi-Agent Systems (MAS). In practice, each agent has only partial knowledge of
other agents and each agent makes its own decisions based on the partial knowledge
about other agents in the system. For purposes of this chapter, a MAS will be imple-
mented as a simulation framework in JADE development platform. The hypothesis
was that transaction costs introduction will stabilize the financial market. The results
obtained show that in the case of risk involvement into the system the hypothesis can
be fulfilled only partially.

Keywords Simulation ·Modelling ·ABMS · JADE ·Tobin tax ·Risk ·Transaction
costs

2.1 Introduction

As the globalization proceeds, financial markets follow this process in the way of
integration and growth. In the asset management area different participants invest
their capital into financial markets. The reward for the investments is the revenue
they could cumulate. It is obvious that these investors have important impact on the
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asset prices. The speculations they could realise influence the stability on financial
markets in both ways: positively, and negatively. Technical investment strategy tries
to maintain an average return using benchmarks based on market indices. It is one
of the most popular investment strategies in the asset management business and is
consistent with traditional asset pricing theories. This strategy is also considered to
be an effective method in efficient markets [1].

Recently, there has been rising interest in a field called behavioral finance, which
incorporates psychological methods in analysing investor behavior. There are numer-
ous arguments in behavioral finance that investors’ decision making bias can explain
phenomenon in the financial market which until now had gone unexplained. Such
arguments often point out the limit of arbitrage and the existence of systematic
biases in decision-making [2–4]. Behavioral finance has examined a wide range of
phenomena in the market and among investors, drawing a number of provocative
conclusions.

This research employs a Multi-Agent Systems (MAS) to deal with unpredictable
phenomena surrounding every company nowadays able of agents behavior inves-
tigation. MAS will be developed and managed as a simulation framework in the
JADE development environment (JAVA programming language). This chapter deals
with the agent-based simulation of the Tobin tax introduction together with the risk
analysis and their impact on the stability of financial market. The motivation is to
investigate the reaction of financial market on the higher transaction costs and risk
application.Amulti-agent financialmarketmodel and simulation is introduced. Intel-
ligent Agents (IA) follow technical and fundamental trading rules to determine their
speculative investment positions. The authors consider direct interactions between
speculators due to which they may decide to change their trading behavior. For
instance, if a technical trader meets a fundamental trader and they realize that funda-
mental trading has been more profitable than technical trading in the recent past, the
probability that the technical trader switches to fundamental trading rules is relatively
high. In particular the influence of transaction costs and risk is studied. This chapter
is structured as follows. Some literature background is given in Sect. 2.2. Section 2.3
firstly describes the original mathematical model, secondly informs about previous
simulation results, and lastly represents the hypothesis. In Sect. 2.4 is the JADE
environment and JAVA implementation presented. Section2.5 discusses the original
simulation results of the agent-based model of financial market.

2.2 Literature Background

Computational social science involves the use ofAgent-BasedModeling and Simula-
tion (ABMS) to study complex social systems [5, 6]. ABMSconsists of a set of agents
and a framework for simulating their decisions and interactions. ABMS is related
to a variety of other simulation techniques, including discrete event simulation and
distributed artificial intelligence or multi-agent systems [7, 8] Although many traits
are shared, ABMS is differentiated from these approaches by its focus on finding the
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set of basic decision rules and behavioral interactions that can produce the complex
results experienced in the real world [9]. ABMS tools are designed to simulate the
interactions of large numbers of individuals so as to study the macro-scale conse-
quences of these interactions [10]. Each entity in the system under investigation is
represented by an agent in the model. An agent is thus a software representation
of a decision-making unit. Agents are self-directed entities with specific traits and
typically exhibit bounded rationality, that is, they make decisions by using limited
internal decision rules that depend only on imperfect local information. In practice,
each agent has only partial knowledge of other agents and each agent makes its own
decisions based on the partial knowledge about other agents in the system [11, 12].

Intelligent agent technology used in this chapter has deeper roots in economic
theory history, mainly in the ideas of Hayek and Simon. One of the main ideas
of Hayek is that the economic system should be studied from bottom. He stresses
the need to look at the market economy as to a decentralized system consisting
of mutually influencing individuals (the same goes for financial markets) in his
work. In “Individualism and Economic Order” Hayek [13] writes: “There is no
other way to understand social phenomena such as through the understanding of
the actions of individuals who are oriented towards other people and management
according to their expected behaviours.” He opposed mainly against collectivist
theories which claim to be able to fully understand the social right, regardless of the
individuals who constitute them. This approach builds a contrast with the assumption
of perfect information, which is used in traditional equilibrium analysis. In the theory
of complex systems, where Agent-based Modelling and Simulation (ABMS) clearly
falls, is this idea the primary principle [14]. Agents, unlike classical equilibrium
approach have not perfect information about all processes in the system.

No strict rules are conducted to the agents. They themselves select those practices
that lead to the best results according to the success of strategies and rules. They
are not looking for universal general rule. They are governed by a method that has
proven in the environment under given conditions in the past. Multi-agent approach
uses various scientific methods for introducing the adaptive behavior of the program
structures [15]. The basic feature of complex adaptive systems is that their global
properties can be easily derived from the characteristics of individual units. Although
each agent structure is simple, the behavior of the system as a whole can be very
difficult. A complex system is not the same as a chaotic system. Generally, a complex
system tends to evolve away from both extremes—full of randomness on the one
hand and absolute order on the other. Kochugovindan [16] MAS are based on the
selection of behavior rules that are subjectively optimal in certain environment for
each agent functioning. MAS implemented through ABMS consists of two types of
rules—spontaneous and created. The agent should be determined what their purpose
is, what variable or group of variables to be monitored and optimized. On the other
hand the way for reaching goals, is already left full of them.

The transaction costs on the financial market are mainly the costs of the obtaining
and the interpreting of the information, the time required for decisionmaking, various
types of fees. Transaction costs according to Burian [17] are often viewed as negative
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phenomena, but there are cases where the increase in the transaction costs can be
viewed positively and can contribute to the stability of the market. The increase in
the transaction costs may also occur in the form of non-market regulation such as the
taxes. In the early seventies the Nobel laureate in the economics James Tobin drafted
the regulation of currency markets. Tobin suggested that all short-term transactions
should be taxed at a low fixed rate (the proposal was later identified as the so-
called Tobin tax). The results according to Tobin would avoid short-term currency
speculation and stabilize the market. Currency speculation can lead to the sudden
withdrawal of the currency from the circulation in order to artificially increase the
price. The consequence for the economyof the countries that use this currencymay be
a temporary reduction in liquidity, problems in obtaining loans and other phenomena
that can lead to the reduced growth or even to the recession.

Tobin suggested his currency transaction tax in 1972 in his Janeway Lectures at
Princeton, shortly after the Bretton Woods system of monetary management ended
in 1971 [18]. He summarized his idea like follows: “The tax on foreign exchange
transactions was devised to cushion exchange rate fluctuations. The idea is very
simple: at each exchange of a currency into another a small tax would be levied—
let’s say, 0.5% of the volume of the transaction. This dissuades speculators as many
investors invest their money in foreign exchange on a very short-term basis. If this
money is suddenly withdrawn, countries have to drastically increase interest rates for
their currency to still be attractive. But high interest is often disastrous for a national
economy, as the nineties’ crises in Mexico, Southeast Asia and Russia have proven.
My tax would return some margin of manoeuvre to issuing banks in small countries
and would be a measure of opposition to the dictate of the financial markets” [19].
More variations on Tobin tax idea occurred. According to Paul Bernd Spahn in
1995, “Analysis has shown that the Tobin tax as originally proposed is not viable and
should be laid aside for good.” Furthermore, he said: “...it is virtually impossible to
distinguish between normal liquidity trading and speculative “noise” trading. If the
tax is generally applied at high rates, it will severely impair financial operations and
create international liquidity problems, especially if derivatives are taxed as well.
A lower tax rate would reduce the negative impact on financial markets, but not
mitigate speculation where expectations of an exchange rate change exceed the tax
margin” [20].

Wrobel’s paper [21] highlighted the Swedish experiencewith financial transaction
taxes. In January 1984, Sweden introduced a 0.5% tax on the purchase or sale of an
equity security. Thus a round trip (purchase and sale) transaction resulted in a 1%
tax. In July 1986 the rate was doubled. In January 1989, a considerably lower tax of
0.002% on fixed-income securities was introduced for a security with a maturity of
90 days or less. On a bond with a maturity of five years or more, the tax was 0.003%.
The revenues from taxes were disappointing; for example revenues from the tax on
fixed-income securities were initially expected to amount to 1,500 million Swedish
kronor per year. They did not amount to more than 80 million Swedish kronor in any
year and the average was closer to 50 million [22]. In addition, as taxable trading
volumes fell, so did revenues from capital gains taxes, entirely offsetting revenues
from the equity transactions tax that had grown to 4,000 million Swedish kronor by
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1988 [23]. On the day that the tax was announced, share prices fell by 2.2%. But
there was leakage of information prior to the announcement, which might explain
the 5.35% price decline in the 30 days prior to the announcement. When the tax
was doubled, prices again fell by another 1%. These declines were in line with
the capitalized value of future tax payments resulting from expected trades. It was
further felt that the taxes on fixed-income securities only served to increase the cost of
government borrowing, providing another argument against the tax. Even though the
tax on fixed-income securities was much lower than that on equities, the impact on
market trading was much more dramatic. During the first week of the tax, the volume
of bond trading fell by 85%, even though the tax rate on five-year bonds was only
0.003%. The volume of futures trading fell by 98% and the options trading market
disappeared. On 15 April 1990, the tax on fixed-income securities was abolished.

The EU Financial Transaction Tax (EU FTT) is a proposal made by the European
Commission in September 2011 to introduce a financial transaction tax within the 27
member states of the European Union by 2014. The tax would only impact financial
transactions between financial institutions charging 0.1% against the exchange of
shares and bonds and 0.01% across derivative contracts. According to the European
Commission it could raise e57bn every year [24], of which around e10bn (£8.4bn)
would go to Great Britain, which hosts Europe’s biggest financial centre [25]. It is
unclear whether a financial transaction tax is compatible with European law [26].

The difference between Tobin tax and financial transaction tax is particularly in
the tax subject. Tobin tax concentrates on the currency operations, while financial
transaction tax deals with assets like shares, bonds and derivative contracts. Both
terms are used within this chapter, however only assets were used for calculations
during this research.

2.3 Mathematical Model

2.3.1 Original Model

The model developed byWesterhoff [27] was chosen for the implementation. It is an
agent-based model, which simulates the financial market. Two base types of traders
are represented by agents:

• Fundamental traders—their reactions are based on fundamental analysis—they
believe that asset prices in long term approximate their fundamental price—they
buy assets when the price is under fundamental value.

• Technical traders—decide using technical analysis—prices tend to move in
trends—by their extrapolating there comes the positive feedback, which can cause
the instability.

Price changes are reflecting current demand excess. This excess is expressing the
orders amount submitted by technical and fundamental traders each turn and the
rate between their orders evolves in a time. Agents regularly meet and discuss their
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trading performance. One agent can be persuaded to change his trading method, if
his rules relative success is less than the others one. Communication is direct talk
one agent with other. Communicating agents meet randomly—there is no special
relationship between them. The success of rules is represented by current and past
profitability. Model assumes traders ability to define the fundamental value of assets
and the agents behave rationally.

The price is reflecting the relation between assets that have been bought and sold
in a turn and the price change caused by these orders. This can be formalized as a
simple log-linear price impact function.

Pt+1 = Pt + a(W C
t DC

t + W F
t DF

t ) + at (2.1)

where a is positive price adjustment coefficient, DC are orders generated by technical
agents while DFare orders of fundamental ones. W Cand W Fare weights of the
agents using technical respectively fundamental rules. They are reflecting current
ratio between the technical and fundamental agents. α brings the random term to the
Eq.2.1. It is an IID normal random variable with mean zero and constant standard
deviation σα .

As was already said, technical analysis extrapolates price trends—when they go
up (price is growing) agents buy the assets. So the formalization for technical order
rules are expressed in Eq. 2.2.

DC
t = b(Pt − Pt−1) + βt (2.2)

The parameter b is positive and presents agent sensitivity to price changes. The
difference in brackets reflects the trend andβ is the random term—IIDnormal random
variable with mean zero and constant standard deviation σβ .

Fundamental analysis permits the difference between price and fundamental value
for short time only. In long run there is an approximation of them. So if the price is
below the fundamental value—the assets are bought and vice versa—orders accord-
ing fundamentalists are formalized in Eq. 2.3.

DF
t = c(Ft − Pt )γt (2.3)

The parameter c is positive and presents agent sensitivity to reaction. F represents
fundamental value—the authorsmaintain a constant value to keep the implementation
as simple as possible. γ is the random term—IID normal random variable with mean
zero and constant standard deviation σγ .

If we say that N is the total number of agents and K is the number of technical
traders, then Eq. 2.4 defines the weight of technical traders.

W C
t = Kt/N (2.4)

And the weight of fundamental traders in Eq. 2.5.
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W F
t = (N − Kt )/N (2.5)

Two traders meet at each step and they discuss about the success of their rules.
If the second agent rules are more successful, the first one changes its behavior with
a probability K . Probability of transition is defined as (1 − δ). Also there is a small
probability ε that agent changes his mind independently. Transition probability is
formalized in Eq. 2.6.

Kt = (Kt−1 + 1)with probability p+
t−1 = N − Kt−1

N

⎧
⎪⎩ ε + (1− σ)F→C

t−1
Kt−1

N − 1

⎫
⎪⎭,

Kt = (Kt−1 + 1)with probability p−
t−1 = Kt−1

N

⎧
⎪⎩ ε + (1 − σ)C→F

t−1
N − Kt−1

N − 1

⎫
⎪⎭,

Kt = Kt−1,with probability 1 − p+
t−1 − p−

t−1. (2.6)

where the probability that fundamental agent becomes technical one is shown in
Eq. 2.7.

(
1 − δF→C

t−1

) = 0, 5 + λ for AC
t 〉AF

t ,
(
1 − δF→C

t−1

) = 0, 5 − λ otherwise (2.7)

Respectively that technical agent becomes fundamental one is shown in Eq. 2.8.

(
1 − δC→F

t−1

) = 0, 5 − λ for AC
t 〉AF

t ,
(
1 − δC→F

t−1

) = 0, 5 + λ otherwise (2.8)

Success (fitness of the rule) is represented by past profitability of the rules that
are formalized in Eq. 2.9.

AC
t = (

exp
[
Pt

] − exp
[
Pt−1

])
DC

t−2 + d AC
t−1 (2.9)

for the technical rules see Eq. 2.10.

AF
t = (

exp
[
Pt

] − exp
[
Pt−1

])
DF

t−2 + d AF
t−1 (2.10)

for the fundamental rules. Agents use most recent performance (at the end of AC

formula resp. AF ) and also the orders submitted in period t −2 are executed at prices
started in period t − I . In this way the profits are calculated. Agents have memory,
which is represented by the parameter d. Values are 0 ≤ d ≤ 1. If d = 0 then agent
has no memory, much higher value is, much higher influence the profits have on the
rule fitness.
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2.3.2 Extension of Original Model

Original model [27] has (in the authors parameterization) tendency to stabilize itself
in a long term—if the fundamental trading rules are overbearing the technical trading
method, although the bubbles and the crashes occur, their values are going to be
smaller because the price is targeting near the fundamental value and the volatility
is going to be less too.

After introduction of the transaction cost influence on the price—the price is going
up to the bubble while technical traders are overtaking the market. Then possible two
scenarios can occur:

• Transaction costs value is low—the price starts to be falling according the funda-
mental traders’ weight growth. In this moment volatility falls down and the market
stabilizes.

• Transaction costs value is high—fundamental traders’ weight = 0, the system
destabilizes and the price grows without limit.

The authors incorporated the risk into original model. The risk was implemented
as a price risk percentage (RP) which is generated each turn from given interval
according uniform random distribution <-1, 3>. So for risk influence the price
formula has changed as shown in Eq. 2.11.

Pt+1 = (Pt + α(W C
t DC

t + W F
t DF

t ) + αt )
∗ R P (2.11)

Transaction costs were implemented in the same way as in previous simulations with
adding constant value 0.001 to the price (Eq. 2.12).

Pt+1 = (Pt + α(W C
t DC

t + W F
t DF

t ) + αt )
∗ R P + T C (2.12)

The hypothesis was that transaction costs (Eq.2.12) will bring the same effect
to the market as in the case of pure model without risk involvement—with small
amount of TC it will stabilize the market as in Figs. 2.1, 2.2, and 2.3 [28]. The
agent-based simulation of the financial model implemented in Šperka and Spišák
[28] has the tendency to stabilize itself in a long term, if the fundamental trading
rules are overbearing the technical trading method. Although the bubbles and the
crashes occur in the model, their tendencies are going to be less dangerous, because
the price is targeting near the fundamental value and the volatility is going to be less.
This description is similar to the current situation on the financial markets (Fig. 2.1).

By adding transaction costs (Tobin tax) to themodel an observer can observe price
changes. In the first situation Tobin tax was defined to be equal to 1, 5%. The price
grows upwith the transaction costs to the bubble, while technical traders overtake the
market. But the price starts to fall down according to the technical analysis growth.
In this moment the volatility falls down and the market stabilizes. This is the main
positive contribution of Tobin tax introduction into financial market in this agent-
based simulation (Fig. 2.2). On the other hand when the value of the transaction
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Fig. 2.1 Simulation results in original model. Source [28]

Fig. 2.2 Simulation results with transaction costs 0.015. Source [28]

costs is disproportionately high (3% and higher), the system destabilizes and the
price grows without limit (Fig. 2.3).

Two types of simulations were done in Sect. 2.4 using (Eq.2.11) and (Eq.2.12)—
one only with risk percentage and the second one with transaction costs to see the
difference.
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Fig. 2.3 Simulation results with higher transaction costs 0.03. Source [28]

2.4 JADE Implementation

JADE (Java Agent Development Framework) integrated development environment
(IDE) was used for the implementation. JADE is the sophisticated solution, which is
an implementation of the runtime agent environment and a communication platform.
It includes runtime environment, where agents exist, libraries to write them and also
graphical tools to administrate them and monitor their state. Wooldridge [29] says
that it is best-known and the most widely used platform for agent modeling. Agent
communication language is FIPA ACL [30].

This framework was developed by Telecom Italia in 1998 and it is still in develop-
ment progress. The current version used is 4. Runtime environment running instance
is called a container. At once it is possible that more than one container is running. All
active containers are called a platform. Agents are located in these containers. The
agent is a Java class—descendant of base JADE class Agent. Its behavior is imple-
mented in private subclasses of the concrete Agent class extension. This behavior
extends JADE class Behaviour [30].

Two levels of agent hierarchy were implemented. FMM base agent (BaseFmmA-
gent) contains base functionality, such as registering to the yellow pages, searching
for other agents, clean-up and so on. There exist two descendants:

• Trading agent—represents trader in the market with his decision making.
• Market agent—represents market itself. Manages the turns begin and start, price
making calculation, rules fitness and their weights, analysis market volatility via
price differences each turn and also writes these values to result output.
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Fig. 2.4 Class model of implementation

Market agent communicates with trading agents—they are informed about the rules
fitness. To understand each other, agents need ontology. “Ontology is a specifica-
tion of a set of terms, intended to provide a common basis of understanding about
some domain” [29]. JADE offers the base Ontology class that is extended by the
implementation of singleton class FmmOntology (Fig. 2.4).

2.5 Simulation Results and Discussion

Simulation was done with 1 marketing agent and 500 trading agents. The rest of the
parameters remained same as in original Westerhoff model [27]:

a = 1, b = 0.05, c = 0.02, d = 0.95, ε = 0.1, λ = 0.45, σα = 0.0025,
σβ = 0.025, and σγ = 0.0025

With these parameters the model is calibrated to the daily data. Number of ticks,
resp. time steps is 360 days, which represents one year. Each generation (risk only
and risk with transaction costs) was done 25 times. Results were aggregated to
obtain more accurate results. In graphs are shown average data. Interval for price risk
percentage values was decided as <–1, 3>; when 1 (as 100%) means not changed
price, the result is that price can change ±200% each day. Results can be seen in the
Fig. 2.5.

In Figs. 2.5 and 2.6 on the top left position the price values can be seen. Top right
graph represents changes of the price in a time. The bottom left graph shows the
weights of technical trading rules (in a long time there is a tendency to prefer funda-
mental than technical trading rules). Bottom right graph includes the distribution of
returns (log price changes) compared with the normal distribution.
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Fig. 2.5 Results for risk involvement

Fig. 2.6 Results for risk involvement together with TC
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In the next step the authors added TC to the model formalization. All the para-
meters are the same. Newly added TC is the constant value equal to 0.001. From
the following graphs in Fig. 2.6 it can be declared that transaction costs have par-
tial influence on the model. The price refers to no changes in a time. The technical
weights evolution is other. In a short time it grows, but after it starts to fall—as the
agents prefer the fundamental strategy. Results are depicted in the Fig.2.6.

2.6 Conclusion

Agent-based simulation of financial market was introduced in this chapter. Intelligent
agents representing financialmarket participants followed fundamental and technical
rules. The probability that agent switches from the fundamental to the technical
behavior depends on the historic trend of asset’s prices. The hypothesis for this
research was based on previous simulation results proving that transaction costs
influence (Tobin tax) stabilizes the financial market. The authors incorporated the
risk into original model and assumed that transaction costs introduction would lead
to the predominance of fundamental rules, which will automatically cause price
lowering and market stability (measured by volatility in price changes).

The hypothesis was fulfilled only partially—the fundamental rules have growing
tendency in time, but the prices and their differences are nearly the same in both
simulations. The authors will focus on the risk and parameterization of the model
in future research steps in order to prove that Tobin tax has positive impact on the
stability of financial market.
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Chapter 3
Decision Support System for Energy Savings
and Emissions Trading in Industrial
Scenarios

Maria Marques and Rui Neves-Silva

Abstract This chapter proposes a decision support approach for energy savings
and emissions trading based on the requirements collected through a set of industrial
users. These requirements served as guideline for identification of needs that should
be addressed with respect to the decision support approach, constituting a fundamen-
tal step for future platform development. The decision support approach proposes
two different perspectives: support for immediate reaction (based on the paradigm of
intelligent decision support implemented through the use of Case-based Reasoning
together with probabilistic analysis); and support for process reconfiguration and
Emission Trading System (ETS) (implemented through the use of multi-criteria deci-
sion analysis using MACBETH). The chapter illustrates a categorization approach
using main criteria involved in the process and associated algorithms. Moreover
the approaches proposed were successfully tested in industrial environment and the
results obtained are here presented.

Keywords Decision Support · Energy savings · Industrial test cases

3.1 Introduction

The development of decision support methods for energy savings has been strongly
oriented for the application in building energy efficiency. For this the European
energy policy has contributed with its clear orientation towards the preservation of
energy and the improvement of indoor environmental quality in buildings through
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the adoption of the European Commission’s (EC) Energy Performance of Buildings
Directive [1]. To this end, in the past decades, there have been significant efforts
towards designing, operating and maintaining energy efficient and environmentally
conscious buildings [2]. Examples of this research can be found in [3–12].

Additionally, some research has been conducted in the development of decision
support systems for environmental management [13, 14].

Some of the concepts used for energy efficiency in buildings can be applied in
the industrial sector but truth is that, specificities of the problems are not the same.
Thus, methods specifically developed for the industrial problem are quite few and are
mainly based inmodelling and simulation of the industrial facility and do not consider
important aspects such as keeping the values of the decision-making criterion close
to normal business conditions [15].

The overall objective of the LifeSaver project is to develop a methodology and
platform to support companies in optimising their operations and enabling them to
increase energy savings and decrease CO2 emissions.

With the aim to produce an industry oriented platform the business cases defined
within the project have been analysed and the end users’ expectations and requests
have become necessary requirements for the LifeSaver platform and have been
included in the LifeSaver concept. Combining the business and technical objectives
for each business cases generic LifeSaver scenario has been generated.

Also, appropriate decision support enabling companies to increase their energy
savings and decrease emissions have been analysed.

3.2 General Requirements

The industrial partners have defined use cases within their companies, where they
envisage the use of LifeSaver platform [16]. This also led to the identification of
requirements that the industrial partners want to see fulfilled by LifeSaver. Although
each industrial partner has identified individual needs, it is possible to describe com-
mon concerns. Thus, the LifeSaver industrial partners are interested in a system that
will mainly provide:

• contextualized information about the energy consumption within the production
process aiming to reduce this consumption, decrease related CO2 emissions and
improve raw material usage,

• prediction capability of both energy consumption and CO2 emissions to enable the
development and implementation of strategic solutions aiming at overall reduction
of energy consumption and related emissions;

• decision support functionalities to support the user in finding the best options for
optimization of energy and environmental performance of operations as well as
selecting the most appropriate CO2 emissions strategies within Emission Trading
System (ETS);

• learning capabilities so that the LifeSaver platform based on the data from the
production process can, along time, continuously contribute for the refinement of



3 Decision Support System for Energy Savings … 33

Fig. 3.1 LifeSaver generic scenario

the suggestions provided to the user and enable sustainable improvements of the
production process.

The collection of requirements enabled the development of a proposition for
general scenario of LifeSaver, which is presented in Fig. 3.1.

3.2.1 Requirements for Decision Support Services

Based on the scenarios built for each LifeSaver business case and taking into account
common needs from other companies, a general scenario was proposed, summing up
the identified requirements. Note that these requirements are particularly focused on
the decision support, since this is the channel through which LifeSaver will render
its results to end users. Thus, understanding expectations and needs for this service
was a key issue in order to develop the LifeSaver concept.

Here a list of the collected requirements, in terms of the types of suggestions
expected, is presented:

• Suggestions on production orders: which production orders should run (or not
run) at the same time; optimal sequence to start the production orders; minimum
time delay between two consecutive production orders;

• Suggestions on energy management: which machines are (or will be) running
longer than necessary and could be switched off earlier (or switched on later);
new methods/technologies that can be installed to save energy, with associated
cost/benefit analysis; when the use of low tariff can reduce electricity costs;
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• Suggestions on production process parameters: optimal settings/adjustments
of process control parameters in order to improve energy efficiency and CO2
emissions; optimal mixture of available alternative fuels for each clinker burning
process without jeopardising requested/expected production quantity and stable
operation of process; optimal structure of different chemical additives and mineral
mixtures which could enable additional energy, CO2 emissions and raw material
savings;

• Suggestions on Emissions Trading System: best options (in terms of schedule,
price) to buy or sell CO2 allowances.

3.3 Approach for Decision Support

LifeSaver Decision Support Services will provide systematic mechanism for deci-
sions on how to save energy in current operations and how to reduce emissions in a
company and also on how to trade emissions.

This kind of decision support needs to congregate aspects such as risk, costs, legal
issues, etc. Their primary purpose is to validate that time, effort andmoney invested to
reduce energy usage or environmental improvement in industry provides the expected
results. As a consequence of reducing the energy consumption during the production
process, it is important to understand the behaviour of the EU ETS (European Union
Emission Trading System) in order to plan the strategic performance of companies.

To achieve the envisaged level of decision the Decision Support Services must
provide the user with:

• possibility to define “what-if” scenarios;
• identification of alternative options for energy savings, emission reductions,
improved efficiency in the raw materials usage;

• identification of the best solution for emission trading;
• possibility of tracking past decisions for evaluating the results obtained.

The implementation of risk analysis and multi-criteria decision making tech-
niques, using the information being provided by the rest of the LifeSaver building
blocks, will enable the provision of the kind of decision support envisaged. Note that,
since Decision Support will be “in the end” of the LifeSaver process, all informa-
tion available may be valuable and useful for decision (context extracted/processed,
energy models selected, prediction models selected, prediction results, energy con-
sumed/predicted and emissions calculated/predicted).
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3.3.1 Categorization of LifeSaver Decision Support

The first thing to do when analysing the characteristics of the LifeSaver process
is understanding when and how decision support is needed, which determines the
type of approach that must be followed. Generally speaking, LifeSaver will provide
support in two different ways [17]:

• Support for immediate reaction—involves the definition of a strategy to respond
to an abnormal situation that must be normalised. This approach implies the appli-
cation of a corrective measure based on real-time measurements;

• Support for reconfiguration and ETS—involves the elaboration of scenarios which
will then be evaluated in order to reach a decision about the best alternative. The
approach is to be applied during operational phase but it is not directly interacting
with production process in real time.

Due to their different characteristics the two approaches demand different meth-
ods:

• Immediate reaction approach: based on the paradigm of Intelligent Decision Sup-
port implemented through the use of Case-based Reasoning together with proba-
bilistic analysis;

• Reconfiguration and ETS approach: Implemented through the use of Multi-
Criteria Decision Analysis (MCDA), combined with simulation-based analysis
when needed.

Figure3.2 presents the categorization of LifeSaver decision support methodolog-
ical approach according to their different characteristics.

Fig. 3.2 Categorization of LifeSaver decision support methodological approaches
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3.4 Methodology to Support Immediate Reaction

One of the main research lines on decision support systems has evolved towards
including intelligent abilities in those systems. These systems are based on artificial
intelligence or intelligent agent technologies and are commonly called Intelligent
Decision Support Systems (IDSS). Their main objective is to realize decisionmaking
functions by gathering and analysing evidence, identifying and diagnosing problems,
proposing possible courses of action and evaluating the proposed actions representing
some human brain competences. A solution that demonstrated to be quite successful
is Case-Based Reasoning (CBR). CBR systems are based on a starting set of cases
that are structured in an appropriate format in order to constitute training examples.
It is a problem solving approach that works by identifying commonalities between
a retrieved case and the target problem.

3.4.1 Decision Model

The approach proposed in LifeSaver is to combine CBR with probabilistic analysis
in order to provide the user with a brief idea of which might be the result of following
a specific course of action [18]. This is made through the collection of information
and data about the industrial plant along its operational phase. The idea is to collect
information coming not only from the machines but also from experts that have deep
knowledge on the specific production processes.

The following aspects must be covered:

• List of variables important to assess the overall energy consumption of the
plant/machines;

• List of rules associated to the normal behaviour of the variables;
• List of common causes for rule violation (abnormal energy consumption);
• List of possible alternatives (actions) to deal with the causes (restore normal energy
consumption).

To avoid critical energy consumption values it is considered the observation of
an energy consumption threshold for each Energy Cost Center.1 When the threshold
is violated a decision point is achieved and a set of different alternatives must be
considered: A = {A1, . . . ,An}. The success of the applied alternative is measured in
terms of time elapsed, �t , between subsequent detections of abnormal energy con-
sumptions for the same ECC. This time should vary accordingly with the alternative
selected, and should be as long as possible to maintain the methodology objective.

In the proposed approach energy consumption is monitored and, in case there
is an abnormal consumption, an event is generated. This event represents the need

1Energy Cost Centers (ECC) are business segments (i.e. departments, areas, units of equipment or
single equipment) where activities or production volume are quantifiable and where a significant
amount of energy is used.
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for an action to restore the normal energy consumption level. The event triggers a
search for similar cases, which will result in a set of cases, and some of them could
even be caused by different causes. The selection and elimination of the cause is
made by providing the user with information on possible outcomes depending on
the different alternatives that may be followed. The suggested alternative is the one
that presents better cost/efficiency relation, i.e. the cost associated to the number of
similar decision processes that occurred along time each time a specific pair (Cause,
Alternative) was selected. In the tree this cost is given byCo(Cx , Ax ) and is computed
in Eq. 3.1 using:

• Check how many times that alternative was selected together with that cause,
n_D P(Cx , Ax ):

• Compute the elapsed time between each situation; and
• Computed the medium cost.

Co(Cx , Ax ) = Co(Ax ) × n_D P(Cx , Ax )

�t (D P)
(3.1)

where Co(Ax ) is the cost of the alternative and �t(DP) is the accumulated time
elapsed between decision processes that were solved with Ax .

In this approach the methodology tries to congregate the effect of each alterna-
tive in the future energy consumption of the plant by navigating in the probabilities
attributed to each path. In the end, the solution will come in the form of an action
to eliminate a cause, being that action the most cost-efficient for that cause, at that
moment. Figure3.3 shows the proposed decision model. The model was built fol-
lowing the logic of the problem, ensuring that at each probabilistic node probabilities
along any outgoing branch sum one. The expected result is achieved by rolling the
tree backward (i.e., starting at the bottom and working towards the root). On the tree,
the value of a node can be calculated when the values for all the nodes following it are

Fig. 3.3 Decision model for immediate reaction
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available. The value of a node is the expected value of the nodes following it, using
the probability of the arcs. The tree can grow in complexity considering the number
of causes that might be involved as well as the number of possible alternatives that
may be selected.

3.5 Methodology to Support Process Reconfiguration
and ETS

Section 3.5.1 discusses the main criteria required to support the Reconfiguration
Process, while Sect. 3.5.2 illustrates the Decision Algorithm.

3.5.1 Main Criteria for Process Reconfiguration and ETS

The criteria for energy efficiency and energy management in industry can be either
quantitative or qualitative. In what concerns LifeSaver the objective of decision
support for process reconfiguration is to understand how to save energy in current
operations. In what regards support for ETS the idea is to support companies in
taking advantage of the emission trading system. In both cases, the primary purpose
of decision support is to validate that time, effort and money invested provides the
expected results.

The envisaged results from the end-users point of view can be synthetized as
improving production planning and process control system by integrating energy
and environmental management. To cope with this objective a set of criteria were
identified as being important for LifeSaver. Table3.1 presents the main criteria iden-
tified for LifeSaver decision support for Process Reconfiguration and ETS as well as
a number of associated sub-criteria. This list is not exhaustive and may be revised.

LifeSaver industry orientation drives into highly concrete and tangible scenarios.
This results in having a set of mains criteria and sub-criteria that can be actually
computed ormeasured. The possibility of including user preferences is considered an
important feature. Thus, the proposed approach includes amix of quantitative criteria
expressed by indicators, which are weighted accordingly with user preferences. In
addition to this, a methodology for quantifying attractiveness within a criteria based
on the one proposed by MACBETH method [19–21] is also used. The use of the
MACBETHmethodology is justified by the nature of the problem, for example; very
specific (quantifiable) criteria versus the need for having a straightforward method
for defining (and identifying) user preferences.
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Table 3.1 Main criteria for Process Reconfiguration and ETS and associated sub-criteria

Criteria Sub-criteria

Criteria main
categories

Energy use EU1 Energy consumption by time unit

EU2 Energy use by process

EU3 Energy savings by retrofitting

Emissions E1 Emissions by time unit

E2 Emissions reduction potential

E3 Environmental impact

Production P1 Production capacity

P2 Expected production

P3 Utilized capacity

Cost C1 Direct cost and investment

C2 Maintenance costs

C3 Life span

C4 Emission allowance cost

C5 Net present value (NPV)

C6 Internal rate of return (IRR)

3.5.2 Decision Algorithm for Process Reconfiguration
and ETS

The approach proposed for LifeSaver can be broken down into several steps.

Step 1—Scenario collection
In this step an inventory of the testing scenarios is collected based on the inputs
from plant expert users. In what regards Support for Process Reconfiguration and
ETS, and in the most simple case, the analysis will be made considering the “AS-IS”
situation with one “TO-BE” situation.
Step 2—Definition of criteria
In order to be as exhaustive as possible and to define the question properly, particular
attention must be given to the definition of criteria. On the other hand, the number
of criteria must not exceed a reasonable limit. The list proposed in Sect. 4.1.1 may
be used as a starting point and other criteria may be added to it.
Step 3—Analysis of the scenarios
Once the scenarios and criteria have been defined, a quantitative estimation must be
made. Based on the criteria and scenarios to be evaluated, a multi-criteria evaluation
matrix is build. This matrix is a table with as many columns as there are criteria and
as many lines as there are scenarios to be compared (see Table3.2).

http://dx.doi.org/10.1007/978-3-319-21209-8_4
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Table 3.2 LifeSaver evaluation matrix

Criteria Weight
(w)

Sub-
criteria

Sub-
weight
(sw)

Scenarios

S1 S2 · · · Sn

Criteria main
categories

Energy use weu EU1 weu1 V 1eu1 V 2eu1 V neu1

EU2 weu2 V 1eu2 V 2eu2 V neu2

EU3 weu3 V 1eu3 V 2eu3 V neu3

Emissions we E1 we1 V 1e1 V 2e1 V ne1

E2 we2 V 1e2 V 2e2 V ne2

E3 we3 V 1e3 V 2e3 V ne3

Production wp P1 wp1 V 1p1 V 2p1 V ne1

P2 wp2 V 1p2 V 2p2 V n p2

P3 wp3 V 1p3 V 2p3 V n p3

Cost we C1 wc1 V 1c1 V 2c1 V nc1

C2 wc2 V 1c2 V 2c2 V nc2

C3 wc3 V 1c3 V 2c3 V nc3

C4 wc4 V 1c4 V 2c4 V nc4

C5 wc5 V 1c5 V 2c5 V nc5

C6 wc6 V 1c6 V 2c6 V nc6

where Eq. 3.2 provides the weightings.

w = weu + we + wp + wc = 1 (3.2)

and the sum of each sub-weighting, associated to each criteria, must also be one.
Step 4—Evaluation of scenarios in terms of each of the selected criteria
The scenarios are scored for each criteria. The values obtained by each scenario
regarding each criteria are mapped into an interval from [0,1] (see Eq. 3.3).

VSSW = ActualV alue − MinimumV alue

MaximumV alue − MinimumV alue
(3.3)

where ActualValue—represents the absolute value of the scenario for that criteria;
MinimumValue—represents the minimum (worst) accepted value for that criteria;
MaximumValue—represents the maximum (best) accepted value for that criteria.

This way the authors avoid regular normalization which is totally blind to user
preferences.

Note that the methodology also accepts qualitative description of the impact of
each scenario, in terms of criteria, (impact descriptors that include: neutral and
significant). In these cases an additional mapping between the descriptors and the
values. As this case is not foreseen within LifeSaver it is not developed here.
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The overall value obtained by each scenario is calculated using Eq. 3.4.

OVn =
m∑

i=1

wi

⎛

⎝
k∑

j=1

sw j × Vnsw j

⎞

⎠ (3.4)

with n—the number of scenarios; m—the number of criteria; k—the number of sub-
criteria inside each criteria. The overall values obtained for each scenario will be in
[0,1] with the best scenario being the one presenting higher score i.e. closer to 1.
Step 5—Sensitivity analysis
It is also important to understand how variations on parameters or variations on the
criteria weights affect the results obtained. Basically this corresponds to applying
some sort of sensitivity analysis on thefinal result, for example a “what-if” question to
see what happens when some modification is introduced in any of these inputs and to
what extent they affect the output. This will contribute for an increased understanding
of the relationships between input and output variables in the decision process.

Sensitivity analysis in LifeSaver relies on running the energy models developed,
taking into account the level of uncertainty measured in the different parameters of
the model, and considering the “what-if” question introduced.
Step 6—Store results
In the end of the process, results are stored in such way that enables the identification
of the alternative selected. The alternative is selected by the user(s), for this authorised
users will have to be identified within each company. Storing the results will enable
traceability of the decision process as well as analysis of the outcome of choosing a
specific path.

3.6 Test Cases

Section 3.6.1 discusses the Decision Support for immediate reactions, while Sect.
3.6.2 explores the Process for Reconfiguration of the ETS during Paint Production.

3.6.1 Test Case 1: Decision Support for Immediate Reaction
at Cement Production

Cement production is one of the most energy intensive processes in industry, causing
large amounts of CO2, dust and other emissions, noise (quarry). According to [22],
global cement industry accounts for about 70–80% of the energy use in the non-
metallic minerals sub-sector, consuming 8.2 exajoules (EJ) of energy a year (7% of
total industrial fuel use—year 2005) and accounts for almost 25% of total direct CO2
emissions in industry. LifeSaver platform is being tested via a prototype information
system in the largest cement-producer in Slovenia, Salonit Anhovo (Salonit). Salonit
has provided a real testing environment for the validation of the proposed concept
of decision support for immediate reaction.
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Table 3.3 Data collection format for Salonit test scenario

PS T X1 X2 X3 X4 X5 X6 X7 X8 AS1 AS2

psa ta x1aa x2aa x3aa x4aa x5aa x6aa x7aa x8aa as1aa as2aa
tb x1ab x2ab x3ab x4ab x5ab x6ab x7ab x8ab as1ab as2ab
tc x1ac x2ac x3ac x4ac x5ac x6ac x7ac x8ac as1ac as2ac

Factory benchmark x1 x2 x3 x4 x5 x6 x7 x8 as1 as2

For testing purposes Salonit provided data related to rotary clinker furnace. Note
that, since the alternatives provided by Salonit did not include associated costs, the
algorithm was tested without that perspective. For the initial testing the data samples
were collected on a one minute interval for the period of seven days, which resulted
in 10080 samples of each input signal. Testing days were carefully selected assuring
that all used fuels were covered, meaning that each individual fuel has been used at
least once. Data was collected using the format presented in Table3.3 where (PS)
represents the production stage, (T) represents the control room team, (X1, X2, X3,
X4, X5, X6, X7, X8) represent the energy carriers flow from which fuel mix is
derived, and (AS1, AS2) represent auxiliary systems.

LifeSaver compares the actual energy consumption data with the predicted values
and benchmark values for the team and factory. Also, the system compares the
predicted energy consumption data with the benchmark values for the team and
factory. In case a deviation is detected (value higher than the benchmark value for
the team and factory) the system generates Event 1 “Deviations on Fuel Mix” and a
Decision Process with status “CREATED” is stored at the database.

The Decision Support Services BB initiates the support for immediate reaction(s)
and finds 50 Decision Processes stored at the database with status “CLOSED”. All
theseDecisionProcesses are relatedwith situations of abnormal energy consumption.
The degree of similarity between cases is established through the Event detected
(which congregates the information presented in Table3.3) and is computed in
Eq. 3.5.

Sim(E1, E2) =
n∑

i=1

wi e
−(γ |α1i −α2i |) (3.5)

whereα1i andα2i are the parameters of eachEvent,wi is theweight of each parameter
and γ is a scaling factor. The computation of similarity, and the subsequent selection
of cases, is performed using a similarity threshold of 90% (all the cases with simi-
larity level below 90% are discarded). The set of similar cases includes 23 Decision
Processes. From these, six are associated to Cause 1 “Problems with fuel sensor”
and 17 are associated to Cause 2 “Unbalanced fuel dosing”, thus: p(C1|E1) = 0.26
and p(C2|E1) = 0.74.
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All the cases associated to Cause 1 were solved using Alternative 1 “Reset or
Replace sensor”, whereas half cases associated to Cause 2 were solved using Alter-
native 2 “Reduce dose rate of X1, confirm dosing of X2 and check the status of the
auxiliary systems” and the other half using Alternative 3 “Confirm dosing of X4,
X5, X6 and check the status of the auxiliary systems”, thus: p(A1|(C1|E1)) = 1,
p(A2|(C2|E1)) = 0.5 and p(A3|(C2|E1)) = 0.5.

The cases were grouped considering the Cause and the Alternative and the mean
similarity was computed for each sub-set of cases, resulting in: Sim1 = 0.9308,
Sim2 = 0.9180 and Sim3 = 0.9702.

The final score for each is then computed using (1): Score1 = 0.2428, Score2 =
0.3392 and Score3 = 0.3585.

After this process the alternative recommended to the user is Alternative 3 (due to
the higher score obtained). Nonetheless, all the alternatives considered are presented
to the user. The user selects and implements one of the possible alternatives and
closely monitors the clinker burning process. The system stores the user selection
and changss the status of the Decision Process from “CREATED” to “SELECTED”.
In case no new deviations are detected in a specific time frame the user informs the
system that Alternative 3 was successful and the status of the Decision Process is
changed to “CLOSED”. From now on, this Decision Process will be usable in future
situations. This action serves tomeasure the success of the suggestion provided since.

3.6.2 Test Case 2: Decision Support for Process
Reconfiguration and ETS at Paint Production

LifeSaver prototype is also being tested at J.W. Ostendorf GmbH & Co. KG (JWO),
a large producer and supplier of paints and varnishes. JWO has provided a real
testing environment for the validation of the proposed concept of decision support
for process reconfiguration and ETS.

For testing purposes JWO provided data related to production of white dispersion
paint, which can be produced in 10 different production lines. Each production line
is equipped with different dispersers, resulting in varying energy consumption for
the production of the same product. Hence the selection of the most energy efficient
production line will represent an appropriate means to reduce energy consumption
in the process. Nonetheless, and due to process restrictions, there are other types of
paints that can only be produced in specific lines. Note that, in this test scenario, JWO
is not considering Emissions or Costs. In fact the scenarios are scored considering
the utilization of the installed capacity, using only electric energy, which will be, in
the end, the main selection point.
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Table 3.4 Data collection for JWO test case

PL Scenario 1 2 3 4 5 6 7 8 9 10

Scenario 1 pt1 pt2 pt3 pt4 pt5 pt6 pt7 pt8 pt9 pt10
Scenario 2 pt2 pt7 pt8 pt10 pt3 pt5 pt4 pt1 pt9 pt6
Scenario 3 pt3 pt9 pt7 pt6 pt10 pt5 pt1 pt8 pt4 pt2

The testing data included the elaboration of three different scenarios, representing
10 different orders (including white dispersion paint and other 9 types of paint) and
aiming at finding the best selection of production lines to produce the orders. The
scenarios were elaborated with the support of JWO experts resulting in Table3.4:
where PL represents the production line, and pti represents the type of paint to be
produced (including the viscosity and the recipe, with impact in the energy con-
sumption). The scenarios are simulated using the LifeSaver prediction capabilities
and the results are used for scoring. Table3.5 presents the options made in terms of
criteria weight, acceptable intervals as well as the normalised results obtained for
each scenario in each category and the overall score.

Once the process is completed the systempresents the results ranking the scenarios
by the score obtained. In this case Scenario 3 is considered the most adequate one,
followed by Scenario 2 and, in the last position, Scenario 1. In case the user wants
to start a production order this information supports the selection of the most energy
efficient production lines combination.

Table 3.5 LifeSaver matrix for JWO test scenario

Criteria Energy use Production

Weight 0.8 0.2

Sub-criteria EU1 EU2 P3
Sub-weight 0.7 0.3 1

Acceptance
interval

[minEU1;
max EU1]

[minEU2;
max EU2]

[min P3; max P3]

OV

Scenario 1 V1(eu11) = 0.5 V1(eu21) = 0.6 V1(p31) = 1 0.624

Scenario 2 V2(eu12) = 0.6 V2(eu22) = 0.6 V2(p32) = 1 0.68

Scenario 3 V3(eu13) = 0.5 V3(eu23) = 0.5 V3(p33) = 1 0.7
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where:

Vi (eu1i ) = eu1i − minEU1

max EU1 − minEU1
, i = 1, 2, 3

Vi (eu2i ) = eu2i − minEU2

max EU2 − minEU2
, i = 1, 2, 3

Vi (p3i ) = p3i − minp3
maxp3 − minp3

, i = 1, 2, 3

The scenarios and related score are stored in the knowledge repository associated
to a Decision Process that can, at any time, be accessed. The quality of the result is
measured by the feedback of the user in terms of “degree of satisfaction” with the
suggestion provided.

3.7 Discussion

For Test Case 1 the main objective is overall performance improvement by eliminat-
ing, or at least reducing, behaviours that lead to increased energy consumption. The
proposed approach combined with the new hardware and software and introduction
of postulates of energy and environmental management into Salonit’s daily activi-
ties represents introduction of change in people’s attitude about energy use in daily
operational practices and routines.

The results of the decision model have confirmed the possibility of using such a
model for responding to energy consumption deviations that require an immediate
reaction to restore normal situation. Due to availability of the reliable historical/past
data the results obtained with the decision model were appropriate for the situations
detected and considered excellent.

During the testing phase predicted values of the energy consumption (for each
particular fuel and electricity) were compared with the context specific benchmark
values (for each team and fuel mix) to facilitate understanding of energy use patterns
and trigger earlywarning and reaction if needed. Initial testing results have confirmed
the potential of energy savings enabled by proper and tailor made consumption
feedback through decision support services which successfully influenced on the
established behavioural patterns of less efficient process operators.

In what concerns Test Case 2 the main objective is to support JWO operators in
finding strategies to enhance energy efficiency. The results obtained have confirmed
the possibility of the proposed approach to provide information on the best scenario
production line selection. During the testing phase predicted values of the energy
consumption were compared and information regarding contextual variables was
considered (specific viscosity of the paint). Initial testing results have confirmed the
potential of energy savings enabled by suggesting the most energy efficient produc-
tion line combination for each production order.
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In both test cases, limitations of the proposed concept are related with the require-
ments for expert knowledge during modelling period and definition of the initial set
of context sensitive information. Also, context extraction from the available history
data requires a significant amount of time, efforts and experience, especially when
there is an intention to involve variables that will contextualize complex industrial
operations.

3.8 Conclusions

The work presented here is adequate for LifeSaver objectives in the field of decision
support. More specifically, the decision support approach proposes two different
perspectives: support for immediate reaction involving the definition of a strategy to
respond to an abnormal situation that must be normalised, and support for process
reconfiguration and Emission Trading System (ETS) involving the elaboration of
scenarios which will then be evaluated in order to reach a decision about the best
alternative.

This categorization served as base for defining themethods to be applied. The sup-
port for immediate reaction is based on the paradigm of intelligent decision support
implemented through the use of Case-based Reasoning together with probabilistic
analysis. Process reconfiguration and ETS is implemented through the use of multi-
criteria decision analysis using MACBETH. The identification of main criteria and
sub-criteria is provided as well as the high level algorithms for both approaches.

The results obtained within the test cases are in line with the envisaged ones
and provide excellent perspectives for the future utilization of LifeSaver in diverse
applications.
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Chapter 4
A Parsimonious Radial Basis Function-Based
Neural Network for Data Classification

Shing Chiang Tan, Chee Peng Lim and Junzo Watada

Abstract The radial basis function neural network trained with a dynamic decay
adjustment (known as RBFNDDA) algorithm exhibits a greedy insertion behavior
as a result of recruiting many hidden nodes for encoding information during its
training process. In this chapter, a new variant RBFNDDA is proposed to rectify such
deficiency. Specifically, the hidden nodes of RBFNDDA are re-organized through
the supervised Fuzzy ARTMAP (FAM) classifier, and the parameters of these nodes
are adapted using the Harmonic Means (HM) algorithm. The performance of the
proposed model is evaluated empirically using three benchmark data sets. The results
indicate that the proposed model is able to produce a compact network structure and,
at the same time, to provide high classification performances.

Keywords Radial basis function neural network · Adaptive resonance theory ·
Harmonic mean algorithm · Classification

4.1 Introduction

Artificial Neural Networks (ANNs) are one of the popular machine-learning app-
roaches for learning information from data samples and for performing data classifi-
cation. Over the years, a variety of ANN models have been introduced. A number of
improvements to conventional ANN models have also been proposed, which include
variants of the multilayer perception networks (Widrow et al. [20]), Radial Basis
Function (RBF) networks (Fernández-Navarro et al. [8]), and Adaptive Resonance
Theory (ART) networks (Xu and Wunsch [21]).
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In general, the learning process of an ANN is driven by training data samples,
whereas its network parameters (weights) and structure can be adjusted to absorb
and generalize the learned information for providing useful solutions to a problem.
In general, the learning process in an ANN can follow in a number of approaches,
constructive Martínez-Rego et al. [13], destructive (Ni and Song [14]; Reed [17]),
or a combination of both (Yang and Chen [22]; Han and Qiao [9]). When an ANN
undergoes a constructive learning process, the hidden nodes of its hidden layer are
increased from scratch, and this leads to the growth of its network structure incre-
mentally. However, the nodes added into an ANN with constructive learning may not
be trained properly [3]. Conversely, when an ANN employs a destructive learning
approach [14, 17], less useful nodes can be pruned from its structure, which is ini-
tially set to a large size. However, as stated in Han and Qiao [9] and Yang et al. [23],
the use of a pruning algorithm could be computational expensive because less use-
ful network parameters need to be removed iteratively from a large ANN structure.
The combination of constructive-destructive approaches [9, 22], therefore, provide
a compromise to determine a parsimonious ANN structure in a flexible manner.

In this study, the parsimonious structure of an ANN is achieved by an alternative
idea to that of the constructive-destructive approach. For this, a type of RBF network
trained by a dynamic decay adjustment algorithm (known as RBFNDDA) is selected.
On one hand, the RBFNDDA network can undergo fast and constructive learning,
and can perform with good generalization. However, its learning algorithm is prone
to a greedy insertion behavior. During the training process, the network encodes
information of all data samples, which include noisy samples, as prototypes (hidden
nodes) in its structure. Therefore, the resulting RBFNDDA network is large in size,
with its hidden layer contains many “small” prototypes. To reduce the number of
prototypes in RBFNDDA, they can be grouped using a classifier, such as; the Fuzzy
ARTMAP (FAM) [4] network, and the corresponding parameters can be adapted with
a harmonic mean algorithm. FAM is chosen because it is an incremental learning
ANN that overcomes the plasticity-stability dilemma [4]. FAM provides a high com-
pression capability pertaining to information that it has learned from data samples
[4]. Note that FAM organizes information in terms of hyper-rectangles while infor-
mation encoded in RBFNDDA prototypes is in the form of radial basis functions.
In the authors proposed model, FAM is not used to update the information of these
prototypes directly. Instead, it is employed to classify all centroids of the RBFNDDA
prototypes into different labeled clusters in the data space. Then, a k-harmonic mean
(k-HM) algorithm [24] is applied to estimate a representative centroid for a group
of RBFNDDA prototypes in each labeled cluster. The resulting model is known as
RBFNDDA-FAMHM. For clarity, RBFNDDA-FAMHM does not remove explicitly
information encoded in the initial RBFNDDA prototypes from its network. Instead,
it separates and adapts all RBFNDDA prototypes into a smaller group of clusters,
which can lead to formation of a parsimonious network structure.
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The remaining sections of this chapter are as follows. In Sect. 4.2, the proposed
RBFNDDA-FAMHM model and its constituents are explained. In Sect. 4.3, three
benchmark data sets from the UCI Machine Learning Repository [1] are used to
evaluate the performance of RBFNDDA-FAMHM, with the results analyzed, com-
pared, and discussed. Concluding remarks are presented in Sect. 4.4.

4.2 The Methodology

In this section, the algorithms of RBFNDDA, FAM, and HM are explained first
before describing the overall proposed RBFNDDA-FAMHM model.

4.2.1 Radial Basis Function Network with the Dynamic Decay
Adjustment Algorithm (RBFNDDA)

RBFNDDA combines salient features of the Probabilistic Neural Network (PNN)
[19] and the Restricted Coulomb Energy Network (RCEN) [10, 18] to produce an
adaptive ANN model. It integrates the probabilistic characteristics of the static PNN
model and the ability of the RCEN in adjusting the prototype (hidden neuron) width
to formulate an incremental network. Figure 4.1 shows the RBFNDDA structure.

Fig. 4.1 The RBFNDDA
network structure
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Fig. 4.2 The two
user-defined thresholds of a
radial basis function node [2]
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The learning process of RBFNDDA is governed by two user-defined parameters,
i.e., θ+ and θ− (see Fig. 4.2). These two thresholds are required to adjust the width
of a prototype, and distinguish the influence of the prototype from its neighbours
(prototypes) of other classes. On presentation of a training instance to RBFNDDA,
θ+ imposes the minimum correct-classification probability for the correct class,
whereas θ− imposes the highest probability tolerable with respect to an incorrect
class. As can be seen in Fig. 4.2, the intermediate region between the two thresholds
is an area of conflict which is inhabitable by any training instances. In other words,
θ+ and θ− control the size of the overlapping region of each prototype in RBFNDDA.
Berthold and Diamond [2] and Paetz [15] suggested that θ+ = 0.40 and θ− = 0.20
could serve as the default setting for the RBFNDDA network to achieve satisfactory
classification results.

RBFNDDA employs the DDA algorithm to perform constructive learning,
whereby new prototypes are introduced to encode new information from the data
samples. Figure 4.3 shows the learning procedure of RBFNDDA in a single epoch.
All the prototype weights are initialized to zero at the beginning of the training ses-
sion. The rationale is to prevent accumulation of duplicated information related to
the training samples. When a set of training samples is provided, they are presented
to the network one by one. If the sample is correctly classified by a few existing
prototypes, the weight of the largest prototype is increased. However, if the training
sample is incorrectly classified, a new prototype is introduced to encode the sample
in the network. In this case, the training sample is assigned as the centroid of the new
prototype and its weight is set to one. The initial width of the prototype is determined
in such a way to avoid overlapping with prototypes of other classes nearby. Then,
width shrinking for all prototypes of different classes will be executed if their acti-
vations caused by the training sample are above θ−. For additional details pertaining
to RBFNDDA, readers can refer to Berthold and Diamond [2] and Paetz [15].
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Fig. 4.3 The learning
algorithm of RBFNDDA in
one epoch [2]
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4.2.2 Fuzzy ARTMAP (FAM)

FAM is an ANN model comprising two Fuzzy ART modules being connected through
a mapping field [4]. The two Fuzzy ART modules respectively referred to as an input
module (labeled as Fuzzy ARTa) and an output module (labeled as Fuzzy ARTb).
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FAM undergoes a supervised incremental training session whereby it self-organizes
and self-stabilizes information from a data set in its structure.

To embark on a supervised learning process, Fuzzy ARTa receives the input pattern
whereas the output module receives the corresponding output class. The input pattern
is complement-coded [4] to avoid the category proliferation problem. The activation
of each prototype (node) j is measured using Eq. 4.1.

Tj =
∣
∣
∣A ∧ wa

j

∣
∣
∣

χa +
∣
∣
∣wa

j

∣
∣
∣

(4.1)

where A is the complement-coded input pattern, χa is the choice parameter in a small
positive setting close to zero [5]; wa

j stands for the weight of node j. FAM adopts a
winner-take-all scheme for node selection. In this regard, the node with the highest
activation (represented as J) is picked out as the winner. Then, a vigilance test is
carried out to compare the similarity degree between the winning prototype, wa

J , and
A against a threshold (vigilance parameter, ρa) [4] (Eq. 4.2).

∣
∣A ∧ wa

J

∣
∣

|A| ≥ ρa (4.2)

If the vigilance test fails, a new search cycle is triggered to find another winning node.
The process of finding a winning node is started again until the selected winning node
could pass in the vigilance test. However, when no such node exists, a new node is
created to encode the input pattern. The output module of FAM (i.e., Fuzzy ARTb)

also undergoes the same pattern-matching procedure to select a winning node that
represents the target class. After both modules have identified their winning nodes,
a map-field vigilance test [4] is carried out using Eq. 4.3.

∣
∣yb ∧ wab

J

∣
∣

∣
∣yb

∣
∣

≥ ρab (4.3)

where yb is the weight vector of the winning node from the Fuzzy ARTb to the map
field; wab

J stands for the weight vector of the winning node from the Fuzzy ARTa to
the map field; and ρab indicates the map-field vigilance parameter. If the map-field
vigilance test fails, it indicates the winning node from the input module could not
manage to predict for the target class correctly. Under this circumstance, a matching-
tracking process [4] is carried out to increase the vigilance parameter, as shown in
Eq. 4.4.

ρa =
∣
∣A ∧ wa

J

∣
∣

|A| + δ (4.4)
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where δ is a small positive value. The rationale of increasing ρa is to disqualify the
current winning node through the vigilance test. Consequently, a new round of search
for another winning node in the input module is commenced with a new setting of
ρa. This process is repeated until the winning nodes from both the input and output
modules has made a correct prediction. Then, FAM is in a resonance state when the
weight of the winning node is adjusted [4], as shown in Eq. 4.5.

wa(new)
J = βa

(

A ∧ wa(old)
J

)

+ (1 − βa) wa(old)
J (4.5)

where βa indicates the learning rate of the input module. The learning process in both
the input and the output modules is the same. Therefore, all equations of the input
module are also relevant to the output module by replacing superscript or subscript
a with b.

4.2.3 k-Harmonic Mean (k-HM) Algorithm

The k-HM algorithm [24] is one of the clustering methods to find a set of cluster
centroids in the data space. The main objective of the HM algorithm, like any other
clustering algorithms, is to find a group of clusters that are homogeneous within the
entities (data samples) in the same cluster and also that are highly separable from
one cluster to another.

The k-HM algorithm is formulated as a local search optimization algorithm [24].
Its objective function is defined in Eq. 4.6.

f (k, p) = min
N

∑

i=1

k
∑k

j=1
1‖xi−cj‖p

(4.6)

where k denotes the number of clusters; xi denotes the i-th data sample; c denotes the
cluster centroids. Initially, k-centroids are generated randomly. The k-HM algorithm
assigns the data samples (entities) to the nearest cluster centroids and updates the
centroids iteratively until a terminating criterion (the maximum number of iteration
or a small tolerance threshold) is reached. The cluster centroid cj is updated using
the Eq. 4.7 [24].

c(new)
j =

∑N
i=1 mkHM

(

cj/xi
) · wkHM (xi) · xi

∑N
i=1 mkHM

(

cj/xi
) · wkHM (xi)

,∀j = 1, . . . , k. (4.7)

where the membership function mkHM (·) and the weight function wkHM (·) are
defined in Eqs. 4.8 and 4.9.
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mkHM
(

cj/xi
) =

∥
∥xi − cj

∥
∥

−p−2

∑k
j=1

∥
∥xi − cj

∥
∥

−p−2 ,∀i = 1, . . . , N, ∀j = 1, . . . , k (4.8)

wkHM (xi) =
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j=1

∥
∥xi − cj

∥
∥−p−2

(
∑k

j=1

∥
∥xi − cj

∥
∥

−p
)2 ,∀i = 1, . . . , N (4.9)

4.2.4 The Proposed RBFNDDA-FAMHM Model

The RBFNDDA-FAMHM model incorporates the salient features of FAM and k-HM
to classify and adapts all RBFNDDA prototypes into a smaller group of information
clusters. The training procedure of the proposed model in one epoch can be described
as follows. The RBFNDDA algorithm is first applied to extract information from a
training data set. Such information is a collection of prototypes prrbf for all P classes
represented by centroids (or references), weights, and widths, respectively (see Eq.
4.10).

prrbf = 〈

r1,...,mp , Nw1,...,mp , wd1,...,mp

〉

, p = 1, 2, . . . , P (4.10)

Then, each reference vector of prrbf is complement-coded as A, and the learning
algorithm of FAM is initiated. Note that the FAM prototypes are in the form of
hyperboxes whereas those of RBFNDDA are in the form of radial basis functions.
In the proposed model, FAM is employed to assign the reference vector of an RBF
prototype to one of its prototypes during supervised training. For this, the boundary of
the selected winning FAM prototype is expanded in the data space to accommodate
new information provided by an RBF prototype. Such boundary expansion of an
FAM prototype allows inclusion of individual RBF prototypes of a class in the same
data region, and this helps ensure homogeneity within an FAM prototype. Upon
completion of an FAM training session, all individual RBF prototypes pertaining to
each FAM prototype are grouped. Information of the first RBF prototype in terms of
reference vector cj, weight Ncj, and width wdcj are initialized in an FAM prototype
j. Then, the k-HM algorithm is executed to estimate the centroid of each FAM
prototype. In this work, k = 1, and Eqs. (4.7)–(4.9) are applied in a single iteration
of k-HM to update centroid cj for each FAM prototype j based on a collection of
RBF prototypes. The proposed RBFNDDA-FAMHM model does not undergo the
local optimization process in multiple iterations to refine the FAM centroids (see Eq.
4.11).

prFAMHM =
〈

c1,...,mp
, Nc1,...,mp , wdc1,...,mp

〉

, p = 1, 2, . . . , P (4.11)

Now, the RBFNDDA-FAMHM model incorporates the information obtained from
prFAMHM , with all previous information in prrbf removed.
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4.3 The Experimental Study

The classification performance of the proposed RBFNDDA-FAMHM model was
evaluated using three benchmark data sets from the UCI Machine Learning Repository
[1]. In this chapter, the benchmark study covered comparisons between RBFNDDA-
FAMHM and RBFNDDA as well as other state-of-art machine learning models.

4.3.1 Performance Comparison with RBFNDDA

Two benchmark data sets, Wisconsion Breast Cancer (WBC) and Heart, were uti-
lized to compare the classification performance between RBFNDDA-FAMHM and
RBFNDDA. The WBC data set contained 699 clinical records of patients who suf-
fered from either malignant or benign breast cancer. On the other hand, the Heart
data set contained 270 medical records, each indicated the presence or absence of
heart disease.

The authors applied the same data partition scheme as employed in Paetz [15]
to divide both WBC and Heart data sets equally into a training set and a test set.
RBFNDDA-FAMHM underwent a single-epoch training session with the following
parameter settings: θ+ = 0.40, θ− = 0.20, and ρ̄a = 0.98. The experiment was
carried out for 30 runs, and the average classification results in terms of accuracy
and number of nodes were estimated using the bootstrapped method [7].

Table 4.1 shows the classification results of RBFNDDA-FAMHM from this exper-
iment and those of RBFNDDA reported in Paetz [15]. The test accuracy rates of
RBFNDDA-FAMHM are slightly inferior to those of RBFNDDA. However, the sig-
nificant advantage of RBFNDDA-FAMHM is its smaller network size as compared
with that of RBNFDDA. It is worth-noting that RBFNDDA-FAMHM does not delete
any information from the (redundant) RBF nodes from its structure. Instead, the hid-
den nodes are re-organized to produce a more compact network structure, without
affecting classification accuracy seriously.

Table 4.1 Performance comparison between RBFNDDA-FAMHM and RBFNDDA (standard
deviations are typed in round brackets)

RBFNDDA-FAMHM RBFNDDA [15]

Accuracy (%) #Nodes Accuracy (%) #Nodes

WBC 96.52 (0.74) 55.0 (13.3) 96.86 (0.99) 70.6 (13.4)

Heart 77.87 (3.23) 66.6 (7.5) 79.26 (2.83) 83.6 (3.3)
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4.3.2 Performance Comparison with Other Classifiers

The thyroid data set was utilized to benchmark the performance of RBFNDDA-
FAMHM against those from other classifiers. The thyroid data set contained 215
patient records, each with five laboratory test results. Each record showed one of
three diagnostic outcomes, namely, class-1 (normal function of the thyroid gland),
class-2 (hyperthyroidism), or class-3 (hypothyroidism). Hyperthyroidism is referred
to an over-active gland that produces an excessive amount of thyroid hormones;
conversely, hypothyroidism is referred to an under-active gland that supplies an
insufficient amount of thyroid hormones.

RBFNDDA-FAMHM was trained in a single epoch with the following parameter
settings: θ+ = 0.40, θ− = 0.20, and ρ̄a = 0.95. In accordance with Kohavi [12],
the 10-fold cross-validation method was used for performance evaluation. As such,
the data set was divided (almost) equally into ten subsets; nine subsets were selected
as the training set whereas the remaining was used as the test set. The classifier was
trained and evaluated repeatedly for ten rounds with ten different combinations of
the training and test sets, and the results were averaged. The same cross-validation
method process was also applied to RBFNDDA with θ+ = 0.40 and θ− = 0.20.

Table 4.2 shows the results of RBFNDDA-FAMHM, RBFNDDA, and FAM. The
results indicate the overall accuracy rate of RBFNDDA-FAMHM (i.e., 95.71 %)
is higher than those of RBFNDDA (94.95 %) and FAM (95.24 %). Specifically,
RBFNDDA-FAMHM is more accurate than RBFNDDA and FAM in classifying
Class-2 and Class-3 samples. In other words, RBFNDDA-FAMHM can predict
both abnormal conditions (hyperthyroidism and hypothyroidism) more accurately.
Another finding is that RBFNDDA-FAMHM exhibits a smaller number of pro-
totypes than that in RBFNDDA, but a higher number of prototypes than that in
FAM. The results show that RBFNDDA-FAM is a more compact (as compared with
RBFNDDA) and yet more accurate (as compared with both RBFNDDA and FAM)
model for undertaking this thyroid diagnosis problem.

The performance of RBFNDDA-FAMHM is also compared with those from other
classification methods. The results are listed in Table 4.3. The methods used for
comparison include Expert System for Thyroid Disease Diagnosis with Neuro Fuzzy
Classification (ESTDD with NEFCLASS-J) [11], the Artificial Immune Recognition
System (AIRS) [16], the Artificial Immune Recognition System (AIRS) with fuzzy

Table 4.2 The 10-fold CV results using the thyroid data set

Network Overall accuracy (%) Accuracy (%) #Nodes

Class-1 Class-2 Class-3

FAM 95.24 96.68 95.50 83.00 6.2

RBFNDDA 94.95 100.00 85.17 86.30 61.7

RBFNDDA-FAMHM 95.71 96.30 98.57 94.07 37.5
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Table 4.3 Comparison of the
10-fold CV accuracy between
RBFNDDA-FAMHM and
other methods

Classification method Accuracy (%)

ESTDD with NEFCLASS-J [11] 95.33

AIRS [16] 81.00

AIRS with fuzzy weighted
preprocessing [16]

85.00

ADSTG [6] 93.77

RBFNDDA-FAMHM 95.71

weighted pre-processing [16], and the automatic diagnosis system based on thyroid
gland (ADSTG) method [6] The outcome clearly indicates that the accuracy rate of
RBFNDDA is the highest among a variety of classification methods.

4.4 Summary

In this chapter, an ANN classification model that comprises an integration of RBFN-
DDA, FAM, and k-HM has been introduced to handle data classification problems.
The proposed RBFNDDA-FAMHM model mitigates the effects of the greedy inser-
tion behavior of RBFNDDA, which tends to generate many prototypes during its
training process. In this regards, the network compactness of RBFNDDA-FAMHM
is achieved by re-organizing and adapting the RBF prototypes into a smaller num-
ber of clusters through FAM and k-HM classification processes. To evaluate the
usefulness of RBFNDDA-FAMHM, three benchmark data sets have been used.
Its classification performances have been compared with those of RBFNDDA and
other machine learning models. The experimental results positively indicate that
RBFNDDA-FAMHM, which is a more compact model than RBFNDDA, is able to
produce high accuracy rates in undertaking data classification problems.

For further work, additional experiments will be carried out to investigate the
effectiveness of RBFNDDA-FAMHM in dealing with data classification problems
in different domains. In addition, methods to further enhance the classification per-
formance of RBFNDDA-FAMHM will be studied.
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11. Keleş, A., Keleş, A.: Expert system for thyroid disease diagnosis. Expert Syst. Appl. 34(1),

242–246 (2008)
12. Kohavi, R.: A study of cross validation and bootstrap for accuracy estimation and model

selection. In: Proceedings of the 14th International Joint Conference Artificial Intelligence
(IJCAI), pp. 1137–1145. Morgan Kaufmann (1995)

13. Martínez-Rego, D., Pérez-Sánchez, B., Fontenla-Romero, O., Alonso-Betanzos, A.: A robust
incremental learning method for non-stationary environments. Neurocomputing 74(11), 1800–
1808 (2011)

14. Ni, J., Song, Q.: Dynamic pruning algorithm for multilayer perceptron based neural control
systems. Neurocomputing 69(16–18), 2097–2111 (2006)

15. Paetz, J.: Reducing the number of neurons in radial basis function networks with dynamic
decay adjustment. Neurocomputing 62, 79–91 (2004)

16. Polat, K., Gunes, S.: An expert system approach based on principal component analysis and
adaptive neuro-fuzzy inference system to diagnosis of diabetes disease. Digit. Signal Proc.
17(4), 702–710 (2007)

17. Reed, R.: Pruning algorithms—a survey. IEEE Trans. Neural Netw. 4(5), 740–747 (1993)
18. Reilly, D.L., Cooper, L.N., Elbaum, C.: A neural model for category learning. Biol. Cybern.

45(1), 35–41 (1982)
19. Specht, D.F.: Probabilistic neural networks. Neural Netw. 3(1), 109–118 (1990)
20. Widrow, B., Greenblatt, A., Kim, Y., Park, D.: The no-prop algorithm: a new learning algorithm

for multilayer neural networks. Neural Netw. 37, 182–188 (2013)
21. Xu, R., Wunsch II, D.C.: BARTMAP: a viable structure for biclustering. Neural Netw. 24(7),

709–716 (2011)
22. Yang, S.-H., Chen, Y.-P.: An evolutionary constructive and pruning algorithm for artificial

neural networks and its prediction applications. Neurocomputing 86, 140–149 (2012)
23. Yang, L., Yang, S., Zhang, R., Jin, H.: Sparse least square support vector machine via coupled

compressive pruning. Neurocomputing 131, 77–86 (2014)
24. Zhang, B.: Generalized k-harmonic mean—boosting in unsupervised learning. Technical

Report HPL-2000-137, Hewlett-Packard Laboratories (2000)



Chapter 5
Personalized Intelligent Mobility Platform:
An Enrichment Approach Using Social
Media
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Abstract This chapter aims to present a technical approach for developing a person-
alizedmobility knowledge base supported bymechanisms for extracting and process-
ing tweets relatedwith traffic events, in order to support highly specific assistance and
recommendations to urban commuters. In order to address a personalized mobility
knowledge base, a step-wise approach is presented with the purpose of construction
and enriching a knowledge model from heterogeneous data sources providing real-
time information via Personal Digital Assistants (PDAs). The approach presented
is decomposed into several steps, starting from data collection and knowledge base
formalization targeting the development of a personalized intelligent route planner,
enabling a more efficient decision support to urban commuters. The work presented
here, is still part of ongoing work currently addressed under the EU FP7 MobiS
project. Results achieved so far do not address the final conclusions of the project
but form the basis for the formalization of the domain knowledge do be acquired.
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5.1 Introduction

Intelligent Transport Systems were envisaged to bring about optimization of travel
through synergies of various technologies in particular information and communi-
cation technologies.1 The main philosophy has been employing a wide range of
devices which were to provide system knowledge of the status and whereabouts of
components in a transportation system in order to control the various parts including
vehicles, people. Towards an optimum versus a limited set of criteria, interurban
traffic management systems. Existing intelligent transport systems however are not
able to handle multiple complex situations in which mass of various agents (subjects,
objects) and influences (information from the environment, society, time and place
contexts) are causally interlinked. Moreover, existing systems usually optimise the
shortest route, shortest time criteria function not taking into consideration predicted
complex events and the minimisation of the energy consumption and pollution.

Nowadays with the proliferation of a panoply of smartphones and tablets on the
market, almost everyone has access to mobile devices, which offers better processing
capabilities and access to new information and services. Taking this into account
the demand for new and more personalized services which aid users in their daily
tasks is increasing. Current navigation systems lack in several ways in order to
satisfy such demand, namely, accurate information about urban traffic in real-time,
possibility to personalize the information used by such systems and also the need to
have a more dynamic and user friendly interaction between device and traveller. In
short, the current navigation systems were not designed to be intelligent enough to
communicate their needs effectively to humans, and they are not intelligent enough
to understand humans attempts to satisfy those needs. The authors recognize that
the proliferation of social media, access to transport and traffic system information
via mobile broadband services and availability of information of smartphones as
sensors have changed the landscape in terms of the ability to deploy cooperative
systems. Google was early to catch on this trend with their traffic information system
which built on principles of crowd-sourcing [1] enabling participant in the system to
contribute and benefit from shared information. However according to the authors
knowledge, none of the existing systems uses the information stored in the existing
social networks for the purpose of deciding thebest possible route (real-timedetection
of traffic accidents from social networks).

In the scope of this work, the focus is on the analysis and detection of traffic events,
where information being disseminated by social networks can have an important role.
Social networks allow the detection of very small events, such as a damaged car in a
side street. In addition to that, the interval between the beginning of a traffic incident
and the publication of a tweet about this incident usually tends to be much less, when
compared to the time required for a news agency to broadcast about such particular
event.

Extracting useful information from tweets presents some challenges, as described
by the authors (Bifet and Frank and Gimpel et al. [2, 3]). Taking into account that

1See http://sites.ieee.org/itss/.

http://sites.ieee.org/itss/
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the information is completely unstructured, tweets can contain grammatical errors
and abbreviations, each user has its own way of writing, the information can be
incomplete (For example, a street name with no more information about city), false
or not credible. From the authors point of view, the information contained in a tweet
message, can only be considered relevant, if the same topic was referred by users in
a short period of time. Moreover, automatically recognize tweets about traffic events
can be a difficult task (the tweet Excessive speed is the main cause of car accidents
in Liverpool is not relevant but contains car accident and Liverpool). In fact, one of
the most important limitations in extracting useful information from a tweet is its
140-character limit.

The multi-variant criteria and inherent distributed nature of a solution in a collab-
orative system based on crowd-sourcing, in which local optimization gains must be
balanced against the cost of sharing global knowledge via mobile systems, mandate
research towards a distributed communication solution for more personalized and
intelligent mobility solutions. MobiS project [4], is approaching this complexity in
a holistic way by introducing the concept of a mutual symbiotic relation in its core.
This is a single, omnipresent relation type where all components that are involved or
influenced by the multimodal mobility complex environment like objects (machines,
computers, transport devices …), people (citizens, social networks …), businesses
and organisations, legal environment (formal rules, standards, regulations, …) and
natural and social environment that benefit from interacting with each other towards
efficient and energy-positive mobility.

This chapter presents an approach for developing a personalized mobility knowl-
edge base to be used by a mobile travelling companion application, whose con-
versational interactions crowdsource information about the world for the purpose
of providing highly specific assistance and recommendations to the user. Into this
extend, the notion of real-time information on social networks is also taken into
account within this approach. The objective is to enrich a personalizedmobility plans
from urban commuters with traffic events captured from social networks, as a way
to provide more accurate information to travellers and support the decision-making
in their daily mobility plans. As social network, this work is focusing in Twitter, a
popular microblogging service which has received much attention recently. It only
cost 140 characters to generate a message (called tweet) for any user, and the real
time nature of the tweets may be used to detect an event quickly. This work adopts
an event-driven approach, based on Twitter messages (“tweets”), with the objective
of detecting and classifying traffic events in real time. The approach presented here,
implements a computational framework able to learn to classify a set of traffic-related
tweets adopting machine learning techniques, extract a set of contextual information
such as: the location and type of event, geo locate the event on a map and the follow
up of the incident i.e. monitoring incidents evolution.

The work presented here, is still part of ongoing work currently addressed under
the EU FP7 MobiS project. Results achieved so far do not address the final conclu-
sions of the project but form the basis for the formalization of the MobiS domain
knowledge along with the MobiS data models.
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This chapter is structured as follows: Sect. 5.2 describes the overall approach,
where data is acquired from heterogeneous sources and reasoning is applied
to each individual mobility plan. Section5.3 described the related work, which
is considered relevant for support the development of the work presented here.
Section5.4 presents the methodological approach for achieving personalized mobil-
ity. Section5.5 presents the methodology for domain knowledge formalization and
Sect. 5.6 defines the vocabulary used by the knowledge base. Section5.7 presents the
approach developed for extracting traffic events from tweeter. Section5.8 presents
the mobile traveling companion module and Sect. 5.9 presents the conceptual archi-
tecture, followed by the conclusion and future effort.

5.2 Conceptual Approach

Following the above hypothesis, the main goal of this work, is to create a new
customized and intelligent mobility concept and solution by applying artificial intel-
ligence concepts and methods that will monitor, model and manage the complex
network of urban mobility subjects, objects which interacts with natural, social and
business environment in a symbiotic way, where all different stake-holders in urban
traffic will be able to cooperate, thus providing more efficient citizen mobility.

More particularly, the presented work aims to bring a substantial contribution for
the development of a holistic infrastructure for collecting, analysing and processing
information from different sources (to be addressed within MobiS project), being
able to:

• Retrieve and analyse the mobility plan of each citizen, coming from different
information sources (desktop calendar, Personal Digital Assistant (PDA), sensor
tables).

• Allow the citizen to define his/her decision criteria in order to propose the best
alternative route. Decision criteria could be cost, time, energy savings.

• Collect information about the possible transport means that could satisfy each cit-
izens mobility plan. Here the authors include traditional (public transport, private
transport, urban bicycle networks) and new and emerging mobility models (car
sharing, tweeting vehicles).

• Reasoning, predicting and planning the traffic in urban areas based on the citizens
mobility plans, existing transport network topology, decision criteria and other
information sources coming from different public or private service providers
(For example, Metro, tram, bus, schedules, parking areas), existing sensor net-
work infrastructures (For example, sensor-based parking services, positioning of
existing transport means) and social media. The idea is to develop a prediction
model, which will be able to predict potential anomalies (traffic jams, pollution,
saved energy) based on the models learned from the historical data, current infor-
mation data and other individual predicted models.
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• Continuously update the behaviour and simulation model and propose alternative
plans to citizens considering possible changes, anomalies and trends. In order to
realize this vision, the work which in this chapter is concerned, will create the
necessary research and prepare the basis towards handling with different sources
of information and services.

• Private-public services: Those concern traffic information systems, telematics ser-
vices, time schedules, e-transactions (e-booking, e-payment). Those services are
provides either by private or public bodies (urban authorities).

• Ambient data: Those are coming from various sensors and related infrastructures.
They might also consist of a specific service (telematics) or work autonomously
in other cases (sensors on parking slots providing real-time availability).

• Networking data, consisting of information coming from existing social media.
This information could help in proposing car sharing alternatives with people
knowing each other from existing social networks (Facebook, Twitter). Network-
ing data can also have the form of existing applications supporting clustering,
communities, crowdsourcing.

• Reasoning, prediction andArtificial Intelligence (AI) services. Existing infrastruc-
tures and project results will be used in order to provide reasoning, prediction and
decision function services. The adoption of a federation approach will enable to
collect the information from different providers and process them through those
AI services, in order to serve peoples mobility needs in the most efficient and
personalized way.

The conceptual approachdriving thiswork (Fig. 5.1), adopts theMonitor,Analyse,
Plan, Execute and Knowledge (MAPE-K) adaptive control loop in order to address
symbiotic relations to be tackled by the project.MAPE-Kwasfirst introduced by IBM
in their white paper “An architectural blueprint for autonomic computing” [5] and
later introduced in the context of self-adaptive systems. MAPE-K is a construct for
realising a computing environment with the ability to manage itself and dynamically
adapt to change in accordance with given policies and objectives.

The first step in Monitoring is to detect any unexpected events of interest by very
efficient processing of events coming from all possibly relevant sources (private-
public services, ambient/mobility data, social networking data). Monitor collects the
details from the managed resources, aggregates, correlates and filters these details
until it determines a symptom that needs to be analysed. The challenge is to enable
the identification of early warnings, especially in the case of a very changeable
environment (For instance,where the patterns indicative of a type of relevant situation
have been dynamically changing).

The next step is theAnalysis of these earlywarnings using reasoning, prediction on
the symptoms provided by themonitor function. This process introduces background
information in order to support a correct (semantic) interpretation of discovered
unexpected event. The outcomeof integrating data coming fromdifferent sources into
a detection pattern, and associating it with a semantic description, is a meaningfully
identified situation of interest, to which real-time adaptive dynamic route planning
should react upon. The challenge is to perform the necessary reasoning (simulation
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Fig. 5.1 Concept approach

and prediction) procedures on the stream data in real-time. If changes are required,
a change request is logically passed to the plan function.

The Plan stage generates alternative plans/solutions (route (re)planning) for
untapped situations. It structures the actions needed to achieve goals and objectives.
The plan function creates or selects a procedure to enact a desired alteration in the
managed resource (mobility plan manager). The challenge is to support a real-time
feedback to the proposed reactions. Plan functions are performed at different lev-
els: locally, by reasoning about optimisation at local context, and globally reasoning
using large-scale knowledge and processing.
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The Execute step, acts upon the managed resource (mobility plan manager) using
effectors, based on the actions recommended by the plan function. The Knowledge
aggregates data shared among the monitor, analyse, plan and execute functions. The
shared knowledge includes historical data, decision criteria, individual predicted
models. The execute step is responsible for updating the knowledge based, whenever
a new individual mobility plan is executed.

5.2.1 Technological Objectives

The work proposed here provides some specific capabilities that derive from the
three basic areas (federated architecture, multi-criteria decision function and reason-
ing/planning/prediction) and fulfil the expected functionality. Those capabilities are
presented in Table5.1.

5.3 Related Work

From a more general point of view, MobiS project encompasses several branches
from different areas within Intelligent Transportation Systems (ITS) and Knowledge
Acquisition (KA). In fact, the project aims to be an agglomerate enabler in terms
of ITS technologies, integrating several research topics into one single system. The
objective is to cover several technology brancheswhich present great research efforts,
as is the case of Traffic Prediction and Simulation [7, 8], Smart Parking [9], User
Context based Navigation Systems [10]. The objective is simple: to improve traffic
and road conditions and flow, while lowering carbon emissions and pollution within
the road network. Some research regarding these topics is already taking place, as
evidenced inChueh et al. [11], and ITS generic platforms are already being developed
[12]. Moreover, the above mentioned research endeavors use different types of data
sources, from sensor data to floating car data, social networks, and infrastructure
gathered data.

With respect to the work proposed here, some promising research has been devel-
oped in the area of Companion Cognitive Systems, according to Forbus and Hinrichs
[13], companions will help their users work through complex arguments, automat-
ically retrieving relevant precedents, providing cautions and counter indications as
well as supporting evidence. Companions will be capable of effective operation for
weeks and months at a time, assimilating new information, generating and maintain-
ing scenarios and predictions. Companions will continually adapt and learn, about
the domains they are working in, their users, and themselves. This work aims to bring
this vision, into personalized urban mobility, where companions learn from urban
commuters about their daily habits and make recommendations in order to make
individual mobility plans more efficient and more personalized.
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Table 5.1 Technological objectives

Technological Objectives Description

Services federation/networking among objects,
people, devices and organizations

Improving networking communication
capabilities allowing collaborative processes
among objects, people and other actors
(authorities, service providers). This will be
through open and federated architectures and
generic interfaces that will be adapted by the
Service providers in order to publish their
services and make them identified, composed
and consumed by the interested parties

Real-time situational awareness
(planning, optimisation, prediction)

Implementation of technologies for real-time
large scale data modelling, prediction and
optimisation. Based on the multiple data and
information sources coming from the mobility
network, travellers intention, external
monitoring networks and open access
information sources, machine learning
mechanisms will model the behaviour of
entities involved, the complete mobility space
and predict, detect and describe complex events
that will influence the planning route
functionality

Decision criteria function New Decision Criteria Function as the basis for
all decision, calculations and reasoning.
Addressing environmental issues in a broader
sense pursuing not only the pure reduction
energy consumption and of CO2 emissions, but
also other negative influences n natural
environment and society

Local reasoning capabilities Extends the capabilities towards learning,
awareness and reasoning on different levels

Large scale reasoning Reasoning on a large scale knowledge through
LarKC platform (Open source large scale
reasoning platform developed under the FP7 IP
LarKC [6], and data from urban transport
systems, external data and news services
(traffic, weather, pollution, news) and
formalised knowledge descriptions (based on
Cyca—largest known common sense KB
developed. For instance, the Euridice
Knowledge Model—FP7 IP (EURIDICE) used
in the mobile data transmission domainb

a See http://www.cyc.com/documentation
b See http://www.euridice-project.eu

In order to make personal companions, and into this respect, personal travel com-
panions, more user friendly, conversational interaction between human and system
is key. Real-world conversations between humans can contain context dependent

http://www.cyc.com/documentation
http://www.euridice-project.eu
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terms or phrasing, rely on conversational memory, require common sense knowl-
edge about the world, events, or facts, retain memory stretching back over a long
history of interactions and shared experiences, and infer meaning from incomplete
and partial statements. Perhaps the most successful system to date using these meth-
ods is Apple’s Siri system, and it can only handle a limited number of predicted
situations. One of the weaknesses of such systems is the lack of a discourse model
that can support clarification and correction dialogues in any general way. Lasecki
[14], Witbrock [15] and Kittur et al. [16] have all proposed important developments
in conversational assistants capable of holding natural language dialog with users
and knowledge acquisition from crowdsourcing. In this work, the authors propose
a knowledge formalization methodology for supporting conversational interaction
using natural language with urban commuters with the objective of providing them
better recommendations to their individual mobility plans.

Recommendations systems to support driving behaviours have been proposed by
Chandrasiri et al. [17] and Wu et al. [18]. The objective is to propose a driving the
monitoring system to provide drivers an indicator of the danger level for driving
safety. The authors advocate that the analysis of driving skill/driver state can be used
in building driver support and infotainment systems that can be adapted to individual
needs of a driver. Although, such work make the use of machine learning algorithms
to capture driving behaviours, this research attempts to have a more comprehensive
overview on capturing and learning mobility patterns of urban citizens, including car
drivers and public transportation users.

Regarding the influence of social network data for enriching personal mobility
plans, it can be considered that, event detection on social networks as a subdomain of
web mining, so the publications on this subject are of various natures. Nevertheless,
it will be described here some recently relevant research works, which have been
done in the area of detecting events (not only about traffic) through twitter.

Concerning traffic events, Wanichayapong et al. [19], Schulz et al. [20], and
Twitraffic2 present different approaches to detect events from tweeter. Wanichaya-
pong et al. [19] use an approach to extract parts of tweet messages as verbs and
prepositions in order to parse tweets. Such approach enables to separate the tweets
that refer to a traffic incident localized to a certain point and those located between
two points. Unlike the authors system, tweets must have a certain structure for fur-
ther processing. Schulz et al. [20] use several types of features are used to train a
machine learning classifier: character n-grams, syntactic features, spatial and tem-
poral unigram features, term frequency—inverse document frequency (tf-idf) [21]
and linked open data features [22]. The classifier in this system uses only the tf-idf
with very promising results, similar to those inWanichayapong et al. [19] and Schulz
et al. [20]. Twitraffic is a system to filter tweets about traffic in UK and extract the
location as well as the sentiment of the tweet. None of them contain a component
for monitoring incidents evolution.

Concerning event detection andmanagementmore generally, bibliography ismore
numerous. Abel et al. [23] propose an approach to detect any kind of incident from

2See https://twitter.com/twitraffic.

https://twitter.com/twitraffic


70 R. Costa et al.

an emergency broadcaster. The main difference with this approach, except that it is
not developed for traffic events, is that the data stem from a database of incidents
and not from social networks. This has the advantage of easily structure the incidents
because they all have the same format, which is not the case of incidents contained
in the tweets. Social media serve only to enrich the information on events, while this
research focuses directly on tweets. The authors use a Jaccard distance to compare
tweets. A system for managing crisis through tweet analysis is presented in Rogsta-
dius et al. [24]. Tweets analysed were previously filtered by the user of the system.
It does not include algorithms to classify the content of a single tweet. A clustering
algorithm for tweets is explained. Tedas [25] uses a system of propagation of rules for
obtaining new tweets. InTwical [26] each event has four characteristics: event phrase,
date, event type and named entity. TweetTracker [27] use keywords and geolocation
as a system input. Other systems like Ushahidi [28] specialized in the analysis of
mobile data and not just social networks. It is completely based on crowdsourcing.
Yin et al. [29] present a crisis management system that incorporates tweet clustering
and burst detection algorithms [30].

To the authors best knowledge, there are no publications on a system that integrates
all stages of this system, namely classification, detection of traffic event type, infor-
mation extraction (location entities, temporal information), geolocation and moni-
toring of traffic events.

5.4 Methodological Approach

The methodological approach to be tackled for reaching a personalized knowledge
bases is presented here and is decomposed into several steps, starting from data col-
lection and knowledge base formalization into an intelligent route planner supported
by reasoning and prediction mechanisms. Figure5.2 depicts the multilayer approach
to be followed. This layered approach uses Graph Theory to represent the road and
transport network.

5.4.1 Base Graph

A graph representing the entire transport network is built using Open-Street Maps
(OSM) data.3 OSM use a collaborative project to create a free editable map of the
world. The two major motivations behind OSM are restrictions on use or availability
of map information across the world and the advent of inexpensive portable satellite
navigation devices.

3See http://wiki.openstreetmap.org/.

http://wiki.openstreetmap.org/


5 Personalized Intelligent Mobility Platform … 71

Fig. 5.2 Route planner methodological approach

OSM data is extracted from GeoFabrik,4 a specialized website for downloading
available OSM data, in the form of a graph. The graph contains information about
roads, railways, footways, bicycle paths, along with speed limits, network barriers,
public transportation stops and stations, and other data regarding the transport net-
work. The OSM data is divided into nodes, ways and relations. This OSM data is
then fed into a specialized OSM router, the Routino router.5 Routino offers a series
of routing functions and it easily integrated with other types of functionalities, such
as the multimodal routing functions for public transport.

The Routino routing algorithm has suffered several improvements in terms of
performance since its beginnings. The algorithm has its roots in the Dijkstra and
A* algorithm families, adding constraints regarding particular transportation means,
and the notion of super nodes, which are the most interesting nodes in the route. A
node is deemed to be interesting if it is the junction of three or more segments or
the junction of two segments with different properties or has a routing restriction
different from the connecting segments. Instead of finding a long route among a data
set of 8,000,000 nodes (number of highway nodes in UK at beginning of 2010) it

4See http://www.geofabrik.de/.
5See http://www.routino.org/.

http://www.geofabrik.de/
http://www.routino.org/
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finds one long route in a data set of 1,000,000 nodes and a few hundred very short
routes in the full data set. Since the time taken to find a route is proportional to the
number of nodes that need to be considered the main route takes 1/10th of the time
and the very short routes take almost no time at all.

The next layer deals with Data Capture and Knowledge Capture: data and knowl-
edge are captured from different sources such as social networks (Twitter posts about
traffic), Geographic Information Systems (GIS) data, map and transport networks
data other than OSM, sites and Application Programming Interfaces (APIs) about
places and venues (For example, Google Places, Foursquare, Facebook Events),
Googles Generic Transit Feed Specifications (GTFS).6 Although Data Capture and
Knowledge Capture are on the same level, they are different in the sense that data
is thought of as being composed by unstructured bits and pieces of information,
whereas knowledge has already some type of information structure. The next step is
responsible for feeding the captured data and knowledge into a registry which has
records for all events which matter to the creation of a mobility plan, from real-time
traffic, accidents, road blocks or other traffic events, to particular social events such as
sport or cultural events, which may have some influence in every individual mobility
plan of urban commuters.

At this stage, captured data and knowledge is annotated using Cyc concepts
(described in detail in further sections) in order to use it later in the reasoning process.
The annotation process enables Cyc to reason about certain traffic aspects, such as
users preferred places and paths, journey times and journey updates, optimized emis-
sions and consumptions, among other. Some of this data will be used later by the
reasoning and inferencemodules, but at this stage, this layer will use only data related
with current traffic situation and events, public transportation paths and schedules
(GTFS), car sharing services and data, and other data which does not need to be
inferred or reasoned upon. This data may come from various different sources, such
as social networks (feeds about traffic events), news, specialized traffic services and
operators or simply from sensors scattered throughout the transport network. The
combination of these information sources creates a graph with dynamic, built-in
information about public transportation, car sharing, bike rental and the current sta-
tus of traffic. Data regarding the road and transport network is aggregated so as to
create a Traffic Model corresponding to the current transport network situation.

5.4.2 Smart Graph

Real-time traffic data is collected and stored in order to build a historical background
about traffic. Historical data is mainly coming from sensor data collected throughout
several years. The usage of historical data will enable the development of traffic
forecasts, which depend on the hour of the day and the day of the week, traffic

6See https://developers.google.com/transit/gtfs/.

https://developers.google.com/transit/gtfs/
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and weather patterns, regular and complex events and other information that can
somehow aid in the creation of predictive traffic models.

This information is used to create Traffic Nowcasts, which are simulations based
on the current traffic conditions. Depending on the type of events, it is expected
to simulate how a real-time event can affect traffic conditions for a certain period
of time. One example may be a football match. If a football match is planned for a
certain period in city centre, there is a good chance that all roads near the stadiumwill
be congested before the match. Hence, the use of simulation capabilities to predict
the congestion around the stadium for a particular time.

Another use of the information is to create traffic forecasts or predictions based
on the historical information about road network, traffic events and other situations
that affect the road network in the near future. In most cases such situations occur
periodically in constant intervals of time (For example, traffic congestions on normal
days, sports matches). The idea is to combine information gathered from these two
modules with relevant information coming from social networks, news or any other
information source about future events, in order to simulate and predict the traffic
conditions. By prediction and simulating, such results will enable reasoning engine
based on Cyc, to better understand the nature of traffic and to suggest alternative
routes to users, according to their preferences and needs.

At this stage, the graph contains real-time traffic data enriched with predictive and
simulation capabilities from the traffic forecast and nowcast modules. This enable
personal mobility services not only to create better mobility plans that are based on
the current traffic information but also instantly recalculate such mobility plans.

5.4.3 Personalized Smart Graph

The next iteration is based on the addition of individual user preferences to the
graph, such as the type of vehicle (car, bicycle, public transportation), the type of
modality (shortest, quickest, environmentally friendly) or the type of route (from A
to B, cultural path, time filling, personal). The information needed can be accessed
directly through user preferences, from social networks or from historical records of
past individual routes.

This layer already works with the knowledge base to find patterns on user routes
and preferences, in order to find the best possible route for a particular user. The
inference engine based on Cyc, will learn users preferences and habits, while pro-
viding suggestions on where to go, how and when to get there and advising about
how to save fuel, contributing to lowering emissions.

For instance, one can imagine that a certain user likes Italian food and modern
art. The engine can infer this fact from the data that it acquired through the user
interaction i.e. asking mobile travelling companion about routes with these two types
of places, namely Italian restaurants and modern art museums, on previous mobility
plan requests.
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Hence, the mobile travelling companion will search for possible places and routes
which match the users preferences on its knowledge base, and will construct a new
route and the travel plan that can even include these preferences. Places, venues and
events are gathered from social networks and other online information sources, such
as event sites, Google Places, Google Calendar,7 TripIt,8 Foursquare,9 Facebook,10

among others. Also, depending on the user, interaction with social networks is sup-
ported, meaning that the mobile travelling companion is capable of not only gather
information from social networks, but also post relevant information on them, such
as posting route information on the users Facebook page, or inviting other users to
share a users car in some trip.

The preliminary tests regarding smart graph creation and update, where conducted
on a dual core processor using 4 GB of RAM, running a Ubuntu virtual machine.
For the test, it was used graph containing the traffic network for Sweden region (282
MB file) and it took 30s to be processed. Although the figures dont really express
the performance of the algorithm used, future test will be run on a server machine
with more processing capabilities.

5.5 Methodology for Domain Knowledge Formalization

The way in which the personalized mobility concept is addressed is twofold: on
one hand it focuses on the knowledge formalization that is necessary to support
knowledge driven (top down) methods; on the other hand, it deals with data driven
modelling, deep analytics, predictions, trend detection and knowledge extraction
(bottom up) approaches. Since the authors are aiming to combine methods from
both groups, there are strong dependencies and common grounds between these.
The formalized knowledge model that will support the travelling companion must
take into account two main features:

• Context calculation, i.e., identification of entities determining traffic current situa-
tion, by allowing services to access the related information sources. For example,
by determining the traffic flow for the next hour in a certain area, the knowl-
edge based allows to retrieve a wealth of formalized contextual information (For
example, current traffic and weather information).

• Reasoning on live data, enriched with knowledge already available in Cyc11 and
with knowledge automatically detected by the proposed infrastructure. For exam-
ple, patterns in traffic situation during a weekly day can be captured by observing

7See https://developers.google.com/.
8See https://www.tripit.com/developer.
9See https://developer.foursquare.com/docs/.
10See https://developers.facebook.com/docs/reference/api/.
11See http://www.cyc.com/documentation.

https://developers.google.com/
https://www.tripit.com/developer
https://developer.foursquare.com/docs/
https://developers.facebook.com/docs/reference/api/
http://www.cyc.com/documentation
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traffic flows over a period of time, formalized as rules in the knowledge base, and
reused for the purposes of more efficient mobility.

There are several methodologies and tools for enabling domain knowledge for-
malization, namely OWL, PIDF or Cyc. The reason behind choosing Cyc as the
most suitable context modelling ontology, is that fact that Cyc provides a unique and
extensive commonsense knowledge base and inference capabilities therefore the key
to a number of different methods for improving and enhancing the results of existing
information extraction systems. In particular, Cyc can support:

• Strengthening of type identification,
• Detection of certain information extraction errors,
• Resolution of references to specific individuals; and
• Unification of references to the same entity.

What is more, Cyc as an integrated knowledge based system supports association
of ontological concepts with real data through the Cyc API. This enables reasoning
with live data and at the same time obtaining simple process of modification of the
live knowledge model, with modelling time error detection.

The knowledge encoded in Cyc is very broad and already supports many of the
concepts needed in the scope of this work. Due to a compact integration of dif-
ferent Cyc components the whole system presents a reliable, robust and compact
tool for advanced real time reasoning with the mobility data. What is more, Cyc
supports authentication of human modellers and knowledge base versioning. From
this perspective, one of the disadvantages of the Cyc system is the lack of support
for the contextualized modelling tool. The main aspects of methodology for domain
knowledge formalization in Cyc are represented in Fig. 5.3.

Fig. 5.3 Knowledge formalization methodology
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Due to the fact that Cyc contains a broad commonsense knowledge base, allows
reasoning and integration of live data, provides on-the-fly error detection, Cyc has
been chosen as a principal tool for domain knowledge formalization. The method-
ology for domain knowledge formalization in Cyc uses the notion of Cyc microthe-
ories, individuals, collections and predicates. Microtheories are used to represent
thematic subsets or context of the ontology. Cyc collections are kinds of classes
which instances have common attributes. Individuals in Cyc KB (knowledge base)
represent single objects and predicates refer to relations.

5.6 Knowledge Base Vocabulary Definition

The Cyc knowledge base is a common sense ontology that will appropriately rep-
resent the vocabulary being reviewed in the mobile domain. Because it is com-
mon sense, it not only covers the concepts connected to the traffic, but human
activities as well. For example, it has the concept of what is the driver (#$Driver-
TransportationProfessional) and to humans obvious knowledge that vehicle needs
a driver, which is not obvious for machine reasoning systems. The vocabulary part
of the ontology is open source and can be downloaded as an RDF graph from the
OpenCycs Sourceforge site.

The KB extension will also rely on the preexisting work already performed under
the EURIDICE context model implementation of transportation concepts in Cyc. In
EURIDICE, the context model is consisting of three different areas related to the
main logistics stakeholders and they are called: Cargo Domain, Transport Domain
andEnvironmentalDomain. The various transportationmodeswithin theEURIDICE
taxonomy are grouped as follows:

1. Road Transport;
2. Air Transport;
3. Rail Transport; and
4. Maritime Transport.

As stated before, the starting point of this KB extensions is to reuse the existing
CycsMicrotheory called TransportationMt. This is theMicrotheory which subsumes
all of the vocabulary regarding the transportation and traffic. Before the authors began
working on the extensions themodel contained 2179 assertions and 17 first level sub-
Microtheories (Fig. 5.4) which encoded knowledge about transportation.

When using reasoning and not just the search in the KB, the number of Microthe-
ories that contain the transportation relevant knowledge (because of the transitivity)
goes up to 2000. Other Microthories inside the KB will be used to gather users
information, regarding their choices and preferences as transportation network users
and as individuals, in order to perform personalized reasoning. In terms of privacy,
personal user data can only be access by each individual user itself and not avail-
able to others. This privacy method is based on the hierarchical connection between
Microtheories. Microtheories can be hierarchically connected, where more specific
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Fig. 5.4 First level sub Microtheories of the TransportationMt

Fig. 5.5 Knowledge base microtheory structure example

Microtheories can access the knowledge in more general ones, but not in the other
direction.

For deeper understanding please refer to Fig. 5.5, what it is asserted in theUser2Mt
cannot be accessed in User1Mt, whereas both Microtheories can accesses the asser-
tions from TrafficMt and UniversalMt respectively.

Inside the Knowledge Acquisition module the authors use these Microtheories
to solve different opinions of users and the changes through time. There are two
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approaches, which need to be further tested through the proceeding of this work. The
first approach which and currently the default one is that the acquired knowledge
(except the personal data), goes directly into the general KaMt. Each assertion from
there is then presented to the other users as a checking question. For example: Is it true
that this is a traffic accident?, Is it true that The Bar 5 is a type of Bar. The user then
has to confirm or negate the statement. The system then counts the number of agrees
and disagrees and if the disagreement comes over some threshold, the assertion is
removed.

The second approach goes into another direction. Each answer is always answered
to the User Microtheory (User1Mt, User2Mt…). The system then counts how many
users gave the same answer to the same question.When this comes over some thresh-
old, the assertion is moved into the more general KaMt, where it can be seen by other
users of the system as well. The use of these two approaches also aid in any privacy
issues relating knowledge gathering into the knowledge base.

5.7 Approach for Extracting Real-Time Traffic Events
from Twitter

The approach presented by this work, adopts a step-wise approach, where several
functionalities need to be performed for traffic event detection. Managing traffic
events require several analysis components. The first one is related to the system
input. Data is obtained from Twitter and has to be filtered in order to have perti-
nent information. Once a tweet about traffic is detected, information needed to best
describe the incident is extracted. Figure5.6 depicts the step-wise approach adopted
in this research.

The objective of this first step is to classify the content of the tweets into two main
classes: traffic related events and non-related traffic events. Since this system fits
into a big data context, the authors analyse a huge quantity of tweets constantly and
without any constraint about the content or structure of a tweet. Therefore there is
a need to have a mechanism that automatically filters non-related traffic tweets. The
classification adopts a supervised classification algorithm, although this case uses a
Support Vector Machine (SVM) classifier. Relevant literature [19, 28], has shown
that the adoption of SVMs in resolving problems of this nature, have bring significant
improvements. SVM has shown to be a suitable model for this type of problem. The
classification is performed in two different phases (learning and testing phase). The
SVM start by separating the input data into two classes through a decision function
that is learned during a learning process. Once the model has learned how to classify
the data, it can be used for classification purposes. In the authors approach, the SVM
will tell us if a tweet is referring to traffic or not.

The several steps which compose the proposed approach for extracting traffic
events from social media can be described as follows:
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Fig. 5.6 Traffic events extraction from social media

Event type classification: After the filtering in the previous step, and eliminating
the non-relevant tweets for this purpose, the event type classification, deals
with detecting the type of event each tweet is related with. For this work,
8 different classes of events were considered: traffic jam, roadwork, freight
traffic, road closure, ice, wind and snow, traffic accident and others. The
objective here, is that each relevant tweet can be labelled with the event
type.

Named Entity Recognition: The Named Entity Recognition (NER) step, involves
processing a text and identifying occurrences of certainwords or expressions
which belong to a particular set of categories referred as Named Entity NE
[31]. Categories are for example Locations, Products, Name of Persons,
Organisms.With respect to the problem being tackled by this work, the most
important is to detect the location of the eventwhich the tweetmessage refers
to. The adoption of a NER functionality within this framework, will aid such
analysis, in the sense that the authors are particularly interesting in detecting
where a traffic event took place.

Temporal Information:When analysing events contained in tweetmessages, one par-
ticular aspect is to determine the where the event took place. Another impor-
tant piece of information is also to detect the When the event took place.
Also here in this step, several approaches can be followed. One approach
could take into account, the time which the tweet message was posted. The
authors are particular interesting in analyzing the tweet message, and detect
whether the event is happening now, if it is already finished or if it will
happen in the future. To do this it is necessary to extract and study tempo-
ral expressions and verbs used in the tweet message, supported by natural
language processing techniques.
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Geolocation: This task deals with, presenting the traffic events analysis in a map
using Global Positioning System (GPS) coordinates. The idea is to georef-
erence the locations detected byNERusing aGeo-Reference engine (Google
Geocoding). A particular aspect to take into account in this step, relates to the
accuracy of the georeferencing. The traffic event can be confined to a partic-
ular place, or between two different places. For the last case, the presentation
of the event in a map is confined into a region.

Real-time Clustering: In this step, the authors are particular interested in analysing
the credibility of a tweetmessages. The idea is not to analyse a tweetmessage
separately, but in analysing a set of similar tweets. Considering a scenario
where only one tweet was posted, which refers to a particular event, during
a limited period of time, very little can be concluded about the credibility
of the tweet message itself. But, if during that period of time, similar tweets
keep being posted, the probability of such event becomes more real. There
are other approaches for analysing the credibility of a tweet message, which
take into account the historical behaviour of the authors of each tweet. For
the moment, such approaches are not being taken into account and are part
of future work. For this study not only a tweet but a series of tweets that talk
about the same event. For this step, the authors propose the adoption of a
clustering algorithmwhich is performed in real time within a short time win-
dow, simultaneously with the crawling (obtaining tweets from Twitter API).
The result will be clusters of tweets, which relate to the same event. This will
not only increase the credibility of traffic events, but on the same time, it will
enrich the information about a particular event with more information and
tracking the evolution of such event. Outputs from precedents components
are used here. Thus, clustering uses both textual content of a tweet and other
information like locations, event type and temporal information.

5.7.1 Preliminary Results

This section describes a preliminary analysis of the results provided the authors
research. Classical performance metrics are used to assess the precision and recall
highlighted through this research. In this case, precision is the ratio of the number
of relevant tweets retrieved to the total number of irrelevant and relevant tweets
retrieved. Recall is the percent of all relevant tweets that is returned by the classifier.
The authors compute the accuracy and macro F1 score. Accuracy is calculated as
the sum of correct classified tweets by the total number of classified tweets, and
macro F1 is the average of precision and recall. Table5.2 shows the testing and
training performances, where the authors get very promising results both regarding
training and testing phases, similar to performances shown in Schulz et al. [20] and
Wanichayapong et al. [19].

The comparison of the different NER engines was performed using 50 tweet mes-
sages that were selected randomly from the training dataset. Each tweet is manually
extracted to all locations, which make a total of 142 locations across all tweets. The
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Table 5.2 Train and test performances in event classification

Train Accurracy: 0.893

Negative Positive Precision

Prediction Negative 4326 390 0.917

Prediction Positive 674 4610 0.872

Recall 0.865 0.922 Macro F1: 0.894

Test Accurracy: 0.955

Negative Positive Precision

Prediction Negative 993 83 0.922

Prediction Positive 7 917 0.992

Recall 0.993 0.917 Macro F1: 0.956

Table 5.3 Location extraction performances

OpenCalais Alchemy Stanford NERD

Detection % 50.7 39.43 35.21 80.98

50 tweets that were selected do not follow any particular structure, but contain a lot
of information corresponding to one or more locations.

Table5.3 shows the percentage of entities detected for each system. The dif-
ferences in performances lead us to conclude that Named Entity Recognition and
Disambiguation (NERD) engine present the best performances because it uses Open-
Calais and Alchemy in addition to other NERD systems. Although the percentage
of detection is high (over 80%), there are also entities that are tagged incorrectly as
location. For instance, common words like road, junction or eastern can be detected
as locations by NERD. However, the precision will be improved in this case as in
next step (geolocation) the authors perform a disambiguation of incorrect entities.

5.8 Mobile Traveling Companion

The main motivation guiding this work, relates also to the particularly interest in
building AI systems which act as true companions [13], who care about the humans
they work with, and who retain and use detailed information about those humans and
their worlds to help them build lives that are more enjoyable and more enriching.
The idea to retain about the mobile travelling companion is to take advantage of
formalized knowledge stored in the KB modelled in the form of facts and rules, and
interact with users proactively by suggesting/recommending a set of actions in a user
friendly way. These set of suggestions can be exemplified as:
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• To make a suggestion to a car driver during a journey, about a nearby gas station
with lower gas prices, by inferring that the carwas refuelled hundreds of kilometres
ago and so needs to be refuelled again.

• suggest car driver to make a stop, because the driver is driving more than 2 h in a
row and theirs a nice rest area on route or within that locality.

• assisting user in planning his/her mobility plan taking in consideration users per-
sonal agenda, planed meetings, locations and distance between such meetings by
enriching such mobility plans with knowledge previously acquired by the KB.

In order to be able to copewith this, the systemwill have to be able to elicit detailed
knowledge of the entities, processes and situations involved in these heterogeneous
topics, and of the way they interact to affect a users mobility plans (before, during
and after journeys), and be able to apply that knowledge appropriately. To enrich
and improve the experience of information gathering and to connect the specific
data provided with the needs of other users of the system, crowd-taught companion
systems will need to have a good amount of prior knowledge and intelligence. Only
then will they be able to ask the right questions at the right time, situate what is
learned within existing knowledge, and combined that knowledge to deliver the right
advice to the right persons when needed.

One tempting approach might be to provide this increased intelligence itself
through human computation, achieving adaptability either by platform enhancements
that support complex tasks [14] or by using human agents to decompose the task,
but this is unlikely to scale to supporting systems that can cost effectively support
millions of users, each of whom needs to be understood in detail.

Ultimately, the flexibility will have to come from the use of rich knowledge rep-
resentations that can represent complex heterogeneous domains, powerful inference
systems that can operate over them to combine knowledge to produce personalised
content, and Natural Language systems that can render these representations into
human comprehensible form. It is likely that, in the future, probabilistic logics, deep
learning [32] and similar techniques will be able to support such operations, but at
present, predicate calculus representations, supported by efficient forward inference
and natural language generation provide a good balance of power and practicality.

The mobile travelling companion, attempts to integrate the route planner func-
tionalities with Cyc KB. Figure5.7 depicts a screenshot of the first mock-up where
both approaches are integrated in a common environment. The ability to support
human computation via rich interactions relies (inter alia) on three AI capabilities:

• Efficient inference from knowledge base state and user context to knowledge
capture goals;

• Carefully designed interactions that enable the user who is providing the human
computation to understand what is being asked of her or him; and

• Sufficiently natural generation of Natural Language text from logic.

The typical knowledge capture process using inference consists of at least four
steps, which all depends on the specific logical vocabulary. These steps consist of:
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Fig. 5.7 Screenshot of mobile interface

(1) decide when and what to ask,
(2) convert a logical question into a natural language,
(3) check the consistency and existence of the answer, and
(4) assert the answer into the ontology and/or creating new concepts supporting
it.

Although computers have completely reliable means for keeping track of state,
human computation providers do not. A human computation based system like the
mobile traveling companion must, therefore accommodate stateloss and other fea-
tures of human cognition. One form this accommodation can take is providing sup-
plemental information, that is not directly relevant to a knowledge capture goal, but
which provides a context that allows the person satisfying the goal to do so more
accurately or with less effort.

For example: mobile travelling companion often wants to capture several similar
kinds of knowledge about an entity in the world. The knowledge base contains
complete knowledge of all previously captured facts expressed using a (for example)
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Fig. 5.8 Commuting assistant architecture

a particular predicate and complete knowledge of how the resulting knowledge is
embedded in the rest of the KB. From the AI systems point of view, all that is needed
to gather more facts using that predicate is to repeatedly ask the same question.

5.9 Technological Architecture

The mobile travelling companion architectural solution (Fig. 5.8) consists of four
main building blocks: Mobile and web site client and server, which has two parts.
One part is responsible for the statistical and routing requests as described in Sect. 5.4,
where another part serves the natural language, knowledge acquisition and reasoning
requests as described in Sect. 5.5.

The server parts, as well as their internal modules dont need to be on the same
machine and communicate via internal API, where each part sends the relevant
data to another side. For performance and scalability reasons conversational engine
is communicating with multiple Reasoning modules, which all sync via sync and
backup server (represented with arrows).

5.10 Conclusion

The objective of the work described within this chapter is to establish a framework
for the personalized intelligent mobility and prepare the ground for the development
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of a mobile personalized travel companion application. The chapter presents the
work that is being done in the MobiS project regarding knowledge formalization and
implementation in Cyc.

The initial step regarding KB formalization started by the identification of avail-
able data sources and consequently, the description of the methods involved in the
KB formalization in Cyc and also the extension of Cyc transportation knowledge
with the definition of new vocabulary involving domain experts in the use cases.
Logical representations, forward inference, and natural language term recognition
and generation provide a practical means to describe interactions with users that
allow them to provide knowledge and other computational output to a collaborative
system, and provide a convenient mechanism for making use of that knowledge, as
it is captured. An important component of making these interactions satisfactory to
users is to design them so that machine computation accommodates human abilities.

Moreover, the impact of social media and how can it be applied into a mobile
travelling companion, was also addressed here, the objective is to establish a com-
putational framework, able to detect traffic related events in real-time, using social
networks. The framework aims to be flexible enough not only to be applied into
twitter, but also to other social networks. Semantic analyses were applied to tweets
to classify them into a positive and a negative class. Named entity recognition was
used to detect locations in a tweet message, and pinpoint those locations in a map. A
temporal analysis was also performed, using NLP techniques in order to detect the
timeline of the message references.

Despite the challenges associatedwith the real-timecharacteristics that distinguish
twitter from other social networks and the extraction of information from twitter
messages previously described, as future work, some improvements and addons need
to be taken into account, namely the aspects concerning the credibility of a tweet
message. The authors propose to adopt a real-time clustering approachwhich clusters
messages from a stream of tweets. A tweet message tends to be more credible, if
several users post similar messages in a very short period of time. Other factors may
also influence the credibility of the messages being tweet, like the profile of each user
and historical usage of twitter by each user. Such capability is per se a challenge.

The work presented here is still on an early stage, but some preliminary results
have been achieved and lead us to conclude that results are promising. The authors
have achieved to deploy the proposed approach fromstart to end and every component
outperforms a very naive or baseline system.

Acknowledgments The authors acknowledge the European Commission for its support and partial
funding and the partners of the research project: FP7-318452 MobiS.
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Chapter 6
Exploiting Alternative Knowledge
Visualizations and Reasoning Mechanisms
to Enhance Collaborative Decision Making

Spyros Christodoulou, Nikos Karacapilidis and Manolis Tzagarakis

Abstract Collaborative decision making in today’s knowledge intensive and multi-
disciplinary environments is a challenging task. The diversity of these environments
and the associated plurality of decisionmakers’ perceptions of the issue under consid-
eration require the exploitation of a variety of meaningful knowledge visualizations
and reasoning mechanisms to effectively support the overall stakeholders’ collabo-
ration towards making a decision. This chapter reports on an innovative approach
that offers a number of interrelated visualizations of the knowledge exchanged and
shared during a collaborative decisionmaking process. These visualizations incorpo-
rate suitable reasoning mechanisms that exploit human and machine understandable
knowledge to facilitate the underlying what-if analysis and aid stakeholders towards
reaching consensus and, ultimately, making a collective decision.

Keywords Collaboration · Multi-criteria decision making · Group decision
making · Computer-supported cooperative work

6.1 Introduction

Knowledge intensive work is becoming increasingly collaborative in nature. In many
settings, multi-disciplinary teams are formed to manage big amounts of data asso-
ciated with their decision making tasks. Within such teams, decisions are usually
collective; the decision making process involves a group of stakeholders, each one
having his own perception for the context under consideration [1]. For instance, in
the clinico-genomic domain, teams comprising statisticians, biologists and genomic
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researchers have to collaborate and decide how to structure an experiment, which of
the available data to take into account and how to interpret the experimental results;
in the medical domain, teams consisting of biologists, medical doctors and techni-
cians engaged in clinical drug trials need to elaborate a number of medical treatment
issues; in themarketing domain, professionals involved inweb-based opinionmining
tasks have to consider issues related to which sites to monitor and how to interpret
the associated results.

In the aforementioned settings, the decision making process should take into con-
sideration a variety of criteria. Reaching consensus [2] requires, apart from adequate
decision making algorithms, diverse collaboration mechanisms for the expression of
concerns, conflicting ideas (interpersonal conflicts) [3] and tacitknowledge (knowl-
edge that the members do not know they possess or knowledge that members cannot
express with the means provided). Such issues become even more important when
decision making is conducted in data-intensive contexts, characterized by great vol-
ume, velocity and variety of data [4].

A number of Group Decision Support Systems (GDSS) have been proposed in
the literature [5], each of them implementing an aggregation preference method to
enhance reaching of consensus among a group of individuals. Among the various
aggregation preferencemethods,Multiple Criteria DecisionMaking (MCDM)meth-
ods [6] were found to be particularly suitable for GDSS since they are interactive,
permit multiple viewpoints of a problem and focus on the decision process rather
than on its outcomes alone [7]. However, GDSS usually focus on the needs of spe-
cific communities and implement reasoning mechanisms suited to a specific type of
problem. As a consequence, decision makers facing diverse problems are forced to
use separate systems to meet their needs. In addition, GDSS lack media richness
as most of the information has to be in textual form. Moreover, limited support is
provided for ‘what-if’ analysis and expression of tacit knowledge. Current systems
only inform decision makers about the optimal decision but this is rarely enough;
stakeholders require additional information concerning how each decisionwasmade,
the parameters taken into account and the processes/data that led to these decisions
(decision provenance).

This chapter presents an approach aiming to remedy the above problems by pro-
viding an integrated environment that facilitates and augments collaboration and
decision making in diverse data-intensive and cognitively-complex settings. The
proposed approach builds on the formalization of the collaboration space to pro-
vide alternative visualizations that enable both human and machine understandable
argumentative discourses. A number of diverse reasoning mechanisms have been
integrated to support multi-disciplinary decision makers reach a decision; stakehold-
ers are able to focus on the multiple ‘components’ of the decision making process
(including the mechanism parameters and related data) to realize why an alternative
is preferred over another one. The proposed approach has been developed in the
context of an FP7 EU research project, namely Dicode (http://dicode-project.eu/).

The remainder of this chapter is structured as follows: Sect. 6.2 presents require-
ments and challenges related to collaboration and decision making support in
knowledge intensive environments; Sect. 6.3 discusses related work in the area of

http://dicode-project.eu/
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multi-criteria decision making; Sect. 6.4 describes the overall approach followed in
the Dicode project, while Sect. 6.5 focuses on the mechanisms supporting collabora-
tive decision making; Sect. 6.6 uses an example scenario to demonstrate how Dicode
may be used to augment the quality of collective decision making; finally, Sect. 6.7
concludes the chapter.

6.2 Requirements and Challenges

Tomeet the challenges associatedwith supporting collaboration and decisionmaking
in diverse data-intensive and cognitively-complex settings, a series of interviews to
identify the major issues that stakeholders face during their collaboration practices
was performed. These were:

• Information overload. This is primarily due to the extensive and uncontrolled
exchange of diverse types of data and knowledge resources. For instance, such a
situation may appear during the exchange of numerous ideas about the solution of
a public issue, which is accompanied by the exchange of big volumes of positions
and arguments in favor or against each solution.

• Difficulty in monitoring social behavior. The representation and visualization
of social structures, relationships and interactions taking place in a collaborative
environment with multiple stakeholders are also of major importance. This is
associated to the perception and modeling of actors, groups and organizations
and their behaviors in the diversity of collaborative contexts. A problem to be
addressed is to provide the means to appropriately represent and manage user and
group profiles, as well as social relationships given that they are not static but
changing over time.

• Diversity of collaboration modes. Interviews indicated that the evolution of a col-
laboration session proceeds incrementally; ideas, comments, or any other type of
collaboration objects are exchanged and elaborated, and new knowledge emerges
slowly. When members of a community participate in a collaborative session,
enforced formality may require them to specify their knowledge before it is fully
formed. Such emergence cannot be attained when the collaborative environment
enforces a formal model from the beginning. On the other hand, formalization is
required in order to ensure the environment’s capability to support decisionmaking
or estimate the present state of the collaboration

• Expression of tacit knowledge. A group of people is actually an environment
where tacit knowledge predominantly exists and dynamically evolves.

• Difficulty in exploiting and integrating legacy resources. Many resources
required during a collaborative session have either been used in previous sessions
or reside outside the members’ working environment such as e-mails and results
from the execution of various data processing algorithms. Moreover, outcomes of
past collaboration activities should be able to be reused as input in subsequent
collaborative sessions. Such functionality must be provided in ways that do not
disrupt or impede an ongoing collaboration.
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• Data processing and decision making support. In the settings under considera-
tion, timely processing of data related to both the social context and social behavior
is required. Such processing will significantly aid the members of a community
to conclude the issue at hand (by extracting meaningful knowledge and reaching
a decision). This means that their environment needs to interpret the knowledge
item types and their interrelationships in order to proactively suggest trends or
even aggregate data and calculate the outcome of a collaborative session.

The above issues delineated some categories of crucial requirements to be met
during the development of Dicode’s collaborative decision making support services.

6.3 Multi-criteria Decision Making

MCDM concerns the evaluation of a number of alternatives on the basis of a number
of criteria (attributes) [6]. Alternatives refer to the different (usually finite) choices
available to the decision maker for the problem under consideration, while criteria
correspond to the different dimensions from which the alternatives may be viewed.
A number of different MCDM methodologies have been proposed, each one suited
to address a different type of problem. Major MCDM categories include elementary
methods, methods based on Multi-Attribute Utility Theory (MAUT) and outranking
approaches [8].

The elementarymethods are rather simple; they require small computational effort
for the analysis and are more suited to problems with a relatively small number of
alternatives and criteria. Methods of this category include: (i) the maximin method
(the best alternative is considered to be the one with the highest score concerning
the weakest criterion) and maximax method (the best alternative is the one with the
best score concerning the criterion with the highest performance), (ii) the conjunctive
method (calculates a set of acceptable alternatives, where an acceptable alternative is
defined as one which performs above a predefined threshold for all the criteria) and
disjunctive method (an acceptable alternative should perform above a predefined
threshold for at least one criterion), and (iii) the Lexicographic Decision Making
(LDM) rule (the best alternative is the one with the best performance relatively to
the most important criterion).

Approaches based on MAUT are compensatory as they permit trade-offs among
the attributes of an alternative (a good performance concerning one attribute may
compensate for a bad performance concerning another attribute). Each criterion is
associated with a weight to balance the performance of the alternative on the basis
of the specific criterion (computing the corresponding alternative’s subscore). The
total score of an alternative is calculated by aggregating its partial subscores. The
simplest method of this category is theWeighted SumModel (WSM)method, where
the alternative’s score is calculated as theweighted sumof its subscores. TheAnalytic
HierarchyProcess (AHP) [9] uses a linear additivemodel to calculate the alternatives’
scores, based on pairwise comparisons among the criteria (the relative importance of



6 Exploiting Alternative Knowledge Visualizations and Reasoning Mechanisms … 93

criterion A to criterion B) and the alternatives (the relative importance of alternative
A to alternative B with respect to each criterion).

Finally, the outranking methods are based on the concept of outranking to elim-
inate alternatives that are “dominated”. An alternative Ais considered to outrank an
alternative B if there are enough criteria of sufficient importance such that A out-
performs B (with respect to these criteria) and there are not any criteria such that A
has significantly inferior performance with respect to B. Outranking methods allow
two alternatives to be noted as “incomparable”. Among the most popular outrank-
ing methods are those of the ELECTRE family [10]. ELECTRE I is based on the
calculation of the concordance and discordance indices to calculate a partial rank-
ing and choose a set of promising alternatives. ELECTRE I evolved in ELECTRE
II, ELECTRE III, ELECTRE IV, ELECTRE IS and ELECTRE TRI. The family of
PROMETHEE methods [11] has been designed to help a decision-maker rank par-
tially (PROMETHEE I) or completely (PROMETHEE II) a set of alternatives evalu-
ated on k criteria. The steps of the basic PROMETHEEmethod include the definition
of a preference function for each criterion, a multi-criteria preference index and the
preference flows (normed flows), as well as the computation of a complete or partial
ranking of alternatives based on the defined preference structure.

6.4 The Dicode Approach

The overall goal of the Dicode project is to facilitate and augment collaboration and
decision making in diverse data-intensive and cognitively-complex settings [12].
To do so, it builds on prominent high-performance computing paradigms and large
scale data processing technologies to meaningfully search, analyze and aggregate
data existing in diverse, extremely large, and rapidly evolving sources. At the same
time, particular emphasis is given to collaboration and sense making support issues.
The Dicode approach brings together the reasoning capabilities of the machine and
the humans and enables the meaningful incorporation and orchestration of a set of
interoperable web services to reduce the data-intensiveness and complexity overload
in collaborative decision making settings.

Services developed and integrated in the context of theDicode project are released
under an open source license. Services already provided for the context under con-
sideration include (this chapter focuses on the last category of services):

• Data acquisition services: They enable the purposeful capturing of tractable infor-
mation that exists in diverse data sources and formats. Much attention is given to
issues such as exploitation of new data sources, augmentation of the data volume,
and data cleansing.

• Data mining services: These services provide functionality such as looking for
subgroups in any user provided data (by searching the rules that cover many target
value examples and few non-target values) and recommending similar users or
documents from log file data (based on similarity models examples).
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• Collaborative decision making support services: They facilitate the synchro-
nous and asynchronous collaborationof stakeholders throughadaptiveworkspaces,
efficiently handle the representation and visualization of the outcomes of the data
mining services (through alternative and dedicated data visualization schemas)
and enable the orchestration of a series of actions for the appropriate handling
of data. These services provide an interactive search and analysis mechanism for
indexing and searching of standard documents. In addition, they aim to enhance
(both individual and group) sense- and decision-making by supporting stakehold-
ers in locating, retrieving and arguing about relevant information and knowledge,
as well as by providing them with appropriate notifications and recommendations
(taking into account parameters such as preferences, competences, and expertise).
Services of this category build on an appropriate formalization of the collaboration
and exploit a series of reasoning mechanisms to support stakeholders in their daily
decision making processes.

Central to the proposed approach is the concept of the Dicode Workbench [13], a
web-based application that follows a widget-based approach [14] to enable the seam-
less integration of heterogeneous services and ensure their interoperability from both
a technical and a conceptual point of view. In this regard, semantics techniques have
been exploited to define an ontological framework for capturing and representing the
diverse stakeholder and services perspectives.

Technically speaking, the Dicode Workbench uses iframe elements to display
the services (one iframe element per service is used). The service displayed in the
iframe may use any of the state-of-the-art web technologies such as HTML5, CSS3,
JavaScript, AJAX or jQuery. To integrate a service in the DicodeWorkbench, service
providers have to follow a number of necessary steps: develop the service (includ-
ing the implementation of the service logic and the necessary public interface for
invoking the service—usually, the exchange of structured information is based on
RESTful calls or WS-* (SOAP) [15]), develop the web interface of the service (to
allow user interaction with the service), deploy the service and the web interface
(both accessible through an URL/URI to the web server hosting the service), and
finally register/publish the service in Dicode (service registration includes providing
metadata for the service, annotations contained in the Dicode ONtology (DON) [16]
and the URI of the service). The Dicode Workbench enables integration of services
in two distinct types (it is up to each service’s developer to select themost appropriate
integration type): at the user interface level (called light integration), and at a deeper,
semantic level (called full integration).

6.5 Collaborative Decision Making in Dicode

Support for collaboration and decision making in Dicode brings together two par-
adigms: the Web 2.0 paradigm, which builds on flexible rules favoring ease-of-use
and human interpretable semantics, and the traditional decision support paradigm,
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which requires rigid rules that reduce ease-of-use but render machine interpretable
semantics. To achieve this, the approach adopted builds on a conceptual framework,
where formality and the level of knowledge structuring during collaboration is not
considered as a predefined and rigid property, but rather as an adaptable aspect that
can bemodified tomeet the needs of the tasks at hand. The term formality refers to the
rules enforced by the system, with which all user actions must comply. Allowing for-
mality to vary within the collaboration space, incremental formalization, a stepwise
and controlled evolution from a mere collection of individual ideas and resources
to the production of highly contextualized and interrelated knowledge artifacts and
finally decisions, can be achieved [6].

Dicode offers alternative visualizations of the collaboration workspace (called
Dicode views), which comply with the above mentioned incremental formalization
concept. EachDicodeviewprovides the necessarymechanisms to support a particular
level of formality. Themore informal a view is, the greater easiness-of-use is implied.
At the same time, the actions that users may perform are intuitive and not time
consuming; however, the overall context is human (and not system) interpretable.
On the other hand, the more formal a view is, the smaller easiness-of-use is rendered;
the actions permitted are less and less intuitive andmore time consuming. The overall
context in this case is both human and system interpretable [7]. The views supported
in the Dicode approach are:

• Mind-map view, where a collaboration workspace is displayed as a mind map
that enables an informal representation and interrelation of collaboration items,
while bearing a set of useful semantics.

• Formal argumentation view, which adheres to the IBIS argumentation model
[17] and invokes a set of dedicated scoring and reasoning mechanisms to aid
users conceive the outcome of a collaborative session and receive support towards
reaching a decision.

• Multi-criteria decision making view, where a set of multi-criteria decision mak-
ing algorithms can be executed to rank the alternative solutions.

During collaboration sessions, each user can individually choose the view with
which he/shemaywant to conduct the collaboration. In the following, the three views
are presented in more detail.

6.5.1 Mind-Map View

In this view, the collaborationworkspace is displayed as amindmap (Fig. 6.1), where
users can upload and interrelate diverse types of items. This view deploys a spatial
metaphor permitting the easy movement, arrangement and structuring of items on
the collaboration workspace. The aim of this view is to support information triage
[18], the process of sorting and organizing through numerous relevant materials and
organizing them to meet the task at hand.
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Fig. 6.1 An instance of the mind-map view of a collaboration space with various collaboration
items and interrelations among them

While working in the Mind-map view of the collaboration workspace, stake-
holders may organize their collaboration through dedicated item types such as ideas,
notes, comments and services. Ideas stand for items that deserve further exploitation;
they may correspond to an alternative solution to the issue under consideration and
they usually trigger the evolution of the collaboration. Notes are generally consid-
ered as items expressing one’s knowledge about the overall issue, an already asserted
idea or note. Comments are items that usually express less strong statements and are
uploaded to express some explanatory text or point to some potentially useful infor-
mation. Finally, service items enable users to upload, configure, trigger and monitor
the execution of external services fromwithin the collaborationworkspace, and allow
the automatic upload of their results into the workspace (as soon as the execution of
the service is completed). The service items as well as the results they produce are
part of the discourse and can be handled like any other of the available items. Multi-
media resources can also be uploaded into the Mind-map view (the content of which
can be displayed upon request or can be directly embedded in the workspace). In any
case, the set of available item types in the Mind-map view is not fixed; users may
expand the existing set by creating new types to be used during their collaboration.
This allows them to tailor the discourse to the needs of the problem at hand. Users
may rate individual items on a 1–5 scale indicating the importance of each item.

All item types can be explicitly related to express agreement, disagreement, sup-
port, request for refinement, and contradiction. Visual cues are used to indicate the
semantics of such relationships: for instance, a green-colored relationship indicates
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agreement, while a red-colored one indicates disagreement. Moreover, the thickness
of a relationship may express how strongly an item agrees with or objects to another
one. Finally, the Mind-map view provides abstraction mechanisms that enable items
to be aggregated and be treated as a single entity within the workspace (see the
colored rectangles in Fig. 6.1).

6.5.2 The Formal Argumentation View

The formal argumentation view of a collaboration workspace permits a limited set
of discourse moves for a limited set of message types whose semantics is fixed and
system defined. Following the IBIS argumentation model [17], items of this view
include: (i) the issue (the problem under consideration), (ii) the alternatives (the
different choices a decision maker has concerning the problem under consideration),
(iii) the positions (positions are of two types: “in favor”, for supporting, or “against”,
for refuting another position or alternative), and (iv) the preferences (to weigh the
importance of two positions).

The formal argumentation view depicts the items created in the mind-map view
of the collaboration workspace in a hierarchical way. Collaboration items are laid
out in a tree-like structure, where the root (issue) is the title of the problem under
consideration and alternatives are nodes appearing as children of the root issue.

Transformation rules allow items appearing on the mind-map view of collabo-
ration workspaces to be transformed into the appropriate abstractions of the formal
argumentation view. In particular, specific types in the mind-map view can be con-
figured to be transformed into alternatives, when a transformation is requested. Cur-
rently, the default type “idea” is transformed into alternative when the workspace is
operated in the formal argumentation view; however, this may vary according to the
use case or workspace under consideration and, in general, any type can be specified
to be transformed into an alternative. In the mind-map view, all collaboration items
linked to items that will be transformed into alternatives, are transformed to form
positions (arguments “in favor” or “against”) in the tree structure of the formal view,
taking into account the corresponding relations in the mind-map view (visual cues
are used to specify the semantics of relationships; for instance, a green relation refers
to a position “in favor”, a red relation refers to a position “against”). Apart from the
items earlier created in the mind-map view and depicted in the formal view, the user
may use the provided functionality of this view to create new items and interrelations
among them (add a new alternative, add a position to support or object to an alter-
native (or position), add a preference to express the relative importance of a position
over another).

Each time an element is added on the formal collaboration workspace, an under-
lying reasoning mechanism is triggered and, based on the whole tree structure (alter-
natives, positions and preferences), calculates (and informs users about) the most
prominent alternative. The reasoning algorithm of HERMES system [19] has been
integrated to evaluate the alternatives. For each alternative, the corresponding alter-
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native score is calculated as the algebraic sum of the weights of the active positions
in favour of this alternative minus the weights of the active positions against this
alternative as shown in Eq. 6.1.

score(ei ) =
∑

in−favor p j

weight −
∑

against pi

weight (6.1)

The formal argumentation view aims to make the collaboration space machine—
understandable and exploit the reasoning capabilities of machine to support the deci-
sion making process.

6.5.3 The Multi-criteria Decision Making View

The multi-criteria decision making view (Fig. 6.2) of a collaboration workspace is a
read-only view; its main purpose is to further support the decision making process by
considering the attributes of the collaboration items appearing in the ‘mind-mapview’

Fig. 6.2 An instance of the Multi-criteria decision making view
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and exploiting diverse MCDM algorithms to indicate prevailing solutions. Based on
the attributes of each alternative, each MCDM algorithm calculates a corresponding
alternative score; the alternative with the highest score is considered to be the best
solution to the problem at hand.

In Dicode, four attributes/criteria are used for the evaluation of each alternative:

• Likes/Dislikes. The algebraic sum of an item’s number of ‘Likes’ minus its number
of ‘Dislikes’.

• Creator Rating. Calculated as the algebraic sum of all ‘Likes’ minus all ‘Dislikes’
corresponding to the items the creator has contributed on a workspace.

• Relationships in-favor/against. The algebraic sumof an item’s number of ‘in favor’
relationships minus the item’s number of ‘against’ relations

• Item rating. The total rating corresponding to the users’ preferences (expressed
through an 1–5 rating scale)

The selection of the MCDM algorithms to be implemented in the context of
this view was based on a questionnaire filled in by senior decision makers, act-
ing in diverse data-intensive settings. According to the results of this question-
naire, the best suited decision making methodology highly depends on the specific
problem under consideration. Depending on the specific problem, decision makers
would require support from methodologies that: (i) allow compensation among the
attributes/criteria used for the evaluation of the alternatives (a good performance of
an alternative concerning one attribute can compensate for a bad performance con-
cerning another attribute), (ii) allow two or more alternatives to be incomparable,
and (iii) do not allow compensation among criteria.

Three MCDM algorithms, fulfilling the aforementioned prerequisites, have been
implemented in the context of this view: the Weighted Sum Model (WSM), the Ana-
lytical Hierarchy Processing (AHP) and the Lexicographic Decision Making rule
(LDM). For each algorithm, the user has to set the necessary parameters and, upon
the execution of the algorithm, the calculated ranked list of the alternatives is returned.
The user may then browse through the detailed results of the algorithm (to realize
the reason why an alternative performs better than another one), view the plot with
the scores of the alternatives or reset the algorithm’s parameters to perform a ‘what-
if’ (sensitivity) analysis [20]. The mechanisms developed in this view build on the
reasoning capabilities of the machine to enhance decision making. In the next sub-
section, the three algorithms implemented in this Dicode view are briefly presented.

6.5.3.1 The Weighted Sum Model

TheWeighted Sum Model (WSM) is themost popular and probablymost usedMCDM
approach. For a number of Malternatives and N criteria, the best alternative is the
one with the top score calculated in Eq. 6.2.



100 S. Christodoulou et al.

Fig. 6.3 Alternatives ranking based on WSM

A∗
wsm = maxi

∑

j=1:N
qi j w j for i = 1, 2, 3, ...M (6.2)

where A∗
wsm is the score calculated for the best alternative, N is the number of criteria

(for the Dicode case, N = 4), qi j is the subscore of the i-th alternative with respect
to the j-th factor and w j is the factor weight (user-defined) reflecting the relative
importance of the j-th factor. The output of the algorithm is a list of the alternatives
in descending score order (Fig. 6.3).

The user may change the predefined weights of the four factors, browse through
each alternative’s score and sub-scores (each sub-score corresponds to one of the
four factors) or view the plot of the results.

6.5.3.2 Analytical Hierarchy Processing

Analytical Hierarchy processing (AHP) is based on decomposing a problem into
a system of hierarchies. Its first step includes constructing a NxN matrix (N is the
number of attributes) expressing the relative values of a set of attributes. Setting value
x to theai j element of thismatrix states that attribute i is x timesmore important than
attribute j . The next step includes constructing N matrices of dimension MxM (M is
the number of alternatives), where setting the value y in the element bi j of the matrix
states that alternative i is y times more important than alternative j (with respect to a
specific criteria). Values of x and y are taken from a common scale (the Saaty rating
scale—see Table6.1) used to declare the rel ative importance of an attribute (or an
alternative) over another.

Based on the previously described matrices, the Relative Value Vectors (RVV)
and the Option Performance Matrix (OPM) are calculated using the eigenvectors
of each table. The vector (VFM) including the corresponding alternatives scores is
calculated in Eq. 6.3.

VFM = OPM ∗ RVV (6.3)
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Table 6.1 The saaty rating scale

Intensity of importance Definition Explanation

1 Equal importance Two factors contribute equally to
the objective

3 Somewhat more important Experince and judgement slightly
favour one over the other

5 Much more important Experince and judgement strongly
favour one over the other

7 Very much more important Experince and judgement strongly
favour one over the other. Its
importance is demonstrated in
practice

9 Absolutely more important The evidence favoring one over
the other is of the highest possible
validity

2, 4, 6, 8 Intermediate values When compromise is needed

In the context of Dicode, an open source library (AHP.NET—http://www.kniaz.
net/software/ahp.aspx) has been used to conduct all the matrix calculations needed
for the AHP algorithm. Concerning the implementation of the algorithm in Dicode,
a wizard (Fig. 6.4) is used to perform all the basic steps of the AHP (that include

Fig. 6.4 Setting the relative weights in AHP

http://www.kniaz.net/software/ahp.aspx
http://www.kniaz.net/software/ahp.aspx
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Fig. 6.5 Sorting attributes
with respect to their
importance in the
Lexicographic DM rule

inputting all the necessary values stating the relative importance among all pairs of
criteria and alternatives).

6.5.3.3 The Lexicographic Decision Making Rule

The Lexicographic Decision Making (LDM) rule is a decision rule based on ranking
the attributes of the decision making process on terms of their importance. No com-
pensation is allowed between the attributes. In the context of Dicode, the user has
to rank the four attributes based on their importance. The calculation of the rank of
alternatives is based on the partial score (the performance) of each alternative with
respect to the most important attribute.

TheDicode user has to rank the four attributes based on their importance (Fig. 6.5).
Calculating the rank of alternatives is based on the partial score of the most important
attribute. If there are two or more equal sub-scores with respect to the most impor-
tant attribute, the algorithm moves to the next more important attribute, compares
the respective sub-scores and the procedure is repeated until all alternatives are dis-
tinguished and ranked (or the attributes are finished, in the case of alternatives with
identical sub-scores).

6.6 Scenario of Use

To better illustrate the proposed approach, this section presents an illustrative real-
world scenario from the area of prostate cancer research. A physician (George),
an urologist (John) and a biomedical researcher (Jane) aim to investigate which is
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the best alternative treatment for the prostate cancer. Initially, they set up a Dicode
collaborationworkspace and start using it in the formal argumentation view (Fig. 6.6).

John suggests that one of the best and most popular treatments for the prostate
cancer (Fig. 6.6a) is the “active surveillance”. He adds an alternative to make his
statement (Fig. 6.6b). Jane is not in favor of this option, because it requires close
monitoring (regular digital rectal exams, PSA tests, and prostate biopsy) to mon-
itor for signs of progression, so she adds her ‘against’ position on the collabora-
tion workspace (Fig. 6.6d). Contrary to Jane, George supports the John’s opinion
(‘in favor’ position supporting the alternative suggested by John (Fig. 6.6c), in the
sense that active surveillance avoids site effects from radiation therapy or prostatec-
tomy. He contradicts to Jane’s opinion (‘against’ position) because, according to his
experience, most patients are unreliable as many, or most of them, neglect to visit
doctors. On the other hand, he is skeptical as with Active Surveillance there is no
post-treatment staging information (‘against position’—Fig. 6.6e).

Jane argues that “Brachytherapy” has been also used to treat tumors in many body
sites and this could be one option (alternative). One of itsmajor advantages is that this
procedure does not need hospitalization (‘in favor’ position) and, furthermore, there

Fig. 6.6 An instance of the formal argumentation view of the collaboration space
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are no surgical risks involved. John is not convinced by her arguments as Brachyther-
apy requires close monitoring (‘against’ position), which may even include hospital
visits. He is so convinced that he adds a preference stating that his position is more
important than the one Jane posted before (preference of type ‘more important than’).
To support his consideration against the Brachytherapy, John denotes that there is
no post-treatment staging information which is also an important factor (‘against’
position).

George argues that the best alternative, in his opinion, is “radical prostatectomy”
as it is quite common with very good results. John is in favor of this option (‘in favor’
position) as this solution is proven to reduce prostate cancer death rates. Moreover,
the removed tissue allows accurate stating (‘in favor’ position), which is very impor-
tant and the PSA levels may reliably predict the recurrence (‘in favor’ position). Jane
does not share their enthusiasm as, due to surgery, a certain amount of risk is involved
(‘against’ position). Apart from this, an erectile dysfunction is expected at the level
of 30–50% in 5years. According to the input provided so far by the three collabo-
rators, the underlying reasoning mechanism calculates that the alternative “Radical
prostatectomy” is the best argumented/winning one (Fig. 6.6f). It is also noted that
the three collaborators, instead of only using the formal argumentation view, could
have also used the provided functionality of the mind-map view to express their
speculations for the problem at hand (and then move to the formal argumentation
view to fire the reasoning mechanism).

Having exploited the functionalities of the formal argumentation view, the above
stakeholders have not reached a final conclusion concerning the best treatment for
the prostate cancer. Jane suggests using the multi-criteria decision making view of
the collaboration workspace, where a number of MCDM algorithms may help them
reach a more acceptable decision. They all agree to switch back to the mind-map
view of the collaboration workspace to express their likeness/dislikeness and rate
preferences on the collaboration items; then, they move to the multi-criteria decision
making view.

Jane believes that among the three offered algorithms the one closest to their
needs is the WSM, so she sets the respective parameters and browses through the
detailed results of the algorithm, the graphical representation of the alternatives
scores and the alternatives list. According to WSM results (depicted in Fig. 6.7a),
the “Active surveillance” is the optimal alternative to be followed. George believes
that the best algorithm to be used is the AHP as it is a very popular algorithm in the
area of multi-criteria decision making and allows the pairwise comparison of both
criteria and alternatives. He initiates thewizard to set the correspondingAHPweights
and calculates the scoring of each alternative revealing that, unlike WSM, “Radical
Prostatectomy” is the prevailing alternative (relative AHP scores in Fig. 6.7b). John
is in favor of using the LDM rule as, according to his opinion, no compensation
should be allowed among the four criteria (in other words, the alternative with the
best partial score for the most important criterion should be the winning one). He sets
the order of the four criteria and calculates the score for each alternative; the results
(Fig. 6.7c) certify that “Brachytherapy” is the best treatment for the prostate cancer.
Having used the provided MCDM algorithms, stakeholders compare the respective
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Fig. 6.7 Total scores of the three alternatives calculated after applying the WSM, AHP and LDM
methods

results (alternatives’ rankings). Through such a sensitivity (‘what-if’) analysis, they
are in a better position to reach a final decision; for instance, they can continue their
argumentation towards interpreting the outcomes of theMCDMalgorithms provided
and reaching consensus on the appropriate treatment to be followed.

6.7 Discussion and Conclusion

Making collaborative decisions in situations involving multi-disciplinary stakehold-
erswith different perceptions remains a challenging task.Traditional decisionmaking
systems foster particular reasoningmechanisms aiming atmeeting specific needs. On
the contrary, the proposed approach integrates a number of reasoning mechanisms
into the stakeholders’ working context. The integrated collaboration and decision
making mechanisms, ranging from simple to compensatory and non-compensatory
methods, have been selected to apply to a wide range of decision making contexts.
While traditional decisionmaking systems provide limited visualization capabilities,
the proposed approach provides a wide range of visualizations, each one offering a
varying degree of formality to allow incremental formalization of the overall collab-
orative decision making context. Work reported in this chapter can be seen as com-
plementary to research focusing on alternative visualizations of argumentation [21].

The major contribution of this work concerns the implementation of a number
of mechanisms that are not only capable of displaying the result of the decision
making process and enabling a user-friendly ‘what-if’ analysis, but also of providing
additional information concerning how each decision was made and which are the
respective processes/data that led to these decisions (decision provenance). Future
work directions include the collaborative selection of the appropriateMCDMmethod
to be used aswell as the collaborative setting of the parameters that affect the decision
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making mechanisms; moreover, investigation of additional attributes/criteria to be
taken into account in the evaluation of each alternative.
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Chapter 7
Decision-Making in a Distributed
and Dynamically Scalable Environments

Jeffrey W. Tweedale

Abstract Experiments conducted by the Knowledge-Based Intelligent Information
and Engineering Systems (KES) Centre use Java to gain its many advantages, espe-
cially in a distributed and dynamically scalable environment. Interoperability within
and across ubiquitous computing operations has evolved to a level where plug ‘n’
play protocols can be used to invoke common interfaces. Designers are able to create
dynamic interfaces using reflectance to effectively and efficiently conduct distributed
decision-making. Many applications now use mobile agents to support web-centric
activities. One example includes: dynamic agent functionality within simulations
that automatically adapt to incoming data and/or languages via scripts or messaging.
This has been shown using demonstrations described herein. Many are web centric
and involve data mining or the use of other types of Intelligent Decision Support
System (IDSS).

Keywords Agents · Decision-making · Decision support system · Intelligent
agents · Intelligent decision support system ·Multi-agent system · Teaming

7.1 Introduction

Intelligent Decision-Making systems provide industry with the potential of trans-
forming digital information into usable knowledge. This domain integrates tech-
niques from within the Artificial Intelligence (AI) domain [1, 2], using Advanced
Information Processing (AIP) technology [3, 4] that is programmed based on sys-
tems engineering best practice. Information Systems were initially used to process
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database queries in batch mode. These processes were used to implement repetitive
functions associated with payroll and accounting applications. Initially this form of
automation was limited to big industry, predominantly because main-frame com-
puters were expensive and required specialist skills to operate. Over time, desktop
computers stimulated the introduction of spreadsheets and word processing. Both
facilitated the growth of Information Management Systems (IMS) [5] aimed at pro-
viding analytical feedback at all levels of industry (including the bank Automatic
Teller Machine (ATM) network). As the volume of data grew, corporate logic, data-
mining and warehousing techniques were packaged as a single Expert System (ES)
that could be deployed using customised databases [6]. Eventually Knowledge Based
Systems (KBS) [7] were added to enable organisations to automatically employ cor-
porate rules and knowledge in their Decision Support System (DSS) [8].

The growing density of data influenced the efficiency of these systems. Dhar and
Stein introduced a series of measures to report on the performance of a DSS. They
monitored system accuracy, response time and level of explanations provided. After
considering these constraints they were able to specify recommended courses of
action [8]. Other heuristic measures could be used to measure the quality of utility
within a DSS and provide feedback to balance efficiency within specified solutions.

Blackboard system are thought of as a component-based system, where each
box can function as a database, series of pigeon holes or behave with an unknown
behaviour that represents a specific aspect of a system or specific sub-systems. This
needs to occur in an environment where experts andmodular subsystems, are capable
of representing different points of view, strategies, and knowledge formats. These
problem-solving paradigms may include, but are not limited to [9]:

• Rule-Based Systems;
• Case-Based Systems;
• Bayesian Networks;
• Neural Networks;
• Fuzzy Logic Systems; and
• Legacy software systems (traditional or formal procedural).

As suggested, experiments conducted by the Knowledge-Based Intelligent Infor-
mation and Engineering Systems (KES) Centre use Java to gain its many advan-
tages. Over the past decade, KES has created a number of applications using agents,
Fuzzy Logic (FL) and Neural Networks (NNs) within a structuredMulti- Agent Sys-
tem (MAS) framework. Several examples include: the Cognitive Hybrid Reasoning
Intelligent Agent System (CHRIS) [10], Web-basedMulti-Agent System Test-bed
(Web-MAT) [11] and Intelligent Multi-Agent Decision Analyser (IMADA) [12]. AI
techniques have also made a great deal of progress in other fields. Some include:
knowledge representation, inference, machine learning, vision and robotics [2, 13].
Minsky suggested that AI is the science of making machines do things that would
require intelligence if done by man [14], however other researchers regard AI as
more than applied engineering. The study of AI employs multiple disciplines that
require study associated with computers and the sciences relating to human and
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animal intelligence. Hence, although the notion of AI was initially conceived during
the Dartmouth conference, the following teams pursued divergent directions:

John McCarthy and Nil Nillson: using formal logic as a central tool to achieving
AI (considered the Neats) [15].

Minsky and Schanks: using apsychological approach toAI (the scruffs)
[16].

Newell and Simon: using production systems [17].
Russel and Norvig: entered the argument more recently by describ-

ing an environment as something that provides
input and receives output, using sensors as inputs
to a program, producing outputs as a result of act-
ing on something within that program [18].

The AI community now uses the later to create an environment that reacts to
sensing (inputs) and acting (outputs). Simply speaking, an AI application is a system
that possesses knowledge about an application domain that takes in data from its
environment, and reasons about that data to derive information. This information
is then used to make decisions to be acted upon [19]. That system may be a com-
bination of algorithms used for reasoning, learning, planning, speech recognition,
vision, and even language translation. For example, an ES used by an organisa-
tion or a robotic drone employed in autonomous activities. Data, information and
knowledge can be acquired, stored, analysed and employed in almost any field. The
technology used for data mining is still evolving, however the essential elements are
well established. DSSs employ these techniques to manage information repositories.
Researchers are then free to employ decision-making algorithms or other techniques
to expand the intellectual capabilities of most traditional ESs. Here, intelligence is
considers to be the cognitive aspects associated with human behaviour, such as; per-
ceiving, reasoning, planning, learning and communication. The knowledge gathered
can be represented as a set of “IF ... THEN” statements that are stored as rules in
a database. In this case, the rules consists of a set of conditions and a conclusion.
If all of the conditions are true, then the conclusion holds. When reasoning, an ES
will be used to infer many rules. The conclusion from one rule can form part of the
IF condition of successive rules sequentially in the process of seeking a prescribed
goal.

Many aspects of DSS models involve web centric transactions and typically
employ data mining or the use of more modern Intelligent Decision Support Sys-
tem (IDSS) techniques. This chapter discusses the use of decision-making within a
distributed and dynamically scalable environment. Section7.2 introduces the basic
concepts of DSS, Sect. 7.3 discusses decision-making, while Sect. 7.4 explores IDSS
enhancements. Section7.5 explains how agents use a multi-lingual dynamic envi-
ronment, while Sect. 7.6 highlights conclusions and future research direction.
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7.2 Background

Prior to firstWorldWar (WW1), computers were introduced to extend the processing
capabilities of humans. A combination of development in this domain facilitated the
birth and/or expansion of a number of associated fields. Software examples include:
LISt Processing (LISP) and Dendral, while Advanced Research Projects Agency
Network (ARPANET) andManufacturing Information andControl System (MIACS)
represent hardware related enhancements [20].

LISP: McCarthy developed LISP—Inversion: A Programming Language
Interface (APL). It can manipulate source code as a data structure,
giving rise to heuristic macros that allow programmers to create new
syntax that operate on parenthesized lists [21].

DENDRAL: Feighambaum designed the DENDRitic ALgorithm to topologically
resolve distinct arrangements of any given set of atoms. This was
considered the first large-scale expert system to provide automated
responses based on heuristics measures [22, 23].

ARPANET: is an operational, resource sharing inter-computer network linking a
wide variety of computers between the US, Hawaii, Norway, and Eng-
land. [24, 25].

MIACS: Bachman invented MIACS while at General Electric. This led to the
first Integrated Data Store which was able to store up to 40 kB of share
files using a data-base management system [26].1

These early success stories stimulated the concept of data exchange and trans-
actional processing techniques. Data-driven methodologies progressively evolved
using lists, databases and eventually data warehousing. Data Mining, ESs and DSSs
inputs are still based on a list of related facts that need to be tested or associated prior to
being interpreted. These decisions are increasingly being made using AI techniques.
For instance, organisational decision are typically derived from a vast amounts of
data, information and/or knowledge that is related to the problem space prior to select-
ing an appropriate course of action. The appropriate mix of information depends on
the characteristics of the decision making context [27], and particularly environ-
mental aspects that influence value-based decisions [28]. The current approach of
developing DSS to support a specific organisational decisions requires experts to
tailor it corporate related information streams. These systems requires the developer
to determine what priori information needs to be processed to perform the appro-
priate filtering a value-adding to assit decision-makers. A Knowledge Management
Systems (KMS) can be introduced to manage large amounts of information that may
or may not be related to traditional decision-making processes. KMSs assist the user

1The IDS provided application programmers with a set of powerful commands to manipulate data,
using an early set of expressions that would soon be called a Data Manipulation Language. This
was also used by SAGE and considered to be the first DSS.
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Table 7.1 Perceived knowledge hierarchy [30]

Element Description Example

Data Collection of facts Number of units sold

Information Converted or related data that have
meaning in context

Average sales per month

Knowledge Interpreted information based on
expertise

Company may have future financial
problem

Wisdom Knowledge synthesized and applied
to make a decision

Company should consider a merger

to systematically trawl though massive amount of data to determine the information,
within the context, to make decisions without causing information overload [29].

A coherent system is required in order to integrate a KMS into the corporate DSS.
Michalewicz et al. provides an mechanism to translate a general class of decision
problem using promotional phases of information to processes intelligence prior to
making decisions.As stated previously, this concept combines successiveKnowledge
Management (KM) processes to transformdata into information, then knowledge and
ultimately wisdom. Computers can be used to transform Data into Information and
ultimately Knowledge into Wisdom. Technologies, such as; ESs, DSSs and IDSS
can all be employed to transcend one or more of these categories. Table7.1 describes
the categories used in this chapter.

Knowledge is an elusive concept that generally encompasses both explicit know-
how and tacit know-what [31, 32]. Explicit knowledge can be articulated and codified
as, for example, a set of rules or guidelines, and it can be captured in KMS. Tacit
knowledge is more difficult to quantify. It is based more on experience, culture and
social norms [20]. Some authors have proposed that operations and management
activities of a company are primarily task-based and knowledge-intensive, and that,
in these cases, tacit knowledge can be codified if it is extracted from previous tasks
[33]. The implication is that under some circumstances tacit knowledge as well as
explicit knowledge can be stored and used for decision making [30].

Figure7.1 introduced a mechanism to allow the user to digitally adapt specific
problems based on their business systems [34]. Here, the adaption module is imple-
mented with AI techniques. These techniques make it possible to envision a system
that can place the decision into context. Some progress toward this goal has been
made for applied problems. For instance, dynamically evolving disaster situations,
such as a pandemic outbreak, were people need to interact and address the problem.
Each of these external interactions may influence the next decision. This explains
the need for an adaption module, which serves as an interface between the decision
maker and the requisite model. This allows the model to define or redefine the data
and processing needs to generate information. Information is then transformed into
knowledge in the KMS by mining previous experience. Knowledge is then passed to
the adaption module to assess and modify it for the specific decision problem. The
system provides a proposed decision to the human user, who may accept, reject or
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Fig. 7.1 Architecture of an
adaptive decision support
system [30]

modify the parameters. The user is central to the system and has the final decision
on accepting or rejecting the recommended course of action prior to implementing.
Users also interact with the system to provide user-specific domain knowledge or
preferences [30].

In dynamic environments, systems require a capability that allows the decision-
maker to adapt to change. Similarly the solution framework must be capable of
solving a range of problems. Michalewicz et al. describes four characteristics he
observed when dealing with complex problems [34]. These observations can be used
by the adaptation module in the above example to influence decision-making, based
on:

1. the number of possible solutions being so large that all possibilities cannot be
examined;

2. the environment changes with time;
3. how heavily the problem is constrained; and
4. the number of conflicting objectives.
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All adaptive business intelligence systems therefore require prediction and opti-
mization processes to recommend near-optimal solutions. This could take the form
of an adaptive learning module to improve future recommendations. More mod-
ern IDSS would either select the data analysis technique or assist the user with the
selection. The resulting knowledge would consist of the results from one or more
algorithms (typically hosted in aMASmicro-simulation system) [20, 35]. The adap-
tation module discussed could be used to reflect the most recent data associated with
a dynamic environments and assess the best solution [30, 36].

7.3 Decision-Making Systems

Adatabase becomes a support systemwhen it can be used to helpmanagersmake use-
ful decisions. ADSSmust value add to the data being collected. This can be achieved
by employing a knowledge-base designed to infer corporate minded responses. The
most basic form of DSS would be a monitored environmental control system. One
where data is collected and managed to maintain the environment of any given habi-
tat. Traditionally a simple thermostat uses a temperature sensor to extract precise
data about the environment, while its comparator2 sets the threshold used to switch
between heating or cooling modes. A series of these sensors can be deployed within
a building to create a centrally managed system. The DSS simply collects data and
waits for the temperature to exceed the limit set by the operator (rules). This would
stimulate an output that can be used to mode switch. More complex environmental
control systems may be required, where that system controls a building, a complete
facility or even a complex variety of environments that are dispersed geographically.
Regardless of the technology used to generate the decision, the outputs relate to a pre-
defined set of judgements based upon readings that change within the environment
being controlled.

A DSS often uses Computational Intelligence (CI) techniques to collect, fuse and
analyze data in order to derive a decision or enhance a humans ability in a given
environment.3 An expansion of research into a variety of DSSs created greater confi-
dence in the decision being generated by computers [37]. The context could be used to

2This is the logic center contains the actuators and reference limits which are used to decide to heat
or cool.
3McCarthy developed LISP, enabling Bachman to create the first database management system
which was converted into an Intelligent Decision Support (IDS) application called SAGE, while
Feighambaum labelled his expert system DENDRAL.
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Table 7.2 Decision support system domains categorised [38]

Category Domain Example

Data Mining Data driven Lists, data bases and data management systems

Evolutionary Genetic algorithms Optimisation and search spaces

Thought Neural networks Learning and pattern matching

Constraints Rule based systems Expert and knowledge based systems

Symbolic Fuzzy logic Transforming the ambiguity of crisp into fuzzy sets

Temporal Case based Systems Reasoning and analogy based systems

Inductive Machine learning Iterative creation of dynamic rule sets

determine the problem solving technique used. Examples include: communication-
driven, data-driven, document-driven, knowledge-driven and model-driven architec-
tures.

The growing volume of data had an overall effect on the efficiency of these sys-
tems. A series of tools where developed to measure the validity and results of many
DSS. Factors such as; availability, accuracy, user response and operator ability, were
raised as constraints to be considered before specifying courses of action [8]. The
history of these systems has bee well documented. Power [38] for instance gives an
excellent historical description of DSSs, which discusses many of the fundamental
issues, however misses the vital human aspects. Keen reports on a study relating to
“the theoretical aspects of organizational decision making”. A preliminary study was
done at Carnegie in the 1950s, while a more concise study fromMassachusetts Insti-
tute of Technology (MIT) was completed in the early 1960s [39]. For instance FL
can be used to determine confidence levels and subsequently specify the communi-
cation requirements for each human role involved in the interaction [40]. Similarly,
multi-agent planning and coordination techniques have successfully been used to
monitor resource management in command and control systems for several combat
ships when defending against incoming threats [41].

The follow research continues to produce more refined DSSs within a number of
categories. Table7.2 lists seven categories (each has been interpreted by this author).

Obviously DSS cannot be used to solve all problems, but they have proven to be
a versatile tool to be used when data can be relied upon to making sound decisions.
The trend is moving towards value-adding, by making intelligent decisions, based on
the concept of supervision. For instance, an IDSS used in machines that must react
to changes in its environment based on planed activities or goals.



7 Decision-Making in a Distributed and Dynamically Scalable Environments 115

7.4 Intelligent Decision Support System

As suggested above, DSS are transactional systems that use databases. As these
systems evolved they increasingly accessed data across networks, using decen-
tralised databases. Similarly, IDSS now interrogate the Internet of Things (IoT)
across dynamic connections to use a growing web of remote devices for enhanced
decision-making. Interaction with specified nodes within that web can be achieved
using Remote Procedure Calls (RPCs) where objects can be requested and accessed
by many computers around the world. Some of the early standards used in distrib-
uted computing include: Distributed Computing Environment (DCE), Distributed
Component Object Model (DCOM), Common Object Request Broker Architec-
ture (CORBA) and Remote Method Invocation (RMI) in Java; which all provide an
object-based RPC communication mechanism. CORBA enables the communication
between software components and procedures that are written in different program-
ming languages, across distributed platforms [42]. Unfortunately CORBAmessages
only include procedures and do not contain any semantics.Web-Services Description
Language (WSDL) not only introduces the concept of semantics, it can be thought
of as a dynamic Interface Description Language (IDL) because it can specify a ser-
vice endpoint that can be bound during run-time and support interface inheritance
directly.

Different strategies have been developed to enable the communication of soft-
ware messages or the exchange of whole components/objects to exchange infor-
mation and knowledge between applications [43]. For instance, the DARPA Agent
Markup Language—Services (DAML-S) is another example of component software
techniques maturing. Its heritage originated from procedural logic, OWL Services
(OWL-S) and uses web services to communicate. As the name suggests, it is a service
connected to a protocol. In this case, OWL-S and Universal Plug and Play (UPnP)
assist in providing an ontological sound exchange of data across a web service. Over
time OWL-S has metamorphosed intoWSDL, but it has a limited form of expression
that restricts it being mapped to DAML-S. Despite these restrictions, DAML-S is
still superior to WSDL. The relationship between both is shown in Fig. 7.2.

The above methods facilitate seamless transaction process for any data source.
These protocols allow designers to componentise DSS and IDSS using agent frame-
works. Similarly these agents can be used to facilitate alternate decision-making
processes. For instance may databases incorporate min/max attributes to monitor the
need to re-supply and/or track patronage habits by counting transactions. Similarly
multiple Intelligence Agents (IAs) could be incorporated to implement additional
function independent to data collection and/or analysis. For instance providing cus-
tomised reports for management, shareholders and/or independent stakeholders [45].
Wooldridge describes an IA as a computational systems that has properties associ-
ated with; autonomy, social ability, reactivity, and pro-activity [46]. Chira recently
added mobility, with the ability to learn, reason, cooperate and coordinate [47]. All
these characteristics promote the ability to incorporate component-based intelligence
capabilities within IDSS.
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Fig. 7.2 Mappings from DAML-S to WSDL [44]

Figure7.3 depicts one possible approach to incorporating agent technologywithin
an IDSS. Here intelligence is described as a computational process that enables
enhanced decision-making and interaction. The agents are required to bridge the
gap between humans and machines. They also integrate information to form social
structures, such as; teaming and learning. According to Tweedale et al. [48], new
research and technologies are beginning to focus on developing human-centric MAS
in order to achieve mutual goals. These agents must also react to changes in the
environment (reactivity) and plan activities to solve their goals (pro-activity) [49].

This IDSScontainsmultiple agents tomanage theDSS functions,HumanMachine
Interface (HMI) and intelligent decision-making capabilities. Agents are deployed
to acquire data which a continually changing environment and reports this to the
Inference Agent. This data is also processed into usable information and ultimately
transformed into knowledge (using a set of beliefs about their perceived environ-
ment). The Inference Agent accesses the expert knowledge in terms of production
rules and continually interprets the knowledge created and updated via the collection
agents. A parent agent supervisors this process and coordinates their interact within
the environment, which for this example, consists of pre-processed information about
various platforms and information servers. In t his case three independent servers
are used to highlight the distributed nature of the project. These include: My SQL,
Oracle and ODBC servers [50]. The IDSS also contains a user interface to enable
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Fig. 7.3 The Principle of MAS within IDSS [20]

user-requested analysis. The outputs of the IDSS include reports, warnings and other
feedback about the current state of the system [51].

While at KES, Haider developed a platform independent IDSS using Commercial
Off-The-Shelf (COTS) Commercial Off-The-Shelf (COTSsoftware [52]. To fulfil
these considerations, two software packages were selected. These included Java and
JACK. Java was chosen as a development language for following reasons [53]:

• Portability;
• Platform Independence; and
• Extensive development support.

The JACK Intelligent Agent framework was used to implement the software
agents, based on the following reasons [54]:

• Extension of Java;
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• Graphical representation of agents; and
• Specifically written to implement software intelligent agents.

JACK is an event driven software development platform where software agents
are developed to implement proactive and reactive strategies. In the developed IDSS,
each agent is developed to continually monitor the assigned environment. Each agent
consists of one or more plans to execute certain logical operation based on particular
events or based on its own beliefs [51]. Prior to being populated with operational
data, the example IDSS was successfully tested to provide alerts and warnings based
on hand coded scenarios.

7.5 Dynamic Environments

Many applications now use Web-Service style component technology and type safe
languages (like Simple Object Access Protocol (SOAP)), to preserve semantics,
ontology and intent of the message transaction. Amazon, Yahoo and Google all use
electronic kiosk style applications to transform requests from semi-intelligent infor-
mation retrieval, into information rich responses, that are tailored using some form of
server-side DSS technology. The relationship is implied through the complementary
use of OWL-S and WSDL. Both languages are NOT covered in the same domain,
however the overlap is obvious. WSDL uses Extensible Markup Language (XML)
while Ontology Web Language (OWL) is logic based (classes) and the binding is
specified in the form of WSDL (SOAP and HyperText Transfer Protocol (HTTP)).
As discussed, the “resulting rich service descriptions provide a powerful way of
assembling information resources in contexts that require the agile construction of
virtual organizations” [55].

A series of follow-on developments resulted in a logic based protocol that could
be catalogued into libraries and distributed in the format derived for WSDL using
an XML protocol over HTTP. “This rich service provides a powerful mechanism of
assembling information resources in context that require the agile construction of
virtual organizations” [56].

A Concept Demonstrator called the Supervised Inter-operable Dynamic Agent
Teaming Environment (SIDATE) was also developed at KES to investigate the sim-
ulated interactions between agents using real world parameters (Fig. 7.4) [20]. The
system output is also shown in Fig. 7.5 [20]. The HMI reveals the realisation of
loosely coupled agents that subscribe information, events and capabilities from an
internal IDSS. AnMAS with sensors and a navigation capability are simulated. This
enables Agents to share knowledge and collaborate based on the context and their
expertise to achieve specific tasks. The capabilities of agents can be extended by
appending other agents’ capabilities (like turn, hide, run, survive and assist)4 until

4An Agent with the capacity to avoid collisions or optimize path finding would retain specific
functions, however data and context used to achieve these would be derived and stored centrally.
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Fig. 7.4 Supervised inter-operable dynamic agent teaming environment [20]

Fig. 7.5 Agent factory demonstrator [20]
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the goal is achieved through cooperation. More detail about the model can be found
in the original article [11].

The dynamic environment consists of black-box system (see Fig. 7.4), which uses
an MAS to realize many of the core capabilities [20]. Some include: a KBS, physics
engine, navigation tactics, andmathematicsmodels to enable planing and re-planning
capabilities. The IDSS is used to store mission data and generate decisions based on
the corporate knowledge loaded in the KBS. The MAS comprises of different layers
that form a hierarchical structure based on the Trust, Negotiation, Communication
(TNC) framework [57]. An entity can be a single agent or a complete subsystem in
which capability can be dynamically linked during run-time to retain its autonomous
ability.

The server is the center of system that translates and transmits data between the
destination and source client via SOAP messages. The server can also run the source
client on the same machine. The destination client runs a simulation environment
where its entities are guided by the MAS in the source client to implement a distrib-
uted system over network.

The entities in the source client’s simulation environment publish their geograph-
ical location to the destination client’s entities, which move in sympathy with the
source client when connected via the server’s translation component. Every set
amount of time the destination client requests the source client via the server for
new position coordinates to navigate its entities based on agent’s movement in the
MAS. The coordination for this target point can be obtained from the source client
via the server’s translation component. Random events, entities and constraints can
be introduced at will using the scenario script.

Today, researchers have the capacity to stimulate, emulate and even simulate con-
strained real-world problems. Fast hardware is required to achieve the number of
iterations for real-time simulation. Most simulation system use a feedback/forward
mechanisms to chain environmental and entity relationships. The fidelity and capac-
ity to solve problems reduces as the number of variables or constraints increases.

Fig. 7.6 Model based
computing reaches the
boundary of micro
simulation [20]
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Using super computers, researchers are able to run some simulation faster the real-
time. As the power of thesemachines increases, the number of successive simulations
will increase. Eventually a series of micro-simulations could be used to determine
simulated results for a variety of configurations. These results would then be used to
determine more intelligent decisions in future IDSS. Figure7.6 portrays the future
concept of how experiments might interact to make decisions [20]. Supervised Inter-
operable Dynamic Agent Teams would form the basic nucleus of this system and
must be capable of providing the process when the technology is ready. Further work
on the black-box architecture, how its modules will communicate and the drive to
create an efficient environment capable of dynamic functionality at run-time will
continue together with components that plug-n-play that enable human interaction,
learning, cooperation, planning and re-planning (this list is only limited to the stu-
dents imagination and the practicality of their components functionality). Similarly
increase processing capabilities would facilitate increased scale and felxibilitywithin
the simulated environment. For instance Moore created a more advanced decision-
making capability called the Atomic Layer Deposition (ALD). This simulated the
self-assembly of molecules, one mono-atomic layer at a time. To gain some perspec-
tive of these gains, 100 of these new transistor gates would fit inside the diameter of
a single human red blood cell [58]. Eventually technology will surpass the needs for
CI and fully scalable MAS capable of solving real world problems. Until then, we
need to ensure our designs are tested and capable of such functionality to enable it
to scale to realistic sizes capable of solving complex problem.

7.6 Conclusion

This chapter progressively discusses the use of decision-making techniques and KM
techniques to enhance the functionality of existing DSSs. Several examples were
discussed to highlight database management concepts associated with a distributed
and dynamically scalable environment. It also indicates that DSS models involve
data centric systems, were more modern IDSS use web centric transactions. The
examples used reveal the basic concepts of DSS, decision-making and explores
IDSS enhancements. Ultimately more work is required to further enhance decision-
making processes, however massively parallel super computers are now facilitating
constrained experiments. As discussed, model-based computing may provide one of
those solutions using micro-simulations within an IDSS.
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Chapter 8
Enhancing the Tactical Data Link Decision
Support System

Christos Sioutis

Abstract Coordinating a complex array of deployed assets is a difficult task. De-
fence employs TacticalData Link (TDL)s tomaintain situation awareness and convey
the intent of command and control information. Connectivity is achieved using dig-
ital radio communication systems that conform to present military TDL standard
waveforms. Managing a TDL is inherently complex and typically requires operators
(called TDL Network Managers (TDLNMs)) to actively manage these networks.
These TDLNMs are trained military personnel and, due to the transient nature of
their careers, most are posted within a few years and are often replaced with less ex-
perienced operators. Given this fluctuating level of experience, a Decision Support
System (DSS) is being considered to assist the operators in maintaining a network.
This chapter describes the conceptual design of an agent-based DSS, that could be
used to support an operator, who is responsible for monitoring and optimizing a
TDL. This includes tasks such as monitoring, troubleshooting and modifying vari-
ous aspects of the TDL in order to maintain the required levels of connectivity and
performance. One of the key tools used to support this role is a computer-based
Network Management System (NMS). The proposed DSS could be developed us-
ing an Agent Architecture Framework (AAF) and integrated with the DSS based on
Distributed Object Computing (DOC) technology. This approach minimizes the risk
of integration between the NMS and the DSS, whilst allowing flexibility for future
integration requirements. Cognitive Work Analysis (CWA) techniques could also
be employed to capture and encode the expertise required for the DSS to operate
effectively.
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8.1 Introduction

ATactical Data Link (TDL) network employs aweb of interconnected radios that can
be configured to reliably achieve long range digital radio communication between
military platforms, as shown in Fig. 8.1. The hardware and software characteristics
of TDL technology have evolved throughout the years, as have the message and
protocol standards that define their information exchange. The most common TDL
employed currently is Link 16 (L16),whosemessaging protocol is defined bymilitary
standard MIL-STD-6016 [1]. Under normal conditions a L16 network will remain
operational for extended periods of time, requiring only occasional monitoring to
ensure continued satisfactory operation. However, problems do arise, and therefore, a
TDLNetworkManager (TDLNM) is taskedwith supervising the system to determine
the most appropriate form of intervention to resolve the problem (or minimize its
impact).

The TDLNM requires a level of training and experience in order to gain an un-
derstanding of the current state of the network and to detect and diagnose problems.
Additionally, the TDLNM must be able to determine the appropriate corrective ac-
tion required to bring the system back into a future desired state. This is made more
difficult by the fact that new operators are typically rotated into this role every few
years. Consequently, continuous training and support is required and a known loss of
potential expertise and/or lessons learnt is accepted. Reduced operator proficiency
also implies a possible loss of capability whilst building up experience.

A Decision Support System (DSS) is an expert system that could be designed
to capture elements of the rules, skills and knowledge of the TDLNM and used to
support effective decision making. This chapter describes the conceptual design of
a DSS that is intended to work alongside the TDLNM and provide assistance in the

Fig. 8.1 MIDS in the future interoperable tactical communications architecture [2]
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diagnosis of network issues as well as offering possible courses of action to resolve
them.

The introduction of a DSS to support a Network Management System (NMS) is
expected to reduce the burdens on the TDLNM and mitigate the effects of operators
who may have reduced experience. These issues are discussed in this chapter using
two themes. The first relates to modelling the TDLNM decision processes. This
process will concentrate on enhancing the functional requirements of the DSS. The
second is to design the DSS using a middleware based architecture. This approach
uses software design patterns that realize agent-oriented behaviours.

To this endSect. 8.2 describes the need tomonitor andmanage aTDLNetwork and
Sect. 8.3 outlines the process used tomodel the TDLNMdecisionmaking framework.
To assist the reader, Sect. 8.4 provides an introduction to the concepts associated with
software agent design patterns, while Sect. 8.5 focuses on techniques that support
Distributed Object Computing (DOC). Section8.6 outlines the Agent Architecture
Framework (AAF), and Sect. 8.7 describes the design of the proposed agent-based
services prior to concluding remarks and a discussion on future effort.

8.2 Network Monitoring and Management

In order to employ a L16 communications network, platformsmust be equipped with
a specially designed radio terminal. These are called a Joint Tactical Information
Distribution System (JTIDS) or a newer (smaller) variation called the Multifunc-
tional Information Distribution System (MIDS). L16 operates in the UHF frequency
spectrum which limits connectivity to direct Line of Sight (LOS). Consequently,
the range of communication between two platforms using L16 is related to their
respective range and altitude [3]. To overcome the LOS limitation, L16 employs
a relay function that allows platforms to relay specified data to peers. This essen-
tially achieves an interconnected mesh of nodes similar a Mobile Ad-hoc NET-work
(MANET) network [4]. Figure8.2 illustrates a L16 network in which the circles are
surface platforms, the arches are aircraft and the squares are land platforms. L16
uses the communications principle of Time Division Multiple Access (TDMA) [5],
which allows apparent simultaneous transfer of data by dividing transmissions into
predetermined timeslots [6]. L16 information is transmitted in messages conforming
to a fixed format, known as J-series which are grouped in general categories. For
example:

• Network Management,
• Precise Participant and Identification,
• Surveillance, and
• Platform and System Status.

A L16 network needs to be designed, planned and initialized in order to achieve
connectivity. The design process is operations agnostic and requires information such
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Fig. 8.2 Example link 16
network [3]

as the number and types of participants. It aims to split the total allocation of L16
timeslots into the different participant types as efficiently as possible whilst ensuring
that each type has enough capacity to perform itsmission requirements. The planning
process in turn uses the network design and allocates participant types to specific
platforms for a given operation. Platforms are issued with a unique L16 identifier
and a specific configuration parameters to initialize their L16 data terminal [6].

L16 operates in the same Radio Frequency (RF) band as commercial aeronautical
navigation aids. Therefore, in order to operate L16 there is a need to obtain a Fre-
quency Clearance Agreement (FCA) [7]. The FCA stipulates a maximum allowable
Time Slot Duty Factor (TSDF), which is a measure of the number of RF pulses trans-
mitted within a given geographical area within a 12 second period. During operations
the TDLNM is responsible for maintaining the health of the L16 network and also
ensures that the TSDF being generated complies with the FCA. Additionally, L16
has the ability to alter the allocation of timeslots for platforms ‘on the fly’ using
special management messages sent via a Network Management System (NMS) [8].

A NMS is employed to assist the TDLNM in the monitoring of a L16 network;
both from a capacity and health perspective. Capacity is considered in terms of as-
signed operational roles, system capabilities, and the spectrum constraints imposed
in terms of TSDF. The network health is influenced by the ability of individual plat-
forms to maintain timing and position synchronization with the network. Platforms
conducting these roles must adhere to strict standards of behaviour that govern net-
work entry, time management and position determination. The specific role of the
TDLNM includes (but is not limited to) the following activities [8]:

• Ensuring that the participants are operating as planned,
• Ensuring that connectivity is maintained throughout the network,
• Supporting the entry of new participants into the network, and
• Updating the network design to support operational needs.
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Fig. 8.3 TDLNM general decision process [9]

Figure8.3 illustrates the basic premise of the TDLNM decision process. In sim-
plified terms, a TDL network operates dynamically in the real world (illustrated as a
cloud on the right) where the TDLNM is responsible for maintaining a required level
of performance bymanaging the network.Whilst managing the network the TDLNM
continually undertakes a decision making process. In favor of simplicity, the TDL is
observed and manipulated through voice interfaces over other infrastructure (using
radio, telephone or any other medium). The TDLNM decision process is influenced
by four elements [9]:

Situation Awareness: This captures the TDLNM understanding of the TDL net-
work. It can be modelled through a series of consistent beliefs. When new beliefs
are asserted they are checked for consistency and, if a conflict arises, further in-
vestigation must be applied to determine which beliefs (old or new) should be
removed to maintain consistency.

Goals/Responsibilities: This captures the TDLNM role (purpose of being). This is
modelled through a hierarchy of goals with their priorities. The model can include
many goals for many different situations. However, only a subset of these goals
is active at any time, depending on the actual situation at hand.

Knowledge/Experience: This captures the TDLNM background knowledge and
experience. This includes knowledge such as how a TDL network works and
what happens when certain actions are taken.

Standard Operating Procedures: This captures the procedures and actions that the
TDLNM takes. The simplest procedures to model are the Standard Operating
Procedures (SOP) which are well defined and represent the standard practice.
However, there may be procedures that are not specifically documented which
could also be incorporated in the model.
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8.3 Modelling the TDLNM Decision Process

The decision process modelling described in this section forms a subset of a large
research area within the human factors research discipline that is known as Cognitive
Work Analysis (CWA) [10]. The main focus of CWA is the analysis, design and
evaluation of human-machine systems. In other words, understanding how humans
use machines to achieve specific work objectives. It specifically recognizes that in
order to achieve an acceptable level of performance in a given application one must
consider the abilities and limitations of individual workers interacting with their
supporting machines. The Computer Systems Engineering (CSE) [11] research area
further extends upon this concept by designing human/machine systems based on
similar principles.

CSE uses various models for representing the states of knowledge and infor-
mation processes of human reasoning. One such model is known as the “decision
ladder”. The decision ladder models the human decision making process through a
set of generic operations and standardized key nodes, or states of knowledge, about
the environment. Figure8.4 illustrates an example generic decision ladder from the
TDLNM perspective. The decision process begins from the bottom left then works
its way up the ladder and down again on the right; it is described in more detail
below:

Observation: This is the default activity, where the TDLNM regularly updates their
understanding of the state of the TDL network through inspection of the user
interface. This is not necessarily a constant operation as the TDLNM may have
other duties to perform.

Identification: In this activity, the TDLNM uses their understanding of the network
state to make a diagnosis of the likely causes of a problem. This may include the
further investigation of specific system parameters.

Decision: This activity makes a decision on what changes are necessary to bring the
system back into the desired state based on the diagnosis of the problem.

Planning/Tasking: This activity implements the decided response by setting tasks
and planning a set of actions to act upon the environment.

While these activities can be arranged in an easily understood sequence, it is
important to recognize that experienced operators make intuitive leaps [12]. The
expertise level is important when considering the design of the DSS, which should
aim to raise the ability of less experienced operators. The ladder can be segmented
into three levels of expertise that takes into account people making intuitive leaps:

• The skill (lowest) level represents very fast, automated sensory-motor performance
and it is illustrated in the ladder via the heuristic shortcut links in the middle.

• The rule (medium) level represents the use of rules and/or procedures that have
beenpredefined, derived empirically using experience, or communicated byothers.
It traverses the bottom half of the ladder.

• The knowledge (highest) level represents behaviours during less familiar situations
when someone is faced with an environment where there are no rules or skills
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Fig. 8.4 Decision ladder from the TDLNMs perspective [9]

available. In such cases a more detailed analysis of the environment is required
with respect to the goals required to be achieved.

In applying the decision ladder to L16 network management, it becomes apparent
that the decision ladder does not appear to adequately capture the diverse set of
activities that is required to be represented. Whether the operator is monitoring,
troubleshooting or attempting to confirm that a problem is being resolved can greatly
impact the underlying concepts being represented by a node in the model [13]. This
has led tomodifying the basic decision ladder in order to represent theL16monitoring
process, as shown in Fig. 8.5.

The new design captures a process that is executed in a circular fashion as new
information arrives and is processed. This information is categorized as one of:
general updated information; alerts pertaining to a known issue; or feedback. This
feedback is typically focusedonfixingpreviously detected issues.A feedback activity
is also included that is required to monitor the TDL network and ascertain if the
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Fig. 8.5 Customized decision ladder link specific to TDLNM tasks

implemented actions have the desired effect. If this is not the case, then the TDLNM
may need to decide whether to select an alternate action, or form a new diagnosis.

The system state/knowledge is persistent between iterations, which aims to con-
stantly refine, rather than merely generate, the system state knowledge. Depending
on the process to be supported, and the needs of the inference mechanisms, this
knowledge may include the history of the system and previous suppositions made to
resolve past problems in addition to the current state of the system. The ladder was
also customized to separate the various forms of the observe activities. These cate-
gories have been segregated into: examine, observe and confirm. The feedback will
depend on how it was derived and returned as an: alert; update; or feedback prompt.
The decision ladder is therefore executed from one of the following categories:

• The update of information without problems in the system;
• The arrival of an alert to a problem (as per the template’s original design);
• The update of information with a problem that is previously undetected; and
• The update of feedback pertaining to a known problem in the system.

Lastly, Table8.1 provides a generic template against which scenarios for TDLNM
activities can be defined. In the example provided, the TDLNM is alerted to the fact
that a deployed unit is not able to synchronize their radio and thereby join the TDL
network. It can be seen that to determine the probable cause of the problem, the
TDLNMmust have an indication of where the connected platforms are with respect
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Table 8.1 Generic task template

Alert Observe Diagnose Task Procedure Feedback

Fail to
synchronize

Current
network time
setting

Inaccurate
time setting on
platform

Adjust time on
platform of
nearest
network

Use voice
communica-
tion to instruct
the correct
time

Confirmed
when platform
appears on the
network

Distance from
platform to
known
platforms in
the network

Platform out
of network
range

Arrange
platforms to
ensure ranges
are
appropriate

Use voice
communica-
tions to
command
platforms

Monitor
distances to
ensure
reduction

Incorrect
settings

Reload
terminal with
correct
settings

Use voice
communica-
tions to
instruct
platform

Confirm when
platform
appears on
network

to a particular location and the current time on the network. The ability to determine
the locations would be partially met with a tactical display that shows the locations
of connected platforms and the ability to determine the distance to a given location.
This would allow DSS to preclude certain diagnoses and offer suggested courses of
action to the TDLNM (along with explanations of the decision made).

8.4 Software Agent Design Patterns

The general concept of an agent involves an entity that is situated within an environ-
ment. The environment generates sensations, triggering reasoning in the agent and
causing it to take actions. These actions in turn generate new sensations, hence form-
ing a sense-reason-act loop. This is reinforced by Wooldridge’s widely referenced
definition: ‘An agent is a computer system that is situated in some environment, and
that is capable of autonomous action in this environment in order to meet its design
requirements’ [14]. Wooldridge continued to define a number of properties that an
agent-based system should exhibit:

Autonomy: operating without the direct intervention of humans;
Social Ability: interacting with other agents;
Reactivity: perceiving and responding to changes in the environment; and
Proactiveness: initiating actions to achieve long term goals.

Agent-oriented development extends upon traditional software development tech-
niques with concepts that are specifically suited to expressing autonomous behaviour
with complex interactions. A very good agent-oriented development methodology
is described by Padgham [15].
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A number of very capable agent frameworks have been developed to aid in im-
plementing agent-based systems; for examples see [16–18]. These frameworks pri-
marily provide new constructs and algorithms specifically suited to aid a developer
in designing an agent-based system. Each framework however, introduces its own
concept of what an agent is and how its behaviours are implemented. Each frame-
work therefore brings its own advantages/disadvantages and is suited to different
applications. This means that developers must choose the appropriate framework for
their application.

After exploring a number of agent frameworks, one can deduce that they have
conceptual similarities, albeit with different implementations. This hints at the ex-
istence of generic design patterns to describe the mechanisms of agent behaviour
in an implementation independent way. An understanding of these patterns allows a
developer to focus on the design of the required agent behaviours whilst being able
to switch between frameworks as needed. Researchers have already discovered the
possible advantages of using patterns for designing agents. Weiss [19] describes a
hierarchical set of patterns for agents. For example, the Agent as a Delegate pat-
tern begins to describe how a user delegates tasks to an agent. An attempt is also
made to classify agent patterns based on their intended purpose by Oluyomi et al.
[20] and a two-dimensional classification scheme is proposed with the intent that it
is problem driven and logically categorizes agent-oriented problems. Although not
specifically mentioning patterns, related work by Jayatilleke et al. [21] has attempted
to describe agent behaviour as a model. Key behavioural elements utilized by the
popular Beliefs, Desires and Intent (BDI) [14] reasoning model are defined as:

Goals: a desired state of the world, as understood by the agent.
Events: notifications of a certain state of the internal or external environment of the

agent.
Triggers: an event or goal which invokes a plan.
Plans: respond to predefined triggers by sequentially executing a set of steps.
Steps: primitive actions or operations that the agent performs.
Beliefs: storing the agents view of its internal state and external environment. These

can trigger goal completion/failure events as well as influence plan selection
through context filtering.

Agent: a collection of the above elements, designed to exhibit a required behaviour.

8.5 Distributed Object Computing

Modern computer software is inherently complex, comprised of many interactions
and combining to provide a structured cohesive whole. In support of managing (and
even reducing) this ever increasing complexity, new approaches in software design
have been developed. The reference architecture of the software plays a central role
in specifying generic function layers enclosing patterned behavioural elements.
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Distributed Object Computing (DOC) frameworks, on the other hand, provide
partially-built component implementations focused on a particular problem domain
[22]. The frameworks provide not only cohesive re-usable components but also
re-usable behaviour [23]. Modular software components can be defined through
pattern-orientated framework mechanisms. This allows for a higher order of re-use
and enhanced application developer productivity and reliability. It can also provide
guidance to developers adopting a solid and reliable approach to the software being
produced.

DOC middleware connects application components as shown in Fig. 8.6a. Mid-
dleware transparently manages the connectivity environment between distributed
application components. Components can concurrently interoperate across different
operating systems, hardware platforms and even language environments. Middle-
ware technologies have evolved significantly over the past decade in support of the
move to standardization. One example is the CORBA [24] standard published by the
OMG. Coupled with this standardization is the capability to simplify the integration
of disparate distributed application components and systems within a heterogeneous
system-of-systems context [22].

DOC middleware is typically comprised of different layers responsible for pro-
viding a given functionality. Lower layers provide generic services and capabilities
which are utilized by higher layers that are in-turn increasingly more domain or ap-
plication specific. Applications can be developed to integrate with a particular layer
that they support and interoperate with other applications operating on other layers.
As a result, most of the work in such systems happens in the underlying layers,
whilst the business logic itself is exposed as a service. This is the essence of the SOA
approach [22]. Figure8.6b illustrates how SOA differs to DOC systems. The dotted
horizontal lines in the middleware indicate logical connections that can be routed in
different ways. The difference in sizes of the services in Fig. 8.6 alludes to the fact
that services built on higher layers need less development because they leverage on
the functionality of the layers underneath them.

Fig. 8.6 Connecting software components with middleware [22]. a Distributed Computing Archi-
tecture, b Service Oriented Architecture
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8.6 Agent Architecture Framework (AAF)

TheDOCmethodology provides standardizedways for different applications to com-
municate and also provides some services (Naming or Trading), which can be very
useful when utilized in conjunction with agents. For example, in [25] middleware
is utilized for inter-agent communication as well as access to additional databases.
CORBA-based agents operate the same as traditional CORBA components. When
plugged into a large DOC system they instantly have access to other agents, infor-
mation and services. Legacy systems can also be wrapped with CORBA interfaces
and become available to the agents [22].

Extending the above concept, the CORBAComponent Model (CCM) is a compo-
nent modelling architecture built on top of CORBA middleware. Researchers have
already identified the CCMas a possible approach formerging agents withDOC con-
cepts. Melo et al. [26] describes a CCM-based agent as a software component that:
exposes a defined interface; has receptacles for external plan components; and uti-
lizes sinks/sources for asynchronous messaging. Similarly, Otte et al. [27] describes
an agent architecture called MACRO built on CCM that introduces additional al-
gorithms for agent planning and tasking in the application of sensor networks. The
main advantage of this application is noted as the abstraction of the details of the
underlying communication and system configuration from the agents. Specific lim-
itations identified in this application include overheads imposed by the middleware
(due to the limited processing capacity in the embedded systems employed for the
sensor network) and having limited control data routed around the network [22].

The AAF will implement generic agent behaviours and algorithms through well
understood software design patterns. There are three aims of the AAF shown in
Fig. 8.7a. First, the AAF will link to specific base support libraries used to imple-
ment the required algorithms. Second, it will merge the library application inter-
faces with the workflow and conventions of larger SOA. Third, it will be built using

Fig. 8.7 Agent architecture framework (AAF). a AAF building blocks, b AAF layer in a SOA
system
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templates in order to capture the algorithmic logic while allowing it to work against
any given type. The intent is for the AAF to be used to implement agents utilizing the
same middleware architecture as larger SOA systems. This way agents and services
will be able to exchange data and operate seamlessly. This concept is illustrated in
Fig. 8.7b [22].

8.7 Design of the Agent-Based Services

Agent-based serviceswill be developed to perform the various tasks defined using the
generic task template described in the previous section. The design of the agents will
be based on the methodology described in [15] and implemented using the AAF. The
AAF will in-turn be integrated with a NMS through communications middleware,
as shown in Fig. 8.8.

The initial concept design includes four service modules, each having multiple
agents, with responsibilities that are mapped to the customized decision ladder de-
scribed in the previous section. These service modules are:

Monitoring: service will be responsible for developing a Situation Awareness that
is complementary to the TDLNM and encompases tasks identified for observing
the network state.

Diagnosing: service will be responsible for determining the cause of NMS alerts
and/or problems relayed back to the TDLNM via voice.

Alerting: service will define ways to alert the TDLNM based on a diagnosis made.
These will be additional to any alerts generated by the NMS itself.

Actioning: service will be responsible for taking actions on behalf of the TDLNM
and monitoring the network for the desired effect.

The astute reader may have noticed a horizontal line shown in Fig. 8.5. This line
indicates a hint at the initial level of automation expected to be provided by the DSS.
Specifically, the Monitoring, Alerting and Actioning services will be developed first
in order to provide initial support for the decision ladder elements indicated below
the line. The Diagnosing service will need to make use of the functions provided
by the other three services. As development progresses, the horizontal line indicated
in the figure will shift up to encompass additional decision ladder elements, like

Fig. 8.8 Initial set of agent
services
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interpreting the network state and confirming the effects of actions taken upon the
network. It is intended that the final evaluation and decision (the top of the decision
ladder) will always be deferred to the TDLNM . The DSS will however offer support
to the TDLNM in diagnosing problems, offering possible courses of action and
monitoring the network to ensure that actions produce the desired effects.

8.8 Conclusion

This chapter describes the conceptual design of an agent-based DSS to assist in
monitoring and management of Link 16 tactical data links. The DSS is intended
to work alongside the TDL network manager and provide assistance in the identi-
fication and diagnosis of network issues, followed by the presentation of possible
courses of action to resolve them. The agents will be developed using an architec-
tural framework that is based on DOC middleware technologies and generic agent
behaviours/algorithms based on well understood software design patterns.

A customized decision ladder is used to more closely map the tasks related to
the specific application of TDL network management. Additionally, four modules
have been identified for initial implementation (Monitoring, Diagnosing, Alerting
and Actioning) each providing a set of agents to assist the TDLNM as required.

Acknowledgments The author would like to acknowledge the contribution of William Scott (per-
formed through collaboration with the University of South Australia) in support of the research
described in this chapter. In particular, the customized decision ladder and generic task template.
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Chapter 9
AC3M: The Agent Coordination
and Cooperation Cognitive Model

Angela Consoli

Abstract Coordination is the management of the interdependencies of activities,
whereas cooperation is where two parties form a voluntary relationship to share
resources for a goal. With the introduction of Intelligent Multi-Agent System
(I-MAS), Coordination and Cooperation (CO−O2) is required to ensure agents act
coherently. This ensures that agent tasks and actions are completed in a timely man-
ner. Current CO−O2 models are ubiquitous and rigid. I-MAS have matured allowing
agents to exhibit personification and cognitive processes. This now renders tradi-
tion agent coordination and cooperation models useless. The Agent Coordination
and Cooperation Cognitive Model (AC3M), is a first generation of hybrid CO−O2

models which exploits an agent’s cognitive and mental processes to establish a link
between CO−O2. Themethodology and design of AC3M focuses on how the organi-
sational structure, environment andmentalmodellingof an intelligent agent can affect
CO−O2. The implementation of AC3M features three frameworks, which enhances
the link between CO−O2. Each of AC3M’s framework also assist in establishing
the importance of perception, situation awareness and decision-making in CO−O2

methodologies. The application of AC3M is particularly successful in team automa-
tion within dynamic environments. Teaming in an unknown or dynamic environment
heavily relies on how effectively CO−O2 is established.

9.1 Introduction

This chapter outlines an innovative agent Coordination and Cooperation (CO–O2)
model that enhances team automation within dynamic and unknown environments.
Current CO–O2 techniques have been designed and developed in isolation. Each
methodology is heavily reliant on rules, coordination methodologies focus purely
on roles, and cooperation focuses on sharing resources. This has resulted in CO–O2

systems being unable to be integrated into new-age agent based systems that are
dominated by Intelligent Multi-Agent Systems (I-MASs).
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I-MASs containmultiple Intelligent Agents (IAs) andmust be able to support four
main characteristics of IAs: autonomy, reactivity, pro-activity and social abilities.
I-MAS must also accommodate IAs being assigned task, goals, actions and capabil-
ities. Designers of I-MASs need to exploit the characteristics of IAs to effectively
model governance and promote cooperative relationships. Achieving this outcome
depends on how an IA’s mental modelling, environment and organisational structure
are constructed. The primary role of AC3M was to procure the link between Coordi-
nation and Cooperation CO–O2. This was achieved by concentrating on developing
CO–O2 methodologies that focus on IAs mental model, I-MASs environment and
organisational structure. An important aspect of AC3M’s design was to encompass
traditional properties of CO–O2. Coordination has been perceived as the manag-
ing of interdependencies between activities, whereas cooperation is the voluntary
relationship between two parties.

One application of AC3M is to enhance team automation. IAs have been used
extensively to help simulate automation of human-machine systems, particularly in
hostile, dynamic and unknown environments. Automation is seen as techniques and
mechanisms employed to achieve automatic operations. There are three areas of
importance in team automation:

1. Successfully coordinating activities, tasks and goals of each entity,
2. Cooperation of shared resources, and
3. Effective decision-making.

The aim ofAC3M is to emphasise CO–O2 models to improve an agent’s autonomy
and decision-making capabilities. AC3M’s CO–O2 models ensure that a decision to
act can be made quickly and effectively.

This chapter is structured as follows. Section9.2 investigates the importance of
intelligence, organisational theory, agent systems, coordination and cooperation and
how they are interlinked. Section9.3 describes and defines the methodology used for
AC3M. Section9.4 details the implementation of AC3M and focuses on the multi-
agent environment, organisational structure and agent mental model. Section9.5
defines the frameworks of AC3M and how they are related to the environment, organ-
isational structure and the agents. Section9.6 illustrates howAC3M links agent coor-
dination and cooperation. Section9.7 shows how AC3M can be applied to enhancing
team automation and finally Sect. 9.8 discusses the future work of AC3M.

9.2 Background and Motivation

The design, development and implementation of AC3M required the use of five
principle themes:

1. Intelligence, Distributed Systems and Organisational Theory;
2. Agent Theory and Multi-Agent Systems;
3. Cognitive Systems;
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4. Agent Coordination; and
5. Agent Cooperation.

Theme one is quintessential and considers the motivation and founding theories
of AC3M. This theme is discussed in Sect. 9.2.1. Themes two and three are combined
and discussed in Sect. 9.2.2. Themes four and five are discussed in Sects. 9.2.4 and
9.2.5 respectively.

9.2.1 Intelligence, Organisational Theory and Distributed
Artificial Intelligence (DAI)

The term intelligence has been used across many disciplines. These include, but are
not limited to: human [1], artificial [2], emotional [3, 4], cognitive [3], social [3] and
animal [5]. Since the term intelligence is used and applied across a diverse range of
domains, there is no one universally accepted definition.

One particular area of interest is in the study of human intelligence. Researchers
have devoted considerable time investigating, simulating andmodelling human intel-
ligence by artificial means. The principle focus was to disseminate the process of
individual human thought, cognition and decision-making capabilities [6, 7]. This
research coined the term AI. As the research into AI matured, the focus shifted from
problem-solving to analysing individuals and then organisation of humans.

Organisational theory is the study of groups of entities within an organisation.
This theory has existed before the birth of AI, but has only theorized how to design
and implement an organisation without focusing on individual behaviours. AI was
able to bridge organisational theory with human intelligence by using three main
areas of organisational theory:

1. Establishment, or the creation of an organisation,
2. Functions and dynamics of an organisation, and
3. How the first two themes impact on the culture of an organisation [8].

As the research into AI and organisational theory progressed, a methodology was
developed to simulate and analyse how entities, both individually and collectively,
can affect an organisation structure. This methodology is known as Computational
Organizational Theory (COT).

COT was developed by Carley and Gasser [9] using mathematical and computa-
tional models to study and evaluate human organisations. The development of COT
created amature understanding into how to organise multiple information processing
[9, 10]. The application of COT yields three results:

1. Social phenomena and individual behaviours;
2. Advances of cognitive behaviours and their effects on the deliberation and

decision-making capabilities within organisation structures; and
3. Bounded rationality of organisational entities [11].
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To ensure these results can be attained, COT required contributions from agency
theory and cognitive science [11]. The outcome of applying these contributions to
COT was the formalisation of Distributed Artificial Intelligence (DAI).

Distributed techniques concentrate on how intelligent entities act within their
environment [12, 13]. DAI focusses on the distributed problem-solving techniques
by assessing an entity’s ability to gain knowledge, plan, perceive and learn
[12, 14, 15]. Bond and Gasser [16] believe that DAI requires contributions from
a number of disciplines to assist DAI in achieving its prescribes objectives. They
include:

1. Cognitive science,
2. Distributed systems,
3. Human-computer interaction,
4. Basic AI research, and
5. Engineering of AI systems

It is important to note that these ‘contributions’ have topics of expertise, which
assist in establishing and defining DAI. Table9.1 catalogues these subjects against
their contribution counterparts.

Bond and Gasser [16] explains the importance and relevance of applying DAI.
DAI facilitates coordination of actions of entities within an organisation. Addition-
ally, DAI can demonstrate tools to represent and reason their knowledge, actions and
plans to other entities [16]. In other words, DAI encourages coordination, coopera-
tion, decision-making and problem-solving capabilities in an organisational setting
[17]. One area of particular importance and focus is how cognitive sciences and
IA theory can affect CO–O2 techniques and decision-making capabilities within an
organisation.

Table 9.1 Contributing domains in distributed artificial intelligence

Contribution Subjects

Cognitive science Mental modeling social cognition

Distributed systems Reasoning

Rationality

Architectural and language specifications

Human-computer interaction Task allocation

GUI design and development

Speech recognition

Basic AI research Knowledge representation

Epistemology

Reasoning and problem solving

Engineering of AI systems Cooperative expert systems

Distributed sensing systems

Robotics
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9.2.2 Cognitive Science and Agency Theory

The definition and discussion of agency theory, agents and multi-agent systems have
been a topic of interest for many years and are summarised in [18–21]. An important
aspect of intelligent agent theory is an agent’s ability to react, perceive, decide and
act within their environment [21]. This is the cognitive abilities of agents.

Situational awareness,more specifically theObserve-Orient-Decide-Act (OODA)
model and the C4ISR-inspired command and control structures were the inspirations
of the cognitive modeling of AC3M. In order to implement the command and control
within AC3M, an agent’s mental model needed to be defined. AC3M’s agent model
consisted of two main components:

1. Their internal state, and
2. Cognitive and reasoning state.

Consoli [22] discusses that the agents within AC3M are designed from first prin-
ciples using features discussed by Bergenti and Huhns [23]. Table9.2 summaries
these features.

When designing AC3M’s multi-agent environment, [22] uses the Gaia Methodol-
ogy’s ‘checklist’ on defining a multi-agent environment. At a basic level, the multi-
agent environment of AC3M possessed the following assumptions:

1. Not be implicitly assumed;
2. Must contain characteristics that are identifiable; and
3. Models should be configured and massaged to meet an applications specific pur-

pose.

Bergenti and Huhns [23] illustrate the mental states of an agent as “its state
…represented in terms of its …beliefs and what it is currently pursuing (intentions)”
[23, p. 22]. Their methodology on designing an agent model was incorporated within
AC3M. Their design shows that an agent model needs to consider the following:

1. Allowing an agent to explicitly represent their goal;
2. Allowing an agent to perceive and represent their knowledge of the environment,

including all other agents;

Table 9.2 Object and agent-oriented specific design features and considerations

Feature Object-oriented Agent-oriented

State Attributes and relations Mental attitude

Communication Meta-object protocols Agent communication
language

Delegation of responsibility Task delegation Task and goal delegation

Interactions between entities Interfaces Capability descriptors

Interaction with environment Events Update of belief-set
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3. Not allowing any manipulation of the state of another agent direct, only by means
of communication; and

4. Not containing any public attributes.

The agent’s internal, or mental state within AC3M was based on the Beliefs,
Desires and Intent (BDI) methodology defined by Bratman [24]. This paradigm
enabled agents to possess folk psychology, or human-centric behaviours, allowing
practical reasoning to be implemented [24, 25]. Internal states of an agent is defined
in terms of beliefs, goals and plans models [24–26], where AC3M labeled these as
belief, desire and intentional models [22].

The design of AC3M also championed concepts explained by Omicini [27]. He
showed that multi-agent design methodology needed to follow “an understanding
which societies are required, which social laws they need, how social rules should
be designed and where they should be embedded” [27]. Omicini [27] also concluded
that an agent’s social behaviours also needed to be implemented at this stage since
they are dependent on the design of organisational infrastructure [28–30]. CO–O2

methodologies and techniques can enforce social laws and substantiate interactions
between agents in an organisation. The effectiveness of CO–O2 is how successfully
each can be designed and how they are implemented in union.

9.2.3 Coordination and Cooperation Methodologies

Consoli [31] illustrated that AC3M established techniques that allowed agents to be
coordinated and form relationships with other agents. The primary roles of CO–O2 in
AC3Mwas to assist in the completions of an agent’s task and to ensure that coherency
was maintained [22, 31]. AC3M’s CO–O2 methodologies were not only focused on
resource and task management of each agent, but also an agent’s situation awareness
[32].

AC3M’s CO–O2 methodologies allowed enhanced decision-making processes
and action. This means information needs to be evaluated and stored. Thus, AC3M
consisted of three intelligent components: coordination, cooperation methodology
and a knowledge representation framework.

9.2.4 Coordination Methodology of AC3M

The coordination within AC3M existed as two interconnected systems: team coordi-
nation and entity-based coordination. The design and development of each followed
the basic principles of coordination protocols [3]. AC3M possessed coordinables,
coordination media and coordination laws. In terms of AC3M, coordination laws
were uniform throughout the entire system and the coordinables were the actual
agents [33–35]. The intention of AC3M was to illustrate how coordination leads to
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Fig. 9.1 Overall
coordination of AC3M

cooperative relationships by exploiting an agent’s cognitive properties. AC3M was
not intended to illustrate how to coordinate resources of an agents based solely on
their role or position within an organisation [31, 36, 37]. This design decision led to
the coordination methodology of AC3M consisting of two types of coordination:

1. Organisational, and
2. Entity-Based [22].

Figure9.1 shows the relationship between an agent’s internal state and the overall
coordination system of AC3M.

9.2.4.1 Organisational Coordination

The Organisational Coordination model illustrates ex-ante and explicit coordination
characteristics [22]. This was to ensure that the collective behaviours of agent’s were
coordinated for the completion of system objectives. ‘Behaviours’, in this case, are
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not those behaviours defined in an agent’s internal structure, instead they are an
agent’s expertise given in their initial coordination when structuring the multi-agent
system.

The ‘coordination media’ in Organisational Coordination was designed upon one
of the earliest models of coordination: the Blackboard System [38]. It was seen
as a monitoring system which allows basic problem-solving capabilities. Nii [38]
demonstrated the blackboard architecture as consisting of three main components:
Knowledge Source, Blackboard Data Structure and Control. The Knowledge Source
contain attributes required to solve the problem. Blackboard Data Structure is a data
repository that stores the knowledge sources which are reproduced when necessary
and Control is how the Knowledge Source responds to the change.

The blackboard system described by Nii [38] was modified when used in AC3M.
Themain reason was the agents were intelligent and cognitive. The shared data space
was not for all to view, which reduced any coherency issue regarding self-interested
agents [22, 32]. The coordinator only coordinated at an organisational level, which
provided AC3Mwith the resource and task management for all agents. Additionally,
agents periodically communicated with the system to provide updates to the data
space. This allowed instant coordination of agents.

9.2.4.2 Entity-Based Coordination

Entity-based coordination followed an ex-post and implicit coordination character-
istics [22]. Entity-based coordination allowed an agent to self-coordinate to ensure
they were able to complete their task. As a result, Entity-Based Coordination was
designed to encourage inter-agent relationships [22].

Entity-Based Coordination employed a Contract-Net-inspired technique. Smith
[39] shows the Contract-Net protocol as a collection of knowledge-source nodes
which are decentralised, where the agents exhibited a manager-contractor relation-
ship. The knowledge-source nodes do not contain enough information to allow full
coordination as they aremostly computational, not communicative.Coordinationwas
achieved through resource allocation and focus. Resource allocation is the coordina-
tion which occurred at the Organisation-Based coordination level and were located at
the knowledge-source computational nodes. Coordination via focuswas the selection
of local tasks by agents [39].

Agents needed to negotiate and bid to allocate local tasks [22]. Local task coor-
dination required an agent to report on their situation awareness activities and this
included:

1. Perception of environmental information, or beliefs;
2. Re-evaluating task status and completions, or desires; and
3. Self-delegation of internal tasks to complete their goal, or intention [22].
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9.2.5 Cooperation Methodology of AC3M

Cooperation within AC3M was solely at an entity-to-entity level and was a result of
two processes:

1. Instantiation of interactions within the Entity-Based Coordination technique, and
2. Ratification of a plan between two agents [22, 31].

The cooperation methodology was completely focused on an agent’s internal
state and mental model. AC3M’s cooperation was concerned with how the mental
models, that were created from situation awareness and Entity-Based Coordination
affected the relationship between agents [17, 22]. The quintessential component of
this methodology was the relationship between coordination, desires and intentions
[31]. Figure9.2 shows the overview of cooperation within AC3M.

This methodology closely followed the Cooperative Problem Solving Methodol-
ogy and seven laws of cooperation [40, 41]. The methodology used was a modified
version of Wooldridge and Jennings [41] four stages of cooperation. These design
decisions included:

Fig. 9.2 Cooperation methodology within AC3M
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1. The cooperationmethodology focusedprimarily on an agent’s situation awareness
rather than their goal formation.

2. Cooperation was viewed as a system-wide mechanism to assist in achieving an
agent’s goal. To accommodate this change, Plan Formation was promoted to the
second, not third stage.

3. Planning is used to negotiate terms of cooperation.
4. Cooperation was deemed to have failed if planning failed. The result was any

team formation failed, or did not proceed.

The highlight ofAC3M’s cooperationmethodologywas incorporating re-planning
if the agreement of a plan could not be reached [22]. The failure of plan resulted from
organisational-based coordination. Re-planning would continue until the beliefs of
an agent resulted in a set of desires and intentions that were equal for each agent.
When re-planning was deemed successful, team formation could proceed [22].

9.3 The Methodology of AC3M

The merge of social sciences with information technology is not novel. Ramesh et al.
[42] illustrate that computing has been used in areas of social science that includes
and not limited to informational, organisational and societal studies. To successfully
utilise the computing and social science components of the study, techniques needed
to be investigated that allowed cognitive and organisational sciences to be effective
within artificial intelligence and software engineering [22]. AC3M incorporates three
areas of science:

1. Artificial Intelligence,
2. Social and cognitive science, and
3. Agency theory [22].

The use of these domains of science contributed to AC3M design methodology
that support the mental modelling and processes required for the agents to act. Addi-
tionally, these domains of science aided in the design and implementation of the
multi-agent organisational structure, environment, and the CO–O2 methodologies.

9.3.1 Design of AC3M’s Multi-Agent Organisation
and Environment

The design of AC3M’s organisational structure was inspired by the Gaia Method-
ology developed by Zambonelli et al. [43]. To commence designing a multi-agent
organisation, they addressed three principles. These were used to form the concept
of organisational design patterns and include organisational:
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1. Structure,
2. Environment, and
3. Governance.

Zambonelli et al. [43] elaborated on his organisational design patterns by describ-
ing what each principle needs to contribute when designing agent-oriented systems
[22]. The Zambonelli et al. [43] organisational design patterns were used in AC3M
and are described in Table9.3.

When designing AC3M’s multi-agent environment, [22] uses the Gaia Methodol-
ogy’s ‘checklist’ on defining a multi-agent environment. At a basic level, the multi-
agent environment of AC3M possessed the following assumptions:

1. Not be implicitly assumed,
2. Must contain characteristics that are identifiable, and
3. Models should be configured and massaged to meet an applications specific pur-

pose.

Zambonelli et al. [44] I-MAS environmental design checklist matured and pro-
vides insight into the importance of evaluating resources, perception and other envi-
ronmental components. Consoli [22] uses this checklist to consider how other sub-
systems and agents can affect the design of AC3M’s environment. A summary into
the design decisions are as follows:

1. Evaluating environmental resources: Need to consider constraints that exist
when accessing, using and manipulating resources. Such constraints may be new
to the dynamics of the environment, hence these dynamics need to be identified
and evaluated based on AC3M.

2. Evaluating perception and representation of the environment: This is in rela-
tion to the agent and relates to the how the agent is modeled.

Table 9.3 Organisational design patterns for AC3M

Organisational design component Description and rationale

Organisational structure Automate, monitor and support functions

Design of a role-based, or hierarchical system

Consideration of sub-structures

Impact of structure on entities in a dynamic
environment

Organisational environment Efficiency, robustness and openness

Optimisation of dynamic environments

Facilitation of online reorganisation for
dynamic environments

Organisational governance Committing rules on a priori structure

Facilitation of rules for dynamic reorganisation

Affect of roles and hierarchy
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3. Evaluating components required in the environment: This relates to the inter-
action protocols within the environment [43, 44].

In terms of the organisational structure, Zambonelli et al. [43] recommended three
do not’s when designing and developing an I-MAS structure. Of the three, AC3M
rejected only one of the recommendations which states that a multi-agent system
should not automatically exhibit a human-centric approach. The recommendation
continued by stating that a human-centric approach may be detrimental to a multi-
agent system design because of:

1. Structural issues,
2. Human organisations that may not fit well within an agent-oriented system, and
3. Presence of a software system may inevitably change the actual human organi-

sation, especially in the case of organisational rules [43, 44].

Consoli [22] discounts this recommendation because an organisational structure
is not static. An organisational structure must be dynamic and must be able to change
from external stimuli. If processes are refined to assist in ironing out design issues in
a human-centric organisational structure, the interaction protocols and rules bound
to the structure will mirror such changes [22]. The organisational structure of AC3M
follows the view that rules and interactions change with the maturity of the structure.

Another reason for the rejection of this ‘do-not’ is the actual centrepiece of
AC3M’s design. Zambonelli et al. [43] believes that the use of a human-centric
approach to organisational structure will require further automation by means of
software, especially in coordination and cooperation, which may be detrimental to
a multi-agent organisation. The implementation of a software-inspired system for
AC3M can be viewed as an organisational re-structure of current human-centric
organisation patterns. Automating CO–O2 processes in dynamic environments can
reduce CO–O2costs, especially when organisations possess a large number of
entities [22].

9.4 Implementation of AC3M

TheAgent Coordination and Cooperation CognitiveModel (AC3M) [31], utilises the
traditional concepts of coordination and cooperation to form a link between CO–O2

[22, 32]. AC3M consists of four main components:

1. Agents,
2. Environment,
3. Frameworks, and
4. Knowledge database known as the ReAcT Server.
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The modeling of the agents is based on the BDI methodology. Using the BDI
methodology allows the agents to be intelligent; thus possessing cognitive and rea-
soning characteristics, as well as decision-making capabilities. They are able to react
within their environment and decide on outcomes to execute plans and goals. It is
their intelligent characteristics that enables the interactions amongst agents, which
is critical for the successful completion of actions, and for their survival within their
environment.

9.4.1 Multi-Agent Environment and Organisational Structure

AC3M is a Java real-time system which can be either a standalone application or a
external component to an existing agent system. AC3M does not inherit the organ-
isational structure, environment or governance and work processes of an existing
system, instead inherits the capabilities to form its own defined organisation [22].
Figure9.3 shows the overall structure of AC3M.

The organisational structure is responsible for the instantiation and management
of the agents. This is where their role, beliefs, desires and intentions, as well as
their mental model are formed and updated. The organisational structure is based on
a hierarchical system, where there are a set of subordinate agents and a lead agent.
Each subordinate agent has an expertise, which is defined within a scenario database.

Fig. 9.3 Overall structure of AC3M [22]
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Figure9.4 shows the relationship between the organisational structure and the set of
agents in AC3M.

AC3M’s environment has three main processes which enable goals, tasks and
interactions between agents:

1. Handling of External Stimulus Events,
2. Handling of physical attributes of the environment, and
3. Perception of events and situation awareness of agents [22].

Consoli [22] illustrates the environment in AC3M as a 3-tuple as shown in
Eq. 9.1.

env → {ag+, SE,PA} (9.1)

Fig. 9.4 AC3M organisational structure [22]
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where,

ag+ is a set of agents within the environment,
SE is a set of Stimulus Events that are dynamic and enter the environment at any
time, and
PA is a set of Physical Attributes of the environment.

The environment in AC3M is dynamic and ensures an agent is able to detect
External Stimulus Events. These events are entered by either a scenarioTimedEvents
file or from the external system. AC3M has two classes that ensure:

1. Retrieval of the External Stimulus Event and importation of the events into a
container component. Once this event has been fired, it is sent to another interface
for further analysis.

2. Monitoring of the current state of the Stimulus Event.

The environment also contains andmaintains physical attributes. This includes the
location of the environment, number of agents, obstacles that may affect the physical
attributes of an agent as well as other user-defined environmental attributes. These
attributes are contained either in an external agent system or the scenario database.
As with the handling of external stimulus events, the physical attributes are also
controlled by classes that ensure:

1. Retrieval and sending of initial physical attributes to the environment,
2. Periodical monitoring for any new attributes sent by an external system, and
3. Monitoring the current state of each physical attribute.

9.4.2 Agent Model

AC3M models agents based on three groups of characteristics:

1. Organisational: roles and expertise;
2. Mental and Cognitive: beliefs, desires and intentions; and
3. Physical: an agent’s physical attributes.

AC3M contains an n-tuple of agents, Ag, where the first element of the set is a
leadAgent, LAg and the remaining elements are k number of agents, ag [22]. The
number of agents is defined within an external system or scenario file. Even though
both types of agents share the same class definitions, their purpose differs within
AC3M. At the top-level of the system, an agent is seen as an object that contains
cognitive and physical attributes. Consoli [22] shows that AC3M defines each agent
as an 8-tuple of attributes defined as follows.
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1. Set of beliefs, B = {
bk, b j . . . bn

}
; where bk is the initial belief;

2. Set of desires, D = {
d j . . . dn

}
;

3. Set of intentions, I = {
i j . . . in

}
;

4. Set of physical attributes, P A { j . . . n};
5. Expertise, e;
6. Role, r;
7. Resource allocation percentage, RA; and
8. Task allocation, TA.

These agents exist within the environment, thus they are a subset of the envi-
ronment. Consoli [22] shows the agent definition within AC3M as shown in Eq.
9.2.

Env → {
LAg, agk . . . agn

} =
{

B,D,I,PA,r, for LAg
B,D,I,PA,e,r,RA,TA, for all other agents

}

(9.2)

As seen in the definition of the agents, the model contains two different types of
agents: leadAgent and agents. The leadAgent agent within AC3M is solely
responsible for the organisation coordination and governance of all other agents. The
leadAgent must ensure the interactions between agents are not of a self-interest
nature and are of benefit to the system. Through this governance, the leadAgent
coordinates an agent’s resource and task allocation based on the initial resource
allocation, role and expertise. This agent can fail a cooperative relationship between
agents if an agent’s resource and task allocation exceeds their threshold. In addition,
this agent can dynamically change an agent’s resource and task allocation at any
given time. The leadAgentwill have the same physical characteristics as all other
agents.

Unlike the leadAgent, all other agents within AC3M are responsible for the
completion of individual and system goals. Through the coordination from the
leadAgent, agentswill use their reasoning to perceive, decide and act on exter-
nal stimuli from the environment [22]. To enhance their ability to perceive and act,
agents each have an expertise and role that are assigned at their instantiation. Their
expertise is static; this is defined in an external system or scenario file and cannot be
amended. An agent’s role is dynamic and is changed via organisational coordination.
Like the leadAgent, each agent has a set of dynamic and physical attributes.

Each agent has dynamic beliefs, desires and intentions, which can change based
on the following two events. The first is the perception of an external stimuli and
subsequent situational assessment and the second is coordination. The information
from these events are processed and analysed using three frameworks:

1. Stimulus/Perceptor,
2. Situational Assessment, and
3. Decisional Support.
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All three frameworks promote the link between coordination and cooperation,
the interaction between agents and the goals and tasks associated with the action
required for the event. Each framework of AC3M is discussed in Sect. 9.5.

9.5 The Frameworks of AC3M

As shown in Fig. 9.3, the frameworks are an extension of AC3M’s environment and
allows agents to interact, analyse and change their environment. More importantly,
these frameworks allow agents to coordinate and cooperate in order to complete
goals and tasks against events that may arise. AC3M required an framework where
agents can perceive an event, as well as initiate situation awareness and uses a Stim-
ulus/Perceptor Framework.

9.5.1 Stimulus/Perceptor Framework

This framework consists of two main components:

1. Intelligence, surveillance and reconnaissance, and
2. Command and control.

The first occurs within the ISR interface, which allows an agent to retrieve and
process information regarding the observations from the environment. Agents will
form their beliefs basedon theperceptions and stimuli that is processed from this com-
ponent. The second component, commandControl interface initialises the coordi-
nation of an agent via a Coordinative Event. This is where the leadAgent
will coordinate the agent perceiving the event to complete tasks, whichwill eventuate
in the completion of a goal for that specific event.

The Stimulus/Perceptor framework is the first step in illustrating the importance of
an agent’s cognitive and mental modeling. This framework provides the foundations
for the decisions and actions required for a Stimulus Event and how they can affect the
entire system [22]. The environment is the key to an agent’s dynamic behaviour since
it provides the Stimulus Event and enables an agent to commence perception. By
using their mental model, agents are themselves stimulated to perceive, hence requir-
ing their ability to observe to update their beliefs. Updating of their beliefs requires
further coordination, since their organisational requirements may have changed as
a result of this event. This process is vital, as it is the foundations of their situation
awareness and the command and control of AC3M [22].
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9.5.2 Situational Assessment Framework

The Situational Assessment Framework is used if the Stimulus Event requires
further analysis, which occurs when the expertise characteristic of the event does
not match the expertise of the agent perceiving the event. This framework is where
the desires and intentions of the event are determined and the command and control
components of the system exist.

There are three main interfaces in this framework. The first, Coordination,
allows the leadAgent to fire the Coordinative Event constructed in the
Stimulus/Perceptor framework. The Coordination interface is where organisa-
tional coordination occurs as an agent’s coordination relies on their resource, task
and constraint allocation. The coordination in this case is based on the Stimulus
Event, thus changing an agent’s role and beliefs.

When a Coordinative Event has been fired, the dynamicPlanReplan
interface creates a plan which outlines the expertise required to complete actions
against the event. This leads to the third and final interface, orientation. This
interface determines the desires and intentions for the agent to complete actions
against the event [22]. To assist in determining a set of actions, agents must be able
to use their decision-making capabilities.

9.5.3 Decisional Support Framework

Even though some of the decision-making processes occurs within the Stimu-
lus/Perceptor and Situational Assessment frameworks, the decision-making within
the Decisional Support is entity-based. This framework gives rise to three main
events:

1. Cooperation amongst agents,
2. Coordinative Cooperation, and
3. Actions required for the completion of tasks and plans associated with the

Stimulus Event.

Coordinative Cooperation is a result from two situations: entity-based coordina-
tion between agents and the negotiation between the leadAgent. Cooperation and
Coordinative Cooperation are not related or equal; they are two separate theories and
have been discussed further in Consoli et al. [31, 36].

The Decisional Support Framework consists of three main interfaces. The first,
cooperation establishes which agent is able to assist in completing the goal
of the event, based on their expertise. The second interface, Coordinative
Cooperation is where an agent will cooperate with others to form entity-based
coordination. In addition, this is where the course of action will be instantiated. The
third interface, decisions is where the decision on how to act will be constructed.



9 AC3M: The Agent Coordination and Cooperation Cognitive Model 159

9.6 Linking Coordination and Cooperation in AC3M

Consoli et al. [31] discusses howAC3M establishes the link between CO–O2 through
Coordinative Cooperation. Consoli [22] provides a mature explanation on the link
between CO–O2 by highlighting howAC3Mboosts the governance of agent’s behav-
iours and their interrelationship on a system and entity-level. AC3M aligns an agent’s
belief, desire and intentions together with their ability to observe, orient, decide and
act to link cooperation and coordination [17]. Consoli et al. [17] also highlights how
this alignment was linked to coordination and cooperation, strengthening the concept
of the link between CO–O2. They discussed how the perception and observation of
each agent leads to the update of their beliefs and instantiates the organisational coor-
dination of an agent. Consoli et al. [17] continue by stating that orientation updates
each agent’s desires and intentions. At this stage, each agent engage in decision-
making. The first step of this decision-making process is to determine whether the
act of cooperation is required. If it is deemed to be necessary, the two agents coop-
erating will use their decisions to form intentions, which leads to a set of actions
[17, 22].

To illustrate how this is implemented in AC3M, Fig. 9.5 shows how each frame-
work uses the BDI, OODA and CO–O2 to establish and maintain the link between
CO–O2. Here Consoli [22] shows how this is actually implemented in AC3M. Ini-
tially the coordinativeCooperation Interface formulates the entity-based
coordination. By agreeing to cooperate, an agent must now coordinate their beliefs
to determine tasks and actions that are required. Furthermore, this coordination,
through cooperation, must be negotiated with the leadAgent to ensure organi-
sational needs of the system can still be met. When negotiated, the goals and tasks
associatedwith the plan are retrieved.The actions are decidedupon thebeliefs, desires
and intentions of the agents. In the case of the agent perceiving the event, they use
their beliefs from their organisational coordination and in terms of the expert agent,
their beliefs are represented from their expertise and role. Once a course of tasks and
actions have been completed, cooperation is deemed to have been successful, and
the relationship ceases.

Prior to the completion of all actions against the event, the decisions interface
determines which actions are required to satisfy the plan, goals and tasks associated
with the plan and the beliefs of the agent. This is the final step of an agent’s decision-
making process. The agent will construct a final course of action, which will be
executed within the Agent Model.

When this course of action is released to the AgentModel, decisions interface
will also send an update to the environment. The result of updating the environment
may result in a new Stimulus Event as the environment has changed due to the actions
being performed. The decisions interface will also request to update an agent’s
desires and intentions, as they are no longer required for the Stimulus Event. In terms
of the beliefs, an update of the beliefset of the agent occurs once all actions have
been performed. This is to ensure that the coordinative cooperation is valid and will
not result in failure of completing tasks.
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Fig. 9.5 Relationship between all frameworks within AC3M
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9.7 Application of AC3M

The current state of automation still involves a large participation of multiple human
operators. The role of the human in an automation system is to provide the coordi-
nation, control, psychological, cognitive, situation awareness, social and decision-
making properties [45, 46]. The increase of complexity of automated systems has
placed pressure on the human, resulting in several performance issues. Cuevas et al.
[47] show these issues to include:

1. Automation surprises,
2. Poor situation awareness, and
3. Loss of manual control.

The need for enhanced automation becomes apparent when there is an exces-
sive workload for a human operator [48]. If multiple human operators are under
considerable amounts of stress, this can result in the degradation of the system and
the creation of critical errors [48, 49]. Wickens [50] discusses three main functions
where enhanced automation is needed:

1. Where human knowledge is limited;
2. Where a human performs a task that may be a detriment to the system. In addition,

this may create a high workload to the human; and
3. Where humans have shown to possess physical limitations.

The issues listed are exasperatedwhen a teamof automated systems are positioned
in dynamic environments. This is due to the sophistication of these systems, which
leaves multiple operators responsible for the socio-cognitive processes [45, 47, 51].
The result is the need of enhancing automation of these teams by reducing the reliance
on the human.

9.7.1 The Need for Enhanced Team Automation in Unmanned
Vehicle Systems

An area of interest for the development of enhanced automation and autonomous
technologies are within unmanned vehicles systems. This area establishes a desire in
the reduction, or removal of the human from the immediate control of these vehicles
[52]. There are three main reasons for this reduction or removal:

1. Reduction of cost in production and maintenance;
2. Operational use in hostile and dynamic environmental; and
3. Reducing human loss within these environments.

The implementation of current automated and autonomous technologies have
seen the increase of unmanned vehicles in dynamic environments, which requires
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an increase of performance in the completion of complex tasks. Therefore, merely
implementing automation and autonomy is not sufficient and many elements of the
human factor needs to be considered and evaluated when designing a system for
unmanned vehicles [52, 53]. Galster [52] believes unmanned combat vehicles need
to be broadened beyond simple human command and control. Autonomy can be used
to enhance CO–O2 that compliments desired behaviours in dynamic environments
and results in enhanced planning and interactions amongst unmanned vehicles. Addi-
tionally, autonomy is an important component in these type of systems as it supports
command and control strategies [53, 54].

9.7.2 Concept of Control

An important feature with aircraft is their ability to control their flight as well as
complete tasks and respond to commands. When the pilot is removed, operational
control is removed, thus requiring the unmanned platform to perform telemetry, as
well as cognitive commands [55, 56]. Tweedale [56] discusses how presently, the
Human-in-The-Loop (HIL) commands and controls a platform remotely. By reduc-
ing the human from the environment can severely impact the platform’s situation
awareness, response time and cognitive interactions. The result is automation being
implemented into control. Tweedale [55] expands this concept to show that control
is the result of a hierarchical chain of commands that exist. Figure9.6 depicts the
types of commands required for human control.

Fig. 9.6 Continuum of
command and control (most
primitive bottom) [55]
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This concept describes control by highlighting the modes of operation required
for an aircraft. He uses the example of an Unmanned Aerial Vehicle (UAV). Control
is achieved by focusing on the Brooks sub-sumptionmethodology, which enables the
incorporation of partitioned functionality [55, 57]. Such functions include, and are
not limited to: seeking, landing, obstacle avoidance and route following. Using the
navigation system example from Tweedale [56], AC3M can be used to automate the
control of multiple navigation systems from unmanned platforms. Since each agent
is given a set of belief, desires, intentions from a stimulus event, once a new event
enters the environment, the agent must adjust and accommodate. In this instance, a
stimulus event would be a newly determined waypoint or geographical point. The
Stimulus/Perceptor framework within AC3M processes the event which will
allow the lead agent to coordinate a number of agents to this waypoint.

The newwaypoint event is analysed using the current instance of Situational
Awareness to gather information. In this case, the mission only requires one agent
to arrive at this waypoint, but two or more start to manoeuvre toward it. Entity-based
coordination will occur allowing agents to cooperate. For example, if agent A arrives
first to the new waypoint, it can coordinate the agent B to the next waypoint. Agent A
will use the Decisional Support framework which allows this agent to issue a
Coordinative Event. Once this has occurred, agent B will complete the event, which
is to move onto the next waypoint, however requires navigational information from
agent A. The information shared between the two agents is not just cooperation,
but Coordinative Cooperation. A set of actions will then follow, which is agent B
manoeuvring toward the next waypoint. By linking coordination and cooperation
resulted in very little to no use of a supervisory role and enhanced automation.

An extension of Tweedale [55] and the introduction of synthesized expertise in
Tweedale [56] are used to achieve further streamlined automation. Instead of an agent
either failing to complete a goal due to their lack of expertise, an agent can call upon
another which has the expertise to complete a goal. AC3M heavily relies on this
concept, since coordination is the managing of interdependencies and cooperation is
the creation of a relationship, which are both based on the successful completion of
a goal. More importantly, the expertise of an agent enables them to perceive, create
mental models and use decision-making capabilities.

An example is as follows. Consider five entities, known as UAV-agents. Each
UAV-agent is to detect a type of platform, which is labeled as their expertise and
includes maritime, land, air and unknowns. One of UAV-agents is known as the
lead_UAV. The UAV’s must perform Intelligence, Surveillance and Reconnais-
sance (ISR) by reporting each event to the knowledge framework for further analysis.
If an UAV-agent detects an event that is not associated with their expertise, it must
use their situational awareness, mental modeling and belief, desires and intentions
to ensure the information is reported.

The command with AC3M is the coordination. AC3M automates this process so
the lead agent will coordinate the unmanned vehicle. Figure9.7 shows an example
when a UAV-agent within the simulation detects a water threat, and both the water
UAV’s are present.
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Fig. 9.7 Organisational coordination in AC3M

When this situation ariseswithin the system, thelead_UAVwill coordinate based
on a set of rules. The agent closest to the agent requiring cooperation will be coordi-
nated. In the case where there are two expert agents present and one is constrained,
the other will be coordinated to assist in the cooperation. Where two or more two
expert agents exist and not constrained, the distance rule will be invoked. If all are
constrained, the lead agent will wait until one is not constrained to coordinate. Addi-
tionally, the coordination ofmultiple expert agentswill need to also consider resource
and task allocations. Figure9.7 also shows where there are two UAV-agents with a
maritime expertise, and both are not constrained. The lead_UAV will command
and coordinate the water_UAV that is closer to the water_UAV.

This example of command shows the relationship between anUAV-agent’s beliefs,
desires and intention and organisational coordination. When the Air_UAV has been
organisationally coordinated into their new role, a Coordinative Event is fired
and a plan is deduced. When the desires and intentions are updated, the lead_UAV
notifies the existence more than one expert-UAV agent. At this stage, the lead_UAV
had to organisationally coordinate one of the Water_UAV_2 agents into this new
role. In current systems, the human would coordinate the other UAV-agent to go
and complete the ISR task. AC3M automates this by Coordinative Cooperation. In
this example, the lead_UAV will organisationally coordinate the Water_UAV_2
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to assist the Air_UAV. Water_UAV_2 needs to agree to the cooperation, as the
relationship must be voluntary. Cooperation can fail if the cooperating agent exceeds
their resource or task allocation.

Once cooperation commences, the expert UAV-agent will cooperate by giving
expert information on the target it has detected.Once this has occurred, theAir_UAV
will be coordinated by the Water_UAV_2 to complete their task. This process will
continue until each of the goals have been completed successfully. In a team scenario,
the automation of tasks, plans and actions are enhanced by linking coordination and
cooperation. A supervisory role is still required, but CO–O2 and their link is achieved
autonomously and does not require the constant situation awareness from multiple
sources. Instead, the UAV-agents can use their own mental modelling, cognitive
processes and ISR to process information on a Stimulus Event.

9.8 Conclusion and Future Work

AC3M capability in being the start of a new generation of hybrid coordination and
cooperation methodology has signaled an exciting time in the area of team automa-
tion. Further, it has allowed researchers to view coordination and cooperation as a
cognitive process, like it is viewed in traditional organisational theory. By encapsu-
lating the theories of DAI with organisational theory in I-MASs, researchers are now
in a position to investigate how mental models, personification and the environment
need to be designed so they can fit with the ever changing needs of team automation.
Furthermore, as more agents are added to these systems, the design must compensate
for further processing, and this is where coordination and cooperation becomes vital.

AC3M also investigated into how the mental model of an agent can affect coordi-
nation and cooperation. Through an agent’s belief, desires and intentions, the coor-
dination, both at an entity and system level, can change dramatically. The same can
also be seen with cooperation. The importance of the link between an agent’s belief,
desires and intentions with coordination and cooperation has proven that AC3M can
enhance not only the automation of a team, but also their situational awareness. One
application is in self-organising micro-mission systems. AC3M is currently being
used to coordinate and allow for cooperation between components of a mission
flight system for each UAV.

By fusing coordination, cooperation and situational awareness together in one
model, AC3M establishes a new era of command and control systems. These systems
can then facilitate, are more suitable, adaptable and more flexible for autonomous
missions.
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Chapter 10
Wind Rendering in 3D Modeling Landscape
Scenes

Margarita Favorskaya and Anastasia Tkacheva

Abstract The modeling of 3D landscape scenes includes two main issues: the cre-
ation of landscape scene and the natural effects rendering. A hybrid approach based
on laser data scanning and templates of L-systems was developed to design trees and
brush of various types and sizes. The space colonization algorithm was applied to
make the tree models realistic and compact described and stored. Wind rendering is
a necessary procedure, without which any modeling scene looks non-realistic. Three
algorithms for wind rendering under changeable parameters were proposed. They
have a minimal computational cost and simulate weak wind, mid-force wind, and
storm wind. The approach based on mega-texture visualization was used to make a
3D landscape scene with wind effects a real-time application. The user can tune the
various trees and wind parameters and manipulate a modeling scene by using the
software tool “REWELS” designed in the development environment RAD Studio
2010.

Keywords Wind rendering · Laser scanning · Space colonization algorithm ·
L-system · 3D landscape scene · Mega-texture

10.1 Introduction

A landscape scene modeling depends from the solved task, and is based on two
different approaches, i.e. a full generation of scene by software models and a realistic
rendering of natural scene using laser data and aerial/Earth images. In any case, the
rendering of natural scenes with vegetations is based on two types of models. As
shown in survey of Zhang and Pang [1], the models for separate types of multi-level
vegetation and co-influence models, connecting with growing and stagnation of some
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plants under their life-cycle, received the most propagation. Some researches deal
with very complex biological modeling, which require many initial parameters and
their values. Thus, in original research of Qu et al. [2], an agent-based functional–
structural model for orange tree growth simulation was developed, which is based on
42 various input parameters considering a photon flux density, an air temperature, a
soil humidity, the state transitions. This is a prediction model for orange tree growth
in several years duration. Such modeling is based on very complex geometrical and
probability dependences.

The recent researches are focused on a geometry reduction technique in 2D or 3D
spaces. Neubert et al. [3] represented an improved model of pruning in large botanical
scenes. A 3D representation has the unchallengeable visualization advantages for
the user. In literature, three main approaches of trees modeling exist: a rule-based
generation, an interactive modeling, and an image-based modeling. The first approach
was introduced by Lindenmayer [4] in 1968 (L-system) as the foundation of an
axiomatic theory of biological development. It is often used in a computer graphic.
The high level controlling the grammar-based procedural models was proposed by
Talton et al. [5]. A procedural method for irregular tree models based on a weighted
irregular graph (the Yao graph) was developed by Xu and Mould [6]. As a result,
very realistic trees models can be built. The second approach is based on 2D sketch
models of trees with following 3D models creation. A technique of plant structures
modeling using sketches was developed by Anastacio et al. [7]. Chen et al. [8]
designed an original approach for a sketch-based tree modeling using markov random
field. The third approach connects with a plant or a tree model creation from a set
of images. If such shooting will be around the plant, then a 3D plant model can
be built. Reche et al. [9] used a set of photos for a volumetric reconstruction and
an interactive rendering of trees. A hybrid approach was proposed by Anastacio
et al. [10], combining the advantages of L-systems and sketch models. The use
of botanical illustration- inspired construction lines were proposed to parameterize
global features of L-system models. Illustrators apply such construction lines to
determine the global features of the plant being depicted. The application of these
lines makes faster the illustration process indicating a posture, contours, proportions,
topology, and constraints. Using the pressure data obtained from the pen of a tablet
permitted the authors to built 3D view from 2D sketch.

A separate approach connects with realistic modeling of leaves during large-scale
shooting. The synthesis algorithm proposed by Assa and Cohen-Or [11] can generate
a large set of differently looking leaves based on a small number of structural layers,
each of which includes a texture with certain characteristics of a leaf, shape features,
and colour spots.

Some methods deal with a tree model reconstruction from a cloud of laser points.
A heuristic-based modeling was proposed by Xu et al. [12]. Livny et al. [13] designed
an automatic reconstruction of tree structures from the point clouds. The development
of hybrid methods based on the existing approaches of trees modeling is an actual
research task. Jaakkola et al. [14] proposed a mobile mapping system operating
onboard a car and a mini unmanned aerial vehicle for individual tree measurements.
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It includes a Global Positioning System/Inertial Navigation System (GPS/INS), the
laser scanner, charge-coupled device-cameras, and other sensors.

This chapter provides the hybrid method based on laser data of tree representa-
tion, selection of tree template by using a visual aerial image, and modification of
geometrical parameters for the required tree template. Tree templates are built as
L-systems. They are stored in a special database. When a tree template is “fitted”
under laser data, a space colonization algorithm for more realistic visualization of
branches and leaves are used. In this research, it is suggested that a landscape scene
has a uniform vegetation distribution with a middle density of trees in small part of
forest. It is accepted that a modeling scene owns a complex structure with mountains
and multi-level surfaces. A wind behavior near trees is a weak predictable process.
Therefore, the main task was to achieve the effect of maximum similarity and visibil-
ity for the user. The authors contribution connects with more accurate trees modeling
based on laser data and L-system and development of real-time algorithms of wind
rendering according to desirable wind parameters.

The remainder of the chapter is organized as follows. In Sect. 10.2, a brief descrip-
tion of the existing approaches for a wind rendering is presented. Section 10.3
describes the proposed basic tree modeling. Section 10.4 includes the algorithms for
a wind rendering (weak wind, mid-force wind, and storm). A software tool descrip-
tion and examples of rendering are provided in Sect. 10.5. Conclusions are situated
in Sect. 10.6.

10.2 Related Work

The rendering of dynamic effects of trees under natural wind is a common task in
the outdoor modeling scenes but this task has not a unique satisfactory decision.
The model of wind distribution strongly depends from the scientific or application
scope. Usually the wind models are applied to trunk and branches. Leaves remain
non-movement and non-realistic. However, a condition classification can be intro-
duced for conifers with non-movement acerose leaves and broad-leaved trees in the
pre-determined scales. In this research, the algorithms for realistic and real-time
realization in 3D landscape scenes are developed.

In their researches, Habel et al. [15] and Akagi and Kitajima [16] considered
wind effects near trees as a physical phenomenon. Chuang et al. [17] investigated
tree motion textures under a wind field by harmonic oscillations. Another possibility
of trees motion modeling connects with a filtering of white noise in the Fourier
domain. One of serious attempts of tree animation based on physical fidelity was
made by Zhang et al. [18]. The authors suggested the motion graph algorithm that
includes a set of representative motions for each tree model. A motion is generated
by inputting a sampling configuration based on three components:

1. A set of physical parameters for each tree branch.
2. An initial state of tree model.
3. A time-varying local wind field around a tree model.
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Also they proposed a dynamic vibration of wind over time to make the process
more realistic. Such approach requires a great variety of templates for each type of
trees and wind conditions.

The technique of response function of branches to turbulent wind in a frequency
domain and a branch motion by sampling 2D motion texture was presented by Habel
et al. [15]. The key idea for a real-time performance was to calculate vertex displace-
ments in a tree model. The hierarchical deformations of all parent branches can be
explicitly performed inside the vertex shader. Each vertex is associated with an index
into a texture, and four hierarchical levels of vertexes are simulated.

Fugmann et al. [19] proposed the anisotropic mathematical model to simulate the
sway of a Scots pine tree in response to turbulent wind loading. The authors solved
the differential equation of displacement of each conditional endpoint of segments
for 0.2 m. A tree tilt was approximated by a cubic spline interpolation of segment
displacement provided by Eq. 10.1, where M is a mass matrix with sizes n × n whose
elements are mij (i, j = 1, …, 15), D is a damping matrix with sizes n × n and elements
dij, K is a n × n stiffness matrix with elements kij, F is a n × 1 load vector with
elements f j, and z is a n × 1 trunk displacement vector with elements zj.

Mz′′ + Dz′ + Kz = F (10.1)

According to biomechanics foundations, Newson et al. [20] considered the soil-
root-tree system and studied the influence of wind forces on such system. The authors
assumed that a tree model is a combination of vertical (V), horizontal (H) and moment
(M) loadings due to a self weight and a wind loading. The component of wind velocity
field u(y) applying to a spatially variable horizontal load on a tree H(y) is estimated
by Eq. 10.2 suggested by Peltola and Kellomaki [21], where ρair is a fluid density,
Cd is a drag coefficient, Af (y) is a frontal area, u(y) is a wind horizontal velocity, y
is a coordinate in XOY space.

H (y) = ρair

2
CdAf (y) u2 (y) (10.2)

The moment applied to a root of tree, may be separated into two components
presenting by Eq. 10.3.

M = H·yw + V · xw (10.3)

This moment is tuned clockwise. Let us notice that Eq. 10.2 needs in large empir-
ical data for estimation of spatially variable horizontal load on a tree by a known
wind horizontal velocity u(y).

Seidl et al. [22] and Hale et al. [23] investigated wind damage in the simulated
forest. They calculated a vertical wind profile, individual tree turning coefficient
stand and soil conditions. Then neighborhood effects on tree stability are estimated,
and, at least, critical wind speeds were calculated separately for uprooting and stem
breakage. The Individual-based LANdscape and Disturbance model (iLand) was
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used as the simulation platform for the development of this wind disturbance model
(Seidl et al. [24, 25]).

There are four main rendering primitives, which are used in the computer graphics:

1. Polygons. For forest rendering, it is the enough costly representation.
2. Image-based primitives. An image-based rendering became the major technique

for rendering realistic scenes. In spite of low cost of a single image, various
images are required (with lighting, scaling, and animation conditions) only for
one tree modeling. A high memory volume is needed for such approach.

3. Volumetric and shader-based approach. Sometimes fuzzy primitives with a
detailed merge in low scale can be interpreted as a natural tree. This approach is
used in computer virtual reality.

4. Point-based primitives. Such approach is based on reliable data of laser scanning.
It is well known two types of forest laser scanning: from the Earth’ surface and
from helicopter or airplane equipped by special devices.

In this research, a hybrid method based on a point-based approach for tree mod-
eling and a shader-based algorithm for trees animation under wind conditions was
developed.

10.3 Tree Modeling Based on a Cloud of Laser Points
and L-System

The restoration of trees view from a cloud of laser data by using a visual aerial image
is a very complex task, which sometimes has not a unique performance. The action
of any laser scanners is based on a distance measure from the source of laser pulses
to an opaque object (Bunting et al. [26]). A beam creating by a laser transmitter is
reflected from an object surface. When a reflected signal comes back into a scanner
receiver, one can calculate a distance value by a time delay (pulse method) or a phase
displacement (phase method) between the emitted pulse and the reflected pulse. If
scanner coordinates and a pulse direction are known then 3D points coordinates of
object, from which a laser pulse was reflected, may be determined. Laser pulses are
generated with a frequency near 200 pulses per s by a complex 3D trajectory, and as
a result a cloud of points, which describes an object with a high accuracy, is received.
If a reflected pulse is a single, then the Earth’ surface or any opaque object lays on
this direction. If two (maximum three) reflected pulses along any beam are appeared,
then it will mean that any transparent object is situated before the Earth’ surface or an
opaque object. Laser data are the most reliable source of 3D coordinates into a scene.
Trees are semitransparent objects. Therefore, it is needed to separate primary laser
pulses from secondary laser pulses. A methodology for detection secondary laser
pulses (Earth’ surface) and primary laser pulses (trees into a landscape scene) was
proposed by Favorskaya et al. [27]. Examples with various reflected laser impulses
are situated in Fig. 10.1.
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Fig. 10.1 Examples with reflected laser impulses: a with one reflected impulse, b with two reflected
impulses, c with three reflected impulses, d with four reflected impulses

When a cloud of points concerning to tree SST is received, it is needed to separate
this set into two subsets: a subset of crown points SSC and a subset of branches points
SSB by using Eq. 10.4.

SST ⊇ SSC

⋃
SSB (10.4)

According to heuristic rules (different intensities of crown, trunk, and branches),
empirical threshold values to separate subsets SSC and SSB from Eq. 10.4 can be
determined. For restoration of tree geometry based on a cloud of points, additionally
a stochastic grammar of Lindenmayer [4] and Space Colonization Algorithm (SCA)
developed by Runions et al. [28] are applied. The SCA was originally introduced
to model leaf venation patterns and the branching architecture of trees. It simu-
lates the competition for space between growing veins or branches. However, other
applications of SCA are known; the most famous among others is a crowd behavior
simulation (de Lima Bicho et al. [29]). SCA interactively checks elements belonging
to a geometric structure of tree and marks the real points of laser scanning.

L-system is constructed according to a stochastic grammar representing by
Eq. 10.5, where V is an alphabet, W is an axiom, PR is a set of productions, a
function d : PR→(0,1) is a probability distribution. Such distribution converts a set
of productions PR into a set of production probabilities. The sum of probabilities of
all productions is equaled 1.

SGd = 〈V,W ,PR,d〉 (10.5)



10 Wind Rendering in 3D Modeling Landscape Scenes 175

Favorskaya et al. [30] extended the stochastic grammar Eq. 10.5 applying the
procedures of growing and aging of trees. An axiom W was specified by a set of
initial parameters for a trunk generation. A growing procedure PRG was introduced
for periodically restarting and recalculating parameters of all branches and trunk.
Also a degenerating procedure PRD was represented for a periodically recall for
deletion of separate tree branches. By using such procedures, a tree skeleton is built.
There are provides some examples of monopodial structures, sympodial structures,
and ternary branching of trees in Fig. 10.2.

The task is to select such structure of tree, which will be maximally matched
with laser and visual data. Visual data of trees crowns help to determine a type of
tree in automated mode by using the expert recommendations. Also during branches
modeling, Hermit curves were used to make a branching more realistic (Fig. 10.3).
This procedure is applied to the main branches of tree.

The main idea of SCA is in an interactive adding of new elements (branches) to a
geometrical structure of object (tree) created on previous steps. The SCA considers
the environment man-caused objects and neighbor trees. Initially, a cloud of points
(leaves) and trunk points are determined. During each iteration, a branch is built to
the nearest point of a tree crown. In such manner, a skeleton of a tree is built. SCA
includes several steps:

Fig. 10.2 Examples of trees structures: a monopodial structures, b sympodial structures, c ternary
branching

Fig. 10.3 Branches modeling: a by line segments, b by Hermit curves
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1. A detection for an initial point of trunk. From this point, the building of tree
skeleton is begun.

2. A crown points matching. During iterations for each current node, a branch to the
nearest point of crown is generated and matched in a tree model. A tree model
may be rotated for better matching. Such iterations are finished, when all crown
points will be associated with branches or number of iterations determined by
the user will be accomplished.

3. A resampling of branches points.
4. A smoothing sharp transition of branches.
5. A leaves mapping. A skeleton of tree is covered by a leaves texture according

to a tree template in a desirable scale. Such leaves textures may be previously
prepared and chosen by the user from a texture library.

The results of initial steps of SCA work are situated in Fig. 10.4.
The example of final tree modeling by using data of laser scanning (received from

the Earth’ surface) and L-system paradigms is shown in Fig. 10.5.

Fig. 10.4 The results of initial steps of SCA work with various distribution of cloud points: a
boundaries distribution, b central distribution, c top distribution, d bottom distribution

Fig. 10.5 Hybrid trees modeling: a a visual image of tree, b 3D cloud of laser data, c a modeling
result
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10.4 Algorithms of Wind Rendering in Landscape Scenes

Three basic wind rendering algorithms concerning to weak wind (Sect. 10.4.1), mid-
force wind (Sect. 10.4.2), and storm rendering (Sect. 10.4.3) were developed. Storm
hazard is enough rarely natural effect that may occur once during several years. Two
other algorithms find more often applications into a landscape scenes modeling.

10.4.1 Weak Wind Rendering

A weak wind rendering is the enough simple procedure with random wind direction
and minimum differences of leaves flicker. This effect is needed in a scene fore-
ground and may be determined as a redrawing procedure of leaves texture on a tree
skeleton. The flickering effect into a scene background is realized as a replacement
of intensities of some random pixels concerning to leaves texture with a frequency
2–3 Hz. Such temporal periodicity can be simulated by using a generator of random
values relatively pixels positions and pixels intensities.

In all three algorithms of wind rendering including a weak wind rendering, a
mega-texture mapping is applied. It means that a landscape scene is covered by a
single base texture with large sizes instead of a set of textures with small sizes. More
detailed information about mega-texture mapping one can find in site.1

Such technology is a very perspective approach for rendering in outdoor spaces
and has the following statements:

1. Mega-texture is stored in Hard Disk Drive (HDD) and is loaded into Random
Access Memory (RAM), when the detailed repainting of landscape scene is nec-
essary. Such approach saves RAM resources essentially.

2. The nearest foreground pixels are replaced by the highest quality texture with
restricted sizes.

3. The following pixels are replaced by the high quality texture with a usual reso-
lution.

4. The background pixels are the base texture with a decreased resolution.

Such technology was designed for a landscape texturing to improve a view range
and higher realistic properties of modeling scene. A scene surface is divided on
different Levels Of Details (LODs), and for each level the texture with required
quality properties (clipmap) is designed. Usually it is enough 5 detailed levels. If
clipmap sizes are 512 × 512 pixels, then data of 512 × 512 × 5 × 4 ≈ 5 Mb for
5 levels and 32 bit for each pixels (8 × 4 = 32 bit) are needed. Such calculation
shows that the required volume of video RAM has very small values for repainting
a landscape scene with the high quality and resolution.

1OpenGL Performer Programmer’s Guide: ClipTextures. Available online, at http://techpubs.sgi.
com/library/tpl/cgi-bin/getdoc.cgi?coll=0650\&db=bks\&srch=\&fname=/GI_Developer/Perf_
PG/sgi_html/ch15.html.

http://techpubs.sgi.com/library/tpl/cgi-bin/getdoc.cgi?coll=0650&db=bks&srch=&fname=/GI_Developer/Perf_PG/sgi_html/ch15.html
http://techpubs.sgi.com/library/tpl/cgi-bin/getdoc.cgi?coll=0650&db=bks&srch=&fname=/GI_Developer/Perf_PG/sgi_html/ch15.html
http://techpubs.sgi.com/library/tpl/cgi-bin/getdoc.cgi?coll=0650&db=bks&srch=&fname=/GI_Developer/Perf_PG/sgi_html/ch15.html
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The key property of such texturing approach deals with a texture loading into
a video RAM only during virtual camera displacements or with changes of a view
point. When a virtual camera is moved then transitions of texture, the LODs are
realized. If a view point displacement is higher a pre-determined threshold value,
then texture coordinates are recalculated. The main advantage of this technology is a
possibility to work with small texture volumes that supports a high computer speed.

10.4.2 Rendering of Middle Speed Wind

For real-time application, a simulation model of wind influence on a tree is designed.
In this case, a fractal model of tree is required, which is not based on data of laser
scanning. Three main steps are involved into such fast algorithm: building of tree
skeleton, wind rendering, and adding of branches randomness and inertia.

The design of tree model based on fractal schema has the following simplifica-
tions. Let two vectors with known origins and directions exist. Triply new directions
disposing them on some angle are calculated. The length of a new vector must be
shorter of previous vectors (it is achieved by using a correction coefficient). The new
position becomes the end of previous vector. Thereby, the first vector is a trunk of
a tree model, from which three branches are continued. The experiments show that
the depth of recursion equaled to 7 is enough to simplify a tree model.

Wind rendering is a simulation of branches flexure caused by wind. It means that
coordinates of “branch-vectors” ought to be recalculated. It is possible to calculate
a rotation matrix around an axis passing through the origin of “branch-vector” and
the normal to a direction of “wind-vector”. But on seventh recursion level, such
calculations will be too complex without a real-time execution.

The simple and less exact method was used under the assumption that a wind
direction can not be vertical, and branch displacements are situated in one plane with
“branch-vector” and “wind-vector”. The task is to find displacements of “branch-
vectors” ends along axes OX and OZ and to normalize the result so that the lengths
of “branch-vectors” do not change. In such manner, the own oscillations of branches
are simulated. Additionally the oscillations of supporting branches are considered.
Finally coordinates of “branch-vectors” are recalculated. The trunk is considered
as a stationary object that has a small tilt angle under a wind influence. Also the
dependence between a thickness of branch and a branch flexure was used. Such
correction coefficients are determined as tabulated values.

The adding of branches randomness and inertia is a necessary step for an acquisi-
tion of realistic effect. The wind randomness is well described by Perlin noise [31].
A Perlin noise generation is one of popular procedures for design of random proce-
dural textures. The method consists in a composition of usual noises with difference
frequencies and amplitudes inversely proportional to frequency. The branch inertia
is the gradual position changes by an immediately changeable wind direction. For
simulation of such effect, the branches positions do not changed but the inertial wind
directions from frame to frame are corrected by a linear interpolation.
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10.4.3 Storm Rendering

The storm damage is a hard prevented phenomenon. It may be estimated as a natural
risk in a long time domain. A tree animation in environment of hurricane impacts
was proposed by Singh et al. [32]. Usually the consequences of storm rendering are
determined by the types of trees, their heights and state of roots, topography, climate,
and soil properties. It is important to consider a tree model not only as a mechanical
system, which is exposed to horizontal component of strong wind force, but also as
ecological system having its own shapes of trunk, branches, and crown. The effect of
storm wind may be not only a branches break, but also an uprooting or a trunk break
on a determined height. Seidl et al. [22] developed a wind modeling approach that
simulates wind impact at the level of individual trees and wind disturbance events
iteratively. The algorithm includes the following steps:

1. The edges detection in the landscape.
2. The calculation of vertical wind profile.
3. The calculation of individual-tree turning coefficient.
4. Critical wind speeds calculation.
5. The simulation of wind impact on vegetation.

Seidl et al. used a research software tool ‘iLand’ in their experiments.
Two scenarios of behavior may be suggested dependently from “vertical” or “hor-

izontal” roots of a tree. The first model (with deep root system) considers a tree as
a rigid column on the elastic base. The deviation angle θ of such “column” is deter-
mined from Eq. 10.6, where P is a horizontal moment of wind, h is a point ordinate
of application of force P, Q is a force moment of column weigh, l is a distance from
root to a point ordinate of application of force P, J is an inertia moment of root
system, c is a proportional coefficient.

Ph − Qlθ + cJθ = 0 (10.6)

In Eq. 10.6, a simplifying condition θ ≈ sin θ was made. A critical load value will
be when P = 0 in Eq. 10.6. Therefore Eq. 10.7 provides a critical load Qc.

Qc = cJ/l (10.7)

Equation 10.7 is right until a root system would not break from the Earth surface.
If this process begins, then Eq. 10.6 will become a nonlinear dependence.

The second model (with a non-deep root system) has another interpretation. Under
a wind influence, a tree also tilts but in this case the gravity and the reaction force of
root system are situated not in one plane. This model generates forces, which aim is
to return back a tree into a normal position. A tree tilt is less for the second model
and achieves a maximum durability by θ =10–12◦. In the first model, this parameter
achieves approximately 30–35◦. The approximate values of θ (according to wind
force, type of tree, and tree height) are stored in database. For simulation effects, the
procedures of uprooting or trunk break are randomly executed.
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10.5 Software Tool and Experimental Results

Software tool REndering of Wind Effects into Landscape Scenes (“REWELS”) con-
tains three main modules: a module of tree generation based on laser data and L-
system, a module of 3D scene generation, and a rendering module, which includes
three developed algorithms of wind simulation in dependence of wind speed. The
designed software tool has a possibility not only to tune wind parameters but also
move, rotate, and scale the modeling scene. In Fig. 10.6, maximum tilts of tree mod-
els (on assumption that a wind direction is along axis OX) are shown by rendering
of middle speed wind. Simplified fractal models of trees and real trees images with
different wind speed from 0.3 up to 21.0 m/s are represented in Fig. 10.6a, b, respec-
tively. The accuracy of rendering may be estimated only on a qualitative level based
on the expert estimations. Such expert estimations are better for low-scaled landscape
scenes.

The modeling results of storm wind rendering are shown in Fig. 10.7.
For program realization, the graphical jet GLScene applying the library OpenGL

as application programming interface in development environment RAD Studio 2010
was used. Some standard objects from the jet GLScene such as TGLCamera (a camera
object), TGLSceneViewer (3D viewer object), TGLMaterialLibrary (a library of
materials), TGLFreeForm (a static 3D model), and the others were applied.

0.3 m/s 0.8-1 m/s 1-1.5 m/s 3-5 m/s 10-13 m/s 13-15 m/s 15-17 m/s 20-21 m/s

0.3 m/s 0.8-1 m/s 1-1.5 m/s 3-5 m/s 10-13 m/s 13-15 m/s 15-17 m/s 20-21 m/s

(a)

(b)

Fig. 10.6 Tilts of threes models. a Fractal models of trees, b real images of trees
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Fig. 10.7 Examples of storm wind rendering. a Maximum tilt of tree, b uprooting modeling

10.6 Conclusion

In this chapter, the process of tree restoration by using laser data with a tree mod-
eling based on L-system templates for more realistic view of modeling forest scene
was investigated. Laser data were used to restore a view of Earth surface and nat-
ural objects into landscape scenes. The hybrid method based on laser data of tree,
selection of tree template using a visual aerial image, and modification of geometri-
cal parameters for required tree template was designed. The mega-texture mapping
was applied for a landscape texturing with increased view range and higher realistic
properties of modeling scene. For wind effects rendering, three basic algorithms of
trees animation under weak wind, middle speed wind, and storm wind were devel-
oped. Owing to the stochastic structures of trees, all algorithms are the approximate
procedures with maximum visual effect for the user.

Three main modules include into software tool “REWELS”. There are a module
of tree generation based on laser data and L-system, a module of 3D scene generation,
and a wind rendering module. The software tool is based on the graphical jet GLScene
(with applying the open library OpenGL) and own designed components.
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Chapter 11
Extending the Service Oriented Architecture
to Include a Decisional Components

Fatima Boumahdi and Rachid Chalal

Abstract The emergence of Service-Oriented Architecture (SOA) as an approach
for integrating applications that expose services, presents many new challenges to
organizations that ensure the decisional aspect of company by adopting the SOA
like a support architecture. The proposed architecture will facilitate research and
development of Decision-Making and decision support systems in SOA. This chapter
describes Service Oriented Architecture with decisional aspect (SOAda). To define
a new set of concepts necessary for modeling the three views: business, information
and decision, a new meta-model called Decisional Model of Service (DMoS) will
be presented. Some of these concepts are already known, whereas others are new
and are proposed as an element of this chapter. The architecture leading elements
are: the DMoS meta-model and the new architecture SOAda. Finally, the proposed
architecture will be illustrated with a case study in inventory management.

Keywords Inventory management · Decision-making · Decisional model of
service · Service-oriented architecture · SoaML

11.1 Introduction

While organizations are trying to become more agile to better respond markets
changes, and in themidst of rapidly globalizing competition, they are facing newchal-
lenges. It is primarily a question of ensuring the decisional aspect of the information
system by adopting Service-Oriented Architecture (SOA) like a support architecture.
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For example, inventory management comprises business activities which are con-
nected with decision activities like:

• Decide whether to have inventory or ordered bound items: A company can either
have articles in inventory or place their own order when they receive an order from
the customer, order bound articles.

• Decide order quantity: Order quantity is the amount that an article should be
purchased in.

This engineering must ensure on the one hand the flexibility of the information
system and on the other hand, avoids the redevelopment of system at the request
of the decisions. Several research tasks were interested in the problem of services
identification [1–11]. A key limitation of those methodologies is that they are limited
to the business and information level for SOA design, and they don’t determine the
way to integrate a decisional aspect in this type of architecture. The decisional vision
of the enterprise is considered like a sub process, and it is left as a not developed
black box. Hence, it is necessary to define guidelines that are applicable to find and
realize decision services.

The main goal of this research is to design a new architecture to support the
Decision-Making in a SOA. To reach this goal, several research questions are for-
mulated. This chapter begins by the literature study, in which the topics of SOA and
SOA design are discussed and the concept of Intelligent Design Choice (IDC) is
explained. This leads to a new architecture and the first research question is:

1. What service types can be identified based on state of the art literature sources?
The new architecture put the Metamodal in the second part of this research.
New concepts were introduced into ServiceOrientedArchitecturewith decisional
aspect (SOAda). It is the role of the meta-models which will be presented after.
The second research question is:

2. What are the various service types (business, information, software and deci-
sional) which exist in enterprise?

• What is the relation between the services and the business processes?
• Which level of granularity is necessary to define for the services in order to
ensure an easy management and a maximum reuse?

In the third part of this research, a new architecture is described. An extended
SOA for supporting a decisional aspect. The third research question is:

3. What are the different layers constitutingSOAda? andHow to assign each services
defined in to SOA layers?

The proposed SOAda integrates elements into two dimensions: The conceptual
dimension aims to define concepts and relations between them to be used all over the
SOAda. New concepts will be proposed about the SOAda in particular the concept
of decision, intelligence, design and the choice service. In this chapter, a whole of
concepts will be defined, that constitute SOAda as well as the relationship between
them. It is the role of the meta-models. The main objectives for the inclusion of
a meta-model in the SOAda proposal are: to define, organize and reuse knowledge
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about concepts involved in the business processes and their decisional aspect, as well
as their design and implementation based on services and the relationship between
them.

The architectural dimension will be proposed into SOAda. In search of agility, the
SOAmust exceed the technical framework related on business and information sight
to touch the decisional level of the enterprise. In this direction, the true challenge
consists in extending the SOA to the decisional aspect of the company. For the
SOAda, an architecture that contained a decisional aspect is proposed.

The rest of the chapter is structured as follows. Section11.2 describes and dis-
cusses the existing approaches of SOA. Section11.4 presents the concepts used in
the IDC approach. Section11.5 discusses the different levels of the proposed archi-
tecture. Section11.6 describes a case of study and the last section describes the future
direction for this line of research.

11.2 State of the Art

The classification of services is not standardized [12]. Hence, different authors pro-
pose different classification schemasbasedon the scopeof their proposed approaches.
These works will be briefly presented according to a chronological order. The
Service-Oriented Analysis and Design (SOAD) is an approach improved and inter-
disciplinary of service modeling, suggested by Zimmermann [11], on the basis
of existing development and notations processes. Service-Oriented Modeling and
Architecture (SOMA) illustrates the activities of a modeling method based on ser-
vices, proposed by Arsanjani et al. [2]. For the identification and the specification
of service, it combines the three approaches of ascending, downward analysis and
middle-out.

A conceptual model, presented by Kim and Yun [4] and called M4SOD (Method
for Service-Oriented Development), the goal is to formalize the development process
SOA. This method explain the phases of identification and realization of the services.
An approach of modeling and designing systems based on SOA is proposed by
Rahmani et al. [5], which uses the architecture directed byModelDrivenArchitecture
(MDA).

Service-Oriented Unified Process (SOUP), a development process intended for
the system based on SOA and suggested by Mittal [10], reuse the best elements of
RUP and XP (Extreme Programming). Chaari et al. [9] proposes the approach of
the Services Oriented Company which treats the problem of collaboration between
firms. Lemrabet et al. [13] treats the same problem.

The recent approaches are developed at the base of the Service oriented architec-
ture Modeling Language (SoaML) [14]. Currently three equipped methods use this
Service-OrientedModeling and Architecture (SOMA) language for services model-
ing. The first method was proposed by Amsden [1], it was integrated in Sect. 2.9

http://dx.doi.org/10.1007/978-3-319-21209-8_2.9
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version of the SOMA method proposed by Arsanjani et al. [2] and supported by
Rational Software Architect (RSA). The second method is proposed by Casanav
[15] and is supported by the tool ModeDriven. Lastly, the third method is the Model-
Based Development with SoaML (MBDS) which is proposed by Elvester et al. [16]
and is supported by the modeling tool “Modelio” of SOFTEAM. The authors of
these three methods take an active part in the SoaML specification, this leads to two
alternatives of services modeling in the specification. But there is no work that treats
the decisional problem.

Furthermore, some decision support systems based on SOA were also studied
and they are published in the literature. The first work is that proposed by Xu
et al. [17] whose title is “SOA-based precision irrigation decision support system”,
the Decision-Making aid system select the adequate service according to the users
needs of the different Business ProcessManagement (BPM), then it set up themodel.
At the end, it gives the exact instruction to the irrigation. The second architecture
is that of Vescoukis et al. [18] who proposes a flexible SOA for decision support
systems in environmental crisis management.

SoaDssPm: Service-Oriented Architecture of the decision support system for the
Project Management was presented by Boumahdi and Chalal [19]. The proposed
architecture is made up of a user interface, Action layers, Technique and Data layer,
each layer is made up of two under layers, to represent the business process, other
intended for the Decision-Making process. There are other kind of works in the
literature,which treat the decisional aspect for the composite service problem, like the
work of Fan [20], who proposes a new method of Decision-Making for personalized
composite service.

11.3 Discussion

All the approaches of services identification presented in the state of the art are
limited to the business and information level for SOA design, there’s no approach or
architecture in the literature that proposes a solution for the decisional aspect in this
type of architecture.

The most important difference between the work introduced above and the work
presented here is that none of the related works describes how the decisions were
identified and designed in SOA. This chapter identify an initial set of new service
classification and also describe the structured architecture used to solicit, classify
and consolidate the service found in the SOA with a decisional aspect.

Another difference between the works above and this work is the way that the
service have been classified: for instance, in themethod developed by Papazoglouand
and Van Den Heuvel [8], services are placed in a hierarchy. Business processes are
translated to business services, which are converted to infrastructure services [8]. In
the hierarchy proposed by Papazoglouand and Van Den Heuvel [8], only two types
of services are distinguished, business and infrastructure services. In De Castro et al.
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[21] services are classified into two views: Business, and Information system view;
the SOAda contributes a new perspective by classifying service according to three
views: business, information and Decision.

To reach the goals of a successful SOA implementation, enterprises need to recon-
sider how theymake provision for decision services. If they continuewith the unman-
ageable black-box approach of wrapping decision, they will not attain the rewards
of SOA innovation. Instead of flexibility and reuse, they will get only additional
layers of complexity. Enterprises need to move the decisional aspect to a new SOA
architecture which leverages with decision services.

The goal of thiswork is to extend the SOAarchitectures by a decisional dimension,
and always keep the business and informational level of the enterprise. For this
purpose, a new SOA model based on decision model is proposed in this chapter:
IDC of Simon [22], named Decisional Model of Service (DMoS).

The originality of this proposal is due to the simultaneous use of the SOA and the
decision model IDC. The literature does not offer examples of coupling these two
types of reality representations. The proposed architecture in this chapter is based
on IDC model of Simon [22] to propose an innovating architecture which deals with
the decisional sight of the business process.

11.4 The Decision-Making Processes in the Organizations

Business decisions are made in the process of conducting business to achieve its
objective in a given environment. According to the work of Al-Zhrani [23], many
models were developed, in order to represent the various phases of the Decision-
Making process. The most known model is that proposed by Simon [22], called the
IDC model, which is composed of the three following phases: Intelligence (compre-
hension), Design andChoice. A fourth phase called “Review or implementation”was
added with the model (Fig. 11.1). These phases do not proceed in a sequential way;
they are the subject of flashbacks, adjustments, corrections, resumptions of former
results, etc.

Fig. 11.1 Model IDC of the decision-making process [22]
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11.5 Dimensions of SOAda

The SOAda integrates elements into two dimensions: conceptual and architectural.
The conceptual dimension provides the basis for understanding all proposed concepts
through the meta-model; the architectural dimension contains the different proposed
layers of the new SOAda architecture.

11.5.1 Conceptual Dimension

SOAda defines a new whole of concepts necessary for modeling the three points of
view: business, information and Decision. Some of them are already known, while
others are new and are proposed within the framework of this work. By means of
a class diagram, Fig. 11.2 shows the various concepts on which SOAda and their
relations are based.

Figure11.2 puts forward the principal concepts of SOAda architecture. The central
element of this meta-model is the service. This generic concept, on which all the
principle of SOAda is based, is refined in three under conceptswhich are the business,
information and decisional services. TheBusiness and Information sights are inspired
from the works of [2, 6, 8, 9, 11, 15, 21]. The contribution consists on the proposal
of the third sight which is: Decision.

The key concept of the business aspect of SOAda is the Business Service. A
Business service is a reusable brick on a business level. It corresponds on trade
functionalities. It calls upon functional services, these last are services of average
granularity such as for example the services offering the functionalities related on
the management of a customer order, or the calculation of an order amount. In fact,
these services expose the concept of the information system function that allow the
implementation of the trade activity concept. Example: The list of the orders of a
customer on standby; the state of its accounts.

Fig. 11.2 Model decisional of the service (MDS)
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The second part of the meta-model of the SOAda relates the information vision
of SOAda. The information services gather the functionalities offered by the com-
puterized part of the information system and are used by the functional services
described previously. Three categories of information system departments are dis-
tinguish, which are: the entities services, user interface services of and technical
services.

User interface Services: The user interface services allow to manage the commu-
nications and the dialog with the actors.

Entities Creation, Reading, Updating and Deleting (CRUD) Services: The entities
services are the services which are focused on key trade objects of the information
system of the company. They are primarily the services which give access to the
information relative to the trade objects. Typically, they are the services which carry
out operations of CRUD.

Technical services: The technical services gather the services from the low level
and allow to manage the infrastructure of the information system of the company
(example: services related on the network management, emailing and desktop pub-
lishing). The role of a technical service is to give access to a given technical resource:
for example the access to the relational databases, printer and emailing.

As for the third part of themeta-model that relates the suggested decisional dimen-
sion. The decision services gather functionalities offered by the decisional part of the
business process and they are used by the services of company described previously.

Three service types are proposed in this sight according to model which are:
intelligent, design and choice [22]. These include:

1. Intelligent service: intended for the definition of the problem to be solved to reach
the objectives or the goals of the decisionmaker. An intelligent service is a service
that seeks the relevant information in relation with the problem to be solved, by
using research algorithms (k-NearestNeighbors algorithm (k-NN), decision trees,
…).

2. Design service: consists in building and studying solutions, using the information
that results from the intelligent service. According to the technique of Decision-
Making, this service type is conceived.

3. Choice service: they have as a function to select one of the solutions elaborated
and suggested by the design services, this one becoming the result of the decision.
TheMulti-Criteria Decision methods can be used [24] (such as ELECTRE family
[24], or PROMETHEE [24]) to conceive the services of choice.

11.5.2 Architectural Dimension

According to SOAda, the company becomes a conglomeration of services with var-
ious types of abstraction. Indeed, the proposal is based on the definition of services
on three different levels (Fig. 11.3):
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Fig. 11.3 SOAda architecture

Business Level: it concentrates on the characteristics and the requirements of the
company in which the Information System (IS) will be built. The processes busi-
ness of the companywill be built following an orchestration of the various services
of company. This layer is responsible for managing the overall execution of the
business process.

Information Level: it concentrates on the functionalities and the processes which
must be implemented on IS in order to satisfy the needs of the company. It results
from the construction of a technical SOAwithin the company. It is about thewhole
of the data processing services of the company which support the business level.

Decision Level: present the Decision-Making services of sub process. This sight
is based on IDC model of Simon [22].

11.6 Case study

The purposes of the inventory management choice are:

• The management of inventory is crucial to the success of most companies,
• The potential major role of decision in the inventory management,
• Inventory management comprises business activities which are connected with the
decision activities.
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The Decision-Making in inventory management must resolve mainly three basic
issues: How often the inventory status should be determined? When a replenishment
order should be placed? and How large the replenishment order should be [25]?

Inventory management has three major parts [25]:

Forecasting Inventory Demand: Forecasting calculates how much inventory is
needed and when it will be needed. Its primary goal, is to have the right
products in the right positions at the right time [25].

Inventory Control: Inventory control does the basic record keeping that is the
basis of whichmore complex decisions are made in the forecasting and replen-
ishment modules. It involves the creation of inventory records, the practices
dealing with the maintenance of these records, and the counting or auditing
of inventory. It also deals with inventory administration, methods of valuating
inventory, and evaluating inventory performance.

Replenishment of Inventory: The Economic Order Quantity (EOQ) model is one
technique used to determine the optimal quantity to order. The optimal ordering
quantity, EOQ, can be found analytically. It occurs where the total annual
holding cost equals the total annual ordering cost [25].

The next section explain how the SOAda works and what kinds of problems it is
useful to be solved. The Fig. 11.4 shows the business process of inventory manage-
ment with the language Business Process Management Notation (BPMN) [26].

Service granularity (Gra) defines howmuch functionality is exposed by one single
service. Services can be fine grained or coarse grained (Papazoglouand and Van Den
Heuvel [8]). The Table11.1 represents a summary of the different services that are
proposed by the SOAda architecture and their specificities. The granularity of service
is expressed on a scale of 4. On this scale the business service is a high granularity
(4/4). It also shows the inventory management services according to SOAda.

The architecture shown in theFig. 11.5, supportsDecision-Making inventoryman-
ager by SOAda.

The most promising and complete SOA modeling language is SoaML [14]. In
the recent future, it is expected that SoaML becomes more and more adopted as a
standard modeling language for SOA [27, 28]. This language is used for services
modeling in inventory management.

The mapping from BPMN diagram to SoaML model requires first modeling lan-
guage (SoaML) and foremost a correspondence between the elements of BPMN and
SoaML elements. For this reason, the mapping defined in the research work already
done, will be used [1, 15, 27, 29]. The Table11.2 summarizes the implementation
and modeling of inventory management.
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Fig. 11.4 The inventory management process



11 Extending the Service Oriented Architecture … 195

Table 11.1 Summary of the various SOAda services and their characteristics

Service Description Interaction Gra. Composition Inventory
management

Business level

Business – Abstract service Synchronous 4/4 Composite – Run
commands

–Participate in
business
processes

–Checks the
items ordered

–Manager
service

Functional – Abstract Synchronous 3/4 Composite –Report a
problem

–Orchestra
several
information and
decisions
services

–Receipt of
the order

–Delivery
order

–Department
service

Information level

User interface – Concrete Synchronous 3/4 Composite

–Encapsulates
the business
applications

–Storekeeper
Interface

–Responsible
Interface

–Inventory

–Costumer

Entities – Concrete Asynchronous 2/4 Atomic –Order

–Exposed by a
business object

–Provider

–Product

–Delivery

Technical – Concrete Asynchronous 1/4 Atomic

–Service
infrastructure of
IS

–Resource
access

–Messaging
Service

(continued)
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Table 11.1 (continued)

Service Description Interaction Gra. Composition Inventory
management

Decision level

Decision – Concrete Synchronous 4/4 Composite –Forecasting
service

–Participate in
business
processes

–Inventory
Control service

–
Replenishment
service

–Safety stock

Choice – Concrete Synchronous 3/4 Composite –Optimal cycle
length

–Expose the
several choices

–Optimal total
cost

–Optimal order
quantity

Design – Concrete Asynchronous 2/4 Atomic –Pareto method

–Expose the
solution method

–ABC method

–Wilson model

Intelligent – Concrete Asynchronous 1/4 Atomic –RC=reorder
cost

–Includes the
requirements of
decision

–HC=holding
cost

–T=cycle
length

– UC=unit
cost

–Q=order
quantity

11.7 Contribution

The SOAda architecture assists the decision maker, without replacing him, during
the Decision-Making process. It allows to the decision maker to have access to many
knowledge, to synthesize them and test various possible choices.

The various contributions carried out in this work are summarized as followed:

Introduction of the decision aspect into SOA:where SOA intervens mainly on
the information level of the company. The majority of work which treats the
service orientation looked at the problem from a technical point of view and
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Fig. 11.5 SOAda applied to inventory management

Table 11.2 The modeling and realization of inventory manager

Modeling (SoaML) Realization Modeling (SoaML) Realization

their starting point was always the information and business level. The devel-
oped SOAda extend the principles of SOA on the totality of the company
system. It brought new concepts and it restructure the company architecture
in a manner that it is nimbler and able to take part in decisions from a request.
The various concepts introduced by SOAda were detailed by presenting the
meta-model.

SOAda: extend SOA with decisional aspect: There is no SOA that integrates the
decisional dimension. The majority of existing works deal on an industrial
scale which does not present the decisional aspect. This contribution consists
in presenting a new construction architecture of SOA taking account the needs
of decision of its various elements. The developed architecture is based on IDC
model of Simonwhodifferentiates the proposal from the existing architectures.



198 F. Boumahdi and R. Chalal

11.8 Conclusion and Future Work

For the last few years, a rise has been observed in research activity in SOA, with
applications in different sectors. Several new technologies have been introduced and
even more are being currently researched and aimed to the future. To reach the goals
of a successful SOA implementation, enterprises need to reconsider how they pro-
vide decisional aspect. This chapter puts forward one novel idea and architecture
about how enterprises move to a new SOA which leverages with Decision aspect.
Throughout this chapter the concept of the SOAda was developed. The basic prin-
ciple of the enterprise appears by triple vision Business/Information/Decision. In
this direction, the SOAda is the juxtaposition of three models: business SOA for
the business view, information SOA for the information view and decision SOA for
the decisional vision of the company. This duality guaranteed the alignment of the
Information System on the business and the decisional needs and thus allow to the
enterprise to gain in agility. Thus, an application of the proposal is shown to illustrate
how to use the architecture. In the future works, the integration of decisional aspect
in Cloud computing is envisaged.
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Chapter 12
An Extended Dependability Case to Share
Responsibility Knowledge

T. Saruwatari, T. Hoshino and S. Yamamoto

Abstract Recently, critical incidents have occurred in complex Information Tech-
nology (IT) systems. Thus, how to confirm the dependability of a system using
dependability cases is becoming necessary. Information related to dependability is
important knowledge that must be shared among stakeholders. However, in the previ-
ous methods used to describe dependability cases, the relationship between a depend-
ability claim and responsibility cannot be clearly specified. Thus, the cause investiga-
tion cannot be completed at the occurrence of the incident, since system knowledge
could not fully be utilized. In this chapter, the d* framework is proposed to define
the responsibility attributes for sharing knowledge and achieving agreements among
stakeholders. The d* framework extends the dependability case to add an agent and
an actor to the dependability case representing the responsibility attribute. A Meta
model for the extended dependability case is also shown. Moreover, to show the
effectiveness of the d* framework, three example applications are described.
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12.1 Introduction

Recently, critical incidents have occurred in complex Information Technology (IT)
systems. The assurance of dependability in IT systems is becoming increasingly
important and should be considered during system implementation. The informa-
tion related to dependability is important knowledge that must be shared among
stakeholders. Therefore, the use of dependability cases is attracting attention as a
method of sharing between stakeholders and a confirmation of system dependabil-
ity. However, in previous dependability cases that describe methods represented by
Goal Structuring Notation (GSN), the relationship between the dependability claim
and the responsibility cannot be clearly specified. Thus, since the cause investigation
cannot be completed at the time of the incident, the system knowledge could not fully
be utilized. Hence, a method to express a responsibility attribute for sharing informa-
tion to attain an agreement between stakeholders is proposed. Here the responsibility
attribute specifies who takes responsibility of the dependability case. In this study,
a concept for incorporating a responsibility attribute into dependability cases is pro-
posed. By incorporating responsibility attribute, accountability of the dependability
case by humans can be achieved. For introducing responsibility attributes, the authors
considered d* framework as the target method. The d* framework is one of numerous
methods for creating dependability cases. After considering the concept, the authors
indicate a simple notation for it.

In this chapter, the authors propose an extension of dependability case. Section 12.2
describes the related work. Section 12.3 describes dependability case and d* frame-
work. Section 12.4 introduces responsibility attributes for dependability case.
Section 12.5 discusses considerations of the proposed method. Section 12.6 sum-
marizes the chapter.

12.2 Related Work

A dependability cases are used to assure the dependability of the highly reliable
critical systems. Dependability cases are described by GSN [1]. Modular GSN [2, 3],
D-Case [4], and d* framework [5] are also proposed to describe dependability cases.
Modular GSN can be used to systematically develop large dependability cases using
modules. Each GSN module includes a GSN. D-Case is an extension of GSN with
monitor nodes. A monitor node is a solution node used for monitoring some aspect
of the target system. The d* framework is used to describe the inter-dependency of
open systems based on D-Case. The meaning of d* framework is the network of
dependability.

Deviation analysis [6] and scenario [2] can be used to develop GSN. Keep All
Objectives Satisfied (KAOS) provides a system model for requirements engineering
based on a goal model [7, 8]. The goal model of KAOS describes satisfaction argu-
ment trees. For the bottom goals, agents are assigned to represent that the assigned
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agent has the responsibility to achieve the specific bottom goal. Although KAOS
can show the responsibility of agents, it is difficult to directly describe the inter-
dependency relationship among agents. Sommerville et al. [9] defined the respon-
sibility as follows: “A duty, held by some agent, to achieve, maintain or avoid some
given state, subject to conformance with organizational, social and culture norms”.
They also proposed a method to elicit requirements based on the responsibility model.
In this chapter, the notion of responsibility attribute for d* framework that describes
inter-related dependability cases is clarified.

12.3 Dependability Case

Recently, safety cases, assurance cases, and dependability cases have been attracting
significant attention [10–13]. They are prepared to ensure the safety of the given sys-
tem. In particular, “dependability cases” are documents that are prepared to describe
the dependability of a system. Dependability is defined as an integrated concept that
encompasses availability, reliability, safety, integrity, and maintainability [14]. By
creating a dependability case, the following can be realized:

• Arrangement of dependability information for ease of understanding.
• Confirmation of system dependability.
• Building consensus among stakeholders regarding system dependability.
• Accountability for system behavior.

In many cases, GSN is used to describe the dependability case. GSN was proposed
as a graphical notation for safety cases [1]. After that, it was extended to be used
as a notation for dependability cases [13]. Currently, there are other notations for
dependability cases in addition to GSN. Modular GSN is a notation for modularized
dependability cases [2]. Using modular GSN, you can create and arrange depend-
ability cases by using modulus. The d* framework incorporates the concept of actors
into the dependability case [5].

12.3.1 The ‘d* Framework’

The d* framework is a graphical notation for describing a dependability case; it
was proposed to incorporate the actor concept into dependability cases. Here actors
are defined as having dependability attributes, such as goals, strategies, solutions,
and contexts. This idea is considered with reference to i* [15], a framework for
requirement engineering, and the d* framework was proposed by [5].

There are two type dependability cases in d* framework. These include:

1. The whole dependability case that describes responsibility relations that actor
depends on other actors (Inter actor dependability case); and
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2. The individual dependability case that describes that each actor is dependable
(Intra actor dependability case).

12.3.1.1 Notation

The d* framework has a graphical notation that consists of five element types that are
described using defined characteristic shapes in dependability cases. These shapes
are shown in Fig. 12.1. Each element type is described below:

Actor: is the element type that constitutes a system. It has dependability
attributes, such as goals, strategies, solutions, and context.

Goal: is the element type that an actor should satisfy. It may be decomposed
into subgoals or substrategies.

Strategy: explains why elements are decomposed into subelements. A goal or
strategy can be the object of decomposition and may be decomposed
into subgoals or substrategies.

Solution: shows evidence that the supporting goal is satisfied. It is shown in various
ways (For example: specifications, test reports, procedure manuals).

Context: is the external information that is required for goals and strategies. For
example, you can consider a procedure list that is the goals target as
context.

These elements are related to each other in a dependability case such that d*
framework has four types of relationships. These are described in Fig. 12.2. The four
types of relationships are explained below:

Fig. 12.1 Elements of d*
framework
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Fig. 12.2 Relationships of d* framework

“supported by”: relationship shows that an upper element is supported by one or
more lower elements. Goals and strategies can be upper elements,
whereas goals, strategies, and solutions can be lower elements.

“in context of”: relationship shows the addition of a context to goals and strategies.
“depend on”: relationship shows that one actor depends on another actor. When

there is a “depend on” relationship between actors A and B, there
is generally a “supported by” relationship between the elements
of A and the elements of B.

“belong to”: relationship shows that goals, strategies, contexts, and solutions
belong to a given actor.

12.4 Introduction of a Responsibility Attribute
in Dependability Cases

This section introduces the responsibility attributes used within a dependability case.
These include: concepts of responsibility, metal model of responsibility,notation and
examples cases. The examples used discuss an elevator system, AP download system
and LAN management system.

12.4.1 Concept of Responsibility

In order for a dependability case to have meaning, it is necessary that each element
of the dependability case actually be satisfied. That is, someone must take respon-
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sibility for each element of the dependability case. More specifically, humans or
organizations must take responsibility for each element of the dependability case.
The introduction of a responsibility attribute has been carried out by various meth-
ods. Lamsweerde proposed an agent model in a requirement engineering method
[7, 8], which includes the concept of responsibility. Sommerville et al. proposed a
responsibility model for eliciting information requirements and socio-technical risk
[9, 16, 17]. Feltus et al. proposed a responsibility model for verifying organiza-
tional structure and detecting policy problems [18]. Boness and Harrison proposed
a responsibility model for appraising the intention of a development [19]. Strens
et al. proposed a responsibility model for identifying and specifying requirements
[20]. Responsibility attribute concepts are listed in Table 12.1.

Although there is a marginal difference between these concepts, five proposals
resemble each other. It is discovered that these concepts have a basic pattern of
responsibility relationships. That is, there are relationships in which an agent takes
responsibility for an object. There are two main concepts that are included in a
responsibility relationship: (1) an agent and (2) a responsibility object. A respon-
sibility object was expressed as a responsibility or a goal element in the models.
Therefore, when the authors consider the incorporation of a responsibility concept
into d* framework, two key elements (responsibility and agent) had to be consid-
ered. Some of the proposals could use agent as a non-human system. However, the
authors define an agent as a human or an organization of humans, because non-human
systems cannot take responsibility in a human society.

12.4.2 Meta Model of Responsibility Attribute

In this study, the introduction of responsibility attributes into d* framework is con-
sidered. The d* framework is one of numerous methods for describing dependability
cases. In d* framework, actor elements are explicitly considered. Here actors are
elements of a system and become a dependability subject. A human, an organiza-

Table 12.1 Comparison of proposed responsibility attributes

Proposer Purpose Main elements

Lamsweerde Show the distribution of responsibilities
within the system and define system
scope and configuration

Goal, agent, operation, object

Sommerville Explore the structure and dependability
of socio-technical systems

Responsibility,
resource, agent

Feltus Verify the organizational structure and
detect policy problems

Organization, responsibility, user
(agent), task

Boness Appraise the intention of a development Goal, actor (agent)

Strens Identify and specify requirements Responsibility, resource, agent



12 An Extended Dependability Case … 207

tion, a mechanical system, an IT system, etc. can become an actor in a dependability
case of d* framework. When considering responsibility attributes in d* framework,
it is necessary to consider that non-human objects cannot take responsibilities. More
specifically, mechanical and IT systems cannot take responsibility themselves. There-
fore, the introduction of the agent concept is necessary to consider responsibility in
d* framework. Agent elements and “responsibility for” relationships are added into
d* framework. They are defined as follows:

• An agent takes responsibility for elements of a dependability case in d* frame-
work. That is, an agent must have accountability for the contents of elements. A
human or an organization consisting of humans can become an agent for actor
responsibilities. Further, it is acceptable for the same object to become an actor
and an agent simultaneously in d* framework.

• The “responsibility for” relationship shows that elements other than an agent take
responsibility held by an agent.

Meta model of d* framework is shown in Fig. 12.3. The model describes elements
of d* framework and their relationships. In the model, agent was defined as subclass
of actor. ArgumentElement is the super class of goal, strategy, solution, and context.
ArgumentElement is used to represent arguments of d* framework. ArgumentEle-
ment belongs to actor. ArgumentElement is supported by other argumentElement.
ArgumentElement is in context of other argumentElement. Agent has responsibility
for argumentElement and Actor. Actor can be a depender and dependee of depend
on relationship. ArgumentElement belongs to depend on relationship.

In the elements of Meta model, agent is a new elements to represent the respon-
sibility concept for these model of dependability case. Therefore, responsibility for
relationships is defined between agent and other elements.

ArgumentElement

Actor

*

1

Agent

*

*

responsibility for

belong to

*
1responsibility for

Goal Strategy Solution context

in context of

supported by
*

* 1 *

depend on

dependerdependee

belong to

1

1 1

1

1

*

Fig. 12.3 Meta model of d* framework



208 T. Saruwatari et al.

12.4.3 Notation

In d* framework, a new simple graphical notation for the responsibility attribute
is adopted. As an alternative, it was possible to extend the format of statements
that explain the elements in a dependability case. The d* framework originally had
graphical notation for dependability cases. Therefore, it is natural that the same
graphical notation be adopted. In this chapter, the shape enclosed by a dashed line
is proposed to describe “responsible for” relationship. The notation for “Agent” and
“responsible for” relationship are shown in Fig. 12.4.

12.4.4 Examples

Examples of assurance case for several systems are created. These assurance cases
are described by d* framework and include responsibility attribute. These include:
Elevator system, AP download system,and LAN device management system.

In the case one (Elevator system), whole dependability case and individual
dependability case are shown. In the case of other two systems, whole dependability
case is shown.

12.4.4.1 Elevator System

The elevator system is a system for managing of elevators. “Rope”, “Door”, “User”,
“Case”, “Control panel”, “Balance weight”, “Rupture detection equipment”, “Shock
mitigation equipment”, “Speed regulator” and, “Lifting equipment” were defined as
actors. The “development section”, “IT system development section”, “maintenance
section”, “wire company”, and “user” were also defined as agents. The dependability
case using new notation is shown in Fig. 12.5. In the figure, some actor’s responsi-
bilities are supported by a single agent. For example, “Cage” is such an actor. More
specifically, the dependability elements of “Cage” are supported by a “development

Fig. 12.4 New element and
relationship relationships of
d* framework
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Fig. 12.5 Dependability case example that shows inter dependability between actors (Elevator
system)

Fig. 12.6 Dependability case example that shows inner dependability of actors (Elevator system:
Rope)
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section”. On the other hand, some actor’s responsibilities are supported by multiple
agents. For example, “Rope” is such an actor. More specifically, the dependability
elements of “Rope” are supported by “maintenance section” and “wire company”.
In this case, two shapes are overlapped at the actor in the graph.

An example of individual dependability case (that is for inner actor) is shown in
Fig. 12.6. Elements of actor are divided and associated with an appropriate agent that
has a responsibility for it. All elements of actor must be supported by the appropriate
agent. If there is an element that is not supported by any agent, its dependability case
is not complete, and the model would be considered as being at the middle phase of
development.

12.4.4.2 AP Download System

AP download system is a system for downloading AP from system. Users can down-
load AP from the system to their IC card using the system. “Issuer of cards”, “Ser-
vice provider”, “AP download system”, “Memory card”, and “User” were defined as
actors. And, “Issuer of cards”, “Service provider”, “System deveoper”, and “User”
were defined as agents. A dependability case for this system is shown in Fig. 12.7.

Fig. 12.7 Dependability case example that shows inter dependability between actors (AP download
system)
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The authors described this dependability case from collaboration diagram. In the
collaboration diagram, “system developer” was not defined. Therefore, the authors
defined it in the dependability case as an agent. Since “AP download system” is not
persons, it cannot take a responsibility. It is still incomplete. Evidences that should
support goals are not shown. Further argumentation will be needed. Its dependability
case can be used in the argumentation.

12.4.4.3 LAN Device Management System

LAN device management system is system to detect invalid devices. This system
intercepts the invalid device. “Surveillance server”, “Manager”, “Sensor”, and “LAN
device” were defined as actor. “Service provider”, “Sensor vendor”, and “User” were
defined as agent. A dependability case for this system is shown in Fig. 12.8. This
dependability case was also created from collaboration diagram. In this case, all
actors of the dependability case were not human. Therefore, human agents that can
take responsibility had to be considered. Here, “service provider”, “Sensor vendor”,
and “User” was defined as agents. This dependability case is also still incomplete.
More argument of system dependability is required. The dependability case that was
shown here will be used for the argument.

Fig. 12.8 Dependability case example that shows inter dependability between actors (LAN device
management system)
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12.5 Discussions

This section discusses the organizational structure and dependability cases, the actors
and agents, notational extensions for d* framework, the meta model, applicability of
the framework and finally any limitations.

12.5.1 Organizational Structure and Dependability Cases

Generally, agents belong to an organization that has a layered structure. In such an
organizational structure, responsibility and authority are transferred from upper to
lower layers. A dependability case also has a layered structure. In dependability
cases, the layered structure is modeled via “supported by” relationships between
upper and lower goals. That is, an upper goal is supported by one or more lower
goals. Relationships of two elements in the layered structure are divided into two
types. Hierarchical order or no hierarchical order. When two agents of an organization
have a hierarchical order, the corresponding elements of the dependability case also
have a hierarchical order.

In general, it is better if two hierarchical orders are combined. For example,
consider a case in which agent A takes responsibility for goal A, agent B takes
responsibility for goal B, and goal B is supported by goal A. It is better if agents A and
B are the same or if agent A is at a lower layer than agent B. If the hierarchical order is
different between the organizational structure and dependability case, a responsibility
may be present in the structure of the dependability case, but not in the organizational
structure. In such a case, additional action may be required. Checking dependability
cases against an organizational structure can identify unsuitable transfers of authority.

12.5.2 Actor and Agent

The concept of an agent resembles the concept of an actor. More specifically, these
may indicate the same object, but the authors stress that their concepts must be clearly
distinguished. After considering a responsibility attribute, the concepts of agent and
actor are different. Therefore, the authors defined an agent as subclass of an actor. An
actor can become an agent when an actor is a human or an organization of humans,
since a human can take responsibility. Conversely, when an actor is not a human
or an organization of humans, the actor cannot become an agent, because the actor
cannot take responsibility. For example, IT or physical systems can become actors
in d* framework, but they cannot take responsibility. Therefore, they cannot become
agents in d* framework. Instead, a human that can take responsibility must be an
agent. In this case, the human also is an actor. Also, while an actor is a human,
the responsibility of an actor might be supported by other humans. In such a case,
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actors and agents are different humans. In general, humans must take responsibility
in human society. Researchers must consider supporting responsibility by humans in
dependability cases. Only humans or organizations of humans can satisfy account-
ability in dependability cases.

12.5.3 Notational Extensions of d* framework

In this study, the authors adopted a graphical notation for describing a responsibility
attribute in dependability cases by using d* framework. Other notations can also
be considered for describing responsibility attributes in dependability cases. For
example, the methods below can also be considered:

• Extend a statement format of an element to show responsibility.
• Use an external table to indicate the relationship between element and responsi-

bility.

In the future, it is necessary to evaluate a suitable method while considering the
purpose of the dependability case.

12.5.4 Meta Model

Relations between elements of d* framework had become complicated by intro-
duction of Agent. Therefore, the authors created a Meta model that shows relation
between elements of d* framework. As a result, relation between elements of d*
framework can be shown correctly. Cardinality of relations also can be shown in
Meta model. This model will be used when the new concepts will be introduced into
d* framework. For example, when attacker is considered as special actor, the Meta
model can be used. That is, attacker can be defined using the Meta model.

12.5.5 Applicability

Three examples of d* framework showed the wide applicability of the method. Ele-
vator system is an example of embedded systems. AP download system is an appli-
cation of business model domain. Because, it describes inter relationship between
business roles that are represented by agents. LAN device management system is an
application for security domain management.
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12.5.6 Limitation

In this study, dependability case examples that introduced a responsibility attribute
by using an existing dependability case was created. The dependability case example
that has responsibility attributes were not created from the beginning. The responsi-
bility attributes was appended to dependability case that did not have responsibility
attributes. Therefore, the authors did not consider the procedure for introducing
responsibility attributes into a dependability case. Nonetheless, the following can
be concluded: (1) it is necessary to prepare the procedure of eliciting an agent; and
(2) it is better to add an agent to a dependability case after dependability analysis
(inter analysis and inner analysis). After creating a dependability case, the proce-
dure that checks by comparing the organizational and dependability case-layered
structures may be also needed.

12.6 Conclusion

In this chapter, a concept for incorporating responsibility attributes into dependability
cases described by d* framework is proposed. A simple responsibility notation is also
proposed. Traditional dependability cases only describe goals, strategies, contexts,
and solutions. In this chapter, the responsibility attribute is introduced to the depend-
ability case. The whereabouts of accountability in a dependability case can be clearly
shown in the proposed d* framework. The responsibility for the system is needed to
be clearly shown to achieve the accountability. To ensure achievement of the account-
ability in dependability cases, the responsibility of elements of the dependability case
should be agreed on among stakeholders. As shown in this chapter, the responsibility
attribute can be defined as the relationship among stakeholders in dependability cases.
The proposed dependability case concept to incorporate responsibility attributes can
be used for sharing responsibility knowledge among stakeholders. The agent con-
cept is introduced to define human object who has the responsibility attributes in d*
framework. Meta model of d* framework is also proposed. To show the effectiveness
of the d* framework, three example applications are described. These examples are
selected from different domains. This shows the wide applicability of d* framework.

In the future, It is planned to evaluate the effectiveness of the proposed concept and
corresponding notation through experiments in describing practical dependability
cases. Procedures for creating dependability cases that have responsibility attributes
will also be future studies.
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Chapter 13
Designing a Hybrid Recommendation
System for TV Content

Na Chang, Mhd Irvan and Takao Terano

Abstract In the area of knowledge-based information systems, TV recommendation
systems have attracted researchers’ attention with the development of Smart TV and
expansion of TV content. Traditional TV recommendation systems, which are based
on individual’s viewing activity and only recommending TV programs, have been
unable to meet the requirements of Smart TV. Hence, this chapter proposes a hybrid
recommendation system,which not only uses the information of single user’s activity,
but also takes into account other users’ viewing habits and related information from
the Internet, for different content such as TV programs, movies, and music. The
proposed recommendation system integrates Content Analysis Component, User
Analysis Component and Preference Learning Component. Moreover, this chapter
also discusses several important design issues, such as diversity, novelty, explanation
and group recommendations, which should be considered in designing/building a TV
recommendation system. The proposed framework could be used to help designers
and developers to design a TV recommendation system engine for Smart TV.

Keywords TV content · Recommendation systems · Smart TV

13.1 Introduction

With the development of Smart TV and expansion of TV content, hundreds of chan-
nels from cable or satellite provider, as well as Internet-based content providers like
Netflix, Hulu, YouTube, are available through TV devices to users. The tremendous
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TV content, on one hand, may bring users many choices; on the other hand, users
sometimes may feel confused and find it hard to identify interesting TV content
because of the massive volume of content available at the same time. Hence, person-
alizedTV recommendation systems/engines have become increasingly important and
have been adopted by many famous television device makers and content providers,
such as Google, Apple, Sony, YouTube.

To address these situations, there are many related research papers published in
recent years. For instance,Das and terHorst [1] addressed severalmain research ques-
tions of TV program recommendations, such as profiling methods, recommendation
algorithms, and group recommendation issue. Asabere [2] gave a comprehensive
survey of TV recommendation systems. Unfortunately, most of existing research
focuses on TV recommendation systems that are based on the concept associated
with traditional television devices. For instance, television devices are not connected
to the Internet or recommendation algorithms are only based on individual user or
TV programs. Obviously, this situation cannot meet the requirements of Smart TV
throughwhich users can access sorts of content likeTVprograms,movies, andmusic.
In addition, researchers mainly focus on the improvement of accuracy of TV rec-
ommendations, ignoring the importance of other aspects such as diversity, novelty,
explanation of recommendations.

Based on a comprehensive literature review of TV recommendation systems, this
chapter proposes a hybrid recommendation system for TV content. The proposed rec-
ommendation system consists of TV Content Analysis Component, User Analysis
Component and Preference Learning Component. These components not only treat
TV content and users direct feedback, but also suggest extracting related information
such as TV watching statistics information, users preference/interest for the other
content from social media or rating systems. Furthermore, in the Preference Learning
Component, this chapter suggests three user preference learning approaches: learn-
ing from individual’s past experience, learning from public opinion and learning
from neighbourhood. In addition to the proposed framework of TV content recom-
mendation system, this chapter also discusses several design issues, for instance;
diversity, novelty, explanation and group recommendations, and provides several
corresponding solutions respectively.

13.2 Related Work

Much work has been done in the area of personalized TV recommendations. This
chapter gives a comprehensive survey of previous research. Table13.1 presents the
main contents and recommendation techniques proposed in these research.
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Table 13.1 The main contents of related research

Articles Main contents Techniques

Ardissono et al. [3] A user model that stores the
estimates of the individual user
preferences for TV program
categories and channels based
on explicit user information,
prediction on the user
references inferred from prior
information about TV viewer
categories, the estimates on the
user preferences inferred by
observing her viewing
behaviour

Classification, Bayesian
Network

Cotter and Smyth [4] Explicitly obtain users
preference about channel,
genre, and viewing time, and
infer users preference based on
their feedback on TV shows

Case-Based Reasoning,
Collaborative Filtering

Das and ter Host [1] Addressed main research
questions of TV program
recommendations: profiling
methods, methods of eliciting
users profile, method of
information filtering, group
recommendations

None

Engelbert et al. [5] Built two types of user
profiles: initial user profile
defined by user during the
beginning of the system, and
adaptive user profile created
continuously on the basis of
the users viewing behavior

Bayesian Classifier

Hsu et al. [6] Proposed a hybrid TV program
recommender system based on
user properties such as
Activities, Interests, Moods,
Experiences, and
Demographic information

Artificial Neural
Network

Martínez et al. [7] Introduced a personalized TV
program recommendation
system, which combines
content-filtering techniques
with those based on
collaborative filtering, and also
provides all typical advantages
of any social network as
comments, tagging and ratings

Vector Space Model,
Singular Value
Decomposition, and
Item-Based Filtering

(continued)
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Table 13.1 (continued)

Articles Main contents Techniques

Smyth and Cotter [8] Provided an Internet-based
personalized TV listings
service, which contains five
components: profile database
and profiler, program
case-base, schedule database,
recommender, guide compiler

Case-Based Reasoning, User
profiling and
Collaborative Filtering

Srinivas et al. [9] The explicit recommender
agent generates program
recommendations based on
users explicit profile; The
implicit agents generate the
likelihood that the viewer will
like or dislike a particular TV
program; The feedback agent
fine-tunes recommendation
quality

Bayesian Classifier,
Decision Tree

Uberall et al. [10] Generated Recommendation
Index for genres, sub genres
and events by using implicit
and explicit profiles

Content-Based
Filtering

Yu et al. [11] Presented recommendation
strategy for multiple viewers
based on user profile merging.
They firstly merged all user
profiles to construct a common
user profile, and then used a
recommendation approach to
generate a common program
recommendation list for the
group according to the merged
user profile

None

Zimmerman et al. [12] The implicit recommender
generates profiles based on
users viewing histories and
explicit recommender
generates recommendations
based on users inputting
profile and feedback

Bayesian Classifier, Decision
Tree, Artificial Neural
Network
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Fig. 13.1 The main points of assumed scenario

13.3 Framework of TV Content Recommendation System

Before introducing the proposed recommendation system forTVcontent, this chapter
shows an assumed scenario. A user Jim wants to decide whether to watch a movie
Hancock this Saturday night, or go shopping. He firstly checks the basic information
of the movie, such as director, stars, genres, and make his initial knowledge about
the movie. For example, if Jim likes movie star Will Smith and fantasy movie, he
is likely to prefer this movie and would like to know more information about it. To
confirm his first perception, then Jim tries to know about other users’ opinion on the
movie from some famous rating systems such as IMDb1 and Yahoo movies.2 He
finds the average rating on IMDb about the movie is 6.4 out of 10, and average rating
on Yahoo movies is 4.5 out of 5. The rating is relatively high on Yahoo movies, but
is normal on IMDb. Then Jim finds that there are 225,488 users who gave ratings to
the movie on IMDb, but there are just 2,375 users of that on Yahoo movies. After
detecting this, Jim is a little confused by the inconsistent rating information. Then
he decides to seek advice from his friends who have watched the movie. The result
is that most of his friends think the movie is worth to watch. Finally, Jim decides to
watch the movie in the weekend. From this scenario, the following assumptions can
be made, see also Fig. 13.1.

• A user’s preference for TV content is influenced by his/her own preference ten-
dency, public opinion and friends’ advice;

• A user’s preference tendency is related to the characteristics of TV content and
the user’s habits;

• Public opinion indicates the preference/perception of ordinary user; and
• Friends’ advice indicates the influence of a user’ friends who have the similar
preference/interest.

On the basis of the survey of TV recommendation systems and the assumptions
provided, this chapter proposes a hybrid recommendation system for TV content.
Figure13.2 depicts the framework of the proposed recommendation system and iden-
tifies three components:

1http://www.imdb.com/.
2http://movies.yahoo.com/.

http://www.imdb.com/
http://movies.yahoo.com/
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Fig. 13.2 The framework of proposed TV content recommendation system

• Content Analysis Component.
• User Analysis Component.
• Preference Learning Component.

Each of these components has its specific tasks and aims. The following sections
address the specific definition of each component.

13.3.1 The Content Analysis Component

Themain task of the Content Analysis Component is to process and analyze informa-
tion fromcontent providers and socialmedia/rating systems, obtain basic information
of TV content, audience viewing statistics and TV content acceptance information,
and provide to generate structural and useful data for the Preference Learning Com-
ponent.
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Basic information of TV content: the basic information of TV content could be title,
genre/sub-genre, keywords, actors. Among them, keywords mean the main terms,
which are used to describe the main features of TV content. Keywords, genre/sub-
genre, actors are the important characteristics of TV content, because this infor-
mation could be used to distinguish the TV content fromothers and describe users’
interests/habits. This type of information can be extracted from the description of
the TV content provided by broadcast/content provider.

Audience viewing statistics: this type of information can be collected from related
companies, research institutes, and TV content providers. Audience viewing sta-
tistics reflects the macro characteristics and trend of TV watching behaviours
of users. This information could be important factors in learning and predicting
individual’s preference.

TV content acceptance information: this type of information means public’s per-
ceptions, feelings or opinions for certain TV content and can be extracted by
text/data mining algorithms/tools from on-line social media, rating systems or
other sources. There are many online social media/rating systems, such as IMDb,
Yahoo movies, and AngiesList.3 Most of these social media and rating systems
enable users to give ratings or reviews/comments for specific products or service.
From the rating distribution and reviews, the acceptance of TV content can be
inferred.

13.3.2 The User Analysis Component

The main task of the User Analysis Component is to collect and extract users demo-
graphic information, viewing behaviours/histories, cross-domain preference/interest
and social relationships’ preferences/habits. This information could be used to pro-
vide user profile information to the Preference Learning Component.

Demographic information: this type of information means users’ name, age, sex,
occupation, income and so on. Demographic information is proved to be a factor
can influence users’ preferences. Currently, many TV recommendation systems
use this factor to predict users’ preferences [7, 12]. Demographic information also
can be used to classify users into separate preference sets and then maps them to
appropriate styles [3].

Viewing behaviours/histories: users’ past viewing behaviours/histories may reflect
their interests and watching habits. This type of information could tell that a user
watched what TV content at what time and how long the user watched them and
how he/she prefers. The time user spent watching the content indicates the user’s
watching habit. How long the user watched the content and rating indicates the
users’ preference for it.

3http://www.angieslist.com/.

http://www.angieslist.com/
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Cross-domain preference/interest: users’ preference in one domain may be used to
predict their preference in other domain. Hence, it is important to explore users’
cross-domain preference/interest.With the development of Smart TV, users could
have fun with TV programs, movies, music through relevant applications on the
same TV device. Users’ preference in one or two of these domains like movies
and music, could be used to predict users’ preference in the other domain. For
example, if a user like watching comedy movies, then he/she may like comedy
TV programs as well.

Social relationships and their preference: Users’ preferences tend to be influenced
by their friends/family/colleagues, so it is reasonable to take users’ social rela-
tionships’ preference into account. Users’ social relationships could be explicit
relationship, which may be extracted from relevant social network such as Face-
Book or Twitter, and implicit relationship, which can be extracted based on users’
past or current preference and habits.

13.3.3 The Preference Learning Component

The Preference Learning Component is the core function of the proposed recom-
mender systems. The main tasks of this component include: learning from individ-
ual’s past experience, learning frompublic opinion and learning formneighbourhood.

Learning from Experience: users preference tendency can reflect users preference
based on their past watching histories and basic information of TV content. For
example, if a user often watches comedy drama in the night, it can be inferred
that he/she likes comedy drama and his/her TV content watching habit is at night.
Thenwhen there is a new comedy drama, the recommender could recommend it to
the user. With respect to the learning algorithms, content-based filtering methods
[13], such as Bayesian Classifier [5, 9], Case-Based Reasoning [14, 15], and
Vector Space Model [16, 17], are good choices and recommended.

Learning from Public Opinion: public opinion also can influence users perception for
TV content. With the development of social media and rating systems, most users
tend to want to know the public’s perception/opinion on certain TV content before
they making decisions. There may be several social media and rating systems
related to TV content, so it is necessary to predict public opinion on the TV
content by integrating several sources. If the public ratings for TV content are
high, then it is possible that users want to watch it.

Learning from Neighbourhood: traditional Collaborative Filtering algorithm is the
most popular approach in recommendation systems [18]. A user’s preference for
TV content may be influenced by the opinion of his/her social relationships such
as friends, colleague, and family members. Social relationships could be explicit
or implicit. Explicit social relationship means users are connected through real
relationship (friends/family/colleague) or social network. For example, a user has
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watched The Big bang Theory and likes it, and then he/she may recommend the
drama to his/her friends or colleague. On the other hand, implicit social relation-
ship is based on users’ interests and preferences. Users may have similar prefer-
ence for TV content even though they don’t know each other. For example, there
is a group of users, who don’t know each other, used to watch comedy drama and
gave high ratings to comedy drama, and then it can be predicted the preference of
one of them based on the other users’ preferences. Collaborative Filtering meth-
ods, such as User or Item-based Filtering [19–21], and Matrix Decomposition
method [22, 23], are recommended in this learning task.

13.4 Important Design Issues

Considering the situation that most of previous research related to TV content recom-
mendation systems is focusedon the improvement of prediction accuracy, this chapter
presents several other important design issues, i.e. diversity, novelty, explanation and
group recommendations. Each of these issues is indispensable in designing/building
recommendation systems for TV content and should be take into consideration by
designers/developers.

13.4.1 Diversity

Diversity refers to how different the TV content in a recommendation list are with
respect to each other, and it is one important metric to evaluate the quality of a TV
recommendation system. McNee et al. [24] argued that providing accurate recom-
mendations is not enough, the other aspect such as diversity of recommendations
should be taken into account. For instance, recommending a list of very similar TV
content, such as a list of comedy movies, may be not attractive to a user, even when
the list’s average accuracy might be high. Because the user may want many different
choices, not only one kind of movies.

To provide diverse recommendations for TV content, the main approach is select-
ing the TV content that has maximum similarity with users’ preference and, at the
same time, has minimum similarity with other TV programs in the recommenda-
tion list [25]. For example, Ziegler et al. [25] presented a novel method called topic
diversification which is designed to balance and diversify personalized recommen-
dation lists in order to reflect the user’s complete spectrum of interests. Sheth et al.
[26] proposed an approach to diversity in recommendations called Social Diversity,
which utilizes social networks in recommendation systems to leverage the diverse
of underlying preferences of different user communities to introduce diversity into
recommendations.
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13.4.2 Novelty

Novelty of recommendations is defined as the proportion of known and unknown
relevant TV content in the recommended list. The core concept of novelty is related to
a recommender’s ability to educate users andhelp themdiscover newTVcontent [27].
With the development of recommendation systems and consumers requirements,
there is an increasing realization that novelty and diversity are fundamental qualities
of recommendation effectiveness and added-value [28].

Several researches have mentioned novelty issues in recommendation systems.
Celma and Herrera [29] presented item-centric and user centric methods to evaluate
the quality of novel recommendations. Weng et al. [30] proposed a taxonomy-based
recommendation system improve its recommendation quality and novelty. The pro-
posed recommender utilizes techniques from association rule mining to find how
different topics are associated with each other in a given user cluster. Based on the
discovered topic associations, the recommender suggests items with topics that are
strongly linked to the taxonomy profile of the target user.

13.4.3 Explanation

Explanation of recommendations means reasons for recommending particular TV
content to particular users and help users to knowwhy they get the recommendations
and decide whether to adopt the recommendations or not. Generating explanations
for specific recommendations is import for a recommendation system. For instance,
Swearingen and Sinha [31] found that a good algorithm that generates accurate rec-
ommendations is not enough to constitute a useful system from users perspective
and the system needs to convey to users its inner logic and why a particular recom-
mendation is suitable for them. Hu and Pu [32] found that some users were curious
to know more about how the system was achieving such good recommendations.

There are several recommendation systems provide explanations for their sugges-
tions in the form of similar items the consumer has rated highly, like Amazon, or key-
words describing the item caused it to be recommended [33]. Friedrich and Zanker
[34] summarized several explanation approaches in related articles. For instance,
Bilgic and Mooney [35] presented content-based explanation styles, which provides
argumentation based on keywords describing the recommendation item, and collab-
orative explanation styles, which disclose the behaviour of the most similar peers.

13.4.4 Group Recommendations

As entertainment devices, TV are often viewed by a group of users, such as a family
or viewers at public places. For example, people in one family may have different
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preferences and habits for TV content. The housewife may often watch TV in the
afternoon, children may often watch cartoon in the evening and the husband may
often watch news in the night. But when they watch TV content in the weekend, they
want to watch the preferable TV content for everyone. So the TV recommendation
systems should not only provide personalized content for individuals, but also be
able to recommend content to multiple viewers taking care of the preferences of the
majority of viewers, in the case where the viewers are watching TV at the same time,
and in the same spot [27].

There are several approaches to solve group recommendations for TV content. For
instance, Masthoff [36] discussed different strategies for combining individual user
models to select TV items to suit groups of viewers and arrive at a recommendation
decision to a group of users through combining individual user ratings on whole
programs rather than features. Jameson [37] proposed a user interest aggregation
method for group recommendation by allowing the current member optionally to
view the preferences already specified by other members. Yu et al. [38] suggested
using a user profilemerging algorithm,whichmerges individual profiles so as to form
a common user profile that reflects most and consistent preferences of the group.

13.5 Final Remarks

This chapter proposes a hybrid recommendation system for Smart TV. The proposed
recommendation system consists of TVContent Analysis Component, UserAnalysis
Component and Preference Learning Component. These components work together
to generate personalized TV content for users. In addition to the framework, this
chapter also addresses the importance of diversity, novelty, explanation and group
recommendation in designing/building of a TV program recommendation system,
and shows several corresponding solutions for these issues.

The proposed framework of recommendation systemwill be developed and imple-
mented in the future work including three components presented in Sect. 13.3. Fur-
thermore, suitable algorithms will also be integrated in the system considering the
important design issues discussed in Sect. 13.4.
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Chapter 14
Incompleteness and Fragmentation: Possible
Formal Cues to Cognitive Processes Behind
Spoken Utterances

L. Hunyadi, H. Kiss and I. Szekrenyes

Abstract What may eventually connect engineers and linguists most is their com-
mon interest in language, more specifically language technology: engineers build
more and more intelligent robots desirably communicating with humans through
language. Linguists wish to verify their theoretical understanding of language and
speech through practical implementations. Robotics is then a place for the two to
meet.However, speech, especiallywithin spontaneous communication seems to often
withstand usual generalizations: the sounds you hear are not the sounds you describe
in a laboratory, the words you read in a written text may be hard to identify by
speech segmentation, the sequences of words that make up a sentence are often too
fragmented to be considered a “real” sentence from a grammar book. Yet, humans
communicate, and this is most often, successful. Typically this is achieved through
cognition, where people not only use words, these are used in context. People also
use words in semantic context, by combining voices and gestures, in a dynamically
changing, multimodal situational context. Each individual does not simply pick out
words from the flowof a verbal interaction, but also observes and reacts to other, using
multimodal cues as a point of reference and inference making navigation in commu-
nication. It is reasonable to believe that participants in a multimodal communication
event follow a set of general, partly innate rules based on a general model of com-
munication. The model presented below interperate numerous forms of dialogue by
uncovering their syntax, prosody and overall multimodality within the HuComTech
corpus of Hungarian. The research aims at improving the robustness of the spoken
form of natural language technology.
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14.1 A Generative Model of Human–Human
Communication

Robotic development for human-machine interaction essentially differs from the
development of industrial robots in that, in addition to aiming at technical and tech-
nological perfection it has special emphasis on providing more human-like natural-
ness to this interaction. In order to achieve this goal one has to develop a profound
understanding of human-human communication and implement it in a given appli-
cation. The collections of large amounts of data about various particular aspects of
human communication undoubtedly serve this goal by offering the basis for statis-
tical models to target specific control tasks [1–3]. However, the main challenge is
that, on the surface, in other words, in terms of exact sequences and alignments of
verbal and nonverbal events human communication never repeats itself. As a result,
one can always come across with sequences and alignments on which an application
trained on a statistical model will fail. Human communication essentially follows the
psychological and neuro-physiological modularity and variability of speech acts [4].
Accordingly, one and the same communicative function, such as a simple greeting,
can be realised in an unlimited number of speech acts, each varying by the presence
or absence, sequence or alignment of certain modalities, all depending on the “here”
and “now” of the respective setting the function is performed in. Accordingly, one
needs to treat these individual variations as representatives of some more general,
holistic paradigms of communicative behaviour. Accordingly, in order to build such
a system, one needs to learn the basic, general, individually non-variable ingredients
of these events and build variations upon them. The framework for this is a theoretical
model having two main arms: one has to describe the invariant properties of human
communication and the ways how they are realised through individual variation, the
other in strong association with the first one has to describe how these human actions
are technologically implemented on the surface [5].

Such a model needs to have three essential properties: it needs to be multimodal,
generative and modular. As for multimodality, it has to capture all the verbal and
non-verbal properties of a communicative event relevant for technology, including
their sequential ordering, temporal alignment and possible hierarchies. Importantly,
its multimodal character is required to theoretically represent the holistic property of
human cognitive action and perception, but, not in contradiction with this require-
ment, it presupposes unimodality: it has to individually handle every event in every
single modality for technological implementation. As for generativity, the model has
to handle the two-way character of communication: since communication involves
both acting and reacting (most often speaking and listening), in other words, partici-
pants in an event alternate in their roles, this bidirectional property of communication
needs to be reflected in the model as well. Following generative activity, the model
has to handle both synthesis and analysis and, importantly, based on the same rules
or procedures. Ideally, these bidirectional rules make it then possible for a robot to
“learn” certain behavioural actions to both perform and perceive. Finally, an exam-
ination of modularity should indicate that a communicative event is built of the
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hierarchy and temporal sequence of sub-events with their own specific function and
degree of abstraction as building blocks of a larger whole. Each of the modules is
responsible for a particular stage in the process culminating in the construction of a
technologically realized event (generation) or, in the opposite direction, in decipher-
ing (interpreting) the message of such an event (analysis).

The goal then is twofold: first, to provide a model that breaks down communi-
cation to the required details by defining its minimal ingredients across all possible
modalities, and second, to establish a structured, hierarchical dependency of these
ingredients responsible both for the synthesis (generation) and analysis (interpreta-
tion) of the event. (For a more detailed description of the model [6].)

14.1.1 The Scheme of the Generative
Theoretical-Technological Model

The scheme of this generative theoretical-technological model is shown in Fig. 14.1.
Each of the modules is based on the same underlying structure: they build a structure
to their own specificity with a certain abstraction. Accordingly, the module Basic
structure serves to determine the very general formal, the structural frames of a
given communicative event independent of its actual content; the module Functional
extension supplies functions to these “naked” frames enriching them with commu-
nicative functions generally required for certain types of events irrespective of the
actual context it will be performed within; the module Pragmatic extension further
specifies the event with particular, actual properties to accommodate it to the context
“here and now”. The Technological extension is the robotic aspect of the application,
the module which, appearing on the surface, incorporates all inputs of the previous
modules constituting to the highest degree of complexity of form and communicative
information.

Fig. 14.1 The scheme of the two-way generative theoretical-technological model of communica-
tion
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14.1.2 Structural Primitives as Minimal Building Blocks

From the modularity of the model it follows that each of the modules is different for
being responsible for a function of their own, depending on the position it occupies
in the generative hierarchy. What connects them, however, is their structural sim-
ilarity: they are built of minimal building blocks, the structural primitives specific
to their function in constructing the given communicative event, and the same basic
operations apply to them to generate further structural variations.

Thus, the Basic module includes the primitives of start, end, and, in a bottom-up
approach, their recursive applicationgenerates a virtually infinite hierarchyof embed-
ded and co-ordinated sub-events; the Functional extension includes such primitives
as question, answer, imperative command, exclamation applied to the recursively
generated underlying communicative structure, generating the overall modus of an
interaction. Built on top of these structures, the Pragmatic extension actualizes the
event by using such primitives as turn-take, turn-keep, turn-give, topic initiation,
agreement, disagreement. The Technological extension includes primitives related
to the technological representation of an actual event and involve the setting of control
parameters.

14.1.3 Primitives Realized as Markers

The purpose of the primitives is to establish the modality-independent skeleton of
an event. This is important, because one should recognise certain events, such as
greetings as similar even if they are realised on the surface in different modalities:
actually, one can greet the other verbally and non-verbally, formally and less formally
alike, yet, the event is equally recognised as greeting. However, if one wants to make
a further step towards some unique event realisation, one needs to make a choice
which modality or modalities to select. The model introduces markers as modality
dependent realisations of certainmoments in the skeleton of the event, throughwhich
the event is to be realised. Accordingly, people can start an interaction verbally by
using such verbal markers as saying “Hello!” or, alternatively, by simply using the
non-verbal marker of nodding towards the partner. Alternatively, humans can use a
combination of these verbal and non-verbal markers, for example, nodding towards
the partner while saying “Hello!” Both actions convey the same communicative
function. The proper selection of markers to represent the primitives and structures
generated from them, is a crucial step in determining the overall modality in which
the given communicative event is to take place.

14.1.4 Noisy Markers with Cognitive Bias in the Decision

One of the important properties of human communication is that it is inherently
noisy. This noisiness becomes obvious when considering verbal communication: as
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previously mentioned, one does not always perceive every speech sound or perceives
it “incorrectly” due to environmental noise proper, or due to a change in the focus
of attention. Noise, however, need not be verbal alone: sometimes one “expects”
a gesture to accompany a word or a phrase or any other gesture to support online
interpretation, when it is actually missing. If to correctly predict this missing element
is important for the proper selection of the next action in human communication, the
more it is crucial in human-machine interaction: the machine should make a proper
decision even if not all “expected” markers are present, or if not all available verbal
or nonverbal data can be assigned a proper functional role in the given event.

It may often happen that at a given point of time input data are scarce for full
interpretation and decision making. Even though statistical methods could again
give an acceptable probability for the next step to make at that point, it might appear
useful to follow human communication in such a case: it suspends decision making
for a while, waiting for some “reasonable time” to probably capture some more
data. Until such a decision may be made possible, the communicative event (both by
humans and the machine) could be redirected along a complementary, side path and
return to decision making when additional data have cleaned the noise.

Noise in the verbal modality can be especially misleading: fragmented speech
often results in broken syntactic structure, and assuming a missing word incorrectly
just to make the structure complete may lead to serious misunderstandings. In such
cases, in order to support a suitable decision, it is especially important to consider
other, nonverbal markers around the incomplete syntax.

The HuComTech project aims at identifying and describing through annotation
all relevant markers of the corresponding primitives in the constituting hierarchi-
cal modules across all verbal and non-verbal modalities so as to determine their
alignments and other kinds of co-occurrences for the expression of certain commu-
nicative functions and pragmatic roles. Researchers are restricted by the scarcity of
data capable of easily leading to cognitive bias in human perception. Themore it does
so in determining the interactive reaction of a machine, the less engineers expect to
build a machine that can perform cognition better humans. Scientists hope that the
data obtained from human multimodal databases will prove useful in improving the
existing decision-making mechanisms. Data and multimodal analyses from spoken
syntax, prosody and gestures presented below are intended to point in this direction.

14.2 The Annotation of Spoken Syntax of Hungarian
in the HuComTech Corpus

The aim of the annotation of spoken syntax within the HuComTech corpus is three-
fold: first, to give the very first formal description of Hungarian spoken syntax with
the aim to understand its inner organization by comparing it with the syntax of writ-
ten texts, second, to obtain data regarding the sequential organization of clauses in
the flow of text and third, to find out how clausal (in)completeness is related to other
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modalities, including prosody and gesturing [7]. Whereas the first goal mainly meets
the interests of linguistics proper, the latter two are especially relevant to automatic
language processing and human machine interaction: by discovering regularities in
the sequence of clauses as well as in the alignment of multimodal markers with syn-
tactic structure people may gain important cues for missing linguistic components
as well as the cognitive processes behind them.

Cognitive science has long acknowledged the importance of the study of language
as a way to understand how the mind works. It has also been gaining importance
to observe in this connection that there is a systematic way language is associated
with various kinds of gestures leading to the discovery of some cognitive functions
of this relation [8–12] and to the far reaching suggestion that language and gestures
constitute a self-contained unified cognitive system [13]. Researchers are following
this line of thought by assuming that there are cognitive processes behind the apparent
fragmentation and incompleteness of spoken linguistic form that can be studied and
possibly understood within this unified complex of thought, language and gestures.
The system of the syntactic annotation was designed with this background and goals
in mind.

14.2.1 Principles of Syntactic Annotation

One often makes a difference between “spoken language” and “written language”.
Of course, there are many observations to support this distinction. Apart from the
difference between spelling and pronunciation the clearest difference is between the
structural organisation of what people write and how they speak. Still, considering
the language independent, universal cognitive foundations of human language, one
can assume that what is written and what is spoken is actually based on the same
grammar, on the same syntax, and what only makes a difference is that, due to online
processing in speech, the organisation of the sequence of words in spoken utterances
reflects certain cognitive processes more overtly, than in writing. Accordingly, in
order to describe “spoken syntax” one does not need a syntax different from the one
that is manifest in writing, on the contrary, one needs to follow the same grammar in
spoken utterances as well. What will make such a spoken syntax nevertheless special
is that it will identify its specific fragmentation and incompleteness as compared to
the (written baseline) structure. The syntactic annotation scheme of the HuComTech
corpus to be presented below follows these assumptions [14].

The annotation focuses on the overall organisation of the spoken material across
a whole communicative event. For this reason, and due to the fact that fragmentation
does not allow to unambiguously assume the missing elements, phrase level depen-
dencies, the usual focus of systems of automatic parsing are not annotated. On the
other hand, whereas the latter systems only recognize syntactically complete struc-
tures and fail to capture the structural and conceptual connection between sequences
of sentences, the present scheme aims at going beyond the clause to gain a holis-
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tic understanding of the syntax of a communicative event together with some of its
pragmatic and cognitive properties.

Following these considerations the structural primitive of syntactic analysis will
be the clause defined as the maximum surface sequence of grammatically connected
words. The sentence will be defined as the maximum surface sequence of gram-
matically connected clauses. These definitions allow for analysing large chunks of
utterances as a sentence, whereas a single word can also be analysed as a sentence
or a clause. These are exactly the cases of fragmented speech which can pose seri-
ous problems for automatic parsing but which can be, in this scheme of annotation,
highly interesting and informative as an insight into the pragmatic and/or cognitive
basis of such spoken fragmentation.

14.2.2 The Taxonomy of Syntactic Annotation

Table14.1 presents the categories of the syntactic annotation. Accordingly, the main
focus is on annotating the kind of syntactic relation between clauses and the linear
arrangement of syntactically connected clauses. Since discontinuity is one of the
characteristic features of spoken utterances rather hard to capture without semantic

Table 14.1 The taxonomy of the syntactic annotation (pattern: n.n.n.n.n.n.n. (where n is a one or
two digit number))

Digit# Definition Remarks

1 Clause ID The place of the given clause within the sequence of
clauses within the sentence (“1” = the first clause of
the sentence)

2 Subordinating Shows which clause is subordinated to the given
clause (“2” = the clause with “2” as its first digit
within the given sentence is subordinated to it)

3 Coordination Shows which clause is coordinated with it (“3” = it is
coordinated with the clause with “3” as its first digit;
“3,4” = multiple coordination with clauses “3” and
“4”)

4 Subordinated to Shows which clause the given clause is subordinated
to (“1” = it is subordinated to the clause with “1” as
its first digit)

5 Embedding/Inserting The clause contains an embedded/inserted clause
(“3” = the clause embedded/inserted in the given
clause has the ID number “3”)

6 Embedded/Inserted The given clause is related to another clause without
a grammatical marker (“3a,3b” = the given clause is
embedded/inserted in clause “3” where “a” and “b”
refer to the two halves of clause “3”)

7 Missing categories Categories missing from the surface; implicit
categories specified below in Table14.2
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analysis using automatic parsing especially in fragmentation, the scheme intends to
capture discontinuity between clauses while at the same time indicating the struc-
tural relation between them, such as coordination, subordination (distinguishing
whether the clause is subordinated or is in fact subordinating another clause), embed-
ding/inserting (distinguishing whether the clause is embedded/inserted or is in fact
embedding/inserting another clause).

Since different digit places correspond to the indication of being main or subor-
dinate clause, following the numerical identifiers of clauses it is straight forward to
track syntactic dependencies between clauses across their discontinuous sequences
in either forward or backward direction. In addition to denoting syntactic relations
between clauses, the scheme also indicates kinds of incompleteness within clauses
in terms of missing syntactic elements. Remarks in Table14.1 further clarify how
missing elements are determined. (One remark: the scheme was designed to follow
some sort of descriptive approach so as to be as theory independent as possible while
offering useful data for a possibly highest number of theoretical approaches).

As suggested above, Table14.2 displays a list of “Missing Categories”.

14.2.3 What the Syntactic Data Suggest

Annotation is still ongoingwith about 15h of spokenmaterial annotated so far, result-
ing in 9,435 sentences (7,344 in the informal and 2,091 in the formal dialogues). The
number of clauses found is 21,246 (17,204 informal and 4,042 formal). As a prelim-
inary observation, the sentence/clause ratio shows a significant difference between
the two kinds of dialogues: 2.34 (informal) and 1.93 (formal) suggesting that dif-
ferent communicative events may reflect different cognitive processes underlying
language production: even though both event types were spontaneous, informal dia-
logues included shorter sentences (fewer clauses within a sentence) than in formal
dialogues (short, one-word questions and answers representing a single clause as a
complete sentence).

The two forms of dialogues also had different average duration (informal: 2435.4
ms, formal: 4000.73 ms). In addition to the obvious effect in event dynamics, formal
dialogues with their significantly longer duration allow space for more complex or
more complete structure generation.

Table14.3 shows the features subcategorising incomplete clauses.
Fragmentation of spoken utterances is clearly demonstrated by the data: only

about every fifth clause was found complete with NP-VP pair on the surface and no
obligatory constituent missing. Interestingly, no difference was observed between
formal and informal types of dialogues. Another kind of completeness was attributed
to clauses with no NP-VP pair. These are mostly cases of short questions or one-
word answers, such as “Where?”, “Me?”, another characteristic feature of spoken
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Table 14.2 Missing categories

Values Definition Remarks

1 Nothing is missing The clause is a complete clause

2 Head clause is missing No clause can be identified as its head clause

3 Missing clause of coordination
before or after the clause

The presence of a conjunction in the clause
suggests coordination but no additional clause
can be identified as its coordinated clause

4 Missing reference word Missing relative pronoun

5 Missing conjunction The interpretation of two adjacent clauses
suggests that they are related either by
coordination or subordination, but the
appropriate conjunction is missing from the
surface. (Perceived coherence is unmarked.) (It
started raining. I went home.)

6 Missing grammatical subject The interpretation of the clause points to a
grammatical subject which is missing from the
surface

7 Missing logical subject The interpretation of the clause points to a
logical subject which is missing from the
surface

8 Missing predicate The presence of a free adverbial with no
further structural relations suggests a missing
verb and its arguments

9 Missing object A clause containing a verb whose mandatory
object complement is missing from the surface

10 Missing adverbial complement A clause containing a verb whose mandatory
adverbial complement is missing from the
surface

11 Missing attribute A clause with a nominal phrase missing its
mandatory attribute from the surface

12 Missing verb One or more nominal phrases are interpreted as
constituting a clause as arguments of a missing
verb

13 Unfinished clause In general, the case of corrections or aborted
start: more than one obligatory structural unit
(specified as 2 through 12 above) is missing

14 Complete, but no NP-VP
structure

Sentential words: Szia! Hi! Affirmative
answer: Igen. Yes. Jó. Good. Negative answer:
Nem. No. Egyáltalán nem. Not at all.
Uncertain answer: Talán. Perhaps. Single word
question: Hol? Where? Clause starts with the
conjunction mint such as Politeness marker:
Conjunction/reference word: Sőt! Moreover!,
És?, And?, Mert! (Just) Because!

15 Grammatical relationship
inherently unmarked

Insertion
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Table 14.3 Frequency of the annotated syntactic categories

Type of clause Type of dialogue

All dialogues Informal dialogues Formal dialogues

Total % Total % Total %

Grammatical subject is
missing

4345 31.49 3178 29.51 1167 37.14

Complete, but no NP-VP
structure

4144 30.03 3375 31.34 769 24.47

Nothing is missing 3422 24.8 2664 24.74 758 24.12

Unfinished clause 895 6.49 728 6.76 167 5.32

Logical subject is
missing

387 2.8 274 2.54 113 3.6

Predicate is missing 286 2.07 214 1.99 72 2.29

Object is missing 147 1.07 102 0.95 45 1.43

Missing reference word 111 0.8 89 0.83 22 0.7

Missing coordinated
clause

64 0.46 58 0.54 6 0.19

Head clause is missing 52 0.38 37 0.34 15 0.48

Missing conjunction 26 0.19 22 0.2 4 0.13

Missing adverbial
complement

15 0.11 11 0.1 4 0.13

Verb is missing 10 0.07 10 0.09 0 0

Insertion 6 0.04 6 0.06 0 0

Missing attribute 0 0 0 0 0 0

utterances: short but incomplete is preferred to longer but complete. (Close to one-
third of informal and one-fourth of formal clauses were of this kind, again showing
event-type specific distribution.)

The grammatical subject was missing in more cases in the formal dialogues (in
more than one third of formal clauses), but to no surprise: in Hungarian, the mor-
phological marking of the subject is on the verb, and the additional marking of
the subject with a noun/pronoun usually appears as redundant or communicatively
marked. Informal dialogues often require less cognitive load, this may be a possible
reason for its somewhat fewer cases in informal clauses.

It is interesting to see a sequence of how many clauses make a sentence: about
95% of all sentences are made up of no more than 3 clauses both in formal and
informal dialogues, suggesting that the cognitive taskof building sequences of clauses
may override the formal/informal distinction. Table14.4 displays the longest single
sequence detected for either formal or informal dialogues studied. Here 21 classes
were found in an of the informal dialogue examined.

These data suggest that completeness/incompleteness, themost obvious feature of
the fragmentation of spoken utterances is a meaningful marker of certain important
cognitive processes within a dialogue. The nature of these processes can, however,
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Table 14.4 The distribution of sequence of clauses within a sentence in formal and informal
dialogues

# Clauses within
the sentence

Informal dialogues Formal dialogues

Total % Total %

1 2933 80.18 688 81.52

2 289 7.9 82 9.72

3 163 4.46 24 2.84

4 92 2.52 26 3.08

5 44 1.2 9 1.07

6 37 1.01 9 1.07

7 24 0.66 2 0.24

8 24 0.66 2 0.24

9 17 0.46 0 0

10 7 0.19 0 0

11 6 0.16 1 0.12

12 4 0.11 0 0

13 4 0.11 0 0

14 2 0.05 0 0

15 1 0.03 0 0

16 2 0.05 0 0

17 2 0.05 1 0.12

18 3 0.08 0 0

19 0 0 0 0

20 3 0.08 0 0

21 1 0.03 0 0

vary, ranging from superficial topic management to rapid exchanges of turns to
cognitive task management having priority over the substantial load of the syntactic
requirement of sequential ordering of hierarchically ordered elements.

In any case, even if these data point to the importance of carrying out further
investigations into the cognitive processes behind spoken fragmentation and syn-
tactic incompleteness, analysis of spoken syntax cannot serve as the lone basis of
reconstructing the missing elements either in linguistic structure or its functional
interpretation. Researchers can expect to extend the possibilities of properly inter-
preting incomplete verbal expressions by considering additional nonverbal, multi-
modal data (including prosody and gesturing). This is what the subject of the next
two sections will be.
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14.3 Spoken Syntax Versus the Non-verbal Modalities
of Prosody

Since due to the prevalent incompleteness of syntactic structure in spoken language
the proper formal and contextual analysis of speech events is largely hindered, such
an analysis needs to largely rely on further multimodal cues as well. Among the
modalities it is prosody with its close relation to linguistic form that may appear to
be especially helpful, but gestures usually accompanying a communicative event in
one way or another are also important candidates to be considered.

14.3.1 Spoken Syntax Versus Prosody

The term speech prosody essentially covers the three independent modalities of
duration (expressed by time), intonation (expressed by frequency) and intensity
(expressed by energy). These modalities jointly, in an inseparable way contribute
to the concept of prosody and, accordingly, to our perception and production of the
nonverbal “overlay” of speech communication. Prosody conveys a number of impor-
tant functions: it plays a structural role in the sequential and hierarchical organisation
of elements within and across utterances, expresses semantic and pragmatic relations
in the context of an interaction, and it reflects the cognitive state of the participants.

It is well known that the proper choice of prosody has its important function
in communication to the extent that it may even override the default meaning of a
verbal expression. It is well known that someone responding to a request by saying
“Yes” does not necessarily mean consent or approval: one has to “listen” to how this
“Yes” was pronounced in order to properly evaluate the intended meaning behind it.
Prosody does not, however, convey intensions and emotions alone; being associated
with words and groups of word (phrases) it is straightforward to try to associate
prosody with syntactic structure as well. Due to the fact that syntax is incomplete
and fragmented in many instances in spoken language, it might be useful to consider
prosody as a cue to a more complete understanding of syntactic structure behind the
given often fragmented sequence of words. This was one of the primary aims behind
the annotation of the prosody of theHuComTech corpus aswell. Based on the existing
syntactic annotation researchers may identify the main prosodic characteristics of
each of the clauses, including F0, intensity and emphasis. Although this research is
evolving, the authors are able to report the initial results.

Based on Martens Prosogram1 [15] an automatic annotation scheme of F0 was
developed with essential contribution to design and programming by Szekrényes
[16], who subsequently extended the script to handle intensity annotation as well.
Initially the algorithm identified only three pitch trends, rising, falling and stagnant
assigned to the annotated clauses, but the most recent version already includes five

1http://bach.arts.kuleuven.be/pmertens/prosogram/.

http://bach.arts.kuleuven.be/pmertens/prosogram/
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distinct F0-styles giving space for more subtle distinctions. The annotation labels
contain these classification results of the stylized F0 curve (created with Praat [17]
and Prosogram) calculating two main parameters: the duration and the amplitude of
F0 trends.

Even though speech is primarily based on verbal utterances consisting of words
and their linguistically structured sequences (sentences), they, being spoken realisa-
tions of mental entities are also characterized by properties pertaining to speech, in
particular by prosody.

Prosody, of course, does not act alone: it fulfills its functions in relation to other
modalities, both verbal (the linguistic content) and nonverbal (gestures).What makes
this multimodality of human expression unique is that none of them can assume a
single leading role: it always depends on many (often difficult if at all possible to
predict) conditions. Therefore what science need consider is to first collect individ-
ual descriptive properties (what modality in what form and under what conditions
appears where) and then try to consolidate such facts about all these modalities
around well defined functions (such as those included in the theoretical generative
model of communication outlined above). Finally, statistical and machine learning
methodologies incorporating models and rules should undoubtedly play an impor-
tant role in arriving at a broader understanding and practical implementation of the
complex relation of bits and pieces of multimodal markers in eventual real life appli-
cations. In what follows the authors describe the elements regarding speech prosody
as manifested in their ongoing work with the HuComTech multimodal corpus.

14.3.2 Duration

A given sound wave of speech is spread across time that is captured at various levels
perceived and categorised in a binary way as either short or long, categories that can
have a significance at various distinct levels. Accordingly, for a sound to be short or
long usually has linguistic (phonological in particular) significance whose variation
contributes to the semantics of a given word. The duration of a syllable, especially
the sequence of syllables of similar or different, alternating durations constitutes to
speech rhythm, a phenomenon that can be characteristic of both a given language
and a given individual, speaker specific performance. Duration is characteristic of the
non-sounding constituents of speech, pauses as well. The even/uneven distribution of
pauses across words in an utterance can again have both a linguistic and performative
significance, the latter being the cognitive offprint of a speaker’s attitude to the wider
environment beyond the words. A special kind of pauses appears between larger
chunks of utterances, especially between clauses and sentences. It will be assumed
that these silent pauses occur at periods of time when some cognitive processes of
certain importance take place: they can be processes of forward planning, backward
reflection or repair, processes whose results, in turn, can be reflected in the actual
linguistic form of the given chunk (clause or sentence) of the utterance as well.
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Fig. 14.2 The frequency of
clause types associated with
pauses

Therefore, when describing and studying the durational properties of speech
prosody it is expected that one will be able to reach beyond the spoken words and
grasp some important information about the cognitive state of the speaker, apparently
hidden from the “naked ears”.

The annotation and analysis of silent pauses immediately preceding or following a
clause as a component of a complex ofmultimodalmarkers serves this purpose.Given
that as a result of linguistic analysis 14 different types of syntactic incompleteness
were identified in clauses (see Table14.1), the annotation aimed at finding out if any
of these types are correlated with specific pausal durations, namely, whether these
pauses can be considered as reflections of the cognitive processes as a result of which
the given clause was formed as syntactically incomplete.

The authors have observed that not all clauses are preceded/followed by a pause:
in most cases the first clause is preceded and the last clause is followed by a pause
within a sentence, and the rest of the clauses may or may not have a pausal boundary.

Figure14.2 shows the frequency of clause types associated with pauses:
According to the Figure, the following types are most frequently associated with

pauses: Type 14 (complete, but no NP-VP structure, usually sentence words), Type 6
(grammatical subject missing), Type 1 (complete clause), and Type 13 (unfinished,
more than one obligatory structural element missing).

As for Type 14, a pause significantly more often follows than precedes the clause:
it confirms the intuition that sentence words like “Hi!”, “Good!”, “Not at all!” more
often have the function of concluding some phase of an interaction rather than of
starting it.

In contrast, Type 6 clauses are found to have a preference to be preceded rather
than to be followed by a pause. A possible reason for this is that a significant share,
41.35% of all Type 6 clauses occur as the first clause of a sentence, and as such, they
are structurally “entitled” to be preceded by a pause. This number is only increased
as a result of additional contextual-stylistic conditions. This twofold, structural and
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contextual effect on the placement of pauses preceding the clause cannot be coun-
terbalanced by the sheer fact that, in principle, a clause with its grammatical subject
missing on the surface (clause Type 6) should otherwise be closely associated with
its preceding clause without any connecting pause. As an effect, such clauses should
rather have a pause following the clause. The abstract, syntax based requirement
placed on a clause with no surface grammatical subject is overridden by the cog-
nitive shaping of an utterance: if a clause with a missing subject does occur at the
beginning of a sentence (for example the first clause in a sequence of constituting
clauses), the pause preceding it reflects the cognitive process of planning a chain of
clauses as part of a longer utterance.

The case of clauses of Type 1 is fairly simple: being structurally complete, a
preceding pause can be considered as a reflection of a proper and successful planning
process. The fewer occurrences of pauses following this type of clause, on the other
hand, can be due to the fact that complete clauses tend to be followed by another
clause rather than be the final one of a sentence (that in turn would require a certain
amount of pause): Type 1 clauses as the final clause of a sentence are found in 1,197
cases, only nearly one third of the 3,133 cases of clauses other than Type 1 as the
final clause of a sentence.

Finally, Type 13 is the case of corrections or aborted start with more than one
structurally obligatory syntactic element missing. The predominance of cases with a
pause preceding the clause rather than following it is a reflection of the very nature of
this clause type: what is behind the pause itself is the cognitive process of reflection or
repair. That the actual process is incomplete is suggested by the very incompleteness
of the clause itself.

That the position of a pause preceding versus following a given clause can indeed
be indicative of some different functions is shown in Fig. 14.3.

The results of principal component analysis shown in Table14.5 indicate that
pauses can actually be classified as belonging to two groups based on whether they

Fig. 14.3 The position of a
pause preceding versus
following a given clause
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Table 14.5 The results of principal component analysis

Number Eigenvalue Percent Cum percent

1 1,4261 71,305 71,305

2 0,5739 28,695 100,000

Table 14.6 The duration of the pause tends to be related to the type of the associated clause

Clause
type

Clause > Pause (Clause Precedes Pause) Pause>Clause (Pause Precedes Clause)

Duration StDev Min. Max. Duration StDev Min. Max.

1 2166.24 1495.74 169 11608 2850.47 1666.68 228 14503

2 185.49 712.05 723 4149 265.11 1027.26 1191 5635

3 185.05 748.6 758 4455 261.5 699.96 593 4591

4 1241 831.37 1242 4167 2531.8 770.23 1541 4167

5 1464 1464 1464 1464 77.51 384.83 943 2667

6 2058.49 1394.87 179 12372 2566.28 1297.41 247 12344

7 1322.5 1628.36 320 6461 1389.35 1754.01 795 6303

8 1542.36 993.46 291 6576 723.15 1321.92 379 6708

9 1959.9 877.48 639 5027 753.11 1391.73 754 7618

10 748.5 502.75 393 1104 1939.5 999.84 393 2817

11 N.A. N.A.

12 1694 104.8 481.59 1747 3707

13 737.25 1048.87 219 4585 862.05 834.8 165 6627

14 656.61 289.82 133 4912 869.7 437.56 160 4352

occur before or after the clause. Following a discussion of the relation between clause
type and pauses can lead us to hypothesise that this division of these pauses according
to position have cognitive basis: planning and reflection.

Table14.6 displays the duration of the pause that tends to be related to the type
of the associated clause.

Due to the restricted amount of data available, the authors only consider here
types 1, 6, 13 and 14. It can be noticed that, following average durations, they can be
divided into two groups: Types 1 and 6 are associated with pauses with similar and
rather long duration, whereas types 13 and 14 have significantly shorter pauses. This
difference can be attributed to their functional difference: it is assumed that clauses
of Types 1 and 6 are based on more complex cognitive processes: the planning of
a longer stretch of sequences of clauses (Type 1) and the reflection (and linking)
to a subject in a preceding clause (Type 6). Types 13 and 14 share in common
the reflection of a different cognitive process: correction or aborted start (Type 13)
practically refers to just part of what has been said before and does not require a total
rethinking/replanning hence its shorter duration. Finally, a pause associated with
a clause Type 14 just accommodates a short feedback without any more complex
reflection or planning. It can also be noticed that in all these types of clauses the
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pause preceding the clause appears to be somewhat longer than the one following it.
This may be assumed to be due to the cognitive component common in all these
types: both forward planning and backward reflection may require more cognitive
processing than the planning of other types of subsequent clauses.2

14.3.3 Intonation and Intensity

Intonation constitutes the perception of speech melody as a concatenation of subse-
quent F0-contours. Similarly to duration, changes of the F0-contour can affect the
perception of sounds, syllables, words as well as whole utterances, they can show
both linguistic and individual variation and express linguistic, semantic/pragmatic
and cognitive functions. What is perceived is not identical with what is actually mea-
sured: it is already the result of certain cognitive classification, generalisation and
filtering, and all this is governed by our overall experience often reducing our percep-
tion to “what we want or do not want to hear”. Thus the challenge is how to process
the highly complex sounding material (the waveform) so as to extract information
relevant to perception. The authors decided to model at least the physical side of this
perception by reducing the measured F0-values to stylised trends of melody along
a predefined set of tonal spaces. The results were tested and implemented in the
HuComTech corpus and are used in the present analysis as well. Since the original
intention was to contribute to the study of the syntax-prosody interface in general
and, through this to the description of the multimodality of communication, prosodic
analysis has so far been done on material already having syntactic annotation. There-
fore the annotated prosodic corpus at this point consists of about 10h of sounding
material.

The analyser aims at offering a relatively close approximation of the perception
of speech melody. Regardless of the absolute pitch value or voice quality, people
perceive the voice as rising, falling, or remaining at a certain level. This kind of
stylisation is aimed at setting specific sub-ranges that are relative to the overall vocal
rangeof the given speaker. This concept also accommodates sequences of pitch values
as trend lines within or across individual sub-ranges. The following conventions are
used.

Stylisation is preceded by (1) speaker selection from the dialogue (simultaneous
speech is not included), (2) automatic silence detection, (3) removal of outlier pitch
values. The definition of subranges are determined using the following threshold
values (T1 through T4):

T1: Mean Stdev
T2: Mean Stdev/3
T3: Mean + Stdev/3

2The analysis did not specifically consider clauses of such complex syntactic relations as subordi-
nation, coordination and embedding. Therefore it is left open whether the cognitive processing of
these types is reflected by pause durations corresponding to their complexity.
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Fig. 14.4 Automatic F0 and intensity annotation (an example from ELAN)

T4: Mean + Stdev

where Mean = mean of F0 values, Stdev = normal distribution of F0 values.
The subranges are defined as:

L2: from smallest measured value to T1
L1: from T1 to T2
M: from T2 to T3
H1: from T3 to T4
H2: from T4 to greatest measured value

Automatic intensity annotation was carried out using essentially the same script
adjusted to intensity values. An example of an automatic frequency and inten-
sity annotation is shown as a screenshot from the ELAN annotation environment
(Fig. 14.4).

The picture showsdata for the clausehát ‘well’. Its syntactic code is 1.0.0.0.0.0.14.
meaning it is of Type 14, a clause consisting of a single sentence word. It is the single
clause of the sentence s131 (the 131 sentence of the speaker at shortly after minute
10 of the recording. The voice range for the utterance is L2 throughout, consisting of
two smaller stylised segments both within the voice range L2, with the given actual
F0-values for the start and the end of the given segment. The verbal interpretation
of the trend lines within the given ranges is rise (a steep increase of F0) followed
by upward (a moderate increase of F0). According to the data energy was detected
earlier than F0 resulting in three intensity segments with their subsequent stylised
interpretation rise (a steep increase of energy), fall (a steep decrease of energy) and
descending (a modest decrease of energy), all moving around the middle range (M)
in both directions.

This detailed annotation of prosody can be especially useful for automatic speech
synthesis, since the implementation of these stylised labels (useful for abstract, style
based as compared to concrete, pattern based synthesis) can vary according to speaker
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or even pragmatic content. At the same time this labelling may also enhance speech
recognition since the description of possible (correct) sequences of labels may assist
in excluding eventual false positives, too. Of course, in order to do so one needs a
database of matching words/phrases and F0, intensity and syntactic text data based
on a larger set of similar occurrences. The annotation in the HuComTech corpus may
serve as a possible source of such structured information in the future.

14.3.4 Establishing a More Comprehensive Relation Between
Spoken Syntax and Prosody Beyond Duration

This collection of data can contribute to amore extended study of the relation between
spoken syntax and prosody by including intonation and intensity as well. Accord-
ingly, the question can also be asked how the intonation and intensity of certain kinds
of utterances are realised at certain syntactic positions and how a variation of these
parameters reflect a variation in syntax, semantics, pragmatics, even (in synchrony
with other modalities) to the extent they offer an insight in the cognitive state of the
speaker. A simple example is shown in Fig. 14.5.

The two sentences s51 and s52 read as “Well”, “I was still quite lazy in the elemen-
tary school.”, respectively, and the single word expression “Well,” of sentence s51
is followed without a pause by the second sentence s52 and a continuous intonation
connects the twowith a single continuous descending intonation pattern ranging over
the border between the two. It can also be seen, however, that the relative increase
of intensity at the same border is used to identify a syntactic boundary, a prosodic
segmentation necessary for proper semantic processing.

Figure14.6 represents the prosodic analysis of a more complex syntactic con-
struction involving multiple cases of embedding.

Fig. 14.5 Prosodic and syntactic annotation (an example from ELAN)
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Fig. 14.6 Prosodic analysis of a more complex syntactic construction

The example consists of a single sentence s42 having four clauses, reading: “(I
use) web translation”, “if I am lost very much”, “but I tell you honestly”, “it is not
the real thing”. The syntactic annotation of the first clause, 1.2.3.0.0.0.6,8. indicates,
among others, that the next clause is subordinated to it, similarly, the third clause,
3.4.1.0.0.0.4,6,9. indicates, among others, that the next clause is subordinated to it.
The pitch movement, however, does not reflect this multiple subordination: a “fall”
F0 segment ranges over the boundary between the first two clauses and a “descend-
ing” F0 segment does over the boundary between the second and the third. Instead,
syntactic phrasing is again (at least partly) accompanied by intensity variation. This
example draws again our attention to the fact that:

• prosodic structure does not necessarily follow syntactic structure, and
• a more realistic text-to-speech system should take it into account and build the
actual prosodic shape of the flow of speech following nonlinguistic (pragmatic,
intentional, emotional) criteria effective across sentence boundaries.

A richly annotatedmultimodal corpus should prove to be instrumental in obtaining
the necessary amount of data supporting such generalisations.

14.4 Spoken Syntax Versus the Non-verbal Modality
of Gesturing

TheHuComTech corpus is extensively annotated for gestureswith respect to physical
attributes, emotions and pragmatic functions of communicative events [18] and can
serve as a reliable source for the study of the relation between spoken syntax and
gestures as well.

Multimodality of communication involves the complex interaction of verbal and
nonverbal channels (modalities) of communication. Whereas it is generally true that
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its verbal, linguistic component carries an essential bulk of the message, it is also
widely observed that the nonverbal component plays an important role, too. Cer-
tainly, people experience that nonverbal markers, especially those of gesturing often
accompany speech with additional information about the context as well as the back-
ground knowledge, emotions and other attitudes of the participants. The authors also
observe that these multimodal markers do not simply enhance the verbal content but
can sometimes even contradict to the default meaning of a word or a whole utterance:
by choosing the appropriate prosody and selecting specific gestures while answering
to a question as “Yes”, the answer may convey either of two, logically contradictory
senses: affirmative or negative. However, in addition to the obvious stylistic, semantic
or pragmatic functions of gesturing in themultimodal realisation of a communicative
act, one can go further by suggesting that gesturing does not only accompany the
verbal component to support or modify its content, but it can also be the direct reflec-
tion of certain cognitive processes as realised in the given linguistic form. Namely,
it is assumed that the obvious fragmentation and incompleteness of the syntax of
a number of spoken utterances is the result of certain cognitive processes involved
in planning, correction and back-channelling that are reflected in the involuntary
gesturing accompanying speech.

14.4.1 Gestures and Pauses

The HuComTech corpus is (being) annotated for a wide variety of gestures with the
overall aim to capture the essential underlying semantic and pragmatic components of
a communicative event. By pairing gestures with specific syntactic annotation, how-
ever, the authors wish to learn about the cognitive functions of gestures as reflected
in linguistic form. A short introduction to ongoing work on this issue below will
show the possibilities offered by this approach. In particular, one will ask the ques-
tion how and to what extent facial expressions aligning with various syntactic clause
types can actually be the reflection of certain cognitive processes behind the given
linguistic form. One will consider the alignment with gestures of the same clause
types with syntactic incompleteness already discussed in relation to prosody earlier.
The gestures to be studied in their alignment with linguistic form will be related to
the category of headmovement, namely nodding, raising, lowering, shaking, turning
as well as sideways.

The following two configurations were considered: (a) a pause is surrounded by
a gesture (the pause falls within the duration of the given gesture) which, in turn is
left aligned with a clause (the begin and end time of the gesture precedes the begin
and end time of the clause: the gesture starts before the clause but ends before the
clause ends), and (b) a pause is surrounded by a gesture (the pause falls again within
the duration of the given gesture) which, in turn is right aligned with a clause (the
begin and end time of the gesture follows the begin and end time of the clause: the
gesture starts after the beginning of the clause but extends over the right boundary
of the same clause).
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The first general observation to be made refers to the relation between pause and
gesturing. It appears that, confirming earlier findings, gestures tend largely to be
associated with the verbal content: the number of gestures inside pauses is quite
small, regardless of the relative sequence of the gesture and the pause, shown in
Figs. 14.7 and 14.8 (the character “>” indicating surface precedence).

The general role of aligning pauses and clauses can also be extended to include
the absolute pitch value or voice. Similarly gestures can align with pauses and tend
to reflect the cognitive processes of planning, replanning or correction. Alternatively
gestures directly associated with clauses without pauses are considered reflections
of cognitive processes associated with the performance of proper linguistic form.

14.4.2 The Temporal Alignment of Gestures and Clauses

The temporal alignment of head gestures with clauses, in other words, whether the
start of a gesture precedes or follows the start of a clause may also offer the chance
to make interesting assumptions about the function of gestures beyond rhythmically

Fig. 14.7 Gestures >clause type: gestures aligned with clauses (C) and pauses (P)

Fig. 14.8 Clause type >gestures: gestures aligned with clauses (C) and pauses (P)
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following the flow of speech. Consider Figs. 14.9, 14.10, 14.11, and 14.12 with
precedence defined as �tbegin <400 ms:

By examining the above tables, the observer will notice that Type 1 clauses (those
with no missing obligatory syntactic element), tend to be rather preceded than fol-
lowed by head gestures. Alternatively the other types investigated here appear to
make little difference. There can be at least three reasons for that: first, a syntac-
tically complete clause usually represents the first clause of an utterance and the
given head gesture can reflect the effort of making such a start. Second, the utterance
often also ends with this complete clause and thus is followed by a pause, and, as
pointed out earlier, gestures predominantly do not occur within pauses. Third, such
a complete clause can be followed by a sequence of further clauses with no pause
between them but also with no apparent F0-segmentation at clause boundaries. This
is the case when as observed in the authors discussion of intonation and intensity
speech prosody does not directly follow syntactic structure (in fact is proves to be
more “rudimentary” in this respect).

In contrast, a roughly similar distribution of head gestures is shown preceding and
following thebeginningof clauses of types 6, 13 and14.These are characteristic of the
cognitively more marked syntactic types (Type 6: grammatical subject missing, Type
13: more than one obligatory syntactic constituent missing, Type 14: the overall NP-
VP structure missing). The authors suggest that this similar distribution of gestures
before/after the beginning of a clause can be the gestural indication of this cognitive
complexity stretching across the whole of the clause and extending even beyond.
The complexity of Type 6 clauses is further supported by the fact that roughly one
fourth, one third of all head gestures used in all syntactic types belong to this type:
the lack of the grammatical subject in a clause is a quite strong call for the need for
some other (nonlinguistic) means to connect the given clause with the rest of the
utterance in order to keep the bits of information conveyed by the individual clauses
connected. The frequent use of head gestures at both boundaries of classes of this
type can effectively serve this purpose.

Finally the reader may notice that around half of all instances of nodding are
associated with clause Type 14. This high frequency can be justified by the com-
municative functions of his type: being short clauses consisting of mostly sentence
words they express affirmation, negation, greetings, short questions or answers with
the pragmatic function of turn-give often requiring a response from the interlocutor.
As such, this dynamics of the conversation is effectively supported by the intensive
use of head gestures.

The above tables also indicate towhat extent a gesture is included in a clause or, on
the other way, a clause is included in the gesture, practically showing the functional
scope of a given gesture. Whereas leaving at this point these data for further analysis
by the reader, the authors only mention one observation: nodding strongly tends
to include the clause in its duration (nodding starting before and ending after the
clause) in clause Type 14 but not in other types. This difference is again due to the
communicative functions of Type 14 clauses reviewed above.

The authors summarise their observations by concluding the relation between
syntactic structure and head gesturing using the following statements. Gestures in
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Fig. 14.9 Clause type 14

Fig. 14.10 Clause type 13

Fig. 14.11 Clause type 6
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Fig. 14.12 Clause type 1

general, also including head gestures go beyond just following linguistic form. They
make up an independent modality that interacts with other modalities such as the
verbal content and speech prosody teamed up in order to effectively convey vari-
ous kinds of information. This information is related to the communicative event
itself and is specific to its formal structure (linguistic, semantic-logical) and to its
communicative (pragmatic) function. Further, this information is also related to the
participants of the given communicative event and is specific to their cognitive, psy-
chological and social state. Gestures alone do not have exclusivity in expressing any
of these functions, but forming part of a multimodal complex they are in fact indis-
pensable in making an effective communicative event. In order to understand their
individual contribution to delivering a given pragmatic information this complexity
needs to be studied to determine all possible connections (not as isolated incidences).
When completed in all its envisaged aspects of multimodality, the HuComTech cor-
pus is expected to effectively promote research and development along the way to
achieving this goal.

14.5 Conclusions

Participants of various events of human-human communication perceive these events
holistically, noticing, observing and interpreting their verbal and non-verbal compo-
nents as inseparable ingredients of a larger picture. However, in order to follow the
technological requirements of human-machine interaction these components need to
be treated individually. The challenge then is how to reconstruct this holistic view
of an event from the individually treated single components. A novel theoretical-
technological model of communication is proposed for this purpose: any commu-
nicative event is generated from primitives at distinct modular levels and modality
specificmarkers aremapped onto these primitives as surface realization of an abstract
communicative structure. It is shown how the study of certain markers contributes
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to a better understanding of communicative primitives and to the multimodal under-
standing of an event as a whole: it is found that the understanding of an incomplete
syntactic structure can be enhanced in combination with aligning prosodic markers
and gestures of facial expression. The conclusion is, however, that the combined
consideration of aligning multimodal markers only increases the probability of a
successful interpretation, whereas such calculations will always leave room for on-
line corrections: communication is an act of cooperation in which several factors
are left undefined at the outset requiring clarifications through constant negotiations
between the parties all along the communicative event. A final note: even if techno-
logically challenging, some of the results of multimodal alignment discussed in this
chapter are suitable in their present form already to be implemented in a multimodal
application of synthesis/generation and could enhance the effectiveness of a TTS sys-
tem. Analysis/parsing, however, is even more challenging than synthesis/generation:
even if some of the authors findings can already bring us closer to a more success-
ful parsing of spoken material, in order to better understand the fragmentation and
incompleteness of spoken linguistic form additional steps are needed to be taken to
further integrate emerging knowledge about spoken syntax with the various other
verbal and nonverbal aspects of speech communication.

Future plans of the HuComTech project wish to address the core of these chal-
lenges: even though temporal alignments and overlaps of markers across modali-
ties offer invaluable cues to existing machine learning techniques, a more complete
insight into the real nature of multimodal communication can essentially be gained
by considering the sequences of co-occuring (aligning or overlapping) markers as
temporal patterns across longer stretches of communicative events and by mapping
these formal temporal patterns onto the corresponding patterns of communicative
functions associated with them. By capturing these temporal patterns of sequences
of pairs of markers and their functions one can eventually capture the dynamics of
human communication, the feature probably most importantly underlying enhanced
future systems of human-machine interaction. Public access3 to HuComTech’s still
expanding data is aimed at further promoting these goals.
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