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Be nice to people on your way up
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Preface

The book has been motivated by rapid development of technology allowing us to
create innovative simulation systems designed to deliver broader content; at the
same time enhancing educational opportunities and reducing the economic cost of
teaching, in particular, in areas such as national defense, medicine, or sport. The
concept of a simulation system is extensive and contains high-growth areas such as
augmented reality or design and construction of unmanned vehicles.

Augmented reality (AR) is a term used to describe the process of enriching the
perception of the real world with digital elements, generated by a computer.
“Augmentation” of reality is typically performed in real time and in a contextual
conformity with the observed real world. Mainly, the information added is a
multimedia extension of the senses of the observer. Many research groups are
working on projects and implementation of simulation systems containing elements
of AR, which are used in many fields such as navigation, rehabilitation, enter-
tainment, and video surveillance of the city.

The main aim of design and construction of UAVs is their practical application.
However, their design is a lengthy process and requires intensive evaluation using
both simulation and experimental data. Human perception is limited to tracking in
full concentration only seven elements simultaneously. Control of unmanned
vehicle and analysis of data recorded by the payload of unmanned vehicles is a
significant excess of information for human and negatively impacts its analytical
capabilities. Therefore, it is often necessary to apply amendments based on the
actual real life experience of the application.

The goal of this monograph is to provide comprehensive guidelines on the
current and future trends of innovative simulation systems; in particular, their
important components, such as augmented reality and unmanned vehicles.

The book consists of three parts: Vision-based Information for Innovative
Simulation Systems, Design, Construction and Analysis for Purpose of Innovative
Systems and Design and Evaluation of Control Algorithms. Each part presents good
practices, new methods, concepts of systems, and new algorithms. Presented
challenges and solutions are the results of research conducted by the contributing
authors.
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The monograph can be a valuable source of information for those in contact with
the design and creation of innovative simulation systems as researchers, pro-
grammers, designers, engineers, and users. The book is addressed to a wide audi-
ence: academic staff, representatives of research institutions, employees of
companies and government agencies as well as students and graduates of technical
universities in the country and abroad. We took an effort to present multiple
solutions and challenges in the fields above. The authors encourage to actively
explore the following chapters of the book and, in case of questions or concerns,
invite you to an open and frank discussion of these matters.

In conclusion, the main features of the book are the following:

1. The book describes and evaluates the current state of knowledge in the field of
innovative simulation systems.

2. Throughout the chapters there are presented current issues and concepts of
systems, technology, equipment, tools, research challenges and current, past,
and future applications of simulation systems.

We would like to thank the authors for their contributions. Without their
knowledge, experience, and commitment this monograph would have never
appeared. We also thank the reviewers, editors, and staff of Springer for their
support during the creation of this monograph.

Gliwice Aleksander Nawrat
April 2015 Karol Jędrasiak
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Part I
Vision-Based Information for Innovative

Simulation Systems

Progress of miniaturization and increase in resolution of widely available video
cameras allowed a rapid progress of vision-based innovative simulation systems.
With the advent of high-quality smartphones enabling not only the acquisition, but
at the same time processing and displaying of data, it became possible practical
application of the concept of augmented reality (AR).

The part presents an example of Attitude Indicator Augmented Reality
(AR) control for the unmanned aerial vehicles (UAV) ground control station.
The article describes perspective heads-up display overlaid on the image, which is
acquired from the UAV rotatable camera. Article shows the mechanisms of aircraft
camera calibration with the AR artificial horizon. The whole algorithm of the render
instructions is presented. Elements used in the augmented reality are as follows: 3D
artificial horizon, latitude and longitude, GPS info, executed command, time to
command end, percent of command accomplish, fuel and battery level, height and
speed vertical scale, landing field direction arrow, unmanned vehicle marks.

Another discussed application of AR is an attempt to improve existing methods
of measuring the range of motion of people during rehabilitation. Range of motion
measurements are used by physicians, physical therapists and veterinarians. There
is a need for a solution that would increase the accuracy and repeatability of the
measurements obtained. Commonly used methods based on tests using a classical
goniometer are often inaccurate and depend on the individual interpretation of result
by the therapist. The use of motion capture data to RoM measurements results in an
accuracy of order of tens of micrometers, which is mainly due to the precision of
the Motion Capture system. During the test, patient is not constrained by any device
and has a total freedom of movement. It allows to carry out a medical examination
not only during flexion and extension of the one limb but more limbs during
dynamic movement such as walking.

However, one should keep in mind that to a large extent the effectiveness of
augmented reality systems depends on use for its implementation video acquisition
components and tracking algorithms.



One of the main problems of image acquisition by the UAV is the need for the
use of opto-electronic gimbals which tend to be expensive, and the moving parts are
subject to frequent breakdowns. An alternative may be a multi objective solution
devoid of moving parts. One of the solutions designed in such a way is
Omnidirectional Video Acquisition Device (OVAD), a device, which was
implemented using analog cameras and STM32 microcontroller, has proven its
validity during testing process. The device may be found useful in many
applications, both civilian and military. However, size and weight of the device
made it difficult to implement OVAD on small unmanned vehicles. Proposed
solution is FPGA-based OVAD, which is the result of OVAD further development.

Due to the significant differences in the acquired image from thermal imaging
cameras and visible light cameras it is often necessary to develop independent
algorithms for filtering and tracking the objects of interest pointed by the human
operator. Within the part there is presented a novel long-term object tracking
method called SETh. It is an adaptive tracking by detection method which allows
near real-time tracking within challenging sequences. The algorithm consists of
three stages: detection, verification and learning. In order to measure the
performance of the method, video data set consisting of more than a hundred
videos was created and manually labeled by a human. Quality of the tracking by
SETh was compared against five state-of-the-art methods. The presented method
achieved results comparable and mostly exceeding the existing methods, which
proved its capability for real life applications like vision-based control of UAVs.

Another study was to examine the influence of image thresholding on the
correctness of pattern recognition in grey scale images. The method based on
moment invariants, which were the elements of feature vectors defining the features
of the recognized object, was used by authors in order to recognize the objects. The
article presents the influence of image thresholding with histogram equalization for
exemplary images on the distribution of the distance between pattern vector and
feature vector for every pixel of an image. The authors have paid great attention to
the fact that proper selection of the thresholds is significant for distinguishing given
object classes. The aim of the following study was to develop a procedure which
guarantees the separation between the part of an image where we have the
recognized object and the part of the image which corresponds to the terrain where
the object moves. The authors have presented the method which uses moment
invariants for creating feature vectors which define the features of the recognized
object and the features of the background. The presented method is based on
calculating the distance between the values of invariant functions calculated for an
object and the background. On top of that, the study presents the example of
recognizing the object moving in various types of a terrains.

Concluding, the part includes a number of important challenges in the fields
mentioned above. At the same time valuable suggestions and conclusions from
authors are presented and discussed in detail.
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Minimizing the Image Resolution in Order
to Increase the Computing Speed
Without Losing the Separation
of the Recognised Patterns

Zygmunt Kuś and Aleksander Nawrat

Abstract The aim of the following study was to examine the influence of image
resolution in the pattern recognition in the grey scale images. In order to recognise
the pattern, the authors used the method based on moment invariants which were
the elements of feature vectors defining the features of the recognised object. The
paper presents the influence of image resolution for exemplary images on both: the
values of moment invariants and distances between feature vectors. The authors
have paid a great attention to the fact that these distances are significant for dis-
tinguishing given object classes. One can conclude from the results that for a
significant decrease in resolution there occur problems in pattern recognition. It
results from the influence of image resolution on the value of moment invariants
and at the same time on the value of the distance between the feature vectors
defining the recognised objects. In this way, the paper shows that in order to
recognise objects correctly, it is necessary to retain some necessary minimum
resolution. It is indispensable despite the fact that we usually aim at decreasing the
amount of processed data which is on the hand crucial because of short processing
times in many practical applications. It is therefore essential because of the fact that
we need to guarantee short times of image processing in many practical applica-
tions. Moreover, this study presents the examples of the algorithms in use.

Keywords Object recognition � Moment invariants � Pattern vector � Image
resolution
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1 Introduction

Image processing encounters multiple problems in the preliminary stages of image
processing. One of the first stages in image processing is to decide about the image
resolution. It lets us obtain a less amount of data to process; however, it should not
result in deteriorating pattern recognition.

There are some problems during the acquisition of the image which influence the
required image resolution and consequently they impact on the quality of the
pattern recognition.

Firstly, each measurement in the real world is burdened with some error and can
be disturbed by a some kind of noise [1–3]. When the camera works in various
atmospheric conditions, then rain, snow or the reflections of the sunlight can result
in an image with noise.

Secondly, the amount of data which can be stored and processed is usually
smaller than the amount of data acquired by the camera system [4, 5].

Therefore, on the one hand, we would like to have the highest resolution to
distinguish artefacts in the image, which are the effect of disturbance, from the
significant elements of the image. On the other hand, we would like to have the
smallest amount of data to store and process.

The following study will focus on developing a method of calculating the resolution
for the acquisition of thegrey scale images.Changing the resolutionwill be conducted in
order to decrease the amount of data defining the image and itwill be carried out to speed
up the calculations during the recognition of the pattern (object) location in the image.
Decreasing the data included in the image after decreasing the resolution must not
decrease the effectiveness of pattern recognition in the image [6–8].

Many solutions of a pattern recognition methods can be found in literature
[9–15] and a lot of them is based on the feature vectors which elements are moment
invariants [16, 17].

This paper will study the influence of decreasing the image resolution on the
values of the moment invariants which are used to recognise an object. We will
analyse the images of 256 grey scale levels.

2 Formulating the Problem of the Resolution Change
for Grey Scale Images

The problem of the image resizing in image processing is discussed at greater
length in the literature. In the body of literature, one can find various techniques for
example: nearest neighbour, bilinear interpolation, or bicubic interpolation.

The image resizing, either upscaling or downscaling resulting from the need for
increased or decreased image size is presented in [18]. The image resizing method
presented in [18] is based on the analysis of the sum of primary implicants rep-
resentation of image data, as generated by a logical transform. The algorithm used
in the aforementioned study emulates the nearest neighbour technique, while
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subsequent variations build on this to provide more accuracy and output image
comparable to the other traditional methods.

The other approach to this problem is discussed in [19]. This paper presents an
adaptive interpolation algorithm which is based on the Newton Polynomial in order
to reduce the limitation of the traditional algorithm for image resizing.

In the next paper [20], a comprehensive study and comparison of different image
scaling algorithms was presented. In [20], the authors compared the major methods
of image resizing. These methods comprised of nearest neighbour image scaling,
bilinear image scaling, bicubic image scaling, Lanczos image scaling and modified
bicubic image scaling.

We will use the method based on calculating the mean value to change the image
resolution. Moreover, we are going to use the moment invariants as invariant
functions for pattern recognition. These moment invariants ðJ1 � J8Þ, which are
presented in (1)–(3), will create the feature vector.

J1 ¼ I1
m2

00
; J2 ¼ I2

m4
00
; J3 ¼ I3

m5
00
; J4 ¼ I4

m5
00
;

J5 ¼ I5
m10

00
; J6 ¼ I6

m7
00
; J7 ¼ I7

m4
00
; J8 ¼ I8

m5
00
;

ð1Þ

I1 ¼ M20 þM02

I2 ¼ ðM20 �M02Þ2 þ 4M2
11

I3 ¼ ðM30 � 3M12Þ2 þ ð3M21 �M03Þ2

I4 ¼ ðM30 þM12Þ2 þ ðM21 þM03Þ2

I5 ¼ ðM30 � 3M12ÞðM30 þM12ÞððM30 þM12Þ2 � 3ðM21 þM03Þ2Þ
þ ð3M21 �M03ÞðM21 þM03Þð3ðM30 þM12Þ2 � ðM21 þM03Þ2Þ;

I6 ¼ ðM20 �M02ÞððM30 þM12Þ2 � ðM21 þM03Þ2Þ
þ 4M11ðM30 þM12ÞðM21 þM03Þ

I7 ¼ M20M02 �M2
11

I8 ¼ M30M12 þM21M03 �M2
12 �M2

21

ð2Þ

Central moments of order ðpþ qÞ:

Mpq ¼
PN�1

i¼0

PM�1

j¼0
ði� xsÞpðj� ysÞqf ði; jÞ

The co-ordinates of the region's centre of gravity ðcentroidÞ:
xs ¼ m10

m00
; ys ¼ m01

m00

Moments of order ðpþ qÞ:

mpq ¼
PN�1

i¼0

PM�1

j¼0
ipjqf ði; jÞ

ð3Þ
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Fig. 1 The set of ten ‘objects’ which are going to be recognised
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where
f(i, j) image pixel,
M the height of the image,
N the width of the image.

Ten pattern images, cf. Fig. 1, (seven images of the vehicles and three images of
various terrains) define ten patterns which should be distinguished from each other.
The resolution will be changed in this way that in every next step we will obtain the
image of four times smaller area.

It means that we will examine the cases for eight values of resolutions: original
image—not downscaled and image linearly downscaled in each axis: 2, 4, 8, 16, 32,
64 and 128 times.

Figure 2 presents the examples of the various image resolution on the example of
the selected object.

Fig. 2 The examples of the various image resolution on the example of the selected objects

Minimizing the Image Resolution in Order to Increase … 7



3 Examining the Influence of the Image Resolution
on the Moment Invariants Values for Grey Scale Images

To examine the influence of image resolution on pattern recognition, we will use
the pattern images presented in Fig. 1. All the images will be resized for the
following linear scale rates: 1/1, 1/2, 1/8, 1/16, 1/32, 1/64, 1/128. The values of the
moment invariants J1 to J8 for all scale rates and exemplary images are presented in
Figs. 3, 4, 5, 6, 7, 8, 9 and 10.

Firstly, we will examine the influence of the resolution on the values of the
moment invariants. Figures 3, 4, 5, 6, 7, 8, 9 and 10 present the values of J1 to J8
for all examined patterns and resolutions.

According to Fig. 3, we can see that the values of J1 are almost unaltered as the
resolution decreases.

According to Fig. 4, we can see that the values of J2 are slightly variable for the
resolutions steps which are lower than 6. When the step of resolution is higher than
5, we can observe that J2 increases. This takes place for almost all objects.

According to Fig. 5, we can see that the values of J3 are almost constant for
resolution steps lower than 5whereas the resolution steps are variable for higher ones.

According to Fig. 6, we can see that the values of J4 are almost constant for the
step of resolution lower than 7 whereas the values of J4 change for steps of reso-
lution equal 7 and 8.

According to Fig. 7, we can see that the values of J5 are variable when the
resolution changes for all objects.

Fig. 3 The graphs of the invariant function J1 for ten objects and eight resolutions
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According to Fig. 8, we can see that the values of J6 are almost unaltered for the
step of resolution lower than 5 whereas for higher steps the value of J6 increases,
decreases or is variable. Consequently, for the higher steps the behaviour of J6
depends on the number of the object.

Fig. 5 The graphs of the invariant function J3 for ten objects and eight resolutions

Fig. 4 The graphs of the invariant function J2 for ten objects and eight resolutions
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According to Fig. 9, we can see that the values of J7 are constant as the reso-
lution decreases to the step number 6. We can see that the values of J7 decrease as
the resolution decreases for the steps 7 and 8.

According to Fig. 10, we can see that the values of J8 are slightly variable when
the step of resolution is lower than some limiting value. We can see the changes of

Fig. 6 The graphs of the invariant function J4 for ten objects and eight resolutions

Fig. 7 The graphs of the invariant function J5 for ten objects and eight resolutions
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J8 for the steps of resolution which exceed this limiting value. The value of this
limiting step depends on the number of the object. To sum up, we can state on the
basis of Figs. 3, 4, 5, 6, 7, 8, 9 and 10 that invariant functions can assume values
considerably differing from high and lower resolutions when the resolution is
decreased unduly. One has to consider whether it will have influence or not on
image recognition. In order to do this, we will examine how the distances between
feature vectors for different objects change along with the resolution change.

Fig. 8 The graphs of the invariant function J6 for ten objects and eight resolutions

Fig. 9 The graphs of the invariant function J7 for ten objects and eight resolutions
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Therefore the next step of examining the influence of the resolution is to com-
pare the distances between the pattern vectors for the various objects. We expect
that the distance will be big enough to recognise the objects correctly. We assume
that the pattern vector for the object number k is denoted as �Jk ¼ ½J1; . . .; J8�. The
distance (difference) between objects ith and jth is defined as qij ¼ jjJi � Jjjj. We
use the metric for computing the distance between the vectors. The values of these
distances for changing resolution and for all combinations of the pairs of the
recognised patterns are presented in Fig. 11.

Fig. 10 The graphs of the invariant function J8 for ten objects and eight resolutions

Fig. 11 The graphs of the
invariant function J8 for ten
objects and eight resolutions
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According to Fig. 11, we can see that for too low resolution the distances
between feature vectors for particular objects are becoming smaller. It seems that
such a situation may have an adverse effect on the recognition (differentiation) of
the objects.

4 Example

We will present as example a case of two objects moving in the terrain which we
will have to locate. Figures with the highest resolution have the following
dimensions: the image in which we will recognise objects has dimensions
3840 × 2160 pixels whereas object pattern images have dimensions (625 × 325)
pixels (Object 1) and (587 × 375) pixels (Object 2). We will examine the cases for

Fig. 12 Four scales of the image in which we recognise the objects
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four values of resolutions: (a) original image—not downscaled, (b) image linearly
downscaled in each axis 16 times, (c) image linearly downscaled in each axis 64
times and (d) image linearly downscaled in each axis 128 times.

Figure 12 presents the image in which we will recognise the objects for four
examined scales.

Figure 13 presents four scales of pattern images of the recognised objects.
Figure 14 presents results of the objects recognition for the original image. The

particular colours denote isolines corresponding to the minimum distance to the
pattern of a given object.

Figure 15 presents results of the objects recognition for the image linearly
downscaled in each axis with the scale factor equal 1/16.

Figure 16 presents results of the objects recognition for the image linearly
downscaled in each axis with the scale factor equal 1/64.

Figure 17 presents results of the objects recognition for the image linearly
downscaled in each axis with the scale factor equal 1/128.

We can see that for the cases presented in Figs. 14, 15 and 16 the results of
recognition are correct and coincide with each other whereas in the case presented

Fig. 13 Four scales of pattern images of the recognised objects
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Fig. 14 The places of object 2 (green) and object 1 (red) recognition for the original image—not
downscaled (Color figure online)

Fig. 15 The places of object 2 (green) and object 1 (red) recognition for the image linearly
downscaled in each axis with the scale factor equal 1/16 (Color figure online)

Fig. 16 The places of object 2 (green) and object 1 (red) recognition for the image linearly
downscaled in each axis with the scale factor equal 1/64 (Color figure online)
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in Fig. 17 the places of the objects’ location were computed correctly; however, we
cannot state which object is in which place.

The presented examples illustrate that we can obtain short time of image pro-
cessing thanks to downscaling but there is some limit of the scale. When we exceed
this limit the speed is achieved at the cost of accuracy. In this case it is not possible
to recognise correctly.

5 Conclusions

The following study examined the influence of image resolution in the pattern
recognition for the grey scale images. In order to recognise the pattern, the authors
used the method based on moment invariants which were the elements of the
feature vectors.

The examples of the terrain images, where the tracked objects can move [21–23],
and the examples of various vehicles images were used as the pattern images for
which the pattern vectors were calculated [24–27].

In order to examine the influence of image resolution, the values of moment
invariants for various objects and various image scales were presented herein. The
obtained values of moment invariants and distances between feature vectors
allowed to conclude that the problem of image resolution have to be taken into
consideration as the previous stage of pattern recognition.

The authors presented results which showed that for a significant decrease in
resolution the problems in pattern recognition may occur. It results from the
influence of image resolution on the values of moment invariants and, at the same
time, on the value of the distance between the feature vectors defining the recog-
nised objects [28, 29].

Fig. 17 The places of object 2 (green) and object 1 (red) recognition for the image linearly
downscaled in each axis with the scale factor equal 1/128 (Color figure online)
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There were presented examples which indicate that in order to recognise objects
correctly, it is necessary to retain some necessary minimum resolution [30]. The
short time of numerical calculations can be achieved owing to the downscaling of
the image, however, this operation can results in recognising an object incorrectly.

To conclude, this paper shows that a simple comparison of the values of the
moment invariants for various image resolutions allows to assess what is the lowest
acceptable value of an image size. Examples presented in this study illustrate the
proposed solution of this problem.
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The Method of Guaranteeing
the Separation Between the Recognised
Object and Background

Zygmunt Kuś and Aleksander Nawrat

Abstract The aim of the following study was to develop a procedure which
guarantees the separation between the part of an image where we have the recog-
nised object and the part of the image which corresponds to the terrain where the
object moves. This research is conducted for grey scale images. The authors have
presented the method which uses moment invariants for creating feature vectors
which define the features of the recognised object and the features of the back-
ground. The presented method is based on calculating the distance between the
values of invariant functions calculated for an object and the background. The
distances were calculated for all moment invariants. These moment invariants were
elements of the feature vector. In the next step the elements of the feature vector
were ordered according to the values of these distances—from lowest to highest.
Finally, the moment invariants, for which the distances were highest, were chosen
as elements of a new—shorter feature vector. Furthermore, the algorithm of cre-
ating features vector was presented in the following paper. The developed algorithm
allows to assess if a given invariant function is useful for the classification of the
elements of a given set of classes. Owing to this approach, it was possible to choose
properly the invariant functions which constitute the features vector. On the one
hand, we can decrease the size of the features vector by choosing the invariant
functions which separate particular classes in the best way. On the other hand, we
know which function is the most proper to be added to the features vector when the
size of the features vector is too small. On top of that, this study presents the
example of recognising the object moving in some kind of a terrain.
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1 Introduction

Human visual perception provides a wealth of information allowing to function in a
real environment. Therefore a computer’s role is to provide the visual perception
(electronic acquisition and understanding) so that devices are able to function in the
same environment [1, 2].

However, computer visual perception is limited by the limited amount of
information which can be processed by a computer. Thus, image analysis algo-
rithms narrow down to taking into consideration only a local neighbourhood of the
central point of the camera field of view (image of the small part of the environ-
ment). By the central point of the camera field of view we mean the point of the
environment which is visible in the image centre. It is very difficult to interpret an
image when we do not consider environment from outside of the image; worse, we
only consider a part of the image which is in the aperture. In the literature of the
subject [3–9] one can find a great number of solutions of a pattern recognition
problem which are based on image processing methods. One of these solutions are
methods based on region moment representations [10, 11].

2 Formulating the Problem of Distinguishing an Object
and Background

The basic problem of this study is to recognise an object which is moving in a
terrain in the case when we assume the involvement of an operator in the first stage
of tracking. Therefore in the preliminary stage of tracking after the tracked object
appears in the camera field of view [12–14], the operator marks on a screen the area
of the image which constitutes the tracked object. Such an approach allows to
conduct the examination of the tracked object characteristics (setting the vector of
features); moreover, it allows to treat an unmarked area as the background.

Undoubtedly, in a general case, the background—terrain where the object is
moving might be inhomogeneous, therefore the analysis of the image could be hin-
dered if we did not have any rationale—indication how to choose the aperture size.
Thanks to the operator showing in a starting point the size and location of the object, it
is possible to select the aperture size so that it covers the size of the object [15–19]. For
such an aperture we will also find the characteristics of the background—terrain.

During object tracking and the appearance of a different background in the
camera field of view, we can correct the background features vector on the basis of
the marked object image and the new image of the terrain. One of the fundamental
assumptions is the support of the image processing system by a rangefinder which
allows to measure the distance between the camera and the tracked object in the
starting point. Thanks to the knowledge of the focal length of the camera we can
compute the size of an object [20–22].

In this way, during the processing of the images which were acquired at different
distances between the camera and the observed part of the terrain, we can
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accordingly resize the aperture. It must be conducted in such a way that the area in
the image covered by the aperture should be approximate to the area covered by an
object (if the object was in the observed part of the terrain).

The examples of the objects, which we are going to recognise, are presented in
Fig. 1.

The examples of the terrain images where the tracked objects can move are
presented in Fig. 2.

Fig. 1 The examples of the objects
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Fig. 2 The examples of the terrain images
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3 Invariant Functions Used for a Description of an Object
and Background Features

Examining the usefulness for recognising the objects from a given test set required
that we chose invariant functions (1) (moment invariants) as it was presented in
literature:

J1 ¼ I1
m2

00
; J2 ¼ I2

m4
00
; J3 ¼ I3

m5
00

; J4 ¼ I4
m5

00

;

J5 ¼ I5
m10

00
; J6 ¼ I6

m7
00
; J7 ¼ I7

m4
00
; J8 ¼ I8

m5
00

;

ð1Þ

where

I1 ¼ M20 þM02

I2 ¼ ðM20 �M02Þ2 þ 4M2
11

I3 ¼ ðM30 � 3M12Þ2 þ ð3M21 �M03Þ2

I4 ¼ ðM30 þM12Þ2 þ ðM21 þM03Þ2

I5 ¼ ðM30 � 3M12ÞðM30 þM12ÞððM30 þM12Þ2 � 3ðM21 þM03Þ2Þ
þ ð3M21 �M03ÞðM21 þM03Þð3ðM30 þM12Þ2 � ðM21 þM03Þ2Þ

I6 ¼ ðM20 �M02ÞððM30 þM12Þ2 � ðM21 þM03Þ2Þ
þ 4M11ðM30 þM12ÞðM21 þM03Þ

I7 ¼ M20M02 �M2
11

I8 ¼ M30M12 þM21M03 �M2
12 �M2

21

ð2Þ

Central moments of order ðpþ qÞ:

Mpq ¼
PN�1

i¼0

PM�1

j¼0
ði� xsÞpðj� ysÞqf ði; jÞ

The co-ordinates of the region’s centre of gravity ðcentroidÞ:

xs ¼ m10

m00
; ys ¼ m01

m00

Moments of order ðp þ qÞ:

mpq ¼
PN�1

i¼0

PM�1

j¼0
ipjqf ði; jÞ

ð3Þ

where f(i, j)—image pixel; M—the height of the image, N—the width of the image.
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The abovementioned equations, usually formulated for black and white images,
were herein modified in such a way that their values can be calculated for the grey
scale images.

A great number of the abovementioned definitions of the IF were presented in
[10]. In [11] the use of these IF in image recognition was discussed.

The abovementioned IFs should be invariant regarding rotation, resizing and the
shift. It concerns transformations which are made in the image plane on the parts of
the image which are the very object. In the case of 3D objects, which change their
location in relation to the camera, we obtain different images for the same object
[23–25]. In this case, it is necessary to treat each view of the object as a separate
subclass and to create the class of the object consisting of the subclasses corre-
sponding to different views of a given object. This paper, for the sake of clarity, will
narrow down to one view for each object in the presented example.

4 The Method of Creating Features Vector Which
Guarantees the Separation of an Object
and Background

The aim of the following study is to develop a method which will enable to select
the invariant function Fk (calculated for the part of the picture taken from the
aperture). This method should guarantee the best distinction between two situations:
(a) the object occurs in the aperture and (b) the background occurs in the aperture. It
is one of the problems which appear in the pattern recognition task which is realised
by the image processing system. We assume that the images are grey scale images.
Furthermore, we assume that the size of the aperture is adjusted to the size of the
object (pattern) which we are looking for. It also needs to be assumed that the
picture of the terrain where the object is located and various pictures of the object
are available. We will examine the invariant functions presented in Sect. 3.

This paper will aim at achieving the results which are adjusted to the particular
object and particular background; therefore the research will be conducted for an
exemplary terrain image and exemplary object pattern which we are looking for.
Fk(aperture) is the value of the kth invariant function calculated for the part of the
picture taken from the aperture. For each kth invariant function we define the
difference of the function calculated for the background and object as:

Ukðbackground; objectÞ ¼ FkðbackgroundÞ � FkðobjectÞ ð4Þ

On the basis of this difference calculated for different exemplary object and
background images, we are going to assess the usefulness of the kth invariant
function in order to look for a given object which is located in the given
background.
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The algorithm

A. We take the photos of an object and select the set of images which will define a
desirable pattern vector �Po ¼ fPoðiÞg where PoðiÞ is the ith image of the object.

B. We take the photos of a terrain corresponding to different kinds of the back-
grounds in which the recognised object can occur. Next we select the set of
images which will define a backgrounds vector �PT ¼ fPTðjÞg where PTðjÞ is the
jth image of the background.

C. We create a set of all possible pairs PoT ¼ fPoðiÞ;PTðjÞg.
D. We calculate Uklði; jÞ ¼ jFkðPTðjÞÞ � FkðPoðiÞÞj (in our case: k = 1, …, 8 and

l = 1, …, 6) and create the set Uk ¼ fUklði; jÞg for each i and j.
E. For each invariant function (a vector of the invariant functions) Fk we order the

elements of the set Φk from the lowest to the highest. We select half of the
elements of the set—elements placed on the left of the median—lower than the
median. Next we calculate the mean value Φkmean of the selected elements.

F. We compare the values Φkmean and select this function Fk, for which Φkmean is
the highest. In order to make the comparison of different invariant functions
possible.

5 Examples

We examine the images of the objects presented in Fig. 1 as a set of the images of
the objects, whereas the set of the terrain images was shown in Fig. 2. In this way
we obtain 6 pairs ‘object type’—‘terrain type’ as presented in (5).

1: ‘ob1’—TI; 3: ‘ob1’—TII; 5: ‘ob1’—TIII;
2: ‘ob2’—TI; 4: ‘ob2’—TII 6: ‘ob2’—TIII

ð5Þ

For each object and terrain type, we calculate the invariant functions J1 to J8.
These values are shown in Table 1.

Table 2 illustrates the values of the differences modules of the IFs for all possible
pairs ‘object type’—‘terrain type’ for the subsequent invariant functions J1 to J8.
Owing to this fact, we will be able to assess how much a given function
J distinguishes an object from the background.

Table 1 The values of the invariant functions for the tested objects and terrain types

J1 J2 J3 J4 yJ5 J6 J7 J8
Object 1 0.3150 0.0380 0.0002 0.0001 0.0000 0.0000 0.0153 0.0000

Object 2 0.2599 0.0128 0.0002 0.0005 0.0000 0.0001 0.0137 0.0000

Terrain I 0.6545 0.0906 0.0001 0.0001 0.0000 0.0000 0.0844 0.0000

Terrain II 0.3336 0.0233 0.0001 0.0001 0.0000 0.0000 0.0220 0.0000

Terrain III 0.6834 0.0933 0.0010 0.0002 0.0000 −0.0001 0.0934 −0.0001
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In the next step, as shown in Table 3, for each invariant function J we order the
values of the function Φ(k, l) from the lowest to the highest.

Next, we will calculate the mean value for three lowest values of Φ(k, l). They
are shown in Table 4.

According to Table 4, we are able to assess which invariant function J suits the
best for distinguishing an object from the background. The best one is the one for
which the mean of Φ(k, l) is the highest. In Table 4 the best functions J are in the

Table 3 The ordered values of the differences Φ(k, l) of the invariant functions

|J(Tj) − J(Oi)|

J1 0.0186 0.0737 0.3394 0.3684 0.3945 0.4235

J2 0.0105 0.0148 0.0526 0.0553 0.0778 0.0805

J3 0.0000 0.0000 0.0000 0.0001 0.0008 0.0008

J4 0.0000 0.0001 0.0001 0.0003 0.0004 0.0004

J5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

J6 0.0000 0.0000 0.0000 0.0000 0.0001 0.0001

J7 0.0067 0.0083 0.0691 0.0707 0.0781 0.0797

J8 0.0000 0.0000 0.0000 0.0000 0.0001 0.0001

Table 4 The mean value for three lowest values of Φ(k, l)

|J(Tj) − J(Oi)| Mean value

J4 0.0186 0.0737 0.3394 0.1439

J7 0.0067 0.0083 0.0691 0.028033

J5 0.0105 0.0148 0.0526 0.025966

J1 0.0000 0.0001 0.0001 0.00007

J6 0.0000 0.0000 0.0000 0.0000

J3 0.0000 0.0000 0.0000 0.0000

J2 0.0000 0.0000 0.0000 0.0000

J8 0.0000 0.0000 0.0000 0.0000

Table 2 The values of the differences modules of the IFs for an object and terrain type

|J(TI) −
J(O1)|

|J(TI) −
J(O2)|

|J(TII) −
J(O1)|

|J(TII) −
J(O2)|

|J(TIII) −
J(O1)|

|J(TIII) −
J(O1)|

J1 0.3394 0.3945 0.0186 0.0737 0.3684 0.4235

J2 0.0526 0.0778 0.0148 0.0105 0.0553 0.0805

J3 0.0001 0.0000 0.0000 0.0000 0.0008 0.0008

J4 0.0000 0.0004 0.0001 0.0004 0.0001 0.0003

J5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

J6 0.0000 0.0000 0.0000 0.0000 0.0001 0.0001

J7 0.0691 0.0707 0.0067 0.0083 0.0781 0.0797

J8 0.0000 0.0000 0.0000 0.0000 0.0001 0.0001
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top half of the table. If we create the features vector using a few functions J, it will
guarantee a better separation of an object from the background. After choosing four
functions J4, J5, J7 and J1, we will conduct the recognition of a given object on a
given background.

Figures 3, 4 and 5 presents the selected objects on the backgrounds TI, TII and
TIII.

Fig. 4 The example of the objects ‘1’ and ‘2’ on the background II

Fig. 3 The example of the objects ‘1’ and ‘2’ on the background I
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Having the values of the pattern vector of the invariant functions [J4, J5, J7, J1]
both for an object and the background, we can carry out the recognition of the
object on the background by assigning each point of the image to the background or
the object. In order to assess the distance between the pattern vectors and current
vectors for the object and background, we will use Euclidian metric. Figures 6, 7
and 8 presents the calculated location of the recognised object.

The areas, which were marked by appropriate colours, correspond to the mini-
mal values of the distances between the model pattern vector for a given object and
the pattern vector for the current location of the aperture. When we compare Figs. 3,
4 and 5, we can observe that the location of the object was correctly determined.

Fig. 6 The location of the object ‘2’ (green) and object ‘1’ (red) in the Fig. 3 (Color figure online)

Fig. 5 The example of the objects ‘1’ and ‘2’ on the background III
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6 Conclusions

This paper has presented an algorithm of creating the invariant functions vector
which guarantees the best separation of the given object classes. In this very case,
these classes consisted of different objects and different terrain types where these
objects were moving. This algorithm allows to assess the usefulness different
invariant functions used for classifying the given set of classes.

At the same time, owing to the ordering of the invariant functions from ‘the best’
to ‘the worst’, we can when necessary increase the size of the features vector if this
size is too small to classify properly the elements belonging to the particular classes.
The presented example illustrates that the proposed method works properly.

Fig. 7 The location of the object ‘2’ (green) and object ‘1’ (red) in the Fig. 4 (Color figure online)

Fig. 8 The location of the object ‘1’ (green) and object ‘2’ (red) in the Fig. 5 (Color figure online)
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The Method of Developing the Invariant
Functions Vector for Objects Recognition
from a Given Objects Set

Zygmunt Kuś and Aleksander Nawrat

Abstract The goal of the following paper was to develop the methodology of
recognising a given object out of other objects in the grey scale images. We have
presented the method which utilises moment invariants for creating model vectors
which define the features of the recognised object. Moreover, we have discussed the
rules of creating the model vectors which guarantee differentiation of the given
object classes. We have put forward the method of recognising an object in the
image. This method is based on searching the points in the image for which there is
minimal distance between the model vector and current vector—calculated for each
point of the image. On top of that, this study presents the examples of the object
recognising by means of the developed method.

Keywords Object recognition � Moment invariants � Pattern vector � Minimum
distance principle

1 Introduction

Images constitute the basic source of information about the environment for a
human being, however, in many cases this information is surplus. At the same time,
the ambiguity of information contained in the image prevents from easy simplifi-
cation—the reduction of surplus information. There are particular problems,
especially when a computer makes decisions without the human being’s partici-
pation on the basis of the images—wrong decisions cannot be corrected by an
operator of the vision system.
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The whole problem is more complicated when the image processing system
makes decisions in real time system—in the interaction with the environment on
which we do not have an influence. It results in the necessity of carrying out an
analysis of the image and making a decision in a limited time—this time is usually
too short for the image processing system [1, 2].

The fundamental stage of the image processing is the improvement of the image
quality. Our goal is not to increase the amount of information in the image, but to
emphasise the features essential from a particular point of view for a given appli-
cation. Moreover, we aim at removing from the image some elements which are
irrelevant to a given application [3, 4]. In this scope there are among others such
operations as noise reduction, removing of the background, edges sharpening and
contouring.

There are many solutions of a pattern recognition problem which are based on
image processing methods [5–11]. One of these solutions are methods based on
region moment representations [12, 13].

We have to deal with this situation in the case of the application of object
recognition to object tracking [14–18]. One of the methods, which allows to reduce
the amount of information, is to use grey scale image instead of colour image. In
many cases, such an image is thresholded in order to obtain a black and white
image. Such an approach, which allows to reduce the amount of information to a
greater extent, is at the same time used to provide segmentation—distinguishing a
recognised object in the image. It is possible when the object’s and background’s
intensities are significantly different. This difference have to be known or possible
to find a priori. The authors have focused on the analysis of grey scale images using
moment invariants for recognising what kind of object appears in the image.

2 Formulating the Problem of the Recognition for Grey
Scale Images

In order to recognise an object in the image, one can usually use not only one
Invariant Function (IF), but a certain set of IFs—the vector of IFs. The selection of
the set of IFs is proper when it guarantees meeting the following conditions:

– for a given object the IF should have constant value regardless of the properties
of the particular image of this object (lighting—diffused or directional, rotation,
shift or the change of the scale);

– for various objects the IF should have significantly different values.

Selecting one function, which would have such properties, is usually impossible,
therefore one can use a set of IFs ordered in a vector. The amount of these IFs
determines a size of a vector and a size of a features space in which the classifi-
cation of the objects takes place.
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The main goal of the paper will be to develop the method—algorithm which
allows to choose IFs in such a way that these IFs should create the features space
adjusted to a given set of objects which are to be recognised.

The following paper assumes that the set of objects which are going to be
recognised consists of four elements. Figure 1 presents these elements.

For each of these objects we took a set photographs in various lighting, various
object orientation and various angles between the camera axis and the vertical
direction. The diffused lighting gives an image without shadows whereas the
directional lighting results in an image with shadows. The orientation of the objects
was changed by turning manually each object which resulted in appearing various
perspective views of the object in the images. In a similar way, we obtained the
changes of the perspective view of the objects by changing the camera position in
the vertical axis. It corresponds to the situation when the objects moving on the
ground are watched by the camera mounted on the UAV [19–21].

Figure 2 shows the examples of various orientation, lighting and the angle
between the camera direction and the vertical axis.

In order to examine the usefulness for recognising the objects from a given test
set, we selected the following (1)–(8) IFs (moment invariants) discussed in the
literature:

J1 ¼ I1
m2

00
ð1Þ

J2 ¼ I2
m4

00
ð2Þ

Fig. 1 The set of four objects which are going to be recognised
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Fig. 2 The examples of the
various orientation (a),
lighting (directional, diffused)
(b), and the angle between the
camera direction and the
vertical axis (c)
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J3 ¼ I3
m5

00
ð3Þ

J4 ¼ I4
m5

00

ð4Þ

J5 ¼ I5
m10

00
ð5Þ

J6 ¼ I6
m7

00
ð6Þ

J7 ¼ I7
m4

00
ð7Þ

J8 ¼ I8
m5

00

ð8Þ

where:

I1 ¼ M20 þM02 ð9Þ

I2 ¼ ðM20 �M02Þ2 þ 4M2
11 ð10Þ

I3 ¼ ðM30 � 3M12Þ2 þ ð3M21 �M03Þ2 ð11Þ

I4 ¼ ðM30 þM12Þ2 þ ðM21 þM03Þ2 ð12Þ

I5 ¼ ðM30 � 3M12ÞðM30 þM12ÞððM30 þM12Þ2 � 3ðM21 þM03Þ2Þ
þ ð3M21 �M03ÞðM21 þM03Þð3ðM30 þM12Þ2 � ðM21 þM03Þ2Þ;

ð13Þ

I6 ¼ ðM20 �M02ÞððM30 þM12Þ2 � ðM21 þM03Þ2Þ
þ 4M11ðM30 þM12ÞðM21 þM03Þ;

ð14Þ

I7 ¼ M20M02 �M2
11 ð15Þ

I8 ¼ M30M12 þM21M03 �M2
12 �M2

21 ð16Þ

Central moments of order (p + q):

Mpq ¼
XN�1

i¼0

XM�1

j¼0

ði� xsÞpðj� ysÞqf ði; jÞ ð17Þ
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The coordinates of the region’s centre of gravity (centroid):

xs ¼ m10

m00
; ys ¼ m01

m00
ð18Þ

Moments of order (p + q):

Moments of order pþ qð Þ:

mpq ¼
XN�1

i¼0

XM�1

j¼0

ipjqf ði; jÞ ð19Þ

where f(i, j)—image pixel; M—the height of the image; N—the width of the image.
The above mentioned IFs were modified in such a way that their values can be

calculated for the grey scale images. There were used approximately 30 images for
each object.

The majority of the abovementioned definitions of the IF were presented in [12].
In [13] the use of these IF in image recognition was discussed.

Each of the examined four objects was photographed in positions corresponding
eight rotations of the object on the ground. Figure 3 presents the denotation of these
rotation direction. We need to emphasise that the rotations were done in the ground
plane on which there were the objects, but not in the image plane. It poses yet
another problem, namely, we obtain different images (not the same images rotated
by a certain angle) for different rotation angles on the ground plane. It results from
perspective distortions.

Figures 4, 5, 6 and 7 present the graphs of the eight IFs. Each figure presents
graphs for one out of the four tested objects. On the vertical axes there are the
values of the functions J, whereas on the horizontal axes we have the numbers of
the consecutive images obtained for the objects in the successive rotations.

According to the Figs. 4, 5, 6 and 7, part of the functions J is correlated with
each other. At the same time, we can observe that some functions J change when
the object rotation angle changes.

Fig. 3 The rotation directions
of the spatial object on the
ground plane
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3 Creating Model Vectors of the Features and Assessing
the Distance Between a Current Vector and Model
Vector of the Features

When comparing the images and the values of the functions J, we can see that the
image recognition problem for the rotated 3D object is far more complex than the
same problem for flat objects rotated in the image plane.

Fig. 4 The graphs of the invariant functions J1–J8 for the object ‘a’

Fig. 5 The graphs of the invariant functions J1–J8 for the object ‘b’
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Therefore the images of the same test object for different rotations have to be
treated as different objects for which we need to define the vector of the IFs. This on
the hand results in the fact that an analysis must be conducted in the following
steps. Firstly, we compare the IFs vector for the image of the recognised object with
32 model vectors (the subset for each of the 4 objects consists of the images for 8
rotation angles). Secondly, we choose the vector which is closest to the vector
corresponding to the recognised image from 32 model vectors of the IFs. Finally,
we test to which subset the chosen vector belongs—it defines the object number
recognised in the image. The standard deviation will be used in order to assess

Fig. 6 The graphs of the invariant functions J1–J8 for the object ‘c’

Fig. 7 The graphs of the invariant functions J1–J8 for the object ‘d’
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whether IFs obtained for the exemplary images of a given object are really
invariant.

We build the IFs vector by choosing from all IFs these IF for which the dis-
tribution of values is low.

By conducting this procedure for each IF and each image set, we obtain the
values of the IFs characteristic for each object (for each object rotation angle) cf.
Tables 1, 2, 3 and 4.

In Tables 1, 2, 3 and 4 we have only those functions which had the low value of
distribution even for one object. The IFs for the model vector will be chosen on the
basis of the Tables 1, 2, 3, and 4. This vector should allow us to distinguish 32
classes of the images (8 for each object). The selected IFs have to assume different
values for at least 2 classes. It means that in the vertical column there have to be at
least 2 different values.

The chosen functions create a model vector. For each object the vector has
different values at particular positions. Thus, we obtain 32 model vectors for 4
objects and 8 rotation angles, cf. Table 5. In Table 5 we have only focused on the
objects which are rotated at an angle denoted ‘0’ in order to limit the amount of
recognised object classes and to increase the clarity of the results.

The task of assigning an unknown object to one of the classes is conducted in the
following steps: (a) we calculate the values of IFs for the examined image in such a

Table 1 The values of the IFs characteristic for the object ‘a’ in particular rotations

Rotation angle 0 1 2 3 4 5 6 7

J1 0.3543 0.3318 0.5853 0.5057 0.4681 0.3314 0.4253 0.4058

J2 0.1257 0.1123 0.4051 0.3759 0.2354 0.1231 0.1866 0.2035

J3 0.0013 0.0003 0.0651 0.0944 0.0354 0.0015 0.0215 0.0273

J4 0.0209 0.0171 0.2115 0.1801 0.0945 0.0082 0.0513 0.0726

J5 0.0000 0.0000 0.0187 0.0234 0.0037 0.0000 0.0008 0.0032

J6 0.0001 0.0000 0.0835 0.0650 −0.0081 −0.0006 0.0105 0.0068

J7 0.0258 0.0265 0.0647 0.0336 0.0443 0.0237 0.0357 0.0301

J8 0.0015 0.0014 0.0183 0.0107 0.0074 0.0004 0.0040 0.0080

Table 2 The values of the IFs characteristic for the object ‘b’ in particular rotations

Rotation angle 0 1 2 3 4 5 6 7

J1 0.3467 0.3457 0.6344 0.5099 0.4852 0.4500 0.4577 0.4205
J2 0.1204 0.1300 0.4425 0.3885 0.2730 0.2000 0.2135 0.1978
J3 0.0070 0.0054 0.1145 0.0850 0.0458 0.0102 0.0300 0.0245
J4 0.0060 0.0159 0.2409 0.1601 0.1251 0.0700 0.0756 0.0465
J5 0.0000 0.0000 0.0220 0.0191 0.0086 0.0000 0.0030 0.0015
J6 −0.0019 −0.0013 0.0853 0.0450 0.0033 −0.0008 0.0382 0.0003
J7 0.0215 0.0247 0.0728 0.0356 0.0416 0.0450 0.0449 0.0327
J8 0.0000 0.0000 0.0158 0.0104 0.0076 0.0070 0.0035 0.0027
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way that we obtain a pattern vector; (b) we compare the calculated vector with
pattern vector—we calculate the distance of the calculated vector to each of 32
pattern vectors; (c) we assume that there is an object in the image for which the
distance from the calculated vector to pattern vector is the shortest.

The method presented in this paper uses a minimum distance classifier [13]
which is based on calculation of the closest distance between current pattern vector
and model pattern vector.

Table 4 The values of the IFs characteristic for the object ‘d’ in particular rotations

Rotation angle 0 1 2 3 4 5 6 7

J1 1.0606 0.5067 0.5158 0.3908 0.5684 0.6501 1.0000 0.9800

J2 1.2899 0.2782 0.2904 0.2048 0.3325 0.5106 0.7078 1.0666

J3 0.4685 0.0414 0.1501 0.0032 0.0992 0.0377 1.0806 0.9012

J4 1.0337 0.0466 0.2305 0.0009 0.2029 0.0483 0.3026 0.7000

J5 0.4740 −0.0016 0.0394 0.0000 0.0214 −0.0020 4.4321 1.9762

J6 0.1897 0.0106 0.1103 0.0001 −0.0616 −0.0167 3.3372 0.3982

J7 0.1680 0.4980 0.0448 0.0309 0.0632 0.0830 0.1033 0.1516

J8 0.0321 0.6671 0.0101 0.0027 0.0130 0.0013 0.0089 0.0450

Table 5 The model vectors characterising 4 examined objects

Pattern vector for
‘a’

Pattern vector for
‘b’

Pattern vector for
‘c’

Pattern vector for
‘d’

J1 0.3543 0.3467 0.7050 1.0606

J2 0.1257 0.1204 0.6294 1.2899

J3 0.0013 0.0070 0.1911 0.4685

J4 0.0209 0.0060 0.4100 1.0337

J5 0.0000 0.0000 0.1037 0.4740

J6 0.0001 −0.0019 0.0165 0.1897

J7 0.0258 0.0215 0.0745 0.1680

J8 0.0015 0.0000 0.0227 0.0321

Table 3 The values of the IFs characteristic for the object ‘c’ in particular rotations

Rotation angle 0 1 2 3 4 5 6 7

J1 0.7050 1.3750 0.6794 0.5907 0.4827 0.4425 0.6066 0.6039

J2 0.6294 0.9000 0.5925 0.5754 0.2412 0.1999 0.4518 0.5853

J3 0.1911 0.0070 0.2313 0.0933 0.0723 0.0413 0.1474 0.1991

J4 0.4100 0.5800 0.3867 0.2955 0.0937 0.0402 0.2554 0.3270

J5 0.1037 0.0227 0.1063 0.0144 0.0061 −0.0022 0.0435 0.0689

J6 0.0165 0.2735 0.2410 0.0239 −0.0202 −0.0075 0.1357 0.1075

J7 0.0745 0.1248 0.0684 0.0263 0.0370 0.0325 0.0460 0.0346

J8 0.0227 0.0369 0.0194 0.0087 0.0017 0.0001 0.0053 0.0141
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To define the distance between vectors, we can assume various metrics (20)–(23).
For example these are:

Minkowski metric: qnðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xk¼L

k¼1

jxk � ykjnn

vuut ð20Þ

City-block metric: q1ðx; yÞ ¼
Xk¼L

k¼1

jxk � ykj ð21Þ

Euclidean metric: qnðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xk¼L

k¼1

ðxk � ykÞ2
vuut ð22Þ

Chebyshev metric: q1ðx; yÞ ¼ max
k

ðjxk � ykjÞ ð23Þ

where: L—the dimension of space, xk and yk are the corresponding each other
elements of vectors between which we calculate the distance. The following paper
uses Minkowski’s metric.

4 Examples

As an example of the developed object recognition algorithm we will present, for
the clarity’s sake, a simplified problem. Let us assume that we have to recognise in
given test images (Fig. 8) an object ‘a’ for a rotation angle denoted as ‘0’. The set of
four objects ‘a’, ‘b’, ‘c’ and ‘d’ will be examined as a set of images where we need
to recognise the object ‘a’. We consider a rotation angle denoted as ‘0’ for all
objects.

Therefore the set of examined images will consist of four objects. Using the
Figs. 4, 5, 6 and 7 and Tables 1, 2, 3 and 4, we obtain the values of invariant
functions characteristic for each object, cf. Table 5.

Fig. 8 The test image
containing recognised objects
‘a’, ‘b’, ‘c’ and ‘d’ located in
random places
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The invariant functions vector was selected in such a way that the assumptions
for the proper differentiation of objects are met. In the next step we conduct the
image processing which consists of calculating J1–J8 for each image point f
(i, j) inside the assumed aperture. Further on, we calculate the differences
q`a0 ði; jÞ; . . .; q`d0 ði; jÞ (Minkowski’s metric) between the model vectors for the
recognised objects: ‘a’, ‘b’, ‘c’ and ‘d’ and the current feature vectors calculated for
a given aperture location.

We treat that a given object (e.g. ‘a’) is located in this place in the image where
the abovementioned difference (e.g. q`a0 ) for a given object (e.g. ‘a’) assumes the
lowest value. The areas where the values of these differences are lowest, for the
objects from the Fig. 8, are presented in Fig. 10. For the sake of figure’s clarity, we
presented in the Fig. 10 the isolines of the areas where the values of differences
q`a0 ; . . .; q`d0 are lowest. Therefore in these points of image where the values of
q`a0 ; . . .; q`d0 are lowest, we obtain in the Fig. 10 the isolines in colours which denote
the objects. We assume that the recognised object is in the same point of the image
where these lowest values occur. Figure 9 presents the location of the objects in the
image in coordinate system which correspond to the coordinate system in Fig. 10.

Comparing the Fig. 10 with Figs. 8 and 9, we can observe that the system has
correctly recognised all objects.

Fig. 9 The location of the objects in the image in coordinate system which correspond to the
coordinate system in Fig. 10
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5 Conclusions

This study has focused on utilising moment invariants for object recognition in grey
scale images without thresholding which is often used to obtain black and white
images. The objects which were examined were 3D objects photographed at dif-
ferent object rotation angles on the ground, in different lighting and different angles
between camera axis and the vertical direction.

The change of the abovementioned parameters influenced on the obtained values
of the invariant functions. The parameter which caused the greatest changes was the
angle of object rotation on the ground. These changes forced the multiple increase
of number of the recognised object classes.

The authors presented a methodology used in recognising a given object within
the group of other objects [22, 23]. The examples presented in the paper confirmed
the correctness of this methodology.
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Adjusting the Thresholds
to the Recognised Pattern in Order
to Improve the Separation Between
the Recognised Patterns

Zygmunt Kuś and Aleksander Nawrat

Abstract The aim of the following study was to examine the influence of image
thresholding on the correctness of the pattern recognition in the grey scale images.
The method based on moment invariants, which were the elements of feature
vectors defining the features of the recognised object, was used by authors in order
to recognise the objects. The paper presents the influence of image thresholding
with histogram equalisation for exemplary images on the distribution of the dis-
tance between pattern vector and feature vector for every pixel of an image. The
authors have paid a great attention to the fact that proper selection of the thresholds
is significant for distinguishing given object classes. One could conclude from the
results that adjusting the value of the thresholds to grey levels, which were in a
searched object, could considerably improve object recognition. The proposed
method was based on the analysis of the part of the image obtained from a camera.
We assumed that the camera was mounted on the UAV and it watched the objects
moving on the ground. This part of the image was selected in this way that it
contained only a tracked object. We computed the histogram of this part of the
image, equalised this histogram and computed new thresholds on the basis of the
equalised histogram. Next step was to threshold the abovementioned part of an
image and then to compute a pattern vector for this thresholded image of the object.
In this way we obtained pattern vector which was used to recognize the object in the
whole image. Since we wanted to use the pattern vector obtained on the basis of
thresholded object image, we had to threshold the whole image (a terrain with
moving objects) with the same thresholds. The examples presented in the paper
showed that image pre-processing based on thresholding might improve the
accuracy of the pattern recognition. It was achieved thanks to the thresholding
which was conducted in a manner that guaranteed to distinguish features of the
recognised object. In order to calculate the distance (ρ) between an object pattern
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vector and pattern vector obtained for a given point of the whole image, we used the
Euclidean metric. We compared the values of the ρ obtained during recognition
process which was conducted for both: the thresholded and original—
not-thresholded image. The lower values of the ρ for the thresholded image meant
that in this case the pattern vector described the features of the object better.

Keywords Object recognition � Moment invariants � Pattern vector �
Thresholding � Histogram equalisation

1 Introduction

The image processing is always numerically complex task owing to the fact that one
has to deal with a large number of data which are contained in the image. The first
step of reducing the amount of data is to convert a colour image to a grey scale
image. In the next step, it is necessary to take into account what number of the
threshold levels is indispensable to appropriately conduct the task for the image
processing system. Owing to the fact that for some tasks it is not possible to reduce
a grey scale image to a black and white image, it poses the problem of the amount
and values of grey scale levels.

This paper will discuss the selection of the method for calculating the values of
the thresholds during thresholding grey scale images. Thresholding will be carried
out in order to decrease the amount of data defining the image and in order to
decrease the calculation time during the recognition of the pattern (object) location
in the image [1–3]. The chosen method has to guarantee the proper visualisation of
the recognised pattern in the image. Decreasing the levels of greyness in the image
after thresholding must be done in such a manner that it does not worsen the
separation of the pattern from the background in the image.

Decreasing the number of thresholds, if it is done properly, may even emphasise
the features of the object (pattern) which we are looking for and it may increase the
effectiveness of pattern recognition.

Thresholding is used to separate the sought object from the background when
there are differences in lighting or the colour of the object and background. In this
case, despite decreasing the amount of the grey scale levels, it is possible to achieve
better effectiveness of pattern recognition in the image.

We will put forward the method of calculating the value of the thresholds which
is based on the histogram of the object and background.

Many solutions of a pattern recognition methods can be found in literature [4–10]
and a lot of them is based on the feature vectors which elements are moment
invariants [11, 12].
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2 Formulating the Problem of Thresholding for Grey
Scale Images

Gray-level thresholding is commonly used as the simplest segmentation process. In
many cases, owing to the fact that the brightness of an object and background is
different, we obtain a black and white image where the background is white and the
object is black. However, in some cases, despite the differences in brightness, both a
background and object have to be described by means of a greater number of grey
levels than one. Adjusting the distribution of the threshold levels to the brightness of
the object allows to distinguish the object from the background. Thresholding is worth
carrying out because it is computationally inexpensive and relatively fast. What is
more, thresholding can easily be done in real time using specialized hardware [13, 14].

The image thresholding resulting from the need for image segmentation is
presented in [15–20].

Thresholding which is used for segmentation can be described in the following
manner:

(a) we assume that f(i, j) and g(i, j) are input and output images;
(b) if f(i, j) ≥ T then we assume g(i, j) = 1 and treat as an object where T is the

threshold;
(c) if f ði; jÞ\T then we assume gði; jÞ ¼ 0 and treat as a background.

When a particular grey level interval represents the object whereas the back-
ground is lighter, and the recognised object darker, then we can use this thresholding.

In certain cases, it is necessary to use thresholding which does not result in a
binary image; however, we obtain a significant reduction of grey levels amount.

The method of the choice of the thresholds set can be more efficient when it is
possible to use the human-assisted analysis [21–23]. We have to cope with this
situation when it is possible for an operator to mark in the image the region of the
image where the recognised object appears. The set of grey levels in the marked
region can indicate the thresholds which should be used.

The effective methods of the thresholds calculation are based on a histogram
shape analysis.

This analysis is very simple for an image consisting of the object’s pixels which
have the same grey-level which is different from the grey-level of the background. In
this case, we can observe in the histogram two peaks. The threshold can be calcu-
lated from the value of threshold for which there is a valley between these two peaks.

However, we have to deal with different situation when both the object and
background have identical or similar grey scale levels. In such a case, we cannot use
the difference in grey scale levels to differentiate an object from the background.

In the real cases, we will most often have in-between situations. What is meant
by in-between situations is the situation when there is certain differentiation
between grey shades in the fragments of the image which constitute the background
and grey shades in the fragments of the image containing searched object. Our aim
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is to threshold an image in such a way that we can stress the difference between the
background and the object.

One can distinguish three thresholding methods.
The first method we are going to discuss is even thresholding. In this method we

obtain the reduction of grey scale levels by means of gathering a few adjacent grey
scale levels and then replacing them with one grey scale level. The amount of the
gathered levels denotes a degree of data amount reduction. The gathered levels are
selected by defining the amount of adjacent levels which are going to be gathered.

The second method is called the histogram equalisation method [12]. We will
use this method with a certain modification. We will not compute the histogram on
the basis of whole image in which we search the object. On the contrary, we will
compute the histogram only on the basis of the part of the image where the object is
located. Therefore the histogram equalisation will only concern this very fragment
of the image. It should result in a correct visualisation of an object which may be
helpful for increasing the difference between the object and background.

The third method is also based on the analysis of the histogram for the part of the
image containing the object. In this case, our goal is to take into consideration only
these grey levels which constitute the greatest areas of the object image. This
operation allows to obtain the image of the object without smaller details. It is a
kind of an object segmentation. Not taking the background into consideration may
cause that the shapes constituting the background will be deformed.

3 Examining the Influence of the Thresholding Method
on the Usefulness of the Moment Invariants for Pattern
Recognition

The thresholding method which will be proposed in this paper is based on a
particular transformation of grey levels. This transformation will be based on his-
togram equalisation of the part of the image. The image consists of some objects
moving in the terrain. We do not use the whole image, but only the part of this
image which contains a recognised object. In the next step, we threshold the whole
image (the objects in the terrain) on the basis of this equalised histogram. This
method can be presented in the form the following algorithm:

(a) we choose a fragment of the whole image which contains the recognised
object and calculate the table of grey levels transitions on the basis of the
histogram equalisation method;

(b) we analyse the obtained equalised histogram and determine the thresholds
according to (1);

t1 ¼ t : ½HðtÞ�0 ¼ 0 and ½HðtÞ�00 [ 0
� � ð1Þ

where t1 is a grey level after thresholding, t is a grey level in an image before
thresholding and H(t) denotes equalised histogram for the image.
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(c) we transform the grey levels of a whole image according to the thresholds
computed in point (b);

(d) we calculate the pattern vector for the object using the image of the object after
histogram equalisation and image thresholding;

(e) we carry out recognition of a described object in the whole image.

The abovementioned algorithm has to be conducted separately for each recog-
nised object [24, 25]. It results in the necessity to carry out the calculation four
times in the case of recognising four objects, as it will be presented in Sect. 4. It
seemingly causes that the amount of the calculations increases; however, we have to
notice that the histogram equalisation and thresholding are fast operations which
can be supported by a dedicated signal processor. At the same time, thanks to these
operations we obtain a significant decrease of the amount of data which is processed
during pattern vector calculation and pattern recognition.

The feature vectors which consist of moment invariants will be used to describe
features of the searched objects. The equations which define the used moment
invariants are presented in (2)–(4).

J1 ¼ I1
m2

00
; J2 ¼ I2

m4
00
; J3 ¼ I3

m5
00

; J4 ¼ I4
m5

00

;

J5 ¼ I5
m10

00
; J6 ¼ I6

m7
00
; J7 ¼ I7

m4
00
; J8 ¼ I8

m5
00

;

ð2Þ

I1 ¼ M20 þM02

I2 ¼ ðM20 �M02Þ2 þ 4M2
11

I3 ¼ ðM30 � 3M12Þ2 þ ð3M21 �M03Þ2
I4 ¼ ðM30 þM12Þ2 þ ðM21 þM03Þ2
I5 ¼ ðM30 � 3M12ÞðM30 þM12ÞððM30 þM12Þ2 � 3ðM21 þM03Þ2Þ

þ ð3M21 �M03ÞðM21 þM03Þð3ðM30 þM12Þ2 � ðM21 þM03Þ2Þ;
I6 ¼ ðM20 �M02ÞððM30 þM12Þ2 � ðM21 þM03Þ2Þ

þ 4M11ðM30 þM12ÞðM21 þM03Þ
I7 ¼ M20M02 �M2

11
I8 ¼ M30M12 þM21M03 �M2

12 �M2
21

ð3Þ

Central moments of order ðpþ qÞ:

Mpq ¼
PN�1

i¼0

PM�1

j¼0
ði� xsÞpðj� ysÞqf ði; jÞ

The co-ordinates of the region’s centre of gravity ðcentroid):
xs ¼ m10

m00
; ys ¼ m01

m00

Moments of order ðpþ qÞ:

mpq ¼
PN�1

i¼0

PM�1

j¼0
ipjqf ði; jÞ

ð4Þ
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where f(i, j)—image pixel; M—the height of the image; N—the width of the image.
We expect that adjusting grey levels in the whole image to the grey levels

depicting the object will distinguish object’s features.
At the same time, it is possible that the details which are placed beyond object

pixels region will be lost or distorted. It depends on the grey levels which constitute
the part of the image containing the image of the terrain where the object is moving.
We predict that this fact not only cannot worsen, but it can even improve the image
recognition quality.

4 Example

We will present as example a case of four objects, which we will have to locate,
moving in the terrain.

In the subsequent examples, we will calculate the thresholds, which are used to
threshold the whole image, on the basis of this object image which is to be
searched.

We will calculate the thresholds adjusted to the object image according to the
example presented in Fig. 2 and in Eq. (1).

Firstly, we are going to present the case in which the images of objects and
terrain are not processed. The pattern recognition will be conducted for the original
images which will only be resized in order to decrease the time of calculations.

Figure 1 presents the whole image of the terrain where the recognised objects are
moving. There are four various vehicles moving on the stony ground.

The objects which will be searched are shown in Fig. 2. The presented vehicles
are denoted as objects 1–4.

Fig. 1 The whole image of the terrain where the recognised objects are moving
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Figure 3 presents the locations of the objects calculated for Fig. 1. On the basis
of the objects’ patterns representing the objects’ images showed in Fig. 2.

According to Fig. 3, we can state that: (a) the object 1 (red) was recognised
correctly; (b) the object 2 (green) was recognised in few places—one of them is
correct, but we cannot state which of these places is the correct location; (c) the
object 3 (blue) was recognised in two places where only one is correct (blue point
on the left); (d) the object 4 (pink) was recognised correctly.

Secondly, we are going to transform both the object images and the image of the
terrain. We will conduct four transformations of these images—each of them will
be adjusted to the features of the subsequent object. The first stage of this trans-
formation consist of histogram equalisation. It is carried out separately for each
object image as it is presented in Fig. 4.

As a result of this operation, we obtain for each object a new set of grey levels—
adjusted to a given object. We use separately each of these sets for transforming the
terrain image so in this way we obtain four images of the terrain presented in
Figs. 5, 6, 7 and 8.

According to Fig. 5, we can state that the whole image is not altered too much.
According to Fig. 6, we can state that the whole image is altered in such a way that
the grey scale for the object 2 is extended; however, the rest of the image is slightly
altered. According to Fig. 7, we can state that the whole image is considerably
brightened. It is caused by the dark image of the object 3. However, the object 3 is

Fig. 2 The images of the recognised objects
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clearly visible in Fig. 7. According to Fig. 8, we can state that the image is
brightened even more than in the case of Fig. 7. The dark grey levels defining the
object 4 in the original image cause this effect. Nevertheless, the object 4 is clearly
visible in Fig. 8.

Fig. 4 The images of the recognised objects after the operation of histogram equalization

Fig. 3 The locations of the recognised objects in the image presented in Fig. 1 with marked
minimum values of the distance ρmin. Object 1—red, Object 2—green, Object 3—blue, Object 4—
pink (Color figure online)
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The abovementioned effects can be illustrated by comparing the histograms
before and after equalisation. The histograms for all objects are presented in Figs. 8,
9, 10, 11 and 12. We can see that for all objects the histogram equalisation resulted
in the more even distribution of the grey scale levels. Each presented histogram
corresponds to one object’s image. The application of the grey levels set obtained

Fig. 6 The whole image of the terrain where the recognised objects are moving obtained after
histogram equalisation according to grey levels obtained for the object 2

Fig. 5 The whole image of the terrain where the recognised objects are moving obtained after
histogram equalisation according to grey levels obtained for the object 1
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after histogram equalisation conducted for a particular object improves a visibility
of this particular object. However, the part of the terrain image beyond this object
can be ‘destroyed’—including the parts of terrain images which consist of other
objects. The abovementioned effect can be observed by comparing Figs. 5, 6, 7 and
8 to the original terrain image presented in Fig. 1.

Fig. 8 The whole image of the terrain where the recognised objects are moving obtained after
histogram equalisation according to grey levels obtained for the object 4

Fig. 7 The whole image of the terrain where the recognised objects are moving obtained after
histogram equalisation according to grey levels obtained for the object 3
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Fig. 10 The histogram of the object 2 before (red) and after (blue) equalisation (Color figure
online)

Fig. 11 The histogram of the object 3 before (red) and after (blue) equalisation (Color figure
online)

Fig. 9 The histogram of the object 1 before (red) and after (blue) equalisation (Color figure
online)
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The next stage of the pre-processing of the image will be image thresholding. In
order to calculate the thresholds for each object, we will use object images obtained
after histogram equalisation. The results of these thresholds application for object
images were presented in Fig. 17.

Figures 13, 14, 15 and 16 present the histograms for the objects images after
histogram equalisation (black) and the same histograms averaged with marked
thresholds calculated according to formula (1).

According to Figs. 13, 14, 15 and 16, after thresholding we obtain far lower
number of the thresholds in the image description.

Figure 17 shows objects’ images after histogram equalisation and thresholding
with thresholds (red rings) obtained on the basis of the averaged histograms (blue
line) presented in Figs. 13, 14, 15 and 16.

Fig. 12 The histogram of the object 4 before (red) and after (blue) equalisation (Color figure
online)

Fig. 13 The histogram for the image of the object 1 after histogram equalisation (black) and the
same histogram averaged with marked thresholds calculated according to formula (1) (Color figure
online)
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The next stage consists of thresholding the whole terrain image. In order to do
so, we will use, as the source images, images after histogram equalisation (Figs. 5,
6, 7 and 8). We present the results of such terrain image thresholding in Figs. 18,
19, 20 and 21. It can be seen that the effect of the vivid representation of the
searched object was not lost despite considerable decrease in the number of the grey
levels.

The results of object recognitions are presented in Figs. 22, 23, 24 and 25.
There are marked the minimum values of the distance ρmin. Each value is marked

in the place in the image where this value occurs in the image. In order to calculate
the distance (ρ) between an object pattern vector and pattern vector obtained for a
given point of the whole image, we used the Euclidean metric. According to

Fig. 14 The histogram for the image of the object 2 after histogram equalisation (black) and the
same histogram averaged with marked thresholds calculated according to formula (1) (Color figure
online)

Fig. 15 The histogram for the image of the object 3 after histogram equalisation (black) and the
same histogram averaged with marked thresholds calculated according to formula (1) (Color figure
online)
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Fig. 22, we can observe that the value of ρmin is the lowest for the object 1. It means
that in this figure the recognition of the object 1 is easier than the recognition of the
other objects in this figure.

Fig. 16 The histogram for the image of the object 4 after histogram equalisation (black) and the
same histogram averaged with marked thresholds calculated according to formula (1) (Color figure
online)

Fig. 17 The objects’ images after histogram equalisation and thresholding with the thresholds
from Figs. 13, 14, 15 and 16
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The comparison of the minimum distance value ρmin to this value in original
terrain image, presented in Fig. 1, let us conclude that after histogram equalisation
and thresholding we obtain lower values of the ρmin.

Fig. 18 The terrain image after histogram equalisation and thresholding operations adjusted to the
features of the object 1

Fig. 19 The terrain image after histogram equalisation and thresholding operations adjusted to the
features of the object 2
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Analogically, we can observe the same effect in Figs. 23, 24 and 25 for the
objects 2–4.

Comparing the distribution of ρ for the original image with the distribution of ρ
for the image after thresholding, we can see that for the thresholded image ρ

Fig. 20 The terrain image after histogram equalisation and thresholding operations adjusted to the
features of the object 3

Fig. 21 The terrain image after histogram equalisation and thresholding operations adjusted to the
features of the object 4
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Fig. 22 The locations of the recognised objects in the image presented in Fig. 18 with
marked minimum values of the distance ρmin. Object 1—red, Object 2—green, Object 3—blue,
Object 4—pink (Color figure online)

Fig. 23 The locations of the recognised objects in the image presented in Fig. 19 with
marked minimum values of the distance ρmin. Object 1—red, Object 2—green, Object 3—blue,
Object 4—pink (Color figure online)

Fig. 24 The locations of the recognised objects in the image presented in Fig. 20 with
marked minimum values of the distance ρmin. Object 1—red, Object 2—green, Object 3—blue,
Object 4—pink (Color figure online)
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achieves lower values in the place of the searched object location. This fact allows
to conduct correct object localisation easier.

Since the histogram equalisation was adjusted to a given object, the other objects
are recognised less effectively. This problem can be solved by repeating all the
equalisation, thresholding and recognising processes for each object.

5 Conclusions

To sum up, the paper spelt out the methodology of the object recognition
improvement. This effect was obtained thanks to some previous image transfor-
mations which allowed to improve the visibility of the objects in the terrain image.

The presented method consisted of two stages. The first one, was histogram
equalisation—conducted for each object separately. The second one, was thres-
holding of the terrain image with the thresholds obtained on the basis of the
equalised histogram—for each object separately. Finally, we obtained the terrain
image transformed in this way that the object is clearly visible—the object for
which equalisation and thresholding were conducted.

The most significant result of the presented methodology is to enhance the
correctness of object recognition. What is more, thanks to a lower number of grey
scale levels we obtain the shorter time of the calculations. These are the calculations
which are necessary to provide recognition process. The presented approach allows
to improve the quality and speed of the recognition process [26, 27].

Fig. 25 The locations of the recognised objects in the image presented in Fig. 21 with
marked minimum values of the distance ρmin. Object 1—red, Object 2—green, Object 3—blue,
Object 4—pink (Color figure online)
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The Concept of an Active Thermal
Camouflage for Friend-Foe Identification
System

Paulina Wilk, Tomasz Targiel, Dawid Sobel, Jan Kwiatkowski,
Karol Jędrasiak and Aleksander Nawrat

Abstract The chapter presents a concept of utilization of active thermal camou-
flage combined with friend or foe recognition system. The main purpose of the
system is automatization of decision-making, whether utilization of thermal
camouflage is ought to be used. Moreover, the described system should react
properly, when an enemy is detected. Implementation of mentioned purposes. As a
way of accomplishing of the described functionalities, an active thermal camou-
flage, combined with vision system, which is able to distinguish, whether an
observed object is friend or foe, is proposed. Furthermore, an example application
of the system, supported by a net of sensors and decision-making model, was
described. For testing purposes, the system was simplified by utilization of a single
camera and an adaptive thermo camouflage module. The obtained results confirmed
that such a solution is possible to be implemented in the future.

1 Introduction

Camouflage is one of multiple ways of combat security, known and used since
many years. The main purpose of camouflage is confusion of enemies by making
allies invisible to them. The simplest form of camouflage is making an allies similar
to their environment, in a way which makes them impossible to be identified
through optical way. The described functionality is achieved by utilization of
fragments of locally existing plants, or by utilization of appropriate colors and
camouflage patterns. These methods are described as passive camouflage, and are
strictly connected to environmental and weather conditions. In others words, there
is no existing pattern, which could be used in every terrain.
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Nowadays, there exists a well-known possibility of identification of an passive
camouflage covered enemy. The solution, known as thermography, is based on
measurement of emitted thermal radiation [1–3]. The higher is the temperature of
the object, the greater is the intensity of the thermal radiation. Thermal imaging
cameras operate in the wavelength range of infrared radiation, outside of visible
spectrum, therefore the passive camouflage, designed for visible spectrum, does not
meet the requirements [4].

Therefore occurs a need of providing of methods, which would create a possi-
bility to deceive thermal video systems of an enemy. The simplest solution is
utilization of materials, which reduce the emission of heat (passive thermal
camouflage). However, the more interesting solution is the handling of the emission
of heat in a way, which provides not only possibility to remain invisible, but also
possibility to deceive the enemy. That solution is often referred as an active thermal
camouflage. In example, a tank, equipped with an active thermal camouflage sys-
tem, could reshape itself in an image, acquired by thermal camera of an enemy, to
be seen as a farm tractor.

The current level of technical advancement does not create a possibility to
develop an active thermal camouflage system, which could be carried by a human,
due to the heaviness of system elements and efficient sources of energy. Therefore,
the article is focused on development of a system which can be used as a vehicle
cover. Vehicles are mainly equipped with combustion engines, which are generating
high amount of heat. In order to prevent the heat from being emitted, a lot of energy
is needed. Minimization of energy consumption requires an active thermo camou-
flage to be used only when it is necessary—when an enemy is detected within a
vehicle surroundings. Environmental conditions, weather, human factor—may lead
to incorrect identification of the approaching object [5–7]. Therefore, it is important
to create an effective friend or foe recognition system.

The basic assumption of such a system would be utilization of active thermal
camouflage cooperating with a set of cameras, which task would be the identifi-
cation of the enemy. Moreover, the system would be supported by a human
independent decision-making model [8]. It should be noted that the response time
of such a system must be very short.

2 Existing Solutions

Cases of fratricidal fire during wars resulted in the development of the so-called
recognition technology. Combat Identification (CID)—is a process of classification
of detected objects as members of one of the groups: friend, enemy, neutral, or
unknown. Fratricidal fire is bombardment of an allied forces and resources. The
main cause of that occurrence is incorrect identification of units on the battlefield.
Article [9] presents known fratricide cases from the eighteenth century. Only since
the Gulf War in 1990–1991, the Americans began to pay a special attention to this
issue. Despite utilization of the latest identification systems, due to fratricidal fire,
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35 American soldiers were killed and 72 were wounded. Fratricide is not a new
phenomenon, such cases have been occurring and probably will occur, because,
despite of the use of the latest technology, it is not possible to completely eliminate
human error.

Currently, every army is equipped with friend or foe recognition system, which
consists of several different technologies working together. Due to the fact that
these are military technologies, much of information regarding them is confidential.
In [10] the Combat Identification systems available today have been grouped and
described in detail. Of these three groups (passive signaling devices, active sig-
naling devices and interrogation/response system) are characterized by the possi-
bility of a very rapid response—and for this reason only those will be given under
consideration later in the article.

Technologies that create possibility to label people and vehicles are part of the
group of passive signaling devices. Among others, those are: IR fluorescent paints,
identification panels and smoke markers. Tagged objects using the first two tech-
nologies can be seen in an ordinary or thermal imaging camera. IR paints are
characterized by low cost of implementation. Installation of Identification panels
(flat rectangular components coated with low emissivity thermal tape) requires
special procedures. There are two types of such panels: combat identification panels
are typically used for determination and subsequent recognition of objects on the
ground, while the thermal identification panels are designed for flying objects. The
last specified technology among described group are smoke markers, which are
used to mask the position of people and equipment, or to confuse the enemy.

The second group of technologies used to identify objects on the battlefield are
active signaling devices, which emit an electromagnetic signal. The most widely
used vehicle-mounted device of this group is the infrared beacon, which periodi-
cally sends pulses of radiation in the near-infrared, invisible to the naked eye or
thermal imaging camera [11]. Therefore, this device is only used during military
operations carried at night.

Interrogation/response systems allow object recognition through a process of
queries and responses. Among these technologies the oldest and the best known
system is IFF (identification, friend or foe), which was first used duringWorldWar II
[12]. As one of the means of defense of the UK, an early detection radar network was
built (code name: Chain Home). This system could detect aircraft at high altitudes
[13], but it was prone to interference—radar echoes caused distinguishing between
the Allied and enemy aircraft impossible to perform. The IFF Mark I system was
patented and introduced in 1939. The general idea of this system is implementation
of a special onboard device—a transmitter, which, under the influence of the radar
signal, generates an additional signal received by the radar on the ground. Today, the
United States and NATO countries use the system Mark XII—it is a standardized
system of IFF, in a way which provides, that all befriended individuals can be
identified correctly.

The above solutions are focused on the correct identification of objects—in most
cases they are able to detect only a friendly unit and thereby reduce probability of
accidental firing at their own units. In addition, the use of signaling devices requires
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appropriate training of soldiers in correct identification of tagged objects. However,
there are no solutions regarding systems allowing automatic enemy identification
and hiding using active thermal camouflage. Such a system could be used if the unit
cannot attack or carry out a recon mission.

There are many publications regarding active systems for thermal camouflage.
The only presented to the public and working technology is Adaptive, an active
thermal camouflage developed by an international company BAE Systems AB [14].
The solution consist of modules based on Peltier cooler. They allow heating or
cooling of its surface—and thus the opportunity to deceive an optical infrared
sensor. Camouflage creates a possibility to dynamically change the temperature in a
range, which can be recorded by thermal imaging camera [15]. The solution
problem is a long time of temperature change (basing on footage dynamic changes
in temperature are estimated at approx. 5 °C per second).

3 System Architecture

How was mentioned earlier there is no a solution which uses recognition system to
detection enemy units to attack them but in order to hide, confuse the enemy active
thermal camouflage is used. Will be described below the main assumptions of the
architecture of the system [16, 17].

The first and the most important assumption is very short time of reaction. We
can assume that this time does not exceed 30 ms. This mean that the recognition
and total process of camouflage themselves must be performed within the specified
time. If video from thermovision is refreshed 30 times per second, the activation of
the thermo camouflage must take place between one frame and another. Due to the
short time of response it should be ruled out aspect of making decisions by human.
It should be implemented a system of automatic recognition which will be fast
enough.

This particular problem is related with the second assumption of the system. The
algorithm of recognition allied and enemy units must be sufficiently fast and
effective in order to use of the thermal camouflage was sensible. In case when there
is not possible to classify an object into one of three groups (friend, enemy, neutral)
the system should immediately turn on thermal camouflage system in hide mode
and adapts to ambient temperature [18, 19].

Another condition working of the system are assumptions regarding of active
thermo camouflage. This should be a flat shell, which allows to cover the whole
vehicle, entire buildings, which is solid, easy to conservation and repair. One of the
proposals is to use a modular solution. This will allow for quick replacement of
defective parts, adjusting to the surfaces of various shapes and facilitate mass
production. In addition, such a system should allow to long action of the thermo
camouflage, up to several hours, what mean that it cannot charge too much energy.

Example scheme of the application of the system is shown in Fig. 1. Around the
base was distributed network of sensors (distance sensors, cameras). Information
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from the network are collected in the main computer in base, which is responsible
for identifying object in operating area of sensors. By using automatic decision
model a signal is generated for the thermal camouflage, which is applied on the
entire base or vehicles located near. The whole procedure, from detection of
approaching object by classifying it and turning off thermal camouflage takes less
than 30 ms.

Another example of the use of thermal camouflage is to install it on a single
vehicle with a digital cameras system. On the basis of the image from the camera
system detects and classifies objects and then controls the thermal camouflage.

4 Experimental Verification of Concept of Friend or Foe
Recognition System

For the tests, due to very extensive system architecture, concept of active thermal
camouflage with the friend or foe recognition system has been simplified.

In order to demonstrate the work of the system there was created a simple system
consisting of a USB camera Microsoft HD-3000, on the mobile platform, connected
to the computer Raspberry Pi and Peltier cooler. System together with the alumi-
num plate and a prototype driver of the Peltier cooler is a single module of the
thermal camouflage. System diagram is shown in Fig. 2.

For the purpose of the tests was built movable camera base consist of two
connected servos. The construction is shown in Fig. 3. Raspberry Pi platform has

Fig. 1 Schematic diagram of
the application
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only one hardware PWM so controls of the servos is realized by using Linux kernel
module—ServoBlaster developed by Richard Hirst [20].

The main unit of computing in the system is the Raspberry Pi computer with the
operating system Raspbian. After image acquisition from the camera, follows his
processing. In this case, the object detection algorithm was based on the color
detection. To the image processing OpenCV library was used.

On the beginning was created a simple model of the object classification.
A fast-moving object in red color is classified as an enemy, while the object in the
different color is classified as a friend. In addition, an “enemy” object is tracked—
through appropriate setting of the servo in the mobile platform with camera.
Moving the camera, results in wider field of view.

Fig. 3 The camera module
with raspberry pi

Fig. 2 Demonstrator scheme
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When an object is classified, a signal is sent to the module of thermal camou-
flage. Data for the Peltier coolers are sent through RS232 protocol to the appropriate
system, which converts the signal to CAN and UART sends to the driver of the cell.

5 Tests

Testing of the demonstrator was based on the recording by camera the red objects.
When the object has appeared in the field of view and has been classified as an
enemy, active thermal camouflage has been turned on and module with Peltier
cooler has been cooled. Figures 4, 5, 6 and 7 show the result of the tests. The
difference between the initial value of the temperature and value in 35 s is 20.69 °C,
which gives the dynamics of changes in the surface of the thermal camouflage
module around 177 °C per 3 s.

Fig. 5 Camera image after
the thresholding operation

Fig. 4 Tracked object
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6 Conclusions

The paper presents the concept of using active thermal camouflage with the friend
or foe recognition system. To demonstrate the possibilities there was built a simple
system with a camera and a Peltier cooler. After testing the system, it turned out that
it is not devoid of drawbacks.

Fig. 7 Dynamics of change of temperature (cooling)

Fig. 6 Thermo camouflage, cooling of a single cell
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The first disadvantage is the delay occurring during image acquisition from the
camera. The reason is the low efficiency of computing Raspberry Pi platforms. In
order to reduce these delays the camera resolution was reduced to 320 × 240 pixels.
Poor performance Raspberry Pi platform also contributed to the extension of time
of calculation. Therefore, the detection and tracking object algorithms require
optimization.

Module of active thermal camouflage also requires improvements. The system
response time is too long and module can’t be used in real system. An additional
limitation is large power consumption of the Peltier cooler.

Further work on the development of this project will focus on the use of the
module in real-time system, improving the recognition system and optimizing
tracking algorithms.
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Augmented Reality in UAVs Applications

Paweł Iwaneczko, Karol Jędrasiak and Aleksander Nawrat

Abstract We present the example of Attitude Indicator Augmented Reality
(AR) control for the unmanned aerial vehicles (UAV) ground control station. The
article describes perspective heads-up display overlaid on the image, which is
acquired from the UAV rotatable camera. Article shows the mechanisms of aircraft
camera calibration with the AR artificial horizon. The whole algorithm of the render
instructions is presented. Elements used in the augmented reality are as follows: 3D
artificial horizon, latitude and longitude, GPS info, executed command, time to
command end, percent of command accomplish, fuel and battery level, height and
speed vertical scale, landing field direction arrow, unmanned vehicles marks.

1 Introduction

Nowadays, unmanned aerial vehicles (UAVs) are commonly used by civil and
defense industries. More and more applications of UAVs are using cameras to
observe terrain in order to allow patrolling and monitoring of the specific areas
[1, 2]. Cameras with various parameters and sizes are mounted generally under the
airplanes or under the rotorcrafts. These cameras are mainly used for video
streaming and obstacles avoidance algorithms. Algorithms such as: obstacles
avoidance and collisions avoidance, are widely developed by many organizations,
and this means that these algorithms are a key aspect of unmanned aviation [3–6].
Obstacles and collisions avoidance algorithms and problems are described in many
articles e.g. [7–11]. As mentioned in [8], the obstacle avoidance of unmanned aerial
vehicle in urban environment is the most complex, difficult and essential part of the
autonomous flight problems. Collision avoidance is also one of the regulations from
ICAO Circular 328 [12].
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The pilot-in-command of a manned aircraft is responsible for detecting and
avoiding potential collisions and other hazards. The same requirement will exist for
the remote pilot of an RPA (remotely-piloted aircraft) [13–16]. Technology to
provide the remote pilot with sufficient knowledge of the aircraft’s environment to
fulfil the responsibility has to be incorporated into the aircraft with counterpart
components located at the remote pilot station [12]. Remote control is often called
—attitude control and it is the one of the basic functions of the mobile ground
control station (MGCS) [17]. The MGCS has to be equipped in a specific tools to
support pilots during a remote control of the unmanned objects. This paper presents
one of the solutions, that can improve the UAV manual control performance, using
perspective artificial horizon, telemetry data labels and other UAV objects overlay.

2 Literature Review

In industry, there are already many well-known and commonly used solutions to
support pilots during the attitude control of the UAV [18, 19]. One of this solution
can be attitude indicator control also known as gyro horizon or artificial horizon
control, as illustrated in Fig. 1.

Another solution can be head-up display (HUD), which is a transparent display
that presents data without requiring users to look away from their usual viewpoints.
As it is described in [23] the origin of the name HUD—stems from a pilot being
able to view information with the head positioned “up” and looking forward,
instead of angled down looking at lower instruments. It is also called on-screen
display (OSD) and usually it is drawn on the camera image. Most of published
results of the OSD are a combination of the artificial horizon, generated from
non-perspective lines and telemetry data labels. Two examples of OSD are illus-
trated in Fig. 2. Unfortunately, these solutions are often blurred or even unreadable
and sometimes they are not very intuitive. This is because the elements of aug-
mented reality (lines, labels and textures) are usually overlaid on the analog image,

(a) (b) (c)

Fig. 1 Examples of artificial horizons. a Artificial horizon [20]. b Tajfun GCS [21]. c VCS-4586 [22]
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acquired directly from the camera source, at the aircraft electronics level, and sent to
the ground station as a finally generated image [24–27].

Nowadays more and more popular are digital cameras with high resolution, and
image processing is currently performed on the ground control station. In this article we
present the solution of perspective heads-up display overlaid on the image, that is
received from theUAV camerawithout any changes [30, 31]. A similar solution, where
the augmented reality elements are a perspective trajectory tips, is described in [32].

3 Perspective Controls Implementation

Perspective attitude indicator (artificial horizon) is the combination of the three
angular scales which are created from three Euler aircraft angles. Aircraft Euler
angles are a part of the airplane telemetry, which is received from the UAV by
using wireless interfaces. Augmented reality elements, that are used in the proposed
AR system, are marked in the Fig. 3 and are described as follows:

1. 3D artificial horizon (3 scales created from yaw, pitch and roll angles)
2. Aircraft telemetry data:

• Latitude and Longitude (degrees),
• GPS information (number of satellites and GPS Fix information),
• Executed command (waypoint, taking off, landing, attitude flight or loiter),
• TTE—time to end of the executed command (hours, minutes and seconds),
• POA—percent of accomplish of the executed command,
• Battery level (percent),

3. Height vertical scale (meters),
4. Speed vertical scale (meters per second),
5. Landing field direction arrow,
6. Other unmanned aerial vehicles marks and icons.

(a) (b)

Fig. 2 Examples of camera OSD applications in UAV. a FY-DOS OSD [28]. b Skylark
Tiny OSD III [29]
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To implement augmented reality 3D controls overlaid on the camera image, first
of all we have to set our 3D environment as a normalized device (set projection and
model matrix to identity). After doing it, we have to set the perspective model view
to the same parameters (vertical field of view and ratio) as in the camera specifi-
cation. Then we have to rotate local coordinate system of graphical environment to
airplane coordinate system (Eq. 1).

MGL ¼ MGL � RotY 90�ð Þ � RorX �90�ð Þ ð1Þ

where: MGL—graphical model matrix (load after each substitution), RotY, RotX—
rotation around x and y axis.

At the second step, it will be rendered landing field direction arrow (Eq. 2). To
make this possible we have to calculate ENU navigation coordinates from the
difference between two geographical ukh position. Full algorithm of the conversion
between the GPS coordinates and ENU navigation coordinates is presented in [33].

Mtemp ¼ MGL

xb ¼ B � cos c � 0:35ð Þ � cos b � 0:35ð Þ
yb ¼ B � cos c � 0:35ð Þ � sin b � 0:35ð Þ
zb ¼ B � cos c � 0:35ð Þ � sin �c � 0:35ð Þ
ub ¼ tan�1 eb

nb
; hb ¼ tan�1 ubffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

e2b þ n2b
p

MGL ¼ MGL � Trans xb; yb; zbð Þ � RotX wð Þ
� RorY hþ hbð Þ � Rorz u� ub � 90ð Þ

“landing field direction arrow rendering instructions”

MGL ¼ Mtemp

ð2Þ

Fig. 3 Parts of the augmented reality system—marked with numbers 1–6
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where: Mtemp—temporary matrix, xb, yb, zb—calculated arrow position, B—Arrow
distance constant, b; c—camera horizontal and vertical field of view,ub; hb—landing
field yaw and pitch angles values [rad], eb, nb, ub—landing field navigation coordi-
nates [m], u; h;w—unmanned aerial vehicle yaw, pitch and roll angles values [rad].

Now we have to undo the airplane camera rotation, and rotate the matrix model
using the UAV yaw, pitch and roll angles (Eq. 3). When there will be also added
some translation in Z axis our system will be almost calibrated with the camera
video stream.

MGL ¼ MGL � RotZ �ucamð Þ � RorY �hcamð Þ � RorX wcamð Þ
Mtemp ¼ MGL

hoffs ¼ �H � tan cos�1 <
< þ h

� �

MGL ¼ MGL � RotX �wð Þ � RorY hð Þ � RorZ uð Þ � Trans 0; 0; hoffs
� �

ð3Þ

where: ucam; hcam;wcam—UAV camera orientation [rad], h,hoffs—UAV absolute
height and height correction value, H—horizon distance constant, <—earth radius
constant. After this, we can render other UAVs connected to the MGBS (Eq. 4).

Mtemp1 ¼ MGL

MGL ¼ MGL � Trans no;�eo; uoð Þ � RotZ �uð Þ � RorY �hð Þ � RorX wð Þ
“UAV object rendering instructions”

MGL ¼ Mtemp1

ð4Þ

where: eo, no, uo—UAV navigation coordinates [m], Mtemp1—another temporary
matrix. At this point we can render horizon line and pitch scale lines. Horizon line is
drawn using 36 lines, which are rendered on a plane tangent to the XY axis as a circle
with a radius of H. Depending on the visible horizontal field of view of the aircraft
camera, there are rendered textural labels such as: North, East, South andWest letters
and the middle numerical values. Lines of the pitch scale are rendered from the center
of the aircraft beak with the saturation between the hmin and hmax values (Eq. 5).

hmin ¼ h� hcam � c � 0:4
hmax ¼ h� hcam þ c � 0:4
MGL ¼ MGL � RotZ �uð Þ

for i ¼ �9; i� 9; iþþð Þ
if i 6¼ 0\ i � 10� hmin \ i � 10� hmaxð Þ

Mtemp1 ¼ MGL

MGL ¼ MGL � RotY 0;�i � 10; 0ð Þ
“pitch line and labels rendering instructions”

MGL ¼ Mtemp1

8>>><
>>>:

8>>>>><
>>>>>:

8>>>>>>>><
>>>>>>>>:

ð5Þ
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where: hmin, hmax—minimum and maximum pitch saturation values, i—iterator
variable. At the end of the perspective artificial horizon render algorithm we have to
draw the plane triangle marker (Eq. 6).

MGL ¼ Mtemp

“airplane model rendering instructions”
ð6Þ

4 Project Results

This paper shows the solution of attitude indicator AR control for the UAV GCS. It
was implemented using OpenGL in C++ language. We were using Windows 8.1
hardware platform. All of telemetry data and video stream come from Lockheed’s
Martin Prepar3D® simulation environment and it was tested only in SIL (Software
In the Loop) simulation [34]. System is configurable from the user interface, as it is
presented in the Fig. 4. User can choose which part of the control will be visible
overlaid on the image, including the image type (infrared or colored image). GCS
operator can toggle all of the elements that are specified in Sect. 3. points 2–6. This
article shows two examples of screenshot sequences of ground control station
(GCS). Analysing the images in the Fig. 5, it can be concluded, that green horizon
line is synchronized with the Prepar3D® simulation earth/sky horizon line. You
may also notice a large motion dynamic of the unmanned object and stability of the
AR attitude indicator control. The first sequence describes the situation, when the
aircraft is preparing to execute the loiter command. The next sequence of images
(Fig. 6), also shows, that artificial horizon is correctly calibrated with the camera
image. It shows that presented solution it is very stable, while the UAV is executing
the loiter command.

Fig. 4 Possible configuration of the augmented camera graphical control
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(1) (2)

(3) (4)

(5) (6)

(7) (8)

Fig. 5 A first images sequence of augmented reality in UAV. 1 Frame no. 1142 (Time: 19 s), 2
Frame no. 1202 (Time: 20 s), 3 Frame no. 1263 (Time: 21 s), 4 Frame no. 1321 (Time: 22 s), 5
Frame no. 1383 (Time: 23 s), 6 Frame no. 1442 (Time: 24 s), 7 Frame no. 1564 (Time: 26 s), 8
Frame no. 1623 (Time: 27 s)
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5 Conclusions

It has been shown, that the aircraft camera video stream can be calibrated with the
3D viewport, which can be used as augmented reality. Perspective heads-up dis-
play, which is overlaid on the image acquired from the unmanned aerial vehicle
gimbal camera, can be used in UAV ground control stations to improve the UAV
manual control performance.

In the future we are planning to implement an user interface, which will provide
possibility of the camera orientation control from the MGBS application. Another
of the ideas and development of this system is to perform full test of augmented
reality artificial horizon with real unmanned aerial vehicles in urban and difficult
terrain.

Acknowledgment This work has been supported by Applied Research Programme of the
National Centre for Research and Development as a project ID 178438 path A—Costume for
acquisition of human movement based on IMU sensors with collection, visualization and data
analysis software.

(1)

(3)

(2)

Fig. 6 A second images sequence of augmented reality in UAV. 1 Frame no. 3301 (Time: 55 s),
2 Frame no. 3361 (Time: 56 s), 3 Frame no. 3422 (Time: 57 s)
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Real Time Dense Motion Estimation
Using FPGA Based Omnidirectional Video
Acquisition Device

Jan Kwiatkowski, Dawid Sobel, Artur Ryt, Mariusz Domżał,
Karol Jędrasiak and Aleksander Nawrat

Abstract OVAD (Fraś et al. in Vision based systems for UAV applications,
Springer International Publishing, pp. 123–136 [1]; Kwiatkowski et al. in Recent
advances in electrical engineering and computer science, pp. 58–61 [2]) is a device,
which is purposed for multi directional video acquisition. Further development of
the device includes hardware implementation of time-absorbing calculations, con-
nected with video stream processing, with utilization of FPGA (Field
Programmable Gate Array). The paper presents the results of research on the
problem of real time dense optical flow estimation. Furthermore, the described
results are connected to the problem of parallel processing and hardware acceler-
ation using FPGA. Proposed solution may be found as useful in many applications,
both civilian and military and proves utility of FPGA based solutions in real time
video processing.

Keywords Omnidirectional camera � Image processing � FPGA � Optical flow �
Dense motion estimation � Hardware acceleration

1 Introduction

Nowadays, video surveillance is often a very important part of a lot of facilities,
such as petrol stations, banks or houses. There are many places, which, due to the
need of ensuring an adequate level of security, have to be surveilled, to a greater or
lesser extent. When observation of an area is impossible to be conducted by a man
or a need of continuous observation exists, video cameras are used. Acquired video
stream can be processed in many ways, from simple compression and transmission
over long distances to advanced analysis of acquired video stream, such as motion
estimation or object recognition and tracking [3–5]. Moreover, provision of effec-
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tive, advanced and robust vision systems is important not only in civilian appli-
cations, but also in military solutions. Among purposes of those applications two
main groups can be distinguished: surveillance of facilities and observation of
surroundings of vehicles, especially unmanned vehicles and unmanned aerial
vehicles. The last group of vehicles imposes an another assumption, which forces
solutions to be small-sized and computer independent.

Another problem, connected with vision based surveillance systems, is provision
of wide field of view of the system, to cover the entire surveilled area. There are
three ways of increasing of the area covered by the system: dedicated lenses, such
as fisheye lenses, servomotors, as in PTZ cameras or multiplication of cameras, as
in FPGA based OVAD [2]. The Omnidirectional Video Acquisition Device (Fig. 1)
consists of multiple cameras placed in a way, that proves 360° of horizontal field of
view. The advantages of the device over fisheye lenses and PTZ cameras are: less
distortions than in fisheye cameras, no moving elements, which are susceptible
to environmental conditions, multiplication of resolution of acquired video stream
and redundancy of video recorders, which improves robustness of the solution [6].

OVAD consists of multiple digital cameras and FPGA, which task is to maintain
the process of parallel conditioning and recording of video signal, acquired from
multiple cameras. Through utilization of FPGA, the device is computer-independent,
while maintaining small size, which allows OVAD to be used in mobile applications
such as unmanned aerial vehicles. The use of FPGA enabled another possibility
for further development, which is implementation and hardware acceleration of
algorithms used in video processing [7–10]. FPGA programmable logic device can
be used in preprocessing of the acquired data, before it is transmitted to receiver. In a
lot of human independent, autonomous applications, the video system’s ability of
real time data analysis is strongly required. However, processing such a lot of data in
real time, determined by the frame rate and resolution of used camera, is most of the
times hard to maintain, even with utilization of highly advanced computer systems.
Solution to that problem is parallel processing and hardware acceleration through
utilization of dedicated FPGA implementation [11].

Fig. 1 Omnidirectional video
acquisition device [1]
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Ability of motion detection is often desired in video surveillance. Taking under
consideration, that there are no known implementations of real-time, large resolu-
tion dense motion estimation algorithms, with utilization of FPGA [12], the first
step of further improvement of FPGA based OVAD is hardware implementation of
real time dense optical flow estimation algorithm, which is used to specify the
movement of all objects in acquired video stream [13]. Moreover, the information
regarding movement in acquired video stream is often more important, than
acquired video itself, and can be used by many algorithms dedicated for object
recognition or tracking of the captured objects [14, 15].

2 Field Programmable Gate Array (FPGA)

Described device is based on Field Programmable Gate Array. FPGAs are capable
of parallel processing, creating a possibility of processing of large amounts of data,
while whole system is being clocked at lower frequencies. The basic units, of which
FPGA consists, are CLBs (ang. Configurable Logic Block). Their task is to realize
simple functions such as flip-flops, multiplexers or logic gates. Each CLB is based
on Look-Up Table (LUT). CLB block is configured via filling LUTs. LUT oper-
ation is based on the selection of one of predefined output for each of the possible
combination of inputs. This simplifies calculations, which can be performed in one
clock cycle. Sample LUT configurations are shown in Fig. 2. The Configurable
Logic Blocks are connected through a network of buses operated by switching
circuits. Adjacent blocks are connected directly, while some of them are also
connected to the global, high-speed interconnection buses. Thanks to that solution,
CLB and switching systems can be configured in such a way, that they realize

Fig. 2 Examples of LUT
configuration [17]
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completely independent tasks, in parallel, as shown in Fig. 3. In addition, each
Configurable Logic Block can be triggered by any of FPGA inputs, which means
that FPGA supports asynchronous processing [16].

What is worth mentioning, is that, despite the advantages associated with
asynchronous and parallel processing, FPGAs are not devoid of drawbacks. The
first of these is the use of Static Random Access Memory (SRAM) as the config-
uration memory. This type of memory resets every time it is switched off and back
on, which means FPGAs need to be configured every time its power is switched on.
That creates necessity of utilization of external memory, to store the configuration
data. Moreover, because of being based on Look-Up Tables, FPGA programmable
logic devices are highly inefficient in terms of memory storage. A workaround to

Fig. 4 Digilent
Nexys3 FPGA Board [20]

Fig. 3 Example of parallel
CLB routing [18]
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that disadvantage is utilization of dedicated dual-ported memory, called
BlockRAM, which is still not capable of storing the entire VGA video frame [17].

Used FPGA device is Xilinx Spartan-6 [19], available on Digilent
Nexys3 FPGA board (Fig. 4) [20]. The FPGA unit is supplied by 100 MHz
oscillator, however, the frequency can be increased by using DCM and PLL, up to
frequencies greater than 500 MHz. Nexys3 also includes 3 external memories, of
which one is used as external storage for sequence of video frames, used to compute
dense optical flow [21].

3 Dense Optical Flow

The main objective of conducted research was implementation of dense optical flow
computing algorithm. The concept behind the determination optical flow, is com-
putation of vector field, containing information on apparent motion of light patterns
in consecutive frames of video stream. The concept is related to human way of
perception of their surroundings. Human perception of moving objects is based on
analysis of the entire registered image, precisely on determination of displacement
of all individual objects, captured by an observer’s eye. Thanks to the eye-brain
system, a person is able to capture, extract and recognize multiple objects moving in
different directions.

The history of optical flow dates back to the 1970s. Since then, many papers,
considering the subject, have been published, and a number of methods, designed
for the problem solution, have been proposed. Taking under consideration the
general principle, on which each method is based, considered solutions can be
divided into two basic groups: correlation methods, gradient methods [22].

Every considered dense optical flow estimation algorithm is embodiment of an
attempt to answer the question: “If there is a change in between consecutive frames
of captured video stream, then what is the value of vector describing movement of
every spot in the image?”. The answer to this question is field of velocity vectors,
binding consecutive frames, and that information can be used to transform one
frame into another, subsequent frame (Fig. 5) [23].

The variety of methods were examined for their suitability to be used in the
described implementation. The most important (and the most difficult to realize)
assumption of the implementation, is achieving real-time performance of imple-
mented method. This assumption makes global and gradient methods practically
impossible to be implemented, taking under consideration the quality of electronics
used in the solution. This is due to the fact, that for effective implementation of
gradient methods, such as Lucas-Kanade [22], more than three video frames have to
be analyzed, to accurately calculate the partial derivative with respect to time. The
external memory, used in the project, does not provide appropriately fast access to
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the selectively chosen data, and such fast response is a must, given the inability of
FPGA, to store large blocks of data, such as video frame.

3.1 Selection of Hardware Implemented Methods

The solution had to rely on relatively simple methodology of optical flow deter-
mination. Such a low computational complexity is provided by the correlation
methods, a local methods, based on searching for similarities between fragments of
consecutive frames. Due to its insensitivity to changes in brightness between
subsequent frames, preferred method seems to be the normalized cross-correlation
method (1) [22], which bases on estimation of Pearson’s correlation coefficient (2)
between two series of data (2).

U ¼ argmax
u

ðEðuÞÞ ¼ uj ^
y2A

ENCC uð Þ�ENCC yð Þ
� �

: ð1Þ

ENCCðuÞ ¼
P

i I0 xið Þ � �I0½ �½I1 xi þ uð Þ � �I1�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i I0 xið Þ � �I0½ �2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i I1 xi þ uð Þ � �I1½ �2

q ; ð2Þ

where:�I0 ¼ 1
N

P
i I0 xið Þ;�I1 ¼ 1

N

P
i I1 xi þ uð Þ; U—set of solutions, xi—coordinates

of examined pixel, u = (u, v)—shift of pixel coordinates, I0—previous frame,
I1—present frame, i—pixel index.

However, the RAM, available on Nexys3 development board is incapable of
achieving the appropriate speed of downloading of two compared blocks of data,
from both the current and the previous frame image. Taking under consideration
the hardware limitations, perfect method for real-time determination of dense
optical flow would be a method, that determines the optical flow of the appearing

Fig. 5 An illustration of definition of dense optical flow [24]
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new pixel, obtained by the camera or image generator. Therefore, it has been
decided, that implemented method will not be based on a comparison of two blocks,
but a comparison of the new pixel value and block around the corresponding pixel,
acquired from the previous frame, containing the equivalent of the analyzed pixel
environment. This solution increases the susceptibility to noise, but, given the
equipment incapability, has proven to be achievable. Under these assumptions two
methods of determining optical flow were proposed:

• M1 method—if change of the value of examined pixel is detected (in com-
parison to previous value), a pixels, which have the same value, are searched for
in a block (3), (4), formed around the pixel in the previous frame and located on
the same coordinates. If at least one pixel, which has the same value as the tested
pixel, is found in the neighborhood, the smallest difference between pixels’
coordinates is information about the optical flow.

U ¼ uj ^
y2A

EM1 uð Þ ¼ 0
� �

ð3Þ

EM1 uð Þ ¼ I0 xþ uð Þ � I1 xð Þ 14ð Þ; ð4Þ

where:U—set of solutions, xi—coordinates of examined pixel, u = (u, v)—shift
of pixel coordinates, I0—previous frame, I1—present frame.

• M2 method—if change of the value of examined pixel is detected (in com-
parison to previous value), a pixels, which have the most similar value, are
searched for in a block (5), (6), formed around the pixel in the previous frame
and located on the same coordinates. The smallest difference between pixels’
coordinates is information about the optical flow. The criterion, by which the
pixels are compared, is the sum of the differences between the R, G and B
components of each pixel value.

U ¼ argmin
u
ðEM2ðuÞÞ ¼ uj ^

y2A
EM2 uð Þ�EM2 yð Þ

� �
ð5Þ

EM2 uð Þ ¼ I0R xþ uð Þ � I1R xð Þ þ I0G xþ uð Þ � I1G xð Þ
þ I0B xþ uð Þ � I1B xð Þ ð6Þ

U—set of solutions, xi—coordinates of examined pixel, u = (u, v)—shift of
pixel coordinates, I0—previous frame, I1—present frame.

3.2 Lucas-Kanade Method

For comparison purposes, during testing of selected methods with utilization
of a computer, the Lucas-Kanade method was implemented. Choice of the method
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is indicated by its popularity in known implementations, low complexity, and the
fact that it is a local method (as well as proposed ones). Assumptions made by the
authors of the method are defined as follows: in two consecutive frames light
pattern movement is so slight that it is not bigger than assumed window size.
Furthermore, the second assumption of the method is locally uniform, linear
movement of all the dots within the window. That assumptions are fulfilled when
time delay between consecutive frames is relatively small. The Lucas-Kanade
method is described as follows:

Let u ¼ ½uv�T will be the velocity vector determining shift of the spots in image.
The pixel value I, which is considered as a function of time and image coordinates,
should be identical to the pixel from second frame, after time and coordinates shift:

I x; y; tð Þ ¼ Iðxþ Dx; yþ Dy; t þ DtÞ ð7Þ

To approximate (7) with linear function, Taylor series first order expansion
can be used as follows:

I xþ Dx; yþ Dy; t þ Dtð Þ ¼ I x; y; tð Þ þ @I
@x

Dx

þ @I
@y

Dyþ @I
@t

Dt þ H:O:T :
ð8Þ

In linear approximation high order terms can be assumed as equal to 0.
Combination of (7) and (8) is:

0 ¼ @I
@x

Dxþ @I
@y

Dyþ @I
@t

Dt ð9Þ

In this case (9), assuming a locally uniform shift of all the pixels [3]:

Ix qið Þ � uþ Iy qið Þ � v ¼ �It qið Þ; ð10Þ

where: Ix(qi)—directional gradient along the x-axis in point qi, Iy(qi)—directional
gradient along the y-axis in point qi, It(qi)—directional gradient along the t-axis in
point qi, qi—coordinates of the examined pixel.

Obtained linear system (10) is overdefined in most of the cases and can be
solved as follows:

Av ¼ b; where: A ¼
Ixðq1Þ Iyðq1Þ
. . . . . .

IxðqnÞ IyðqnÞ

2
4

3
5; b ¼

�It q1ð Þ
. . .

�It qnð Þ

2
4

3
5 ð11Þ

ATAu ¼ ATb ð12Þ
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u ¼ ðATAÞ�1ATb ð13Þ

The resulting vector (13) is information about the speed of movement of light
patterns in direction of both image axes, and thus information on the optical flow in
examined video sequence.

The disadvantage of gradient methods is the need for accurate computation of
partial derivatives of a frame, which imposes performing calculations after acqui-
sition of a sequence of several images is completed. Only then it is possible to
compute the gradient with respect to all three parameters of pixel function and
numerically computed partial derivatives with respect to time are sufficiently
accurate, and noise-independent.

Further development of the method is computing and merging optical flow of
each of subsequent levels of Gaussian pyramid (Fig. 6) of frame, to improve the
quality of gained results gained from Lucas-Kanade method. The reduction of
image resolution allows inclusion of a larger, averaged area within a window and
thus prevents the algorithm results from focusing around the high frequencies in the
image (Fig. 7). The disadvantage of this method is significant extension of the

Fig. 7 Gaussian pyramid of
an image [26]

Fig. 6 Gaussian pyramid
[25]
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computation time. The method, called Hierarchical Lucas-Kanade, has also been
implemented as part of the method comparison application, as a mean of deter-
mination of the quality of other methods.

4 Implementation

4.1 Computer Program—Method Comparison

For the purpose of comparison of considered methods, an computer application
(Fig. 8), designed for multi-method dense optical flow estimation, was created.
Calculations were performed on a computer and obtained results allowed to com-
pare effectiveness of the described and proposed methods, by comparison of
numerical and visual results, obtained in the form of optical flow. The results of the
comparison are presented in Sect. 5.

4.2 Configuration of FPGA

Both proposed methods were implemented in FPGA. However, the whole System
on a Chip implementation includes not only a module used to compute dense optical
flow. Proper application required hardware implementation of additional modules,
such as image acquisition module, camera configuration module and memory
control module, which is used to store image and determined dense optical flow. The
use of external ram was necessary, due to the FPGAs incapability of storing of large
amounts of data. This means that utilized FPGA is unable to store even a single
frame of VGA video sequence. All of modules are interconnected through FIFO
queues and thanks to that solution every module can operate at different clocking

Fig. 8 Application purposed for comparison of dense optical flow estimation algorithms
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speed (forced by utilization of different external devices), independent from each
other. Block diagram in Fig. 9 presents simplified hardware configuration of FPGA.
Green marked elements are implemented in the FPGA, while the yellow colour is
used to mark external devices supported by the system. What is worth mentioning, is
that both of the proposed algorithms are computed with utilization of parallel pro-
cessing—dense optical flow estimation module computes both of the methods at the
same time, and user can choose which one is currently displayed.

5 Test Results—Predefined Sequences

The section presents the results of comparison of described algorithms of dense
motion estimation. Test set, including frames sequences and ground truth optical
flow, used in testing process is a collection of sequences, shared by University
of Middlebury [27]. All of used sequences are available on the Internet.

5.1 Test Sequences

Table 1 presents used sequences with adequate ground truth optical flow. The
optical flow is encoded as follows: the colour of a pixel indicates the angle of
estimated movement, while saturation of the colour indicates the value of the
apparent movement of light patterns (Fig. 10). Selected from the online base
(University of Middlebury) sequences are: Hydrangea, RubberWhale and Venus.

Fig. 9 Simplified block diagram of hardware implementation
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5.2 Error Measurement

Testing of all researched algorithms required using objective ways of their classifi-
cation, apart of visual comparison of acquired results. To achieve that, two quality
coefficients, which are present in literature, are used [28]. The indicators are: endpoint
error (14), which is the average error between estimated and ground truth optical flow
values and angular error (15, 16), which stands for the average error between

Fig. 10 Color encoding of
computed optical flow

Table 1 Test sequences with adequate ground truth optical flow [27]
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estimated and real angle ofmovement.Moreover, the third very important factor, from
the point of view of maintaining real-time processing, is time of single frame
conversion.

• Endpoint error

eE ¼
PN

i¼1 FðiÞ � FGTðiÞj j
N

ð14Þ

• Angular error

eA ¼
PN

i¼1 hðiÞ
N

ð15Þ

h ið Þ ¼ arccos
F ið ÞTFGT ið Þ
F ið Þj j FGT ið Þj j

 !
ð16Þ

F(i)—computed optical flow vector of i-th pixel, FGT(i)—ground truth dense
optical flow vector of i-th pixel, θ(i)—angle between i-th vectors of computed
and ground truth optical flow.

5.3 Test Results

The results of comparison process are presented in Tables 2, 3 and 4. Quality
coefficients, taken under consideration in testing process, are angular error, end-
point error and processing time. Moreover, color encoded optical flow is presented
in the tables.

5.4 Summary

The proposed methods are working properly. In most cases, numerical quality
coefficients, characterizing computed dense optical flow, shown Lucas-Kanade and
Hierarchical Lucas-Kanade methods as superior, in terms of quality of achieved
results. However, achieving greater quality is associated with a significant increase
in duration of calculations, most significant for Hierarchical Lucas-Kanade method.

An important feature of the second proposed method, is higher density of the
detected optical flow, in comparison with the first method (M1). This is connected
with the small changes of brightness between successive frames, which affects pixel
values. Because of that method M1 is less effective. Researched methods are
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characterized by higher density of measurements located around high frequencies in
images (edges), which is a feature of local methods.

A good way of improvement of the quality of received results can be utilization
of moving average filter. Quality coefficients for M2 improved considerably,
to the extent, that the results are comparable with both LK and HLK methods. Short
time of calculations makes proposed M1 and M2 methods as superior, from the
point of view of real-time hardware implementation.

What is more, processing time is measured for a program running on computer.
As shown in further tests, hardware implementation using FPGA is characterized by
much smaller delays.

Table 2 Method comparison results—Hydrangea

Hydrangea

Method Angular
error (rad)

Endpoint
error (pixel)

Processing
time (s)

Visual comparison

LK 0.7007 1.4128 17.5109

HLK 0.24654 0.3892 237.3942

M1 1.3910 2.1108 3.6505

M2 1.3496 1.7161 5.061

M2 with moving
average filter

0.5874 1.5220 5.206
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6 Test Results—Generated Video Stream

Another type of conducted tests was verification of the quality of hardware, FPGA
implementation of proposed algorithms. In this case, the camera is substituted by
video generator, implemented in FPGA, which task is to generate and analyze video
stream, with known optical flow. A sample screenshot of the acquired image is
shown in Fig. 11. Utilization of video generator creates a possibility to test the
impact of external factors, such as:

• multiple objects moving in different directions, both uniformly and differentially
structured,

Table 3 Method comparison results—RubberWhale

RubberWhale

Method Angular
error (rad)

Endpoint
error (pixel)

Processing
time (s)

Visual comparison

LK 0.3172 0.2086 17.6118

HLK 0.3454 0.3880 241.1111

M1 1.3021 0.9003 3.4745

M2 1.1588 0.6650 5.1286

M2 with
moving
average
filter

0.3966 0.4318 5.2358
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Table 4 Method comparison results—Venus

Venus

Method Angular
error (rad)

Endpoint
error (pixel)

Processing
time (s)

Visual comparison

LK 0.8664 1.6621 13.8488

HLK 0.5890 1.2681 167.1799

M1 1.3926 2.4605 2.5123

M2 1.3668 1.9095 3.5656

M2 with moving
average filter

0.8030 1.6884 3.6424

Fig. 11 Example of generated data with real-time computed dense optical flow

102 J. Kwiatkowski et al.



• small variations of brightness between consecutive frames,
• salt-and-pepper noise.

In addition, an important functionality of the generator is control over frequency
of pixel clock, which creates possibility to determine the efficiency and speed of the
implementation, defined by maximum number of pixels per second, for which the
implementation is able to maintain real-time dense optical flow estimation.

The results of the testing process are described in Table 5.
Through conducted series of tests, it was found that used external memory is the

bottleneck of the implementation, and prevents dense optical flow from being
determined in real time (for VGA standard video). Maximum operating frequency
of the memory is 80 MHz, while its data bus has a width of 16 bits. When the
generator sends pixels at a frequency greater than 830,000 pixel per second, the
picture displayed on monitor starts to flow, due to the loss of lines of the projected
image. However, this is only a hardware problem, which can be solved through the
use of faster RAM, and does not rule out the possibility of achieving real-time
performance for high resolution video.

7 Test Results—Real-Time Dense Motion Estimation
in Video Stream Captured by a Camera

The last series of tests involved real-time determination of dense optical flow
in video stream acquired by a camera. However, as resulted from previous tests,
described in Sect. 6, real-time dense optical flow estimation in VGA standard

Table 5 Test results

Test M1 method M2 method

Detection of movement of
uniformly structured
objects

Detection of movement located only around objects’ edges,
proper distinction between objects moving in different directions

Detection of movement of
differentially structured
objects

Dense motion detection of whole moving objects (Fig. 11),
proper distinction between objects moving in different directions

Influence of small
brightness variations

Loss of the optical
flow data

Insignificant errors

Influence of
Salt-and-pepper noise

Noise is
influencing
detected optical
flow

Noise is influencing detected optical
flow, but method 2 is more robust than
method 1

Speed efficiency 830,000 pixel of computed optical flow per second 2.7 VGA
standard frame per second
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(640 × 480 pixels, 30 frames per second), has been proved as impossible to realize,
due to the insufficient speed of utilized Random Access Memory. The solution to
that problem is reduction of resolution of processed video stream. It has been
reduced to a value of 160 × 120 pixels, which means that implementation must
work at achievable frequency of 576,000 pixel per second. The results of data
processing are shown in Fig. 12.

The next step was testing implementation’s utility in analysis of real video.
During testing process, the film was displayed on the monitor, and was captured
by the camera. In order to compare the quality of the estimated dense optical flow,
computed results were compared with the results obtained via utilization of
Lucas-Kanade method. As can be seen in Fig. 13, the results of processing with use
of Lucas-Kanade algorithm are better, but the calculations are time consuming, and
cannot be conducted in real-time. In addition, a problem, that occurred during
testing process is low quality of the image obtained by the camera. Despite that,
estimated information can be considered as useful. The appropriate filtering can be
an effective way to improve evaluation of the motion in the image.

Fig. 12 Test results. Rotation
of spirals indicates apparent
movement from the center to
the edges of an image. Dense
optical flow is estimated
properly
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8 Summary

The presented solution has significant potential for further development. The first
suggestion is to use faster external memory, which would allow implementation of
advanced algorithms. In addition, good way of further improvement would be the
functionality of communicating via the Ethernet interface. This would allow
communication with a computer, which would create an opportunity to implement
better testing methods.

The most important advantage of the implemented solution is its compactness.
The whole system is based on FPGA, cameras, and external memory and is
completely independent of the computer, which creates a possibility of using the
solution in many branches of contemporary industry, from close circuit surveil-
lance, to advanced military applications [29–32]. Computing of dense optical flow

(a)

(b)

(c)

Fig. 13 Comparison of
results of dense motion
estimation. a Source video,
b Lucas-Kanade, c real-time
implementation of M2
method. The observer is
moving away from captured
object, so all of the movement
is directed towards center of
the image
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creates possibility to distinguish moving objects from the background, by masking
of the image acquired by a camera with estimated optical flow. Thanks to that,
objects such as a car or a person may be easily tracked, isolated and identified, with
the support of identification algorithm. Moreover, the determined dense optical flow
can be found as useful in visual odometry [33], which stands for determination of
displacement of an observer, based on visual information. An example of military
application of presented solution may be use of optical flow as a support for infrared
camera systems of UAVs. Thermography [34] allows detection of objects based on
the heat emitted by the objects, in form of infrared radiation. However, nowadays a
state-of-the-art solutions to reduce the emitted radiation are being researched. The
solutions are known as thermal camouflage. An example of a solution which uses
that type of camouflage can be the direct fire support vehicle developed by
OBRUM, in partnership with the British BAE Systems. Determination of dense
optical flow allows the isolation of such an object on the basis of the image obtained
by the casual camera.

In conclusion, the problem of real-time hardware implementation of dense
optical flow algorithm, has proven to be extremely difficult and challenging task.
The problems encountered during implementation are hardware limitations, namely
FPGAs low capability of storing large blocks of data, which resulted in the need of
utilization of external memory. External memory, which is available on the
Nexys3 FPGA board, is incapable of maintaining rapid switching between read and
write operations. This limited the possibility of using advanced dense motion
estimation algorithms. An effect of that limitation is implementation of proposed
methods, which are not free of drawbacks. The implemented methods have shown
their susceptibility to a number of external factors, such as noise, or, as in the case
of the first proposed method, changes of global brightness between consecutive
frames. The achieved result is the ability of processing maximum 830,000 pixels
per second. This number determines the implementations capability of real-time
processing. However, testing process of the hardware implementation allowed to
confirm the validity of the assumption, that it is possible to implement real-time
dense optical flow estimation, based on FPGA programmable logic device, and
obtained information is useful for the observer. Implemented algorithms are able to
detect changes in successive frames of video sequences, and determine direction of
detected movement.
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GPU-Based Parameters Estimation
for Anisotropic Diffusion

Mariusz Domżał, Artur Ryt, Dawid Sobel, Jan Kwiatkowski,
Karol Jędrasiak and Aleksander Nawrat

Abstract Anisotropic diffusion is well-known edge-preserving noise removing
filter. Unfortunately, estimating parameters of this method can cause some prob-
lems. We aimed to find efficient solution to resolve this issue and decided to use
GPU compute ability, because of that almost every operation is performed on GPU
in parallel. It let us to estimate each parameter in short relatively short time. That
algorithm may in future find use in everything that require noise reduction in image.

Keywords Anisotropic diffusion � GPU-based � Parameters estimation

1 Introduction

Nowadays many algorithm that are concerned in image processing require way to
eliminate noise from the image. Anisotropic diffusion can remove noise, if right
parameters are chosen. Wrong ones can leave image with not removed noise or
distorted and one set of parameters is not universal, because of that there is need to
estimate them for each image. Unfortunately it is highly time-consuming in case of
CPU, this leads to use of GPU, as its computational power is even hundreds times
higher [1–5]. Anisotropic diffusion can serve also to identify textures or objects and
segment image. Parameter estimation using GPU computational power is estab-
lished practice [6–9].
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2 Algorithm

Algorithm is based on modified original paper from Perona and Malik [10]. Values
of Laplacian were calculated for 8 neighbours of each pixel. Additionally, algo-
rithm estimates gradient threshold parameter K as 90 % of Canny noise estimator
(as Perona and Malik suggested) [11]. Quality of image denoising is measured by
PSNR (Peak Signal-to-Noise Ratio) [12], which is computed in every iteration.
Moreover, PSNR is used by the algorithm to choose number of iterations, which
will restore image to the best quality. Algorithm is split into 3 steps: firstly, it
processes image for chosen number of iterations (N) and computes PSNRs of
obtained images, which are stored in a vector. Secondly, after the Nth iteration,
index of highest PSNR value is extracted from the vector, assume that is M. In the
last, third part, algorithm processes starting image again in M iterations (Fig. 1).

Fig. 1 Flowchart of
algorithm
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3 Implementation

Implementation is based on nVidia developed technology, CUDA [13]. Most of
calculations were done by GPU, mainly by using Thrust library. For calculation of
gradient and anisotropic diffusion separate kernels were created. Each thread
(instance of kernel), processes only one pixel and, because of considerable number
of processors, computations are performed significantly faster than using traditional
CPU (Figs. 2 and 3).

4 Tests

For each image the number of iterations in the first phase was set to 500.
Because of high dependence on image of the third phase of algorithm, only time

of processing the first part had been taken into account.
The calculations were performed on a personal computer with an AMD

Phenom II X4 3.2 GHz, 8 GB RAM, graphics card NVIDIA GeForce GTX 480 and
64-bit operating system Windows 7 Professional.

1. Calculate 
difference 
between 

corresponding 
pixels of perfect 

image and 
noisied with 

Thrust

2. Compute MSE 
as mean square 

of received 
values, also 

parallelly with 
Thrust

3. Compute PSNR 
from value of 

MSE

Fig. 3 Computing PSNR

1. Compute 
gradient with 

Sobel operators 
for each pixel 

paralelly

2. Compute 
mean square 
with help of 

Thrust

3. Set K as 90% 
of value of 
calculated 

mean square

Fig. 2 Computing gradient threshold parameter K
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Fig. 4 a Original image, images below on the left are noised and on the right are results.
b σ2 = 0.01, c σ2 = 0.05, d σ2 = 0.1, resolution 640 × 480, the highest PSNR on was obtained in
b 25th, c 24th and d 25th iteration
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Fig. 5 Similarly as in Fig. 4, the same variance of noise, resolution 1024 × 768, the highest PSNR
on b 180th iteration and c and d 500th
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Fig. 6 Similarly as in Figs. 4 and 6 (noise variance too), resolution 963 × 640, the highest PSNR
on 8th iteration in each case
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5 Summary

The outcome of testing process was observation of one flaw of result images. An
exiguous amount of noise was left every time, but it can be almost completely
removed with utilization of median filter [14]. Taking into account set number of
iterations, the time of processing was relatively short, because most of images had
not required so much processing (Figs. 4 and 8). Presented GPU-based results
suggest that it is possible to apply the presented method in real-life applications e.g.
preprocessing for visual-based control of UAVs [15–18] or tracking pedestrians
[19] (Figs. 7, 9, and 10).

64

66

68

70

72

74

0 100 200 300 400 500

P
S

N
R

Number of iteration

variance 0.01

variance 0.05

variance 0.1

maxPSNR

180

Fig. 8 PSNR of image from Fig. 5 in each iteration

66

68

70

72

74

76

78

0 2 4 6 8 10 12 14 16 18 20

P
S

N
R

Number of iteration

variance 0.01

variance 0.05

variance 0,1

max PSNR

Fig. 9 PSNR of image from Fig. 6 in each iteration

0
250
500
750

1000
1250
1500

Fig. 4 640x480 Fig. 5 1024x728 Fig. 6 963x640

ti
m

e 
[m

s]

Fig. 10 Average processing time

GPU-Based Parameters Estimation for Anisotropic Diffusion 115



Acknowledgment This work has been supported by Applied Research Programme of the
National Centre for Research and Development as a project ID 178438 path A—Costume for
acquisition of human movement based on IMU sensors with collection, visualization and data
analysis software.

References

1. Jędrasiak K., Nawrat A.: The comparison of capabilities of low light camera, thermal imaging
camera and depth map camera for night time surveillance applications. In: Advanced
Technologies for Intelligent Systems of National Border Security, pp. 117–128 (2013)

2. Jędrasiak, K., Daniec, K., Nawrat, A., Koteras, R.: Wykorzystanie kamer termowizyjnych w
systemach dozoru wizyjnego infrastruktury krytycznej sieci dystrybucyjnych gazu, Przegląd
Elektrotechniczny, vol. 88, pp. 90–97 (2012)

3. Sobel, D., Jędrasiak, K., Daniec, K., Wrona, J., Jurgaś, P., Nawrat, A.: Camera calibration for
tracked vehicles augmented reality applications. In: Innovative Control Systems for Tracked
Vehicle Platforms, pp. 147–162 (2014)

4. Kuś, Z., Nawrat, A.: Object tracking in a picture during rapid camera movements. In: Vision
Based Systems for UAV Applications, Studies in Computational Intelligence, vol. 481,
pp. 77–91. ISBN: 978-3-319-00368-9, 2013

5. Jedrasiak, K., Andrzejczak, M., Nawrat, A.: SETh: the method for long-term object tracking,
computer vision and graphics. Lecture Notes in Computer Science, vol. 8671, pp. 302–315
(2014)

6. Sharma, S.: Parameter Estimation for System Biology Models on GPU Clusters. North
Carolina State University (2013)

7. Bereska, D., Daniec, K., Jędrasiak, K., Nawrat, A.: Gyro-stabilized platform for multispectral
image acquisition. In: Vision Based Systems for UAV Applications, Studies in Computational
Intelligence, vol. 481, pp. 115–121. ISBN: 978-3-319-00368-9, 2013

8. Sroka, M., Ściegienka, P., Babiarz, A., Jaskot, K.: Prototyp bezzałogowego pojazdu
podwodnego – układ stabilizacji i utrzymania zadanego kursu, Przegląd Elektrotechniczny,
vol. 89, pp. 205–217 (2013)

9. Jaskot, K., Babiarz, A., Sroka, M., Ściegienka, P.: Prototyp bezzałogowego pojazdu
podwodnego – konstrukcja mechaniczna, panel operatora, Przegląd Elektrotechniczny, vol.
89, pp. 52-67 (2013)

10. Perona, P., Malik, J.: Scale-space and edge detection using anisotropic diffusion. IEEE Trans.
Pattern Anal. Mach. Intell. 12(7) (1990)

11. Canny, J.: A computational approach to edge detection. IEEE Trans. Pattern Anal. Mach.
Intell. PAMI-8(6) 1986

12. Quan, H.-T., Mohammed, G.: Scope of validity of PSNR in image/video quality assessment.
Electron. Lett. 44(13) 2008

13. Nvidia, C.U.D.A.: Nvidia cuda c programming guide. NVIDIA Corporation 120 (2011)
14. Andrzejczak, M., Ulinowicz, M.: Filtration and integration system (FIS) for navigation data

processing based on Kalman filter. In: Intelligent Systems 2014, pp. 203–2010 (2015)
15. Iwaneczko, P., Jedrasiak, K., Daniec, K., Nawrat, A.: A prototype of unmanned aerial vehicle

for image acquisition, computer vision and graphics. Lecture Notes in Computer Science, vol.
7594, pp. 87–94. Springer (2013)

16. Kuś, Z., Nawrat, A.M.: The limitation for the angular velocity of the camera head during
object tracking with the use of the UAV. In: Innovative Control Systems for Tracked Vehicle
Platforms, Studies in Systems, Decisions and Control, vol. 2, pp. 127–145 (2014)

116 M. Domżał et al.



17. Kuś, Z., Nawrat, A.M.: Camera head control system with a changeable gain in a proportional
regulator for object tracking. In: Innovative Control Systems for Tracked Vehicle Platforms,
Studies in Systems, Decisions and Control, vol. 2, pp. 105–125 (2014)

18. Babiarz, A., Bieda, R., Jaskot, K.: A distributed control group of mobile robots in a limited
area with a vision system. In: Vision Based Systems for UAV Applications, Studies in
Computational Intelligence, vol. 481, pp. 157–175. ISBN: 978-3-319-00368-9, 2013

19. Jedrasiak, K., Nawrat, A., Daniec, K., Koteras, R., Mikulski, M., Grzejszczak, T.: A prototype
device for concealed weapon detection using IR and CMOS cameras fast image fusion,
computer vision and graphics. Lecture Notes in Computer Science, vol. 7594, pp. 423–432.
Springer (2013)

GPU-Based Parameters Estimation for Anisotropic Diffusion 117



An Evaluation of SETh—The Method
for Long-Term Feature Tracking

Karol Jędrasiak and Aleksander Nawrat

Abstract The chapter presents a novel long-term object tracking method called
SETh. It is an adaptive tracking by detection method which allows near real-time
tracking within challenging sequences. The algorithm consists of three stages:
detection, verification and learning. In order to measure the performance of the
method a video data set consisting of more than a hundred videos was created and
manually labelled by a human. Quality of the tracking by SETh was compared
against five state-of-the-art methods. The presented method achieved results com-
parable and mostly exceeding the existing methods, which proves its capability for
real life applications like e.g. vision-based control of UAVs.

Keywords Object tracking � Long-term tracking � Adaptive � Image processing

1 Introduction

The modern world is full of cameras placed in supermarkets, banks, or on the
streets. Each of these cameras record movies in the form of a compressed image
sequence. A huge number of recorded information makes it impossible to be ver-
ified by human. Therefore there is a need for an automatic method of analysis of the
sequences. One of the main issues associated with this problem is the problem of
tracking objects in image sequences. For a human it is considered a simple task, but
for machine it is rather a complicated process because of the need for the extraction
of the data from the image [1–3].
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Currently, algorithms for tracking objects of interest between the individual
frames have reached a certain level of maturity allowing accurate tracking of the
objects under the assumption that the objects does not change its shape and
appearance. Such restrictions are not met in real scenarios therefore the existing
algorithms for long-term tracking are disappointing. Changes in the appearance of
the tracked object requires a certain way of updating detection module to the new
conditions. Development of a new method for long-term objects tracking is moti-
vated by the fact that less than one percent of the recorded surveillance video is ever
watched [4, 5]. The use of automated analysis of recorded material is particularly
important in the crises situations, such as terrorist attacks. For example, a review of
video material of bombings in Dubai in 2010 by a human lasted for several weeks,
where the automatic analysis of materials of attack in Boston lasted only three days.
The article presents a novel object tracking method which is computationally
straightforward and performs in near real-time. It consists of three consecutive
phases: detection, verification and learning in a way inspired by semi-supervised
methods. The proposed approach and the developed algorithms were verified using
a comprehensive set of prepared test sequences consisting of both synthetic and real
scenes [6–10].

2 Literature Review

The term “method for object tracking” is defined as any method aimed to estimate
the trajectory of a moving object being tracked in a sequence of images. The task of
the tracker is to assign consistent labels to the tracked object in a sequence of
consecutive frames [11]. Object tracking is, however, complex, e.g. due to the
following problems [12]: the loss of information caused by projection of the 3D
world on a 2D one; noise in the images; complex motion of objects; loose or
articulated nature of the shape of objects; partial or complete occlusion of the
tracked object; complicated shape of objects; changes in scene illumination; time
constraints related to the real-time processing.

Visual tracking is considered one of the fundamental problems in computer
vision. It is used in e.g. vision surveillance, human-computer interactions, navi-
gation of unmanned objects, or issues related to the expanded reality [13]. Some
tracking applications assume that the tracked object is known in advance, which
allows to use the knowledge during the process of designing the tracking method.
However, majority of the methods allows to track any object determined during the
algorithm work time [12].

Below are presented some of the object tracking methods considered as the
state-of-the-art reference methods. One of the most popular algorithms for tracking
of the visual features is the algorithm called the Lukas-Kanade Tracker (KLT) [14].
The algorithm allows tracking features between subsequent images of the sequence.
KLT can be divided into two main phases: detection of features and tracking.
Detection of characteristic points is usually implemented using the autocorrelation
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method, e.g. Harris corner detector. Localization of feature points is found by
identifying for each of the points the translation vector that minimizes the difference
between the measure computed within a rectangular window centered around
analyzed in pixels.

TLD method [15] (Tracking-Learning-Detection) is able to unequivocal state
whether the defined in the first frame of a sequence tracked object is within the
camera view or not. TLD method assumes that the long-term tracking of objects
should consist of three phases: tracking, learning and detection. Tracking is realized
by the Median-flow-tracker [16]. The task of the detection is independent of the
tracking. NCC was used for the purpose. The detector can commit two types of
errors: false positive and false negative. The task of the learning element is the
observation of the tracker and detector and estimation on the basis error of detection
and generation of new training samples in order to reduce the impact of the
identified errors in the future.

FRAGtrack algorithm [17] assumes that the tracked object is represented by
multiple image fragments. Each fragment vote regarding the probable position and
the scale level of the tracked object by comparing the histogram of their area to the
histogram of the tracked object from the first frame. The approach based on voting
allows to track during partial occlusion or changes in pose of the tracked object.
The authors emphasize that the proposed method is characterized by the constant
computational complexity regardless of the size of the object being tracked.

VTD tracking method [12] according to the authors allows to track objects at the
same time changing the appearance and character of the movement. The solution
assumes the division of tracking tasks in two stages: defining the model of
observation and tracking its movement. Sparse PCA is calculated on a set of basic
patterns of motion and appearance features. Tracking is also composed of a number
of tracking compound elements where each of them realize tracking of different
type of object changes. Results returned by tracking elements are further combined
into one by usage of IMCMC (Interactive Markov Chain Monte Carlo).

The authors in [18] note that the tracking methods based on detection are largely
based on a classifier, which task is to distinguish an object from its background.
Even small errors in tracking element can cause the erroneous determination of
training samples of the classifier and in the result cause a drift of the solution. The
authors present the solution where they use the method called MIL Track (Multiple
Instance Learning Tracking) instead of the typical supervised learning.

3 SETh

Among many groups of different methods of tracking one of the most convenient
for the user with simultaneously some of the best tracking results is the group of
tracking by detection [19, 20]. Typically, the object of interest is visible in the frame
for considerable amount of time. However, there is a high probability that in
a non-zero time the object is outside the view of the camera. It is assumed that in the
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first frame of a sequence a rectangular area of interest for tracked object is selected
and the aim of the tracking algorithm is to detect the object of interest in successive
frames of a sequence or to specify that the object is not visible in the image. Stream
processing is done frame by frame, and the process time can be infinitely long. Thus
defined tracking is known as long-term tracking [15]. Long-term tracking is difficult
due to, e.g. problem of determining whether an object is within the field of view of
the camera. This problem belongs to the complex ones, as the tracked object at that
time could change the position, orientation, or appearance, therefore its appearance
known from the first frame of the sequence may become obsolete [21]. As another
important problem we can identify resistance of the tracking algorithm to changes
in a camera position, lighting conditions, partial and total occlusion and moving
background and finally, reducing the time of processing. The long-term tracking is
widely considered as a combination of two phases: tracking and detection [15].

The proposed algorithm is derived from the family of methods of tracking by
detection, generalized by updating the model of both tracked object and its closest
surroundings. The developed algorithm for long-term tracking, SETh [22], is based
on many years of experience and researches of the author [23–25].

The algorithm is initialized, and then executed sequentially in three successive
phases: detection, verification, and learning. SETh algorithm is used to determine
the position of the object being tracked or unequivocal statement that the object is
not visible in the image. The algorithm allows tracking in a manner inspired by the
semi-supervised methods, i.e., the operator in the first frame to track of the
sequence indicates the area of interest containing the object to be tracked. In
subsequent frames of the sequence the task of the algorithm is to track the position
of the object without any additional information (Fig. 1).

During the detection step the goal is to detect features in the image, and then
assign them to the appropriate labels: object, background or indeterminate features.
The result of this step are sets: T—features of the object, B—features of the
background and Z unrecognized features so far.

An important element of the presented algorithm is a method for detection of
features. The ideal detector is defined as possibly computationally simple method
for finding the areas of the image possible to detect reproducibly regardless of the
change in the point of view of the camera and at the same time resistant to all
possible types of transformation. Currently, the closest to the prescribed require-
ments and with shortest computation time is BRISK detector [26]. Therefore, it was
decided to use it as an element of the proposed long-term tracking algorithm.

Fig. 1 Algorithm overview schema
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BRISK is insensitive to scaling and rotation due to the addition of local maxima
search step not only in image space, but also in the scale space.

Detected features have to be described by a descriptor that allows them to be
uniquely compared. Description of the detected features should provide plenty
uniqueness of the description, be computed efficiently and allows to timely and
accurately compare the descriptor with a large set of data. All these advantages are
met by FREAK descriptor described in [27]. FREAK was created based on the
inspiration of information processes occurring in the human retina. FREAK
descriptor is an efficient way to describe the feature by a cascade of binary string
numbers calculated on the basis of differences in brightness in the area similar to the
human retina sampling area. The sampling pattern which is used is circular and the
points closer to the center have a higher density distribution. The density of
occurrence decreases exponentially with the distance from the center of the feature
which is described. Binary string of FREAK descriptor F (1) is a one-bit sequence
coding differences in Gaussian function (DoG):

F ¼
X

0� a�N

2aT Pað Þ; ð1Þ

T Pað Þ ¼ 1; I Pr1
a

� �� I Pr2
a

� �� �
[ 0;

0; otherwise;

�
ð2Þ

where Pa is a pair of receptive fields, and N is the desired length of the descriptor,
I Pr1

a

� �
is a smooth function of a Gaussian brightness value of the first pair of

reception field Pa. Combinations of several tens of pairs of fields result in the
thousands of possible pairs of which 512 are selected by the decorrelation.

According to the scheme of the algorithm detected and described features have
to be assigned to T, B and Z sets on the basis of comparisons with the features of
the object from the previous frame of the tracked object T0 and the background B0.

The main objective of the verification phase is the selection of the correct
position of the object, from the proposed by the stage of detection, and to determine
the certainty level mF. Simplified schema of the verification phase is shown in
Fig. 2.

Features belonging to a group with confidence level above the thresholds c1 and
c2 are passed on to the stage of learning which update the model for binary clas-
sification of features between the object and the background. If there were not
enough features detected during the detection phase an alternative calculations are
made in order to face the problem.

The detected features are labeled as object contained in the set T may indicate
multiple localizations of the object being tracked. The observed scene may contain
more than one object identical to the tracked. In addition, the detected characteristic
points in the face of noise can be detected incorrectly. For this reason, the detection
and matching of characteristic points is insufficient to determine the correct position
of the object.
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Fig. 2 Simplified schema of the verification stage of SETh long-term tracking method
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It is therefore required to specify unknown number of areas in a way resistance to
noise and outliers. It is assumed that incorrect matches are distant from each other in
Euclidean distance sense. For the purpose an unsupervised learning method
DBSCAN was used [28]. The following parameter values were chosen: Minpts = 3,
because a group of three points can be described by the minimal area rectangle;
Eps = 61, as suggested in a research paper of FLIR company [29], where measured
the minimal number of pixels sufficient for recognition of a person from the distance
of 45 m. Discovered N groups g in a set T were labeled Ttym. The tracked object is
labeled using Feret box with a center in a point c(x, y) in a first frame of sequence, so
in each successive frame the detected area is also bounded by a rectangle. For each
features in each group g in the set T it is required to describe the minimal area
rectangle ri with a center in point ci(x, y). The problem of finding the minimal area
rectangle bound given set of points has been solved using the SGPRC [30] method.

Analyzed during the verification phase of the algorithm areas potentially con-
taining the tracked object Poi are defined on the basis of predefined groups gi,
describing them rectangles ri, rib, detected and labeled background PB

oi and object

features PT
oi , as data structures consisting of the following elements:

Poi ¼ fri; rib;PT
oi ;P

B
oi ;P

T2
oi ;P

B2
oi g, where PT2

oi and PB2
oi are initially blank sets in

which the classified features from the Z set would be placed.
In order to attach the labels to the features from the Z set a non-linear SVM

classifier with RBF kernel function and c ¼ 3 is used. The classifier is trained in a
supervised manner during the initialization phase. Features from the Z are classified
and distributed between features set PT2

oi and background set PB2
oi . For each potential

position of the tracked object a measure of area significance mF is computed. The
measure is a weighted average of four partial measures introduced in order to face
the typical long-term tracking. Measure m1 allows to determine the ratio of back-
ground matching for the evaluated Poi . The measure is calculated according to the
formula (3). Measure m2 determines the degree of the evaluated Poi similarity to the
current model of the object being tracked (4). Measure m3 allows the correct
detection of the object being tracked in case of detection of multiple identical
objects. It is based on the assumption of a certain continuity of motion and is
expressed as the Euclidean distance (5). Measure m4 determines the ratio of object
features matching for the evaluated Poi (6).

m1 ¼
PB
oi

�� ��þ PB2
oi

�� ��
Bj j þ TB2

ð3Þ

m2 ¼
PT2
oi

�� ��
TT2

ð4Þ

m3 ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cix � cxð Þ2þ ciy � cy

� �2q

L
ð5Þ
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m4 ¼
PT
oi

�� ��
Tj j ð6Þ

TB2 ¼
XN
i¼1

PB2
oi

�� ��; ð7Þ

TT2 ¼
XN
i¼1

PT2
oi

�� ��; ð8Þ

L ¼
XN
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cix � cxð Þ2þ ciy � cy

� �2q
: ð9Þ

The values of all measurements were normalized to a closed interval from zero
to one. For this purpose the following auxiliary variables (7)–(9) were introduced.
The final measure mF is calculated in accordance to the following formula:
mF ¼ am1 þ bm2 þ cm3 þ dm4, where a, b, c, d are the weight coefficients of each
partial measure. In the study the following coefficient values were used: a ¼ 0:3,
b ¼ 0:1, c ¼ 0:1, d ¼ 0:5. The values a and d were as greater in order to emphasize
the significance of the feature descriptors matching with respect to additional
heuristics.

The tracked object is considered to be the potential object Poi characterized by
the highest value of the final measure mF. If the value of the final measurement is
above the cut-off c1 we assume that one can update the sets of object T0 and
background B0 features. Experimentally determined value c1 ¼ 0:3. In addition, it
is recognized that above this cut-off background features are further passed to the
learning phase of the algorithm. The significance level mF above the cut-off c2 is
considered reliably and above it all the object and background features are further
passed to the learning phase of the algorithm. Experimentally determined value of
c2 is 0.7.

Alternatively, if there are no more than two features in the set T we suggest to
conduct countermeasure based on the background features matching. The procedure
is based on the observation that a moving object on the stage is not fully inde-
pendent. Its presence affects the other elements of the scene by changing the
reflection of light, generating shadows, shielding some area from rain, etc.
Classically this phenomenon is seen as negative, hindering the process of object
tracking. Here however, we assume that there is the tracked object visible in the
image, however due to dynamic change of appearance the matching process didn’t
succeed but there is still a possibility that the object is within the best matched
background area of interest. In order to point out the localization we classify the
features within the matched area and treat the result as a temporary good hint.

The long-term tracking requires updating a representation of the object being
tracked in order to ensure its quality in the face of changes occurring in appearance
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of the object. Goal of the learning phase is to iteratively build a model represen-
tation of the tracked object based on consecutive frames of the video stream.
Features within T0, B0 sets selected during verification phase are used to teach
nonlinear kernel SVM classifier with RBF kernel with c selected as three.

4 Tests

An important problem from the point of view of the effectiveness of tracking
algorithms is the method for evaluating the acquired results. There are applications
of both the qualitative and quantitative analysis. The following measures were
inspired by the known from the literature measures [15, 31, 32]. Used measures are
based on the sequence length L, determined by the human expert reference ground
truth labeled RG, area of interest computed by the tracking method labeled RW, the
number of correct indications sP, such frames as the value �OR [ 50 %, the total
number of indications labeled s. There is used a measure of compliance called
overlap ratio defined as the weighted ratio between the RW and RG areas called eOR
(10), measure of the ratio of the number of correct indications to the length of the
sequence is denoted by eSR (11), measure of the location error calculated as the
Euclidean distance between the center of the RW and RG denoted by eLO (12),
average error value computed as an arithmetic mean of localization error, labeled as
eALO (13).

eOR ¼ 2
RG \RWj j
RGj j þ RWj j ; ð10Þ

eSR ¼ sP
L
; ð11Þ

eLO ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RGx � RWxð Þ2þ RGy � RWy

� �2q
; ð12Þ

eALO ¼ 1
L

XL
i¼1

eLOi ð13Þ

Acquired results by the proposed long-term tracking method SETh were com-
pared against reference methods. For comparisons the publicly available for
research purposes implementations of the selected methods were used. There were
five state-of-the-art reference methods selected for comparison: Lukas Kanade
Tracker, labeled in results as KLT; Tracking-Learning-Detection, labeled in results
as TLD; FRAGTrack, labeled in results as FRAG; Visual Tracking Decomposition,
labeled in results as VTD; Multiple Instance Learning Tracking, labeled in results
as MIL Track.
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Due to the limitations of length of the article only selected representative test
results are presented from a set of total 102 test sequences. There have been hand
annotated over 25500 frames. All sequences are documented and the data set has
been made available to the public [33].

The calculations were performed on a personal computer with an Intel Core i5
2.4 GHz, 8 GB RAM, graphics card NVIDIA GeForce GT 525 M and 64-bit
operating system Windows 7 Professional.

The acquired results of comparison of tracking quality of SETh and reference
state-of-the-art method are presented in Fig. 3. It can be observed that presented
SETh method was able to track the object during the whole sequence. It is worth to
mention that other methods lost their target and had problems with tracking
reinitialization. Computed measures (Fig. 4) present that both the highest locali-
zation precision and the lowest average error were scored by presented SETh
method. Second result is taken by VTD and surprisingly the last place was reserved
for TLD method.

In Fig. 5 visual results of object tracking during car driving are presented. The
camera was attached to the head of the driver (glasses). It can be observed that all
tracking methods except the proposed SETh and TLD methods failed. It is worth to
notice that the presented SETh method is invariant to rotation and scale. However it
is vulnerable to low contrast and visible in the frame 169. It can be observed that
regardless the short error in tracking the proposed method was able to correctly
reinitialize tracking.

Fig. 3 Visual comparison of tracking results for rts sequence
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Fig. 4 Comparison of measures test sequences for rts sequence

Fig. 5 Visual comparison of tracking results for car sequence
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Computed measures for the car sequence are presented in the Fig. 6. It can be
noticed that the best results as supposed were acquired by SETh and TLD methods,
which are able to reinitialize tracking after failure (Figs. 7, 8, 9, 10, 11, 12, 13, 14,
15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36,
37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58,
59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77 and 78;
Tables 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23,
24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35 and 36).

The proposed SETh method was compared in terms of computation time against
the five reference state-of-the-art methods. The computed average time of pro-
cessing is presented in the Fig. 79. KLT method was able to compute its output in
real-time without any further optimizations. The rest of the methods achieved
similar results in the range starting from 100 to 1000 ms. Indisputably the worst
time of computation, which was over 6000 ms was scored by VTD method. It is
worth to mention that video sequences used for measurements were 1280 × 720
pixels.

Fig. 6 Comparison of measures test sequences for car sequence
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Fig. 7 Visual comparison of tracking results for test sequence

Fig. 8 Comparison of measures test sequences for test sequence
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Table 1 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.73203 95.502 0.73203 0.73203

TLD 1 29.123 1 1

FRAG 0.3268 295.55 0.3268 0.3268

VTD 1 9.7787 1 1

MIL 0.65359 62.4247 0.65359 0.65359

SETh 1 10.726 1 1

Fig. 9 Visual comparison of tracking results for test sequence
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Fig. 10 Comparison of measures test sequences for test sequence

Table 2 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0 173.66 0 0

TLD 0.86207 81.185 1 0.92593

FRAG 0.27969 337.31 0.28077 0.28023

VTD 0.54406 254.35 0.54406 0.54406

MIL 0.54406 284.23 0.54406 0.54406

SETh 0.90038 135.6 0.90038 0.90038
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Fig. 11 Visual comparison of tracking results for test sequence

Fig. 12 Comparison of measures test sequences for test sequence
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Table 3 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.012397 319.47 0.012397 0.012397

TLD 0.10744 581.54 1 0.19403

FRAG 0.88017 107.18 0.88382 0.88199

VTD 0.049587 202.65 0.049587 0.049587

MIL 1 89.59 1 1

SETh 0.67769 45.658 0.67769 0.67769

Fig. 13 Visual comparison of tracking results for test sequence
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Fig. 14 Comparison of measures test sequences for test sequence

Table 4 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.58498 112.43 0.58498 0.58498

TLD 0.0079051 744.78 1 0.015686

FRAG 0.2332 338.17 0.23413 0.23366

VTD 0.917 61.202 0.917 0.917

MIL 0.27668 329.39 0.27668 0.27668

SETh 0.97628 74.423 0.97628 0.97628
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Fig. 15 Visual comparison of tracking results for test sequence

Fig. 16 Comparison of measures test sequences for test sequence
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Fig. 17 Visual comparison of tracking results for test sequence

Table 5 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.84279 154.14 0.84279 0.84279

TLD 0.55895 318.76 1 0.71709

FRAG 0.99563 67.474 1 0.99781

VTD 0.9738 53.679 0.9738 0.9738

MIL 1 65.723 1 1

SETh 0.29258 35.294 0.29258 0.29258
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Fig. 18 Comparison of measures test sequences for test sequence

Table 6 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.38956 148.19 0.38956 0.38956

TLD 0.11245 628.59 0.7 0.19377

FRAG 0.30522 366.08 0.30645 0.30584

VTD 0.53414 111.01 0.53414 0.53414

MIL 0.48193 355.94 0.48193 0.48193

SETh 0.93574 73.023 0.93574 0.93574
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Fig. 19 Visual comparison of tracking results for scale test sequence

Fig. 20 Comparison of measures test sequences for scale test sequence
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Table 7 Comparison of measures test sequences for scale test sequence

εSR εALO εPR εF
KLT 0 99.073 0 0

TLD 1 44.453 1 1

FRAG 0.30453 102.96 0.30579 0.30515

VTD 0.41975 357.43 0.41975 0.41975

MIL 0.11111 133.68 0.11111 0.11111

SETh 0.53498 39.535 0.53498 0.53498

Fig. 21 Visual comparison of tracking results for scale test with textured background sequence
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Fig. 22 Comparison of measures test sequences for scale test with textured background sequence

Table 8 Comparison of measures test sequences for scale test with textured background sequence

εSR εALO εPR εF
KLT 0.021368 252.75 0.021368 0.021368

TLD 0.88034 47.127 1 0.93636

FRAG 0.15812 415.47 0.2 0.17661

VTD 0.26923 307.47 0.26923 0.26923

MIL 0.16667 392.63 0.16667 0.16667

SETh 0.38889 276.83 0.38889 0.38889
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Fig. 23 Visual comparison of tracking results for rotation test sequence

Fig. 24 Comparison of measures test sequences for rotation test sequence
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Table 9 Comparison of measures test sequences for rotation test sequence

εSR εALO εPR εF
KLT 0.25 183.71 0.25 0.25

TLD 0.0039683 689.29 1 0.0079051

FRAG 0.28175 243.13 0.28287 0.28231

VTD 0.38095 134.31 0.38095 0.38095

MIL 0.10317 381.85 0.10317 0.10317

SETh 0.65476 35.687 0.65476 0.65476

Fig. 25 Visual comparison of tracking results for lighting conditions test sequence
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Fig. 26 Comparison of measures test sequences for lighting conditions test sequence

Table 10 Comparison of measures test sequences for lighting conditions test sequence

εSR εALO εPR εF
KLT 0.48945 269.05 0.49153 0.49049

TLD 0.96203 51.844 1 0.98065

FRAG 0.99156 24.363 1 0.99576

VTD 0.47679 263.38 0.47881 0.4778

MIL 0.99578 63.632 1 0.99789

SETh 0.092827 55.855 0.092827 0.092827
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Fig. 27 Visual comparison of tracking results for rotation test sequence with textured background

Fig. 28 Comparison of measures test sequences for rotation test sequence with textured
background
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Table 11 Comparison of measures test sequences for rotation test sequence with textured
background

εSR εALO εPR εF
KLT 0.17004 314.2 0.17004 0.17004

TLD 0.18623 246.52 1 0.31399

FRAG 0.40486 251.37 0.4065 0.40568

VTD 0.20648 289.03 0.20648 0.20648

MIL 0.24696 197.42 0.24696 0.24696

SETh 0.12955 563.52 0.12955 0.12955

Fig. 29 Visual comparison of tracking results for test sequence occlusion
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Fig. 30 Comparison of measures test sequences for test sequence occlusion

Table 12 Comparison of measures test sequences for test sequence occlusion

εSR εALO εPR εF
KLT 0.24096 312.04 0.3871 0.29703

TLD 0.77912 109.8 0.82203 0.8

FRAG 0.99598 16.056 1 0.99799

VTD 1 47.733 1 1

MIL 0.95984 63.693 0.95984 0.95984

SETh 0.51004 54.066 0.51004 0.51004
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Fig. 31 Visual comparison of tracking results for test sequence occlusion with textured
background

Fig. 32 Comparison of measures test sequences for test sequence occlusion with textured
background
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Table 13 Comparison of measures test sequences for test sequence occlusion with textured
background

εSR εALO εPR εF
KLT 0.24803 238.73 0.25 0.24901

TLD 0.5748 217.4 0.79348 0.66667

FRAG 0.91339 83.357 0.917 0.91519

VTD 0.90157 44.599 0.90157 0.90157

MIL 0.85827 78.84 0.85827 0.85827

SETh 0.50394 137.22 0.50394 0.50394

Fig. 33 Visual comparison of tracking results for test sequence full occlusion
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Fig. 34 Comparison of measures test sequences for test sequence full occlusion

Table 14 Comparison of measures test sequences for test sequence full occlusion

εSR εALO εPR εF
KLT 0.0081967 276.87 0.0081967 0.0081967

TLD 0.17623 463.49 0.76786 0.28667

FRAG 0.45492 199.69 0.45679 0.45585

VTD 0.2418 274.23 0.2418 0.2418

MIL 0.30738 264.18 0.30738 0.30738

SETh 0.11885 223.14 0.11885 0.11885

An Evaluation of SETh … 151



Fig. 35 Visual comparison of tracking results for test sequence

Fig. 36 Comparison of measures test sequences for test sequence
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Table 15 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.83871 69.571 0.83871 0.83871

TLD 0.97177 19.783 0.97177 0.97177

FRAG 0.77823 75.371 0.78138 0.7798

VTD 1 17.212 1 1

MIL 0.58871 0.28053 0.58871 0.58871

SETh 0.75806 58.055 0.75806 0.75806

Fig. 37 Visual comparison of tracking results for test sequence
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Fig. 38 Comparison of measures test sequences for test sequence

Table 16 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.064257 287.23 0.064257 0.064257

TLD 0.54217 383.72 0.89404 0.675

FRAG 0.34137 148.75 0.34274 0.34205

VTD 0.11245 340.69 0.11245 0.11245

MIL 0.11245 162.95 0.11245 0.11245

SETh 0.61044 86.789 0.61044 0.61044
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Fig. 39 Visual comparison of tracking results for test sequence

Fig. 40 Comparison of measures test sequences for test sequence
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Table 17 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.89831 26.863 0.89831 0.89831

TLD 1 8.4713 1 1

FRAG 0.88136 24.255 0.88636 0.88385

VTD 1 3.3256 1 1

MIL 1 27.53 1 1

SETh 0.96045 70.834 0.96045 0.96045

Fig. 41 Visual comparison of tracking results for test sequence
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Fig. 42 Comparison of measures test sequences for test sequence

Table 18 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.96653 43.376 0.96653 0.96653

TLD 0.7364 54.515 0.7364 0.7364

FRAG 0.2636 140.45 0.26471 0.26415

VTD 0.68619 76.356 0.68619 0.68619

MIL 0.29707 194.71 0.29707 0.29707

SETh 1 110.93 1 1
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Fig. 43 Visual comparison of tracking results for test sequence

Fig. 44 Comparison of measures test sequences for test sequence
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Table 19 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.43073 231.41 0.43073 0.43073

TLD 0.38539 333.08 1 0.55636

FRAG 0.15869 223.8 0.17166 0.16492

VTD 0.5063 143.38 0.51015 0.50822

MIL 0.30479 294.58 0.30479 0.30479

SETh 0.25945 167.26 0.27321 0.26615

Fig. 45 Visual comparison of tracking results for test sequence
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Fig. 46 Comparison of measures test sequences for test sequence

Table 20 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.21359 106.35 0.21359 0.21359

TLD 0.97735 12.041 0.97735 0.97735

FRAG 0.1877 134.07 0.18831 0.18801

VTD 0.9288 12.215 0.9288 0.9288

MIL 0.17799 129.67 0.17799 0.17799

SETh 0.79612 21.23 0.79612 0.79612
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Fig. 47 Visual comparison of tracking results for test sequence

Fig. 48 Comparison of measures test sequences for test sequence
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Table 21 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0 17.56 0 0

TLD 1 3.139 1 1

FRAG 0.81048 17.527 0.81377 0.81212

VTD 0.97581 5.3883 0.97581 0.97581

MIL 1 15.84 1 1

SETh 0.79032 13.125 0.79032 0.79032

Fig. 49 Visual comparison of tracking results for test sequence
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Fig. 50 Comparison of measures test sequences for test sequence

Table 22 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.94465 13.52 0.94465 0.94465

TLD 1 3.8964 1 1

FRAG 0.33948 25.567 0.34074 0.34011

VTD 0.43542 134.43 0.43542 0.43542

MIL 0.33948 29.453 0.33948 0.33948

SETh 0.53506 34.221 0.53506 0.53506
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Fig. 51 Visual comparison of tracking results for test sequence

Fig. 52 Comparison of measures test sequences for test sequence
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Table 23 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.94186 12.568 0.94186 0.94186

TLD 0.75969 78.659 0.76563 0.76265

FRAG 0.12791 124.43 0.1284 0.12816

VTD 0.26744 32.436 0.26744 0.26744

MIL 0.22093 84.986 0.22093 0.22093

SETh 1 6.3975 1 1

Fig. 53 Visual comparison of tracking results for test sequence
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Fig. 54 Comparison of measures test sequences for test sequence

Table 24 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.20079 127 0.20079 0.20079

TLD 0.47244 298.46 0.87591 0.61381

FRAG 0.019685 679.14 0.019763 0.019724

VTD 0.65748 64.148 0.6627 0.66008

MIL 0.26378 149.34 0.27459 0.26908

SETh 0.52362 160.05 0.52362 0.52362
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Fig. 55 Visual comparison of tracking results for test sequence

Fig. 56 Comparison of measures test sequences for test sequence
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Table 25 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.010638 956.3 0.010638 0.010638

TLD 0.70922 134.03 1 0.82988

FRAG 0.3156 265.39 0.31673 0.31616

VTD 0.06383 507.94 0.064748 0.064286

MIL 0.12057 347.34 0.12057 0.12057

SETh 0.82979 133.13 0.82979 0.82979

Fig. 57 Visual comparison of tracking results for test sequence
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Fig. 58 Comparison of measures test sequences for test sequence

Table 26 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.0014006 322.71 0.0014006 0.0014006

TLD 0.27171 253.05 0.32172 0.29461

FRAG 0.14986 136.54 0.15007 0.14996

VTD 0.046218 216.76 0.046218 0.046218

MIL 0.14986 169.63 0.15007 0.14996

SETh 0.9986 4.4195 1 0.9993
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Fig. 59 Visual comparison of tracking results for test sequence

Fig. 60 Comparison of measures test sequences for test sequence
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Fig. 61 Visual comparison of tracking results for test sequence

Table 27 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.076641 112.97 0.076641 0.076641

TLD 1 3.6137 1 1

FRAG 0.51616 61.245 0.51633 0.51625

VTD 0.47284 128.55 0.47284 0.47284

MIL 0.51616 95.42 0.51633 0.51625

SETh 0.99967 3.742 1 0.99983
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Fig. 62 Comparison of measures test sequences for test sequence

Table 28 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.5708 91.318 0.5708 0.5708

TLD 1 16.411 1 1

FRAG 0.088496 229.39 0.088889 0.088692

VTD 1 7.9347 1 1

MIL 0.088496 104.34 0.088496 0.088496

SETh 0.78761 58.28 0.78761 0.78761
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Fig. 63 Visual comparison of tracking results for test sequence

Fig. 64 Comparison of measures test sequences for test sequence
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Table 29 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.73604 60.5 0.73604 0.73604

TLD 0.95939 26.372 1 0.97927

FRAG 0.78173 18.855 0.78571 0.78372

VTD 0.88832 6.3125 0.88832 0.88832

MIL 0.77157 15.87 0.77157 0.77157

SETh 0.99492 5.696 0.99492 0.99492

Fig. 65 Visual comparison of tracking results for test sequence
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Fig. 66 Comparison of measures test sequences for test sequence

Table 30 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.90377 39.331 0.90377 0.90377

TLD 0.82845 11.928 0.82845 0.82845

FRAG 0.91213 19.075 0.91597 0.91405

VTD 1 8.3407 1 1

MIL 0.98745 16.737 0.98745 0.98745

SETh 1 8.8774 1 1
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Fig. 67 Visual comparison of tracking results for test sequence

Fig. 68 Comparison of measures test sequences for test sequence
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Table 31 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.28287 312.57 0.28287 0.28287

TLD 0.087649 380.98 0.1236 0.10256

FRAG 0.49004 113.96 0.492 0.49102

VTD 0.32271 207.56 0.33061 0.32661

MIL 0.22311 104.72 0.22311 0.22311

SETh 0.97211 54.937 0.97211 0.97211

Fig. 69 Visual comparison of tracking results for test sequence
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Fig. 70 Comparison of measures test sequences for test sequence

Table 32 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0 75.576 0 0

TLD 0.39456 135.19 0.58 0.46964

FRAG 0.2381 102.65 0.2381 0.2381

VTD 0.93878 17.195 0.95172 0.94521

MIL 0 68.248 0 0

SETh 0.87075 15.262 0.87075 0.87075
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Fig. 71 Visual comparison of tracking results for test sequence

Fig. 72 Comparison of measures test sequences for test sequence
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Table 33 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.24786 155.16 0.24786 0.24786

TLD 0.15385 320.35 0.43373 0.22713

FRAG 0.25641 137.27 0.25641 0.25641

VTD 0.52137 104.69 0.52586 0.52361

MIL 0.30342 131.95 0.30342 0.30342

SETh 0.39316 131.86 0.39316 0.39316

Fig. 73 Visual comparison of tracking results for test sequence

180 K. Jędrasiak and A. Nawrat



Fig. 74 Comparison of measures test sequences for test sequence

Table 34 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.14286 42.588 0.14286 0.14286

TLD 0.82313 26.12 0.82313 0.82313

FRAG 0.31293 38.71 0.31293 0.31293

VTD 0.55782 29.971 0.56552 0.56164

MIL 0.35374 33.510 0.35374 0.35374

SETh 0.61224 9.8243 0.61224 0.61224
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Fig. 75 Visual comparison of tracking results for test sequence

Fig. 76 Comparison of measures test sequences for test sequence
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Table 35 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.013384 603.85 0.013384 0.013384

TLD 0.76099 146.21 0.99749 0.86334

FRAG 0.30402 203.57 0.3046 0.30431

VTD 0.043977 374.42 0.043977 0.043977

MIL 0.032505 270.47 0.032505 0.032505

SETh 0.79159 133.09 0.79159 0.79159

Fig. 77 Visual comparison of tracking results for test sequence
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Fig. 78 Comparison of measures test sequences for test sequence

Table 36 Comparison of measures test sequences for test sequence

εSR εALO εPR εF
KLT 0.031128 620.14 0.031128 0.031128

TLD 0.066148 198.95 0.33333 0.11039

FRAG 0.085603 351.06 0.15493 0.11028

VTD 0.038911 380.03 0.041152 0.04

MIL 0.038911 567.03 0.038911 0.038911

SETh 0.1323 143.17 0.15962 0.14468
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5 Conclusions

The chapter presents an excessive evaluation of a novel method for long-term
feature tracking named SETh [34]. The solution performs in a near real-time
consecutive phases: detection, verification and learning. The proposed tracking
method begins with the detection of visual features using BRISK detector and
describing them using FREAK descriptor. The described features are compared
with a set of known features of the object of interest and then clustered by an
unsupervised method in order to determine the amount and areas potentially con-
taining the object. Groups of features labeled as object are used to determine the
region of interest—the potential area of object which surroundings are compared
against the features labeled as background. Utilization during tracking not only
object’s features but background features as well, allows to increase the quality of
tracking of objects characterized by changeable appearance. The object or back-
ground labels are attached to unspecified labels within the potential object’s area
using binary nonlinear SVM. For each potential object final measure consisting of
four partial measures is computed. Final measurement value is double thresholded.
The tracked object is assumed to be a potential object characterized by a highest
value of final measure. The feature points within selected tracked object’s area and
neighborhood is used to update the SVM classifier.

The proposed tracking method SETh was verified on a prepared comprehensive
set consisting of both synthetic and real sequences [35, 36]. Reference value for
tracking quality evaluation was annotated manually by human. Manually annotated
were more than 25’500 frames. Prepared data set has been made available to the
public. SETh tracking method was compared with five state-of-the-art methods and
achieved comparable or superior results, suggesting that it is possible to apply it in
real-life applications e.g. visual-based control of UAVs [37–40] or tracking
pedestrians [41–43].
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National Centre for Research and Development as a project ID 178438 path A—Costume for
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analysis software.

Performance comparison [s]

Fig. 79 Column performance comparison of the selected state-of-the-art tracking methods
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The System for Augmented Reality Motion
Measurements Visualization

Dawid Sobel, Jan Kwiatkowski, Artur Ryt, Mariusz Domżał,
Karol Jędrasiak, Łukasz Janik and Aleksander Nawrat

Abstract The system which allows for visualisation of range of motion exami-
nation has been developed. The visualisation is clear and in simple manner presents
measured angles in the joints. Measurement is based on data from motion capture
system about location of the markers on the patient. Markers are place at key
locations in this way that connection of next three form an angle which vertex is
situated in the joint. Image from the camera directed at the patient is extended by
adding lines, angles and the numerical values of the current value of the angle of
flexion of the limb directly on the limbs of the patient. The accuracy of the mea-
surement depends mainly on the accuracy of the motion capture system and is of
order of tens of micrometres. The precision of the measurement and repeatability is
a advantage of the system because the classical methods based on the use of
goniometer are dependent on the individual interpretation of the physiotherapist. In
addition the test may be carried out in movement such as walking and for more
limbs than one at a time. During of the examination patient is not limited in
movement by the measuring device.

Keywords Range of motion � Camera calibration � Augmented reality � Motion
capture

1 Introduction

Modern medicine is able to deal with many diseases once thought to be incurable.
The development of medical knowledge, familiarity with the human body as well
as new technologies, enables implementation of complicated operations, while the
medical equipment is becoming more and more precise and reliable. Specialised
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tools support the work of a doctor [1], sometimes even replacing him during
operations in which the precision unattainable by a human is required.

One of the basic tests in physiotherapy is examination of the range of motion of
a person, who as a result of an accident or due to some other cause cannot be
physically fit [2]. The range of motion is measured with aid of a tool called
goniometer, which is placed at a patient’s joint, and then with its two movable arms,
the angle formed by the flexion or extension of the limb is determined.
Unfortunately, the measurements carried out with this method are sensitive to the
human factor, i.e. they depend on how the tool is placed at the body and with what
accuracy the value of the angle is read. The measurements done by different people
can also differ and are dependent on individual interpretation. Furthermore, the
examination itself requires restriction of the patient’s movements and, at the same
time, the therapist uses both hands to conduct the measurement. In conjunction with
the above, there is a need for such a method of measurement, which is insensitive to
the reading error and to the interpretation of the measurements results. The new
method should also simplify the measurement as well as give the patient greater
freedom of movement. It would also be great if such measurements could be taken
in motion, in normal conditions during walking, running, jumping, or other exer-
cises [3–9]. It would be even better if there was a possibility of measuring a few or
all the angles simultaneously.

2 Review of Medical Solutions

The main tool used for the measurements of the range of motion is a goniometer
mentioned in the introduction. It is a tool consisting of two arms connected toge-
ther. The arms are placed alongside parts of body between which the angle is to be
measured and then, the angle at which they are positioned is read (Fig. 1a). An
advantage of such solution is the simplicity of the measurement, while a disad-
vantage is that the measurement largely depends on the validity of the reading from
the scale and exactness of placing of the goniometer at the body. Theoretically,
Gajdosik and Bohannon [2] show that by obeying strictly specified procedures a
repeatable and reliable measurement can be made but it is still dependent on
individual interpretation.

Another solution is an electronic goniometer allowing a measurement of the range
of motion with the use of two sensors connected with a spring (Fig. 1b). The device
enables a measurement in one or two planes, it is comfortable, especially on uneven
surfaces of body and does not require constant holding by the doctor as it is attached
directly to the patient. The result of the measurement is precise and can be simply read
in a digital form [12, 13]. Manufacturer of an exemplary device, Biometrics LTD UK
gives the accuracy of the measurement to be ±2° in range ±90° [10].

A laser goniometer HALO (Fig. 1c) has also been introduced in the market. It
stands out due to the ease and speed of the measurement, because it only needs to
be placed over the limb whose range is to be measured, then a button is pressed to
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determine the point of reference. The device needs to be held in the same position
during the movement. At the end of the movement, the result can be read from a
digital display and its accuracy is ±1° [11]. The manufacturer states that such a
solution makes the obtained results independent of the individual measuring
technique for each therapist, because independently of a person, every measurement
is done identically, unlike in a classic goniometer. An additional advantage is
recording of the results in the memory of the device. The only disadvantage that can
be observed is that the result is dependent on how the Halo device is held during the
measurement above or directly on the limb. Because it can never be held over it in
exactly the same position, the obtained results can vary insignificantly.

3 Proposed Solution

The new method of measurement of the range of movement and also processing of
the results is based on the use of the data reading from Motion Capture. Motion
Capture is a system of few or over a dozen of cameras calibrated to one system of
coordinates and directed onto a common space. If in this space an object designated

Fig. 1 Classic goniometer (a). Electronic goniometer [10] (b). Laser goniometer [11] (c)
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with aid of markers is found, the system is able to determine the position of every
visible marker in a 3D space. The principle of operation is based on the application
of diodes emitting infrared light, which reflects from the reflective markers and is
later registered by the cameras. Afterwards, in the process of triangulation based on
2D images from the cameras, the position of the markers in space is determined.
These markers are located on the tested limbs and joints on the patient’s body
(Fig. 2). Connecting these points into straight lines, selected angles in the patient’s
body are computed.

In order to create a clear visualisation of the test results of the range of motion,
elements of augmented reality were used. Selected points connected with lines
and angles between them were imposed onto the image obtained from the camera
registering the test. In this way, after the test, a therapist can monitor the angles
changing during the examination. In order to make the obtained image overlap
with the lines drawn, it is necessary to calibrate the camera [14–17].

Calibration of the camera is to find intrinsic and extrinsic camera parameters.
Intrinsic parameters are related to the optical and electronic properties of a camera,
i.e.: focal length, radial and tangential distortion coefficients, and real coordinates of
centre of the camera image. Extrinsic parameters describe transformation, rotation
and translation of the system related to the observed 3D scene to the camera system.
Based on this transformation, we are able to find for the points positioned in space,
corresponding points on the image registered by the camera (Fig. 3). Calibration is
usually done by directing the camera onto an object of a known shape and pattern or
an object of known 3D coordinates its characteristic points. In case of the presented
solution, the object used for the calibration was data for a few basic exercises, from

Fig. 2 Markers on the left leg

Fig. 3 Transformation of 3D coordinates into 2D image coordinates
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Motion Capture system. It is worth noting, that if the position of the camera regis-
tering the image does not change, it is enough to run the calibration procedure once.

Calibration method applied was developed by Tsai [18]. Special calibration
techniques using a noncoplanar set of point, which was used was described in detail
in another publication [19]. After splitting the calibration procedure into two sub-
problems, we improve the speed of the calculation as well as the precision. The first
step of the calibration algorithm is the implementation of linear methods to find
approximated intrinsic and extrinsic parameter values of the camera followed by
their use in the second step as the initial values in the nonlinear optimisation process
of the equations below (Eqs. 1 and 2). Thus, in the second step, only two, or even
one iteration is enough for finding a solution with a good precision.

s�1
x d0xX þ s�1

x d0xXk1r
2 ¼ f

r1xw þ r2yw þ r3zw þ Tx
r7xw þ r8yw þ r9zw þ Tz

ð1Þ

d0yY þ d0yYk1r
2 ¼ f

r4xw þ r5yw þ r6zw þ Ty
r7xw þ r8yw þ r9zw þ Tz

ð2Þ

where parameter sx, dx, dy are CCD matrix parameter. Points X and Y are the
coordinates of an image pixel horizontally and vertically respectively, and xw, yw,
zw are the corresponding coordinates in the 3D scene. Radial distortion coefficient
k1 and focal length f, represent the intrinsic parameters of the camera, while the
rotation matrix elements r1…r9 and translation vector elements Tx, Ty, Tz represent
the extrinsic parameters.

Nonlinear optimisation was carried out using a ready-made implementation of
the Levenberg-Marquardt method from the Levenberg-Marquardt.NET library [20],
which is a combination of the gradient descent method and the Gauss-Newton
method [21].

After the calibration, we obtain a full camera model with intrinsic and extrinsic
parameters. Knowing the camera model, we can utilise it for drawing a virtual
object, i.e. in this case lines and the angles between them in the space. The problem
of merging the real image with the virtual one is a matter of the augmented reality
mentioned before. In order to add a virtual object to the image, it is necessary to
create its 3D model. To add straight line on the image why it was necessary to find
in the 3D space the equation of a straight line based on the points through which it
was supposed to go. The next step was discretisation of the line into a series of
points and transformation of each point into the image coordinates. For this purpose
we use equation (Eq. 3) based on the camera parameters determined previously.

xcamera
ycamera
zcamera

2
4

3
5 ¼ R

xword
yword
zword

2
4

3
5þ

Tx
Ty
Tz

2
4

3
5 ð3Þ
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The obtained coordinates are the coordinated in the camera system. This is why
we need to recalculate them into the image coordinates in two steps. We use
equations (Eq. 4) to transfer from the camera system to the image system with the
origin of the system in its centre.

x ¼ f
xcamera
ycamera

� �
; y ¼ f

xcamera
ycamera

� �
ð4Þ

Next, in the second step we “distort” the position (x, y) of our point in order to
adjust it to the naturally distorted image (Eq. 5). The equations presented below
were suggested by Silesian University of Technology researchers [22] and their
application produces visually appealing results,

xd ¼ x 1� cð Þ þ Cx

yd ¼ y 1� cð Þ þ Cy
ð5Þ

where c is described by the below equations (Eqs. 6 and 7).

c ¼ k
x2 þ y2

xcyc
ð6Þ

x ¼ xr � xc; y ¼ yr � yc ð7Þ

Hence, knowing the position of the points from the 3D space on the image we can
perfectly draw the selected lines overlapping with the patient’s real movements in
the subsequent frames (Figs. 4 and 5).

Fig. 4 Visualization of the angle in each frame with added reference points
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The angle presented in the form of digits and the lines are located on the image
using ready-made functions of OpenCV library [23]. To calculate the equation
of the line, the set of equations (Eq. 8) was used. The subsequent points of the line
arise from the multiplication of the line directional coefficients with the increasing
coefficients [22]. The equations of the line and the angles between them are cal-
culated and drawn for every subsequent frame of the film.

x ¼ x0 þ ms
y ¼ y0 þ ns
z ¼ z0 þ ls

8<
: ð8Þ

Fig. 5 Visualization of the angle in each frame
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where:
m, n, l are the directional coefficients of the straight line
s is a number different from zero
(x0, y0, z0) starting point of the line
(x, y, z) currently calculated point.

The application software that supports calibration and drawing angles has also a
function of adding reference static points and lines, which allows measuring the
flexion or extension with respect to, e.g. a vertical line, or another line, placed
arbitrarily in space (Fig. 5).

4 User Interface

The application allows both the camera calibrations and drawing lines and angles
between selected markers and adding virtual reference points by placing them in a
calibrated 3D space. In the lower left corner of the user interface is placed scheme
of arrangement of markers on the patient’s leg. During the calibration process next
points are highlighted in red on scheme and then the user selects the corresponding
markers on the image placed on the patient’s body (Fig. 6). In the case when the
point on the image is not visible because it is covered or is on the other side of the
limb point is skipped.

On the left side of the user interface is a list of frames and points assigned to
them. Movie frames used in the calibration are selected by the user and represent

Fig. 6 Lighted markers on
the leg schema

196 D. Sobel et al.



key moments examination of the patient and the points assigned to each frame are
those selected on the image in the calibration process (Fig. 7). Points on the list can
be added and removed when the point is entered incorrectly. Selecting a point on
the list causes that it is highlighted in the frame. For each point are assigned its
coordinates in 2D imaging system and the coordinates of a point in 3D space.

The application also lets you to load data from a file that allows the execution of
the calibration process only once. Visualization of range of motion in the joints is
done by drawing lines and angles between selected points. Drawing angles is
accomplished by a selection of 3 consecutive points located in 3D space where the
center point is the vertex of the angle. For this purpose the user clicks in place on
the image where the point should be located and the application searches its
database of known points in order to find the nearest known point in 3D space.

Furthermore, it is possible to add a virtual 3D point and position it in a calibrated
space. This point can be later used to draw lines and angles. Example of the use can
be placement of a virtual point above the point on the knee, what enables mea-
surement of the range of motion of the limb (Fig. 4). When the point is adding, it is
necessary to specify the coordinates of the position and the application based on the
calibration parameters determines its position on the image and draws it.

The application has all the elements needed to effectively measure and visualize
the angles of the joints.

Fig. 7 An example part of the GUI of the application

The System for Augmented Reality Motion … 197



5 Summary

As a final result, the measurement of the range of motion with accuracy of order of
tens of milimeters was obtained, which is mainly due to the precision of the Motion
Capture system. If the position of camera does not change, it is enough to run
a single calibration. The obtained measurement is independent on the individual
measurement technique of every therapist and his subjective interpretation of the
results, as it was the case for a classic goniometer.

The measurement is convenient because after placing markers on the patient,
he has practically total freedom of movement and it is not necessary to hold the
device or a measuring tool by a doctor, who can at the same time pay more attention
to the patient. Such a solution allows simultaneous measurement of lager number
of joints than just one and because the neighbouring joints are dependent on each
other, it influences the way in which the body moves. Additionally, the patient
can easily do exercises or actions such as normal walking through a room, a squat
or even a jump. A clear visualisation on a computer screen, possible to be created
also in real time, enables a detailed analysis of motion and angles in the joints that
change during exercising (Fig. 8).

Another quality of the solution is automatic registration of the measurements
in a data base in the form of 3D coordinates of the markers position as well as films
registered by the cameras [24–28]. In this way, every patient has his own catalogue
with medical history visualised in the form of films with exercises, which allows a
quick judgement of the rehabilitation progress.

Fig. 8 Augmented reality visualization of measurements
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Real-Time Multiple Laser Points Tracking

Artur Ryt, Dawid Sobel, Jan Kwiatkowski, Mariusz Domżał,
Karol Jędrasiak and Aleksander Nawrat

Abstract Laser Point Tracking (LPT) is algorithm dedicated to rapidly moving
laser-generated blob. By usage of few features: brightness, area and velocity, it is
able track blurred and dark trail of laser. Further research were made to overcome
problems, which occur while tracking two lasers simultaneously. The acquired
results are promising. The presented algorithm for tracking multiple laser points
might be applied to various multimedia presentation systems e.g. gimbal camera
guidance during lectures or laser shooting ranges. The presented algorithm was
compared against three state-of-the art object trackers using real-life test sequences.
Only LPT tracker succeeded in the task. State-of-the art general purpose trackers
were able to track the target for less than 10 % of the sequence. Due to the significant
improvement of tracking quality it was possible to apply the algorithm and create the
professional laser shooting range characterized by outstanding quality.

Keywords Real-time tracking � Blob tracking � Shooting range

1 Introduction

Precise knowledge of a plant orientation in space is necessary information for correct
implementation of various engineering applications. As examples one can mention
control of plants that rotates, rating of human limbs movement, or visualization of
position of human body parts in virtual reality [1–6]. As an orientation we will
understand Euler angles: R-roll, P-pitch and Y-yaw, around axis related to plant.

To estimate Euler angles the idea of sensor fusion is used, which is based on
aggregation of measurement data coming from different sensors. The angles can be
determined by gyroscope data by matrix integration of angular velocity [7, 8] or by
accelerometers and magnetometers data, using algebraic dependencies [9–11].
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Modern tracking algorithms are focused on complicated objects, which can be
described with complex methods [8]. Object tracking survey [12] lists 4 common
visual features: color, edges, optical flow and texture. These features are used to
build models, create templates and probability densities functions in order to find
representation of object. Novel trackers can define and learn about the object not
only by initialization but online as well [13]. However, tracking simple laser blob,
which is seemingly immutable in real-time even in environment close to labora-
tory’s one becomes difficult task.

The basic reason of problems is fast laser movement. Because of its small
dimensions it can move by path of few diameters between two frames. What is
more, rapid moves make blob blurred and darker. It means none of features listed
above is preserved. Size of blob can get multiplied or divided by few times even
every frame. Once area of the blob is too big information about relevant position of
the laser is lost and cannot be calculated from just single frame. Our suggestion is to
estimate new position using velocity vector.

Last, but not least problem is real–time processing in high resolution. This is
important task, because it can increase quality of the tracking. Ability to process
frames with high frequency allows usage of faster camera. Faster camera can have
shorter exposure time, what leads less blurred blobs [9].

Based on recent tracking review [14] we have chosen few trackers that can be
able to handle problems connected with laser tracking. List of them, FragTrack [15]
algorithm divides tracked object to set of fragmented images, where each fragment
is represented and identified by histogram. During processing every image.

Second algorithm called VTD [16] bases on 2 steps—first is defining object’s
observation and movement model. Usage of this data can make tracker robust to
simultaneous changes of movement and shape. In second step tracking is divided to
group of elements, where each one traces single, different type of object change. In
order to combine results of elements together it uses Interactive Markov Chain
Monte Carlo (IMCMC) method.

Locally Orderless Tracking (LOT) [7] method is based on the combination of the
image space and object appearance which allows tracking of targets that are
deformed. Method adapts its operation to form of the object that is being tracked. If
the object is a solid body, then the value of the arrangement coefficient is close to
zero and can be used in methods based on spatial alignment such as pattern
matching. Otherwise, when the shape of the object is changing, LOT method cannot
take advantage of spatial fit and works by matching the histogram.

2 Laser Tracking

Algorithm describes feature based tracker. In order to determine whenever found
blob is laser’s point or noise we use two features: color and area of the blob. Both of
them must match predefined, parameterized thresholds.
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Tracking processing for every frame works in two different modes: regional or
global search of blob [17–19].

In regional mode search is performed only in boundaries around previous laser’s
position. In case of fast blob’s movement it starts to estimate position of the laser
using the blob’s velocity and contour.

If regional search fails or position of any laser in previous frame is unknown the
global search is made. It scans whole frame for blob, which can be possibly the
laser’s one. Algorithms returns new position of the laser as centroid of the blob or
flag that the laser does not exist if none blob has been found.

Schema 1 represents flowchart of single frame processing. It contains 17 blocks,
which are separated in two possible modes.

Block 1: Initialization—memory allocation, loading of configuration parameters
and previous laser’s position.

Decision block 2: One of two modes is selected. It goes for regional scanning if
last position of all lasers is known (block 3) or for global search of blob otherwise
(block 11).

Mode 1—region search:

Blocks 3: Perform regional scan for first unused pixel in region which contains in
defined color interval. In order to achieve faster performance the loop step is
parameterized.

Block 4: Create blob by using flood fill algorithm with same loop step. Mark all
pixels in the blob as used.

Decision block 5: Test does the blob’s size meets the minimal requirements. If
it’s passed continue processing in block 7. Otherwise return to the search for blob
by going to block 6.

Decision block 6: If whole region has been scanned the global search is required,
so algorithm switches to second mode, which starts on block 11. Otherwise it
continues region scan loop on block 3.

Decision block 7: Estimation of laser point is not always triggered, because it’s
not always required and sometimes can decrease the quality of tracking [20]. We
perform it only when the blob’s area is bigger than defined threshold. If that’s true
algorithm continues to block 8, otherwise it goes to block 10.

Block 8: Calculate velocity vector as subtraction of two positions: centroid of the
blob and the laser’s previous position.

Block 9: Estimate and set new laser position as cross point of blob’s edge and
calculated velocity vector. Search for this frame is finished, continue to end block 17.

Block 10: Set new laser position as centroid of the blob. Search for this frame is
finished, continue to end block 17.

Mode 2—global search:

Block 11: Perform loop on whole frame with parameterized step and push every
pixel with proper shade of grey on list. Continue to block 12.
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Block 12: Select median pixel in the list. If frame does not contain too much of
noise pixels and laser’s blob exist on image it should select one of the blob’s pixels.

Block 13: Filter noise data by removal from the list every pixel which is too far
from median pixel. Radius of filtering is parameterized.

Decision block 14: If median pixel is one of laser blob’s pixels the filtering in
block 13 will return just blob with few noise pixels. Otherwise list will be filtered
around random noise pixel, so it will get almost empty, containing only a little
number of noise pixels. In the first case, when size of the list is bigger than given
threshold we can continue processing of the blob in block 17. Otherwise laser was
not found and algorithm continues to block 15.

Block 15: Laser was not found. Search for this frame is finished, continue to end
block 17.

Block 16: Set new laser position as centroid of the blob. Search for this frame is
finished, continue to end block 17.

End block 17: Return new position of the laser or set flag of its absence (Fig. 1).

3 Test-Based Parameters Selection

There are several parameters used to control performance speed and quality of
tracking [21–23]. All of them should be selected empirically because it can vary
depending on configuration of used system e.g. camera frame rate and resolution,
laser’s power, background noise intensity.

Our test data includes three recordings, which we named as Easy, Medium and
Hard. All of them contains two moving lasers’ blobs, weak one and strong one. In
these tests we will focus on weak laser, as its case is harder to process. In Easy test
lasers’ blobs move slowly and never blur. In Medium test lasers move with average
speed and blur occasionally. In Hard test they move dynamically, they are blurred
through majority of record and finally they disappear for few frames. Database of
reference positions and areas for each frame has been made manually, so it can be
used for analysis of algorithm (Plots 1 and 2).

Basic parameter, which defines quality of tracking, is threshold shade of gray.
Approach we propose bases on histogram of pixel brightness on sample tiles.

Histograms were generated for 400 × 400 tiles, because this is size of our scan
region. In order to calculate relevant threshold between laser and background we
have used method of entropic segmentation described in [24]. It finds topt which is
threshold that maximize the sum of Tsallis entropies for object and background,
which is considered optimal value (Plot 3).

For static blob calculated topt is equal to 21 (Fig. 2 and Plot 4).
For blurred blob calculated topt is equal to 12 (Fig. 3).
We have decided to use bigger threshold topt = 21, because it’s more safe

solution, more proof to environmental background changes [25].
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Fig. 1 Single frame processing flowchart
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Three other parameters can be selected by analysis of blob’s velocity and area in
listed tests. These are: dimension of scan region, minimal area of blob, trigger area
for position estimation.

In order to track laser efficiently it cannot leave scan region even during fast
movement. The biggest recorded velocity in this test set is 129. It means region
should be square with half of side length equal to 129. We have added safety
reserve in case of faster moves and set this variable 400.

Minimal area of the blob can be calculated as minimal non-zero area of Easy test,
which contains only static blobs. In our test it was equal 357. For triggering position
estimation we have used double of minimal area of the blob (Plots 5, 6 and 7).

Plot 1 Comparison of velocity of the blob in particular tests

Plot 2 Comparison of area of the blob in particular tests

Plot 3 Logarithmic histogram for static blob
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In order to achieve speed boost we can increase step variables of search loops
and flood fill. It not only decreases number of iterations required, but also decreases
noise influence. It happens because there is chance of stepping over noise blobs,
which dimensions are smaller than step size. These parameters should be calibrated
online to get desired frames per second processing ratio.

Fig. 2 Comparison of static blob (left image) and its threshold bitmask (right image)

Plot 4 Logarithmic histogram for blurred blob

Fig. 3 Comparison of blurred blob (left image) and its threshold bitmask (right image)
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Further tests were made for simultaneous tracking of two laser points with same
dimension, but different intensity. Second laser was much stronger than the one
analyzed above (Fig. 4).

Plot 5 Relation between area and velocity in test easy

Plot 6 Relation between area and velocity in test medium

Plot 7 Relation between area and velocity in test hard
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In order to distinguish blobs we need to add another threshold. Weak laser’s
brightness must be limited not only by minimal value, but also by maximal.
According to histogram for strong laser blob (Plot 6) it can be set to 241, what’s the
value of minimal significant, present brightness. Same value can be used as minimal
value for strong laser (Plot 8).

4 Empirical Results

In this paper, using the idea of construction of the so-called naive classifier ori-
entation estimation algorithm in the 3D space, using three independent Kalman
filters is proposed. It was assumed that the angular velocity xG determines a vector
a consisting of three independent events. This incorrect assumption was made
intentionally and it made possible to build independent Kalman filter for each axis

Fig. 4 Comparison of static weak laser blob (left image), static strong laser blob (middle image)
and blurred blobs

Plot 8 Logarithmic histogram for strong laser’s static blob
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RPY. It enables simplifications in implementation on the target device comparing to
classical.

We have tested proposed Laser Point Tracker (LPT) on three test records
described earlier. We have compared results with three other trackers: LOT,
FragTrack and VTD. Tests were run on default parameters on implementations
published by their authors.

Quality factor q was calculated as follows:

q ¼
2 ðA\BÞ
ðAþBÞ ; A[ 0;B[ 0
0; A ¼ 0;B[ 0
1; A ¼ 0;B ¼ 0

8
><

>:
ð1Þ

where A is blob area in reference data, B is blob area returned by tracker. It
represents how identical are these areas. Values vary from 0 to 1. Area value is
equal to 0, when no blob was found on frame (Plots 9, 10 and 11).

Proposed algorithm LPT is able to track laser’s point almost constantly. Even if
it loses laser for few frames it is able to find it again. This is the biggest advantage
that it has over other trackers. High speed and strong blur in Hard test were

Plot 9 Quality factor for different tracker over time for easy test

Plot 10 Quality factor for different tracker over time for medium test
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successfully LOT and VTD were able to follow laser in Easy test. However, once
the blob stated to blur in Medium test both of them have got stuck. Unfortunately
static laser’s blob wasn’t complicated enough to get properly recognized by
FragTrack (Plot 12).

What is more, LPT is able to track two lasers simultaneously without losing
quality of tracking. Weak laser’s quality factor is same as for single tracking. Strong
one’s has worse quality factor value over time, but is as robust as for weak one
(Fig. 5).

LPT algorithm has been used as part of the real virtual range system. This system
includes gun-shaped, wireless marker with IR laser attached, projector, high reso-
lution, fast camera (1600 × 1200, 60FPS) with IR filter and central computer unit.
Usage of IR wavelength allows filtering out majority of background noise. Game
scene is shown on screen by projector, player can point at desired target with

Plot 11 Quality factor for different tracker over time for hard test

Plot 12 Quality factor for two different lasers over time for hard test
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marker. Camera’s stream is constantly processed, so position of the laser is known.
Player can interact with game by built-in marker’s buttons.
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Part II
Design, Construction and Analysis
for Purpose of Innovative Systems

Performance and capabilities of simulation systems largely depend on the used
components. The part presents best practices for design and construction of various
types of objects, both real and virtual.

It is presented how to design an electronic system for a mobile robot. Its
electronic circuit was divided into functional blocks and each of them is described
separately. For each, the corresponding part of schematic was presented and
explained. The most important decisions on selected parts or solutions are discussed
and justified.

The part presents a new solution of a semi-active suspension system. It is based
on a sky-hook strategy model. This solution in 2S1 tracked platform is applied to
improve driving comfort as very important factor for the vehicle crew efficiency.
The solution is applied in two versions of the 2S1 vehicle suspension model. First
one is a basic model. This suspension is based on existing construction of the 2S1
platform suspension. It is based on torsion bars. Second one is a modified model,
based on spiral torsion springs. In this model a new solution of idler mechanism is
applied. It provides constant tension of the tracks. Semi-active suspensions
simulation results are compared with results of models with passive versions of the
suspension to highlight the improvement level. Results of all model simulations are
compared and analyzed to improve comfort and stability level in conditions of the
modern battlefield.

Alternatively the part also presents the key elements of the construction of a
four-wheeled armored personnel carrier models for simulation in the VBS2
environment. These principles are not only limited to this environment and are also
used in other simulation engines, as well as in development environments and other
manufacturers. The paper describes the components of the vehicle model as well as
how it was configured and exemplary realizations of these elements.

The plan of the experiment, the pre-processing, and analysis of data are crucial
for the success of the research. As part of the chapter, an exemplary research
requiring careful preparation is presented, which is often impossible to replicate.



This part includes a number of important challenges in the fields mentioned
above. At the same time valuable suggestions and conclusions from authors are
presented and discussed in detail.
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Numerical and Experimental Analysis
of a Truck Frame

Eugeniusz Rusiński, Artur Iluk and Mariusz Stańco

Abstract Calculating the stress level of the load-carrying structure of a vehicle’s
frame based on data obtained from literature can be unreliable. It is crucial to know
the operating characteristics of a given vehicle. In the presented example, it was
necessary to understand the phenomena that occur during operation of a vehicle,
which could not travel a selected test distance without sustaining damage to the
load-carrying structure. Attempts to improve the structure based solely on the
analysis of damage did not bring satisfactory results. Only after performing
numerical simulation of vehicle operation and an in-depth analysis of the problem
was it possible to modify the frame so that it would pass the roadworthiness tests
and qualify for registration.

Keywords Numerical analysis � Experimental analysis � Truck frame

1 Introduction

Frames of trucks and other vehicles are the most important load-carrying structures,
which house other systems and components, i.e. the engine, powertrain with drive
axle, front axle with suspension, cabin, body, fuel tank, spare wheel and other
systems. In order to properly construct a geometric model of such a frame, which is
dimensioned according to criteria for tensile strength and fatigue strength, numer-
ical methods must be applied, i.e. the finite element method [1, 2]. Since the
introduction of this method into engineering, it has been possible to design struc-
tures with optimal mass and strength. The development of IT contributed to the
popularization of this method. To apply FEM in practice, the designers need to have
a complete understanding of machine construction, material strength and of the

E. Rusiński (&) � A. Iluk � M. Stańco
Institute of Machines Design and Operation, Wrocław University of Technology,
Lukasiewicza 7/9, 50-371 Wrocław, Poland
e-mail: eugeniusz.rusinski@pwr.edu.pl

© Springer International Publishing Switzerland 2016
A. Nawrat and K. Jędrasiak (eds.), Innovative Simulation Systems,
Studies in Systems, Decision and Control 33,
DOI 10.1007/978-3-319-21118-3_12

217



numerical method itself [3, 4], which requires a detailed analysis and interpretation
of the obtained results [5]. Whether the obtained results are correct is determined by
properly defined loads based on the actual operating conditions of a given machine.
What follows is an example of the use of the finite element method in addressing
the problem of short life span of trucks [6]. The calculations are based on a vehicle,
whose frame was damaged during a test drive. The article presents a procedure
which begins with the identification of the stress level in the frame and ends with
tests that verify the obtained results of the numerical calculations.

2 Characteristics of the Frame

During truck operation and field tests, the frame of the vehicle developed fatigue
cracks. The frame is composed of two longitudinal members, which are intercon-
nected by cross members attached by means of gusset plates. The longitudinal
members are the main load-carrying members of the truck frame. Due to the
requirement of high torsional flexibility they are manufactured in compactors or
presses as extrusions of thin-walled open profiles [7]. They are entirely made of
uniform strips of formed sheets, usually U-shaped. This shape guarantees high
torsional flexibility and high resistance to transverse loads produced by the trans-
ported cargo and the force from the wheels. An example of a truck frame structure
is shown in Fig. 1.

The longitudinal member, which is the main load-carrying component of the
frame, is usually made of a U-shaped bar running along the vehicle. It reinforces the
load-carrying structure and is used to attach the components of the undercarriage
and to support the body. The bending angle of U-shaped beams of longitudinal

Fig. 1 Structure of a truck
frame
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members varies between 3° and 5°. There are also beams with a variable U-shaped
section, as shown in Fig. 2.

The cross member is made of open or closed profiles and its main function is to
maintain a constant distance between the longitudinal members, transmit lateral
forces and torsion of the frame. The following types of cross beams can be
distinguished:

• front and rear cross beams, aka bumpers,
• cross beams to support the engine,
• cross beams for transmitting loads from suspension system, etc.

Examples of cross beam shapes used in truck frames are depicted in Fig. 3.
Cross beams are usually connected to the longitudinal members by means of

gusset plates, which are welded, riveted or attached by reamer bolts. Holes in
longitudinal members are drilled only in the web of the longitudinal member of the
frame, as shown in Fig. 4. This guarantees high fatigue strength and does not
introduce imperfections into the longitudinal member in locations of maximum
stress. An example of an optimum connection between a circular-section cross
beam and a longitudinal member by means of the HUCK riveting system is
illustrated in Fig. 5.

The analyzed vehicle is designed to transport 15-foot containers with their center
of gravity placed above the axis. The mass of a full container was 8700 kg. The
load-carrying structure of the vehicle is composed of two frames: the main frame
and the auxiliary frame [8]. The main frame is based on longitudinal members with
a U-shaped section, which are reinforced by inserts with an identical U-shaped
section. The longitudinal members are interconnected by seven cross beams of
varying sections. The auxiliary frame is also composed of two U-shaped longitu-
dinal members, but their moment of inertia is lower. These longitudinal members
are connected by two cross beams and two container-supporting additional beams.
The load-carrying structure is shown in Fig. 6. In order to pass the roadworthiness
test, a vehicle should travel at least 3000 km in off-road conditions, as it is designed
to transport containers on unpaved roads with varied topography. If upon com-
pleting this distance the vehicle has not sustained any damage to the load-carrying
structure of the frame and other components, it can be registered.

The aim of the study was to identify the causes of cracks that had formed during
the test drive in the frame near the front container-supporting beam, as well as the
causes of cracks in rivets that hold the joints connecting the main frame with the

Fig. 2 Longitudinal member of a truck frame: a top view, b side view
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Fig. 3 Examples of different types of cross beams that connect longitudinal members in trucks

Fig. 4 Proposed locations for holes, which take into account the maximum stress
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auxiliary frame. The secondary goal of the study was to define critical locations
where, after longer operation, fatigue cracks could form in welds or connecting
elements.

To perform a strength analysis of the frame, a numerical calculation model was
created. Due to the fact that the whole structure of the frame and individual ele-
ments is a thin-walled structure, the analysis used shell elements with six degrees of
freedom in each node. In the case of auxiliary elements which model the

Fig. 5 Connection between a pipe cross beam and a longitudinal member using HUCK bolts

Fig. 6 Geometric model of the frame
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suspension, as well as all the different types of connections and inertial loads,
one-dimensional elements and solid elements were used. The numerical model was
created by generating a mesh of finite elements from the previously created geo-
metric model. The discreet model is shown in Fig. 7.

3 Definition of Loads

The vehicle’s load-carrying structure is mainly subject to external loads, which
determine its strength and life span. Constant external loads generated by unladen
kerb mass, mass of components, as well as the mass of the transported cargo, have
little effect on the fatigue strength of the frame. The life span of a frame in a higher
mobility vehicle depends mainly on random tractive forces, which significantly
affect the fatigue strength of the frame. Such forces occur when the vehicle travels
over irregular surfaces, which is typical of paved and unpaved roads. When per-
forming structural calculations, the automotive designer cannot establish all loads
that act or will act on the load-carrying structure of the vehicle. Therefore, calcu-
lations also take into consideration the loads which occur during operation, i.e. the
following:

• symmetrical vertical loads,
• asymmetrical vertical loads,
• longitudinal loads,
• lateral loads.

In the case of higher mobility vehicles, practice shows that if the structure is
capable of transmitting sporadically occurring maximum loads without sustaining
damage, then such a structure also has sufficient fatigue strength.

Fig. 7 Numerical model of the frame
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The problem of calculating loads is thus limited to finding the dynamic coeffi-
cients of static forces. The calculations of these coefficients were based on data
found in existing literature and manufacturer’s specifications. These coefficients
were also verified by tests on the analyzed vehicle during operation.

4 Analysis of Results

The finite element method was applied in calculating strength of the load-carrying
frame and the auxiliary frame. The stress values resulting from the numerical
analysis were used to define zones in the frame with insufficient strength. Examples
of contours of Huber-Mises equivalent stress are shown in Figs. 8 and 9. The
critical zones where the frame could be damaged, defined using the above method,
were consistent with the results of the prior roadworthiness tests.

The obtained results served as the basis for structural changes, which were
introduced in the frame in order to decrease the stress level in zones with highest
loads, and to prevent damage to the frame during operation. Because of the fact that
the structure cracked during operation, additional reinforcements were introduced to
the front container-supporting beam (Fig. 10). The high level of tensile forces in
elements connecting the main frame with the auxiliary frame imply that very strong
shearing forces occur in these locations. This could be the cause of damage to
rivets, which hold the element that connects both frames.

Fig. 8 Contours of Huber-Mises equivalent stress—vertical loads
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5 Modification Suggestions

A container located in the cargo area of a vehicle limits the torsional flexibility of
the frame along the entire length of the container. Loading caused by twisting of the
frame must be transmitted from the main frame to the auxiliary frame via binding
joints. Due to the application of rigid joints, the connecting rivets were sheared.

The method of connecting both frames needed to be modified so as to eliminate
the shearing of rivets. The finite element method was used to quickly check

Fig. 9 Contours of Huber-Mises equivalent stress—frame torsion

Fig. 10 Reinforcement of front cross beam
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different types of connections in order to find one that would transmit the loads
from the container through the auxiliary frame to the main frame and back. It was
proposed to substitute the rigid joint with a flexible joint (Fig. 11) in the form of
long bolts with conical washers, so that during loading and unloading of the joint,
there was constant pressure between the two frames. This solution eliminated the
loosening of the joint.

Strength calculations for the load-carrying frame were performed again after the
structural changes had been introduced. It was observed that the level of stress
acting on the modified frame decreased and was lower than the assumed acceptable
stress values. The modifications required that a new auxiliary frame be constructed,
but the original frame was not suitable for operation due to damages.

6 Experimental Tests

In the next stage the stress level was calculated for the modified load-carrying
structure of the vehicle. The frame was tested in individual stages of construction,
and finally during operation. Since the auxiliary frame was entirely welded, the weld
joints were inspected before placing the frame on the vehicle. The objective of the
inspection was to eliminate welding faults and detect potential welding inconsis-
tencies, and, via the magnetic and powder method, to detect potential discontinuities
in surface and sub-surface materials in the forms of cracks (Fig. 12) [9]. It was
observed that all the weld joints in the frame were done properly.

Fig. 11 The implemented flexible joint
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In the last stage, experimental tests were performed on the vehicle. Experimental
tests were carried out in two phases:

• Measurement of frame torsion.
• Measurements of vehicle operating under full load.

Frame torsion of the vehicle was measured in two configurations. First only the
load-carrying frame was twisted in order to establish its maximum torsion angle and
next the auxiliary frame was attached and the frame was twisted again. This served
as the basis for calculating the torsional flexibility of the whole frame. The maxi-
mum torsional angle of the main frame of the vehicle was about 20.5° whereas after
attaching the auxiliary frame, this value dropped to approximately 13°, and thus the
auxiliary frame decreased the torsional flexibility of the vehicle by approximately
37 %. The tests measured the stress level in the frame using strain gauges attached
in selected measurement points, which were chosen based on numerical simulations
performed earlier. Three measurement points were selected on the main frame of
the vehicle and another four measurement points were selected on the auxiliary
frame (Fig. 13).

Figure 14 illustrates selected stress changes in the main frame without the
auxiliary frame and with the front wheel raised to the height of 560 mm. The main
frame was twisted by an angle of 17.9°, and the torsion angle of the front axle was
12.6°. The main frame itself is characterized by high torsional flexibility. With the
auxiliary frame mounted on it, its flexibility is substantially decreased, which in
turn decreases the torsion angle of the frame. With the front axle twisted by an
angle of 12.6°, the total torsion angle of the load-carrying frame decreased by 46 %
to the value of 9.8°. Figure 15 illustrates the stress change in selected measurement
points during frame torsion obtained by lifting one of the wheels in the front axle.

Fig. 12 Container-supporting frame—inspection of weld joints
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In the final stage, measurements were taken during vehicle operation in realistic
conditions. These measurements were taken in order to check the stress level in the
frame during vehicle operation and to estimate the correctness of the assumed
dynamic overload coefficients used in strength calculations. To this end, apart from
strain gauges mounted on the vehicle frame, piezoresistive sensors were also
installed, which measured the accelerations acting on the vehicle during drive.
There was a total of 11 additional sensors installed in the vehicle, of which one
measured the acceleration in the longitudinal direction (X axis), three in the lateral
direction (Y axis) and seven in the vertical direction (Z axis). The location of

Fig. 13 Measurement points on the vehicle frame

Fig. 14 Stress curves during torsion of main frame of the vehicle
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Fig. 15 Stress curves during torsion of main vehicle frame with auxiliary frame

inside the cab-

Fig. 16 Points where acceleration sensors were located
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sensors is illustrated in Fig. 16. Additionally, a GPS receiver was installed in the
vehicle, which allowed for the recording of the vehicle speed.

Figure 17 shows examples of accelerations acting on the container during
vehicle operation.

The accelerations acting on the vehicle travelling on unpaved terrain with the
container were slightly higher than those assumed in the calculations. This dis-
crepancy confirmed the necessity to perform experimental tests, which allow for the
verification of initial assumptions.

The required values of dynamic overload coefficients are different depending on
the type of vehicle. This results from the vehicle’s intended use, the stiffness of its
load-carrying structure, characteristics of its suspension, and even the skill of the
driver. A list of results obtained during vehicle operation is presented in Table 1.
The speed of the vehicle was low as the terrain in which it was operating did not
allow higher speeds. The average speed was approximately 16 km/h and the vehicle
travelled at speeds ranging from 10 to 28 km/h.

Fig. 17 Examples of accelerations acting on the container during vehicle operation
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7 Conclusions

Calculating the stress level of the load-carrying structure of a vehicle’s frame based
on data obtained from literature can be unreliable. It is crucial to know the operating
characteristics of a given vehicle. In the presented example, it was necessary to
understand the phenomena that occur during operation of a vehicle, which could not
travel a selected test distance without sustaining damage to the load-carrying
structure. Attempts to improve the structure based solely on the analysis of damage
did not bring satisfactory results. Only after performing numerical simulation of
vehicle operation and an in-depth analysis of the problem was it possible to modify
the frame so that it would pass the roadworthiness tests and qualify for registration.

The conducted torsion tests and tests during vehicle operation under full load
confirmed that the changes introduced into the load-carrying structure yielded the
expected results. These tests also allowed for the verification of the assumed
dynamic overload coefficients related to vehicle mass.
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Designing and Implementing Elements
of a Vehicle Model in the VBS2 Virtual
Simulation Environment

Roman Wantoch-Rekowski and Konrad Szumiec

Abstract The paper presents the key elements of the construction of vehicle
models for simulation in the VBS2 environment. These principles are not only
limited to this environment and are also used in other simulation engines, as well as
in development environments and other manufacturers. The paper describes the
components of the vehicle model as well as how it was configured and exemplary
realizations of these elements. As an example, a 4-wheeled armoured personnel
carrier equipped with a turret and a mounted automatic gun, a two man crew and a
troop compartment for four soldiers.

Keywords Virtual simulation � VBS � Vehicle model

1 Introduction

The construction of simulation models for the purpose of simulation environments
is a complex process and must include definitions of elements related to different
aspects. The presented model of the vehicle has all necessary elements for its full
simulation in the VBS2 environment [1, 2]. In the following part of the paper the
following elements of the vehicle simulation model are presented (Fig. 1):

• moving through the virtual environment [3],
• collisions with other objects,
• shooting [4],
• transporting people,
• the driver’s, shooter’s and crew member’s perspective.
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All elements of the model as well as additional files were created using tools
supplied by the manufacturer of VBS2 in the form of the VBS2 Development Suite.

An example has been prepared on the assumption that the entire project will be
placed in a directory on a virtual hard disk P:\AMV\MyVehicle, which is created
normally when you install the VBS2 environment. In the project directory, sub-
directories date and source should be created. Textures in .tga and .paa formats,
.rvmat materials and scripts should be placed in the subdirectory date. More sub-
folders can also be created to group more data. The source subdirectory should
contain source files, such as documentations, models and textures in formats other
than those used by the VBS2 environment. The source subdirectory contains aiding
materials that will not be a part of the target project (not binarized).

2 Creating the Basic Shape of the Vehicle

The vehicle model is created in P3D format using the program Oxygen (the result is
saved in a file named myvehicle.p3d). In further parts the elements will be pre-
sented from the left view window (Fig. 2).

To create a vehicle model (p3d), the following steps should be carried out:

1. Creating the vehicle body. In the Create menu select the Box option and
enter parameters as shown in Fig. 3. In the figure one unit corresponds to 1 m.

Using the MOVE tool the created object should be moved 1.5 units upward
(see Fig. 4), (Fig. 5).

2. Creating wheels. Wheels are created in the form of cylinders. In the Create
menu the Cylinder function should be selected and parameters should be set
as shown in Fig. 6.

Analogously, just like the basic body, an operation of moving the cylinder,
using the MOVE option, should be conducted. The cylinder (wheels) should be

Fig. 1 Exemplary vehicle
model

234 R. Wantoch-Rekowski and K. Szumiec



Fig. 2 Basic view of the program oxygen (views right, left, top and 3D preview)

Fig. 3 Inserting a BOX-type
object

Fig. 4 Moving the BOX-type
object
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Fig. 5 3D preview

Fig. 6 View of the
parameters of the cylinder
(wheels)
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moved upward (Y axis) by 0.5 units (0.5 m). Moving the cylinder enables
positioning the designed wheels, so that it touches the plane as well as the
“suspension” of the body.

At this stage, the inserted cylinder (see Fig. 7) actually comprises seven parts
(single wheels), of which only the external will be the design of the actual
wheels. Therefore, unnecessary items should also be removed. To do this, the
Top view should be switched to, and then unnecessary points selected (Fig. 8).
The indicated points should be deleted with the Delete key. The appearance of
the wheels after deleting the unnecessary elements from the cylinder is pre-
sented in Fig. 9.

Fig. 7 View of the cylinder lifted up to the designed body

Fig. 8 View of the cylinder with marked points for deletion
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Because the elements on the inner side were deleted it caused that the sur-
faces remained opened. This can be resolved by closing them using an option of
adding a surface. Both elements of the wheels should be selected and then use
the menu option Structure/Topology/Close.

To create the remaining wheels, the created pair needs to be copied and
moved in the Z plane using the MOVE points option (Fig. 10).

3. Creating the turret. The next step will be to create a turret and gun. Both the
turret and gun were created with the BOX object and moved to their proper
locations (Fig. 11).

4. Creating lights. The last element of the created p3d vehicle model is the lights.
Thanks to the adding lights a glow effect of turned on headlights will be
achieved. The lights are creating in the Front view using the function
Create/Plane. The created elements should be placed in an appropriate
location using the MOVE function (Fig. 12).

Fig. 9 View of first pair of wheels (top and 3D view)
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Finally, different colours and textures can be given to surfaces of individual
components. To do this, select the surfaces for which you want to set the color or
texture. Then go to option Faces/Face properties (E). The properties
window appears, as shown in Fig. 13.

Fig. 10 View of the body with the created wheels

Fig. 11 View of the body with created wheels
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Fig. 12 View of the body with the created headlights

Fig. 13 Surface properties window
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The texture file name in .tga or .paa format should be inserted in the
Texture field or select a surface colour (see Fig. 14).

When using the program P:\tools\MatEditor.exe, RVMAT (Real Virtuality
Material) files should be created in the date subdirectory. They contain saved
configuration files with definitions of light behavior on surfaces: reflection, glow,
used shading algorithms, etc. The path to the created RVMAT file is defined in the
text box below the definition of the source of surface colour (see Fig. 15).

Presented below is the content of created files with RVMAT definitions for the
body and turret as well as the gun and wheels (tyres).

Camouflage.rvmat file contents:

ambient[] = {0,0,0,1};
diffuse[] = {0.5,0.5,0.25,1};
forcedDiffuse[] = {0,0,0,0};
emmisive[] = {0.5,0.5,0.25,1};
specular[] = {0.5,0.5,0.25,1};
specularPower = 60;
PixelShaderID = “Normal”;
VertexShaderID = “Basic”;

Fig. 14 Model with colours selected for the body, turret and gun
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Fig. 15 Main window of the MatEditor program
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Gun.rvmat file contents:

ambient[] = {0,0,0,1};
diffuse[] = {0.5,0.5,0.5,1};
forcedDiffuse[] = {0,0,0,0};
emmisive[] = {0.5,0.5,0.5,1};
specular[] = {0.5,0.5,0.5,1};
specularPower = 45;
PixelShaderID = “Normal”;
VertexShaderID = “Basic”;

Tyres.rvmat file contents:

ambient[] = {0,0,0,1};
diffuse[] = {0,0,0,1};
forcedDiffuse[] = {0,0,0,0};
emmisive[] = {0,0,0,1};
specular[] = {0.5,0.5,0.5,1};
specularPower = 90;
PixelShaderID = “Normal”;
VertexShaderID = “Basic”;

For the “light”-type surface image files are provided by the manufacturer vbs2
\data\light_front_ca.tga as well as the rvmat file vbs2\data\light_front.rvmat.

Light_front.rvmat file contents:

ambient[] = {1.00,1.00,1.00,1.00};
diffuse[] = {0.50,0.50,0.50,0.00};
forcedDiffuse[] = {0.50,0.50,0.50,1.00};
emmisive[] = {0.50,0.50,0.50,0.10};
specular[] = {0.00,0.00,0.00,0.00};
specularPower = 0.00;
renderFlags[] =
{

“NoZWrite”,
“AddBlend”

};
PixelShaderID = “Normal”;
VertexShaderID = “Basic”;
class StageTI
{

texture = “#(argb,8,8,3)color(0,0,0,0,co)”;

};
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3 Creating Active Selections

One of the basic properties of the vehicle models (and other objects as well) in
VBS2 is the ability to define the animation [5]. In the case of a vehicle designed
using defined animations of rotating wheels, turret and gun. It is divided model
elements such as wheels, turret and gun that are called selections.

To create a selection, the selection window must be enabled in the program
Oxygen from the Window/Named selections menu by right-clicking, in which, the
following selections must be created named:

• wheel_1_1, wheel_4_1 for wheels on the left side, from front to back left;
• wheel_1_2, wheel_4_2 for wheels on the right side, from front to back;
• main_trav for the turret;
• main_elev for the gun;
• light_1_1 for the left headlight;
• light_1_2 for the right headlight.

Connections between separated elements of the model and created names of
selections should be created afterwards. To do this, select all relevant points of the
given selection, then right-click on the appropriate selection on the selection list,
and choose the Redefine option (see Fig. 16).

Fig. 16 View of the selection window
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4 Creating Technical Layers

Object models made for the needs of the simulation in VBS2 should have the
highlighted layers performing respective roles defined. The most important are:

• object visualization [6],
• counting contact and collisions with the terrain, other objects as well as bullets,
• reference points for animation,
• sensitive firing points,
• lighting up the shadow.

Creating a new layer takes place in the Lods (Level of details) window, which
can be opened selecting the Window/Lods menu, then right-clicking on its free
space and selecting the New option. By right-clicking on the created layer (prob-
ably 1000), select Properties. In the appearing list all possible types of layers are
available (see Fig. 17).

The automatically created default layer is a layer called 0.000. The layer contains
the object view with the highest accuracy used to depict the object in the simulation,
as it is very close to the point from which the observer is standing.

Fig. 17 P3d object layer
types
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Further in the chapter the method of creating the following layers will be
presented:

• 5.0 (simplified image layer, displayed when the vehicle is far from the current
view);

• Shadow Volume, Resolution 0 (layer defining elements of the object
generating shadow);

• Geometry (layer defining elements of the vehicle colliding with other objects);
• View—Cargo (layer displayed when selecting internal view of the vehicle);
• Fire Geometry (layer defining elements sensitive to fired bullets);
• Land Contact (layer defining points that contact the ground);
• Hit-points (layer containing sensitive firing points);
• Memory (layer containing reference points to other elements).

4.1 Layer 5.000

Click the right mouse button on layer 0.000 and by using the Duplicate option
copy its contents. This will create a layer with the name of the 1.000. Then,
change the resolution level to 5 in the Properties window. Since the created
layer must be a simplified model, it needs to be made simpler. Due to the fact that
the elements containing the most points and planes are wheels, these elements will

Fig. 18 LOD 5.000 layer
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be made simple. For each wheel (after its selection) the PointsMerge near
function with parameter 0.3 should be called to reduce detail. Figure 18 presents a
view of a layer 5.000 with a simplified model of wheels. In the view of the layer,
layer 0.000 is always shown in yellow as a reference point.

The vehicle model should include a few image layers to optimize the perfor-
mance of generating images of objects (e.g. 1.000, 2.000, 5.000). The vehicle
model should include a few image layers to optimize the performance of generating
the object images. The detail of each consecutive layer should be significantly
smaller than the previous, e.g. if layer 1.000 has 12,000 points, then layer 2.000
should have no more than 6000 points. The final layer of graphical basic version of
the vehicle should have no more than 500 points. The layer number is not
important; the graphics engine only takes the order and degree of layer detail into
account.

4.2 Shadow Volume Layer

To create a layer Shadow Value 0.000 used to generate shadows by the vehicle,
the 5.000 layer should be copied and change its type to Shadow Volume in the
Properties window. Afterwards the entire contents of the layer should be
selected and the options Structure/Triangulate concave selected in the menu and
then change the edges to sharp using Surface/Sharp edge.

4.3 Geometry Layer

To create the Geometry layer, layer 5.000 should be copied and its type changed
in the Properties window to Geometry. Afterwards, the entire contents of the
layer should selected and the Structure/Triangulate convex option
selected in the menu or Structure/Topology/Find components to gen-
erate points, which will be able to define the mass. Subsequently, a total mass
should be assigned to each of the points. In the Window/Mass window, for
example, 20000 should be inserted (Fig. 19).

4.4 View—Cargo Layer

In the View Cargo layer even very complex vehicle interiors can be modeled. In
the presented example this layer will be prepared on the basis of layer 0.000 with
deleted wheels. Due to the change in viewpoint of this layer, an operation of
reversing, the so-called normal surfaces, from which images are generated, should
be done. The Faces/Reverce option should be selected from the menu. In more
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complex examples a detailed internal construction of stations with equipment and
devices can be created.

4.5 Fire Geometry Layer

This layer should be created from a copy of the Geometry layer.

4.6 Land Contact Layer

A new Land Contact layer should be created, and then copy all wheels from
layer 0.000. Afterwards, for each wheel an operation of connecting all points
should be done using the Points/Merge function. Each wheel will be depicted
as a single point. Subsequently, for each point using the Points/Properties
menu, the Y coordinate should be set to 0 (Fig. 20).

At the end of creating the layer the name of the selection should be changed by
adding “_damper” at the end of every selection name (Fig. 21).

An additional animation configuration of contact points should be conducted in
the model.cfg file, so that crossing bridges and overcoming other structures
would be possible.

Fig. 19 Geometry layer
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Fig. 20 Properties of points

Fig. 21 Land contact layer
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4.7 Hit-Points Layer

In the Hit-points layer points should be marked in areas sensitive to firing. The
following sensitive points to firing were defined (see Fig. 22):

• engine (engine),
• wheels (wheel_x_y),
• fuel tank (fueltank),
• turret (main_trav),
• headlights (light_x_y).

4.8 Memory Layer

The Memory layer contains the definition of different types of points, which are in
close relation with the operation of the object in the simulation. First of all, two
points symbolizing the ends of the axes for each of the animated elements are added
in the Memory layer. Wheels (rotation), turret (rotation) and gun (raising and
dropping—see Fig. 23) are animated in the presented example. Points from layer
0.000 can be pasted and merged, so that the axes will be in their target positions.
Afterwards, the created points (a pair of points creating an axis) should be added to
the selection with axis at the end of the name (e.g. main_trav_axis).

Fig. 22 Hit-points layer
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Additionally, the following points should be defined (see Fig. 24):

• view position from the driver’s perspective (driverview);
• view position from the gunner’s perspective (gunnerview in main_elev);
• initial and end position of the gun muzzle (main_chamber and

main_muzzle, both in main_elev);
• coupled machine-gun position (main_coax in main_elev);
• headlight position (light_X_Y).

Fig. 23 Memory layer—definition of the rotational axis

Fig. 24 Memory layer
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5 References to the Crew and Landing Sites

One of the elements of the construction of the vehicle model is determining the
capability of placing people inside the vehicle. To do this, one should define special
elements (references), so-called proxy. References are symbolized by the plain
comprising three points (Fig. 25).

To insert the driver’s proxy, the function Create → Proxy should be used
and an exemplary .p3d model should be sought for in the P:\vbs2\temp

Fig. 25 Defining proxy positions

Fig. 26 View of all defined and required proxy positions
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\crew_previews\ directory presenting the crew member. Diver postures are in
the file named driver.p3d, the gunner posture—gunner.p3d, and the proper
postures for the landing troops—cargo.p3d.

The proxy of the crew members and landing troops should be copied and pasted
into:

• all image layers (e.g. 1.000, 5.000 and View cargo);
• all shadow layers (Shadow Volume);
• bullet collision layer (Fire Geometry) (Fig. 26).

Make sure to define the appropriate class animation in file config.cpp.

6 Animations

An important stage of constructing a vehicle model is defining the animation. The
file model.cfg should be created in the project directory and an adequate configu-
ration should be introduced in accordance with principles of creating configuration
files.

Contents of the model.cfg file:

#include “CfgSkeletons.hpp”
#include “CfgModels.hpp”

During the process of binarization of the project the model.cfg files are
loaded in order from each of the directories in the project hierarchy. In this case the
files will be P:\model.cfg, P:\AMV\model.cfg and P:\AMV
\MyVehicle\model.cfg. It is important that the framework of the classes and
model be visible during binarization of the model, otherwise the animations will not
work.

Classes embedded in CfgSkeletons contain definitions of bone animation
and their hierarchy. The definition of bones is composed of the selection name and
its parent, e.g. the parent of the gun is the turret bone—“main_-
elev”,“main_trav”, and they can be found in the skeletonBones[] table
with an even number of elements. If the new bone does not have a parent then an
empty series of characters should be inserted in its place—“main_trav”,“”.

With the help of the skeletonInherit attribute inheriting elements of the
bone table can be set from another skeleton class. In the discussed example, there is
a class that defines the frame of the basic version without the turret and gun.

Contents of the CfgSkeletons.hpp file:
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class CfgSkeletons {
class Default {
skeletonInherit = "";
skeletonBones[] = {};
isDiscrete = 1;

};
class Myvehicle_Unarmed: Default {
skeletonBones[] = {
"wheel_1_1_damper","",
"wheel_4_1_damper","",
"wheel_1_2_damper","",
"wheel_4_2_damper","",
"wheel_1_1","wheel_1_1_damper",
"wheel_4_1","wheel_4_1_damper",
"wheel_1_2","wheel_1_2_damper",
"wheel_4_2","wheel_4_2_damper"

};
};

Class Myvehicle_Armed: Myvehicle_Unarmed { 
skeletonInherit = "Myvehicle_Unarmed";
// inhereting bones
skeletonBones[] = {
"main_trav","", // turret
"main_elev","main_trav" // gun

};
};
};

Classes embedded in CfgModels contain definitions of the selected skeleton
class, active texturing sections and Animations class containing animation
classes for bones defined in the skeleton. The name should correspond to the.p3d
model file name. It is the Myvehicle class in the discussed project.

The sections[] table contains selection names, which should be able to be
retexturized or hidden. They are, for example, the coaxial gun muzzle flame,
headlights, damaged sections and changes in camouflage.

Classes embedded in the Animations class contain the following definitions:

• type—animation type: rotation, displacement, concealment,
• source—data source: driving wheel, wheels, turret rotation and many others,

including own definitions,
• minValue and maxValue—input range: minimum and maximum source

value,
• sourceAddress—behaviour out of range: stopping, mirroring, reversing,
• minPhase, maxPhase, angle0, angle1, hideValue—animation output

range: moving along the axis, rotation, hide value.

For model elements that are to be defined by a special animation, which is not
defined in the VBS2 graphics engine simulator, the vehicle must have its own
classes embedded in a special class AnimationSources.
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7 Config.cpp File

The last stage of building the vehicle model is creating a project configuration file
config.cpp in the directory. Elements in the config.cpp file enable turning on a
defined object in the VBS2 simulation environment. The file contains the following
information (definitions):

• required additions ensuring module loading in the correct order,
• physical vehicle properties,
• weapon and cartridge clips in the turret,
• possibility of transporting marines,
• driver periscope and gunner optics perspective.

Firstly, the CfgPatches class should be created. It is an identifier of the newly
created addition and information for the simulation engine, which modules should
be loaded first. In this case the vbs2_vehicles_Land_Wheeled module is
needed, which contains the definition used in the base class of the project. In
addition, newly created classes, embedded in CfgWeapons and CfgVehicles
as well as the required environment version (it can be 0), should be added in the
respective tables.

Contents of the config.cpp file:
class CfgPatches {
class myvehicle {
weapons[] = {};
units[] = {"Myvehicle"};
requiredAddons[] = 

{"vbs2_vehicles_Land_Wheeled"};
requiredVersion = 0;

};
};

#include "CfgVehicleClasses.hpp"
#include "CfgVehicles.hpp"
To create a new vehicle category, a class should be created embedded in the

CfgVehicleClasses class. Its only attribute will be its name—displayName.
Contents of the cfgvehicleclasses.hpp file:

class CfgVehicleClasses {

class AMV_Category {

displayName = “AMV Category”;

};

};

The following stepwill be to create theCfgVehicles class. The classes embedded
in it, which can be placed in the simulator, or class templates of such objects. Object
class templates differ from object classes due to the scope attribute—in the template it

Designing and Implementing Elements of a Vehicle Model … 255



is set to 0, in the hidden class for the editor, but inserted by using a script scope = 1,
and in the scenarios editor in the visible class scope = 2.

Basic vehicle class attributes:

• displayName: object name visible in the editor,
• vehicleClass: object class in the editor,
• model: the path to the model on disk P:,
• hasGunner, hasCommander, hasDriver: Player as… option avail-

ability in the editor,
• crew: vehicle crew default class,
• armor, maxSpeed, canFloat, turnCoef, terrainCoef: physical

vehicle parameters,
• memoryPoint…, selection…: reference points, active selections,
• driverAction, cargoAction[],…Action: animations for individual

roles and actions [7].

The vehicle class contains the Turrets class with classes of turrets, e.g.
MainTurret. Every turret can posses it own Turrets class, which enables
adding additional stations, such as the commander behind the anti-aircraft.

Basic attributes of the vehicle turret class:

• body, gun, animationSource…: names of classes and sources of ani-
mation in the model.cfg file,

• gunBeg, gunEnd, memoryPointGun: reference points of the armament,
• selectionFireAnim: coaxial gun muzzle flame,
• memoryPointGunnerOptics: reference points of the optics position,
• gunnerAction, gunnerInAction: station crew animation,
• maxHorizontalRotSpeed, maxVerticalRotSpeed: rotational speed

(x°/45 s),
• weapons[], magazines[]: tables of weapons and ammunition classes.

8 Conclusion

Building models of vehicles for a virtual simulation environment requires the
consideration of many aspects that enable its proper functioning during simulation.
The object graphical form is only one of many aspects to be defined in the model. It
is important to determine the method of action and the behaviour of the funda-
mental principles of physics in interactions with other simulation objects [8].
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Semi-active Suspension System for 2S1
Tracked Platform in Drive Comfort
Improvement Application

Tomasz Nabagło, Andrzej Jurkiewicz and Janusz Kowal

Abstract In the article, a new solution of a semi-active suspension system is
presented. It is based on a sky-hook strategy model. This solution in 2S1 tracked
platform is applied to improve driving comfort as very important factor for the
vehicle crew efficiency. The solution is applied in two versions of the 2S1 vehicle
suspension model. First one is a basic model. This suspension is based on existing
construction of the 2S1 platform suspension. It is based on torsion bars. Second one
is a modified model, based on spiral torsion springs. In this model a new solution of
idler mechanism is applied. It provides constant tension of the tracks. Semi-active
suspensions simulations results are compared with results of models with passive
versions of the suspension to highlight the improvement level. Results of all models
simulations are compared and analyzed to improve comfort and stability level in
conditions of the modern battlefield.

Keywords Tracked vehicle � Semi-active suspension � Co-simulation � ADAMS

1 Introduction

Driving comfort is very important for the tracked vehicle crew effectiveness, which
may affect on the aiming accuracy or positive results of a mission. The vertical
acceleration of the vehicle body or absorbed power level may be assumed as an

T. Nabagło (&)
Faculty of Mechanical Engineering, Cracow University of Technology,
al. Jana Pawła II 37, 31-864 Krakow, Poland
e-mail: pmnabagl@cyf-kr.edu.pl

A. Jurkiewicz � J. Kowal
Faculty of Mechanical Engineering and Robotics, AGH University of Science
and Technology, Al. a. Mickiewicza 30, 30-059 Krakow, Poland
e-mail: jurkand@agh.edu.pl

J. Kowal
e-mail: jkowal@agh.edu.pl

© Springer International Publishing Switzerland 2016
A. Nawrat and K. Jędrasiak (eds.), Innovative Simulation Systems,
Studies in Systems, Decision and Control 33,
DOI 10.1007/978-3-319-21118-3_14

259



indicator of this factor. In the literature especially one strategy of ride comfort
improvement is popular, but problem of compromise between comfort and safety
was described by Sibielak et al. [1]. The strategy of ride comfort improvement is
tightly connected with Sky-Hook damping strategy, which may be applied in a
Semi-Active (SA) Suspension. This strategy was described by Ahmadian and Pare
[2]. It was very widely described in literature but usually for passenger cars. This
strategy is very seldom taken under consideration in application to the tracked
vehicles. Next question is connected with practical realization of SA suspension
system. The answer is put forward in Wray’s et al. article [3]. They describe SA
suspension system based on Magneto-Rheological (MR) damper. In this article, it is
applied in multi-axled wheeled vehicle. In comparison to passive suspension
solution, a suspension with MR dampers decreases vertical acceleration of the
vehicle sprung mass. Continuing of this way of thinking, application of MR
dampers should be also good solution for multi-axled tracked vehicle. Very detailed
model of MR damper dynamics was put forward by Alexandridis and Goldasz [4].
It should be used in continuation of the simulation researches but the authors have
conducted their researches on the simple linear model, taking into account the key
MR damper limitations. As the extension of this way of thinking, the work of
Rączka et al. [5] may be proposed, in which the solution of control of a suspension
stiffness, in the real time, is described. In the next section of our article, the authors
have described two versions of tracked vehicle model suspension. The first one is
basic model, based on torsion bars system. The construction process of this model
as also the simulation of the model was described by Nabagło et al. [6]. The second
one is modernized model. In this model, all of torsion bars are replaced with
logarithmic spiral springs. As it was said, during researches, suspension system of
2S1 tracked vehicle was modernized by usage of spiral springs. But not only by
this, also others features were changed in these two above modernized models. The
second one element was an idler mechanism. This mechanism was replaced with a
constant force actuator, which acts on the idler wheel. This solution lets to hold a
constant value of track tension. In the basic model, the idler mechanism was
blocked in fixed position. Track links are connected together by so called
rubber-bushings, where stiffness and damping parameters of a single bushing is
adequate to real parameters of track links connection. Ruy et al. [7] describe more
detailed rules and parameters of this connection in case of two links of a track.
From mathematical point of view, the same solution was used in two mentioned
suspension models. Also Wong [8], in his work, considers a track model. However,
he proposes a simplified model of the track as an elastic belt. In more detail, he take
under consideration the problem of the type of soil on which the vehicle is moving.
This problem can be reduced to the model represented by the contact forces
between the elements of the wheel, track and ground. Contact forces act between a
single track link and a single wheel as also between a single track link and the
ground. A contact forces, which are applied between wheel and ground, were
described by Lee [9]. Specific parameters of these connections as also parameters of
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forces are described in ADAMS program documentation [10]. In simulation process
with contact forces usage, geometries fidelity of parts being in contact is very
important. In continuation of simulation topic, Kubela et al. [11] describes
multi-body mechanism simulation in ADAMS computer program. They shows
co-simulation environment with usage of Matlab-Simulink program. Such solution
could be applied for calculation of more complicated control tasks or nonlinear
elements reactions in the Simulink program. Huh et al. [12], in his work, took under
consideration a specific idler mechanism for track tension control. Simulations as
also measurements of parameters of a real tracked vehicle was performed in con-
ditions when vehicle turns on a flat road. In contrast to Huh’s article, in above
article, in case of the modernized tacked vehicle, the authors also describe track
tension mechanism, but it is modeled with usage of single force acting in longi-
tudinal axle of the vehicle. Also driving conditions are different, because the
authors assume the straight line driving on a road profile. The road profile shape has
been measured on the Yuma Proving Ground (YPG) [13]. For estimation all above
mentioned vehicle solutions, the authors used an indicator, which shows absorbed
power by human body. This indicator bases on human body power absorption in
vertical direction, which was described by Lee and Lins [14]. This work is asso-
ciated with model, developed by U.S. Army Tank-Automotive Research and
Development Center (TARDEC). This model treat a human body as a filter of
vibrations power, which is absorbed by it. Because the human body reacts with
different sensitivity on a different vibration frequencies. According to this work, to
hold a comfort feeling, the power absorption of the human body must not exceeds
6 W, what was described by Donahue and Hedrick [15]. The power transmitted in
the suspension system could be also recovered and accumulated, what was
described by Kowal et al. [16]. During model improvement process, the authors
familiarized with other tracked vehicle model solutions, which was described by
Mężyk et al. [17] as also by Assanis et al. [18].

2 Passive and Semi-active Suspension in the Tracked
Vehicle Model

For a wider view of SA suspension work effectiveness, the authors used two
suspension solutions. Results of its simulation will be compared in the next section
of the article. Initially passive suspension model was build. In the next step, it has
been expanded to the SA suspension, what will be described in this section.

2.1 Passive Suspension Models—Basic Model

The suspension model of 2S1 vehicle in original version is equipped with torsion
bars in axles of all road wheels. Original hull mass in the model is assumed as
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6.7E+003 kg. In the model, torsion stiffness of torsion bars was assumed as linear,
with coefficient 1.11E+002 Nm/deg. All wheels in the models are numbered,
beginning from front to back, what is presented on the basic model in Fig. 1. This is
the basic model of 2S1 vehicle in its initial equilibrium state, from which the
dynamics simulation is started. In all passive models, dampers are mounted at the
first and last road wheel axles. Damping characteristics, which was assumed for the
dampers, were more precisely described in the article [6] and shown in Fig. 2a. This
damper characteristic was built with data collected on the real passive damper
mounted in the 2S1 vehicle. For comparison, in second part of Fig. 2b, the linear
3-dimensional characteristics of a semi-active damper is shown. This characteristics
will be used in the next section of the article. The last one characteristic element, the
idler wheel, has been blocked in the constant position.

Another important element of the tracked vehicle is environment in which the
vehicle is moving. The soil is tightly connected with this environment. This soil is
an element which contacts with the tracks and which has huge influence on the
vehicle dynamics [8]. In the basic model as well as in the modified model, the
authors assumed, that the contact forces have linear characteristics. The contact
forces appear between wheels and track links as also track links and a ground. The
contact are characterized by two main parameters, namely stiffness and damping.
The stiffness parameter of contacts between wheels and tracks equals 200 N/mm,
the damping equals 2 Ns/mm. The stiffness parameter of contacts between tracks
and ground equals 1000 N/mm, the damping parameter equals also 2 Ns/mm.

Fig. 1 Basic model of the full tracked vehicle
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2.2 Passive Suspension Models—Modified Model

The modified passive suspension model is based on the logarithmic spiral springs
(see Fig. 3b) mounted in all axles, as opposed to torsion bars (see Fig. 3a), tradi-
tionally mounted in basic version of the vehicle.

Shape of these springs is based on the shape of a logarithmic spiral (see Fig. 4a).
They are mounted in packages enclosing 15 parallel connected springs, in place of
the removed torsion bars. The springs package are mounted outside the hull, close
to cooperating suspension arm. Thus additional free space is provided. This space
could be used for installing better floor-armor or other equipment. This solution
improves also safety, because all reactive elements of the suspension system are
removed from floor plate and they are placed in both sides of the hull, where they
may be better covered. Stiffness characteristics of the spiral springs package is
presented in Fig. 4b. Because, this characteristics encloses only collapse direction
part, in the final spiral spring model, the characteristics was mirrored to the rebound
direction. It was done in respect of assumptions, that in close to zero area, the

Fig. 2 Passive (a) and semi-active (b) damper characteristics

Fig. 3 Units of suspension: a with torsion bar, b with spiral springs package
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stiffness characteristics should be symmetrical. This characteristics is result of
measurement series on the real spiral springs package in laboratory conditions. In
the real vehicle these springs packages works in various driving conditions. For this
reason the authors had to take simplification assumptions, such like constant tem-
perature and linear characteristics in whole range of bump rebound movement.

In the vehicle with the modified suspension system, the hull mass was increased
to 11.57E+003 kg. Also the hull mass center was moved 807 mm back to the
geometrical center of the hull (see Fig. 5). The last one modification is associated
with idler wheel mechanism. Initially fixed to the hull, the idler mechanism was

Fig. 4 Single spiral spring (a) and stiffness characteristics of 15 springs package (b)

Fig. 5 Modernized model of the full tracked vehicle
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rebuilt to act on the track with constant force, which equals 39 kN. This force acts
in longitudinal axis of the vehicle, as it is shown in Fig. 5. This solution is used for
maintaining a constant tension of the tracks. It is simplified version of real idler
wheel mechanism which is based on eccentric mechanism. However, this simpli-
fication realizes the main aim of the constant track tension. Forces, acting on the
idler wheel from the track side during acceleration or deceleration, may be higher
than the idler force value. In this situation these forces cannot be balanced with
39 kN. In result of it, the idler wheel may be moved to the front of the vehicle. For
this reason, a bump-stop is used to stop movement of the idler wheel. It is stopped
after displacement 100 mm from the construction position.

These all modifications were enclosed in the modernized model of 2S1 vehicle
shown in Fig. 5. In this figure the vehicle is shown in its initial equilibrium state,
from which the dynamics simulation is started.

2.3 Sky-Hook Strategy Adopted to the Tracked Vehicle
Suspension

The authors decided to use Sky-hook strategy in the full tracked vehicle model
because of very significant comfort improvement effect for so called quarter-car
model [2]. The Sky-hook system concept is illustrated in Fig. 6a. It assumes
existence of a frame, which is fixed to the vertical coordinate of the absolute
coordinate system. This frame is understood as “Sky”. In Fig. 6b, a functional
model is presented, where csky should equal Fsky=ð_z1 � _z1Þ. In the figure, m1

symbolizes ¼ part of mass of the 4-wheeled vehicle body. Mass m2 is the unstrung
mass of the suspension. Other symbols are described as follows: k1—suspension
stiffness, c1—variable damping, k2—wheel stiffness, c2—wheel damping, ξ—
excitation coming from the road surface.

To adopt this system to the tracked vehicle model, the authors should take some
assumptions. As it is known there is not possible to isolate a single suspension unit

Fig. 6 Simple sky-hook
suspension model: conceptual
(a), functional (b)
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containing wheel and appropriate part of the sprung mass, from the full tracked
vehicle. Nevertheless, relation between vertical velocities of the sprung mass and
the unsprung mass, in the Sky-hook strategy, is well known. For the
quarter-suspension model this relation is described with Eq. (1).

csky ¼
2fsky _z1

ffiffiffiffiffiffiffiffiffiffi
m1k1

p

ð_z1 � _z2Þ ð1Þ

where: fsky—relation of sky-hook damping to the critical damping; _z1—vertical
velocity of the sprung mass; _z2—vertical velocity of the unsprung mass; m1—
sprung mass; k1—suspension stiffness.

This formula is base for a sky-hook controller, which is applied in the model. In
regards to fact, that in the vehicle model, a suspension based on a torsion spring or
torsion bars is applied, their stiffness values cannot be introduced to the controller
directly. To introduce this stiffness values as parameter to the controller, the stiff-
ness should be reduced to the wheel axle point, what it will be described in the next
subsection.

2.4 Semi-active Suspension Models

To build the SA suspension model of the 2S1 vehicle suspension, few changes have
to be introduced to the previous constructed model of the passive suspension. First
one was associated with the SA control system with the Sky-hook controller. As
input parameter for the Sky-hook controller, a single stiffness coefficient of the
suspension unit was used. This unit was associated with a single road wheel. The
above mentioned coefficient was obtained through the reduction suspension stiff-
ness to the wheel axle point (see Fig. 7a). According to Fig. 7a, it is stiffness
coefficient of the theoretical spring. This coefficient was calculated from its theo-
retical characteristics and the coefficient is about 65 N/mm for torsion bar and
55 N/mm for torsion springs. For the reason, that the vehicle has 14 wheels, as an
input parameter, 1/14 part of the vehicle sprung mass is taken. The 1/14 of the
vehicle body equals 480 kg for model with torsion bars and 826.4 kg for model
with torsion springs. Second change was associated with a passive suspension
system construction modification. This modification was conducted by removing of
passive dampers and replacing them with SA dampers. To improve effectiveness of
their work, some construction parameters was changed. To adopt the sky-hook
strategy to the tracked vehicle suspension controller, also position of the damper
should be modified to the position shown in Fig. 7b.

This solution is applied to ensure, that damping coefficient of the SA suspension
is exactly the same as damping coefficient calculated by the Sky-hook controller.
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The Sky-hook controller has 8 inputs and 4 outputs. As the outputs signals are four
damping coefficients for four semi-active dampers. Because full sky-hook controller
is built with four sub-controllers, each sub-controller supports one SA damper. For
this reason each sub-controller needs two input signals of vertical velocity. First one
signed with v1 is associated with sprung mass of suspension model and it is
measured directly on the upper end point of the damper. This point is fixed to the
vehicle body. Second input is signed with v2 and its signal is measured on the lower
end point of the damper. This point is fixed to the suspension arm and wheel axle
connection. During simulation experiments the authors made corrections to the
control formula. This corrections was associated with fsky value. Generally it was
associated with constant value 2sky

ffiffiffiffiffiffiffiffiffiffi
m1k1

p
. Formula 2

ffiffiffiffiffiffiffiffiffiffi
m1k1

p
equals so called critical

or aperiodic damping coefficient and it is characteristic constant for suspension
system unit. Therefore, in the natural way, only coefficient fsky let modify this
value. _z1 and _z2 variables are representative for Sky-hook strategy [2], but constant
part should be proportional to m1 and k1. According this way of thinking, correct
estimation of fsky coefficient should let improve effects of cooperation tracked
vehicle suspension with the Sky-hook controller. Through experiment, the authors
estimated fsky ¼ 0:07, as the best value for the SA model with torsion springs. In
the simulation model, the Sky-hook controller was realized in the Simulink model
(see Fig. 8). In this model, block named Sky-hook algorithm contains Eq. (1).

Because in Eq. (1) is risk of dividing by zero, the model was enriched with
additional elements, which gives default damping coefficient value (cini), when this
coefficient is not specified. The default coefficient equals 88 Ns/mm. In respects to
the fact that the semi-active damper has limited range of the damping, in the
controller, the upper limit of the damping coefficient was assumed on 880 Ns/mm,
and the lower on 8.8 Ns/mm.

Fig. 7 Illustration of the suspension stiffness reduction (a), illustration of the SA and the passive
dampers positions (b)
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2.5 ADAMS-Matlab Co-simulation Conditions

Whole SA suspension model is simulated in co-simulation process between MSC.
ADAMS and Matlab computer programs. For comparison of the control system
effectiveness, simulations of the passive and SA suspension was conducted. In case
of the SA suspension, the simulations were conducted in ADAMS and Matlab
co-simulation conditions. For the co-simulation, a characteristic feature is so called
communication interval. It equals 0.001 s. This interval should be close to com-
munication interval in the real SA suspension system with MR dampers [4]. The SA
suspension model contains two main elements. First one is a model of full tracked
vehicle suspension, with changeable damping coefficients of the dampers. This part
was built in MSC.ADAMS program. The second element is Sky-hook controller for
four independent units associated with SA dampers. This controller was built in the
Simulink program, which is part of the Matlab. One of four above mentioned units
is shown in Fig. 8.

3 Simulation in the Yuma Proving Ground Conditions

To make results of the simulations verifiable, the authors used well known road
profile, which was collected on the Yuma Proving Ground, and it is known as
RMS3 [13]. During simulation, all mentioned models are simulated in conditions of
the straight line driving with variable velocity. The time trace of this velocity is
presented in Fig. 9a.

In a first phase of the movement, the vehicle accelerates. It takes 5 s. Next it
decelerates. It takes 3 s, but after deceleration the vehicle starts to move with
constant velocity. In Fig. 9b, a road surface shapes are presented. These are shapes
for the left and the right track, and they was collected with specialized measuring
device on the Yuma Proving Ground.

Fig. 8 Sky-hook controller unit realized in Simulink computer program
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4 Simulation Results Analysis

In this section, two types of results are presented. First one is associated with time
domain analysis, second one with frequency domain analysis. Only analysis in
these both domain can gives full view on the model. It shows not only its behavior
in time, but also information about frequencies might be transmitted from road
wheels to crew bodies. In this section, the authors compare effectiveness of passive
and Semi-Active suspension solutions.

4.1 Time Domain Analysis—Modified Model

Results of above described models are compared during their time analysis. Time
analysis was conducted since 5th to 10th second of the simulation. In this subsection,
the authors present time traces of vertical acceleration of the vehicle hull mass center
for passive and SA suspension of the modified vehicle model (Fig. 10a). In the case
of modified model, where all axles are equipped with spiral springs, amplitudes of
acceleration, in passive suspension model case, are higher than in SA suspension
case. It is not rule in 100 % of amplitude values, because in time traces of accel-
eration amplitudes, one opposite situation appears. It appears in 7th second of the
simulation. Nevertheless, similar situations appear such seldom, that this control
system could be acceptable for the 2S1 vehicle. In case of the hull mass vertical
acceleration, the difference between passive and SA suspension model is not so big.
In this situation another indicator appears to be more helpful. As it is known, for
efficiency of vehicle crew, a comfort is very important. When crew is exposed to
activity of too high vibration energy, their efficiency is getting lower and their
reaction time increases radically. To estimate influence energy for human body, the
authors used Human Response Filter (HRF) developed by U.S. Army TACOM [14].

Fig. 9 Longitudinal velocity (a), right and left track road shape (b)
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Evaluation of level of absorbed power by the human body is possible with usage of
this filter. Based on it, the authors calculated time traces of Relative Cumulative
Absorbed Power (RCAP), which are shown in Fig. 10b. All values of these time
traces are relative to power absorbed by human body placed in the center of the hull
mass in basic model as well as the modified model.

CAP ¼ 1
T

ZT

0

P dt ð2Þ

RCAP ¼ CAP=CAPmax ð3Þ

where T is time of power absorption, P is absorbed power in vertical direction,
calculated with usage of vehicle hull vertical acceleration filtered by HRF. RCAP
for above three models are shown in Fig. 10b.

These time traces clearly show that absorbed power in case of the SA suspension
model is much lower than in the passive model case. Therefore in this situation,

Fig. 10 Time traces of vertical acceleration of the vehicle hull (a), human body cumulative
absorbed power (b), hull pitch angular velocity (c), hull roll angular velocity (d)
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solution of the SA suspension model gives noticeably better results than passive
suspension model solution. In Fig. 10c, pitch velocity is presented. This velocity
time traces are significantly better in the SA case than in the passive case, what
shows that SA suspension stabilizes vehicle along its longitudinal axis. The last part
of Fig. 10d contains a comparison of roll velocity of the vehicle hull. In this case,
situation is similar, but not such significant like in the pitch velocity case. SA
suspension stabilizes the hull also in transverse axis of the vehicle.

4.2 Time Domain Analysis—Basic Model

In the basic model case, a comfort improvement is not such significant like in the
modified model case. During observation of differences between hull acceleration
amplitudes for passive and SA suspension are not clear (Fig. 11a). Also in this case
RCAP indicator appears to be more useful. This indicator shows that also in the
basic model case, SA suspension gives better results because of lower energy
transmission in the suspension system (Fig. 11b).

Fig. 11 Time traces of vertical acceleration of the vehicle hull (a), human body cumulative
absorbed power (b), hull pitch angular velocity (c), hull roll angular velocity (d)
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During analysis of the hull pitch angular velocity and the hull roll angular velocity,
any significant differences between passive and SAmodel are not noticeable. Than in
this case, stability improvement level is minimal (see Fig. 11c, d). Such weak effect of
SA suspension application may be caused by fact, that in the basic model, the mass
center is not in the center of the hull geometry. From this reason surrogate masses for
the controllers of front and rear SA dampers are radically different. With this fact is
connected another one, namely, that the critical damping for the front SA dampers are
different than for the rear SA dampers. Nevertheless, the authors assumed simplifi-
cation, that critical damping for all SA dampers are the same. This simplification let
use the same sub-controllers parameters for all SA dampers.

4.3 Frequency Domain Analysis—Modified Model

For complete picture of the simulations, results of frequency domain analysis are
shown. In Fig. 12a, one can see, that in the SA model case, low frequencies

Fig. 12 Frequency characteristics of vertical acceleration of the vehicle hull (a), hull pitch angular
velocity (b), hull roll angular velocity (c)
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(0.1–10 Hz) of the hull vertical acceleration are stronger damped in comparison to
the passive suspension case. Higher frequencies amplitudes are approximately on
the same level for both suspension solutions. Similar situation is in case of hull
pitch angular velocities and hull roll angular velocities.

Than frequency domain analysis confirms conclusions from time domain anal-
ysis, that SA suspension stabilizes rotational movements of the vehicle hull. It
shows also, that this stabilization effect is associated mainly with low frequencies of
these movements.

4.4 Frequency Domain Analysis—Basic Model

Similarly like in Sect. 4.2, one can observe an insignificant improvement of driving
comfort through reduction of the hull vertical acceleration amplitude. It concerns
mainly the low frequencies. The higher frequencies amplitudes are almost the same

Fig. 13 Frequency characteristics of vertical acceleration of the vehicle hull (a), hull pitch angular
velocity (b), hull roll angular velocity (c)
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for the passive and SA suspension models. Also frequency characteristics for pitch
angular velocity and hull roll angular velocity confirms conclusions from Sect. 4.2,
that level of rotational movements stabilization is almost the same for the passive
and SA suspension model. It applies to the entire frequency spectrum (Fig. 13).

5 Conclusions

In conclusion of results analysis, one can notice advantages of usage of the
Semi-Active suspension system. This system, in the case of the modified suspen-
sion system, reduces vertical acceleration amplitudes. When this acceleration acts
on a human body, this body absorbs power, then through reduction of the vertical
acceleration, the absorbed power is also reduced. This is confirmed by the RCAP
indicator. This indicator shows, that driving comfort, when SA suspension is
applied, radically increases. In the simulation conditions, by the comfort
improvement, a reduced level of energy absorption by the human body is under-
stood. This factor has big influence on the vehicle crew efficiency. But not only this
parameter is improved. SA suspension stabilizes also rotational movements of the
vehicle body, in longitudinal as also in transverse axis of the vehicle. Then usage of
this kind of controlled suspension system improves also stability of the vehicle, and
may also improve its maneuverability. In the case of the basic model, the
improvement level is not such significant. It could be coursed by construction
parameters of this model. The modified model has two important features. First one
is bigger mass of the hull. Second one, and maybe more important, is symmetrically
placed mass center. This mass center is very close to geometrical center of the hull.
From this reason, parameters of sky-hook sub-controllers, which control the front
and the rear SA dampers may be the same. In contrast, the basic model has
asymmetrically placed mass center of the hull. It is significantly moved to the front
of the hull. From this reason, a bigger mass is on the front part of the suspension
than on the rear part. In this situation, a critical damping on the front and the rear
SA dampers should be different. In connection to this fact, also parameters con-
trollers, which control the SA dampers, should be different. Nevertheless, in the
basic suspension case, the SA suspension solution holds the performance on the
same level as the passive suspension solution. SA suspension applied in the models
is based on the telescopic damper with a piston. Because in the modified model, the
torsion spiral springs are applied, the control system may be applied also to the
rotational dampers. This damper could be autonomic unit, in parallel connected
with the spiral springs, or it could be integrated with the spiral springs. This kind of
damper might be realized with usage of magneto-rheological fluid as a damping
medium. It appears to be the best solution, because MR dampers have low energy
requirement. In summary, the usage of above-described solution of the semi-active
suspension system, especially for the modernized model of the 2S1 vehicle, through
increasing the stability and the comfort level may significantly increase the
advantage in conditions of the modern battlefield.
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Experimental Mobile Robot—Hardware

Krzysztof Jaskot and Tomasz Łakota

Abstract The chapter presents the hardware part of the mobile robot. Whole
electronics circuit was divided into functional blocks and each of them is described
separately. For each, the corresponding part of schematic was presented and
explained. The most important decisions on selected parts or solutions are discussed
and justified.

Keywords Mobile robots � Electronics � Microcontroller � Wireless
communication

1 Introduction

Mobile mini-robots constitute an important equipment for research of control
algorithms. During last decade, many constructions for this purpose were developed.
One of examples is the series of Kephera robots, which are widely used at many
universities in robotics courses. It is commercial product, with emphasis put on high
modularity. Very different approach is presented in the work [1, 2], where the cheap,
compact mobile robot is described. There are also many constructions intended to be
used in robot soccer competitions [3]. One of such models is 188 Soccer Robot
produced by Microrobot. In this work, a new controller for this model is presented.

The Experimental Robot is equipped with two-wheeled differential drive oper-
ated by two DC motors (see Fig. 1). On shaft of each motor there is a two channel
incremental magnetic encoder, which gives 512 pulses per rotate. The goal is to
make a controller which allow to realize effectively complex control algorithms
planned by external, master control system. Data should be exchanged with the
master system using wireless communication module. There should be a possibility
to use the robot in the multi-agent system [4], so it has to be taken into account, that
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several identical robots can be present in the range. A 6-cell battery (which gives
6–7.8 V) is the power supply both for motors and for electronic circuits. The robot
itself has no other sensors but the encoders, however in whole system there is a
stationary camera mounted above the field where the robot is located. Together with
proper software it build a vision system that provides the pose (position and ori-
entation) of the robot in the global coordinate system [5–7]. This data can be sent to
the robot using the wireless link.

In [8] previous approach to the same problem was presented. The work was
based on the board equipped in the Microchip PIC18F452 microcontroller and
Radiometrix BiM-418-F radio module and described Brain On-Board System [9].
The PID controller was implemented for the speed of wheels as well as for robot’s
orientation. Moreover, the potential field algorithm was used to find the path to
destination point. It was assumed that the only obstacles on the field are other
robots, which positions are received from the vision system [10–12]. Also going the
shortest way to destination point was realized by the on-board system.

One of the problems is poor throughput of radio modules used it is 40 kbits at
most. Moreover, the transmission is very sensitive to noises from the motors bru-
shes. Slow and unreliable transmission is a serious drawback of the controller, since
there is much data to be send (including poses of all robots in the scene).

2 Electronics

The circuitry designed for the controller is composed of the central unit (described
in the next section) and several functional blocks connected to it. The block dia-
gram of whole circuit is presented in Fig. 2.

Central processing unit is the most important part of the controller. It serves
many functions in the robot. First, it coordinates work of all other subsystems.
Second, it is the place, where the control algorithms are implemented. Next, data
from the wireless device is received and interpreted here. Apart from these tasks,
there are also other ones, which are performed by this part, so it had to be selected
carefully, taking into account many criteria.

Fig. 1 A experimental
mobile robot with controller
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2.1 MCU

Nowadays, there is a wide variety of highly integrated chips under a common name
‘microcontroller’ or shortly ‘MCU’ (MicroController Unit). They are small, cheap,
and need almost no external devices to work. Moreover, many useful peripheral
devices, like timers/counters, Analog to Digital converters, Uart (Universal
Asynchronous Receiver/Transmitter) and USB drivers, are integrated into them.
After some market research the model from AT91SAM7S series produced by
ATMEL company was selected. The basic requirements and other criteria which
was taken into account are discussed below.

As it was mentioned earlier, the microcontroller will perform many tasks
simultaneously. Some of them are time critical, and some need relatively big
computational power (as for microcontrollers). It cannot be stated precisely how
speed of processing is needed, however it can be estimated that it should be at least
10 millions of simple arithmetical operations per second (including multiplication,
division not necessarily). Greater speed is advantage. Selected model can operate
with 55 MHz clock [13]. Number of clocks per instruction varies, however it is
usually a small number (1–4) [14].

2.2 Sufficiently Large Random Access Memory

Some algorithms may need to store large amount of past data for future use (e.g.
distance traveled by each wheel at many past points of time, in order to use it in
position estimation, when the frame from vision positioning system is received).

Fig. 2 The block diagram of
the controller circuit. External
devices are denoted by yellow
boxes, and parts of circuits by
the green ones (Color figure
online)
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It is also possible that some sophisticated tracking algorithms would need much
memory for temporary arrays.

Moreover, it would be useful to be able to remember a history of robot’s
position, speed, control variables, some internal variables of controllers and so on.
We can imagine a situation in which we run the robot with newly-programmed
algorithm and observe it’s behavior for several seconds. Then, we connect a robot
to PC and read data registered during this ‘trial-ride’ in order to analyze it and fix or
tune the algorithm.

Since wireless transmission is used for other purposes, it will be more conve-
nient to store this data temporarily in the memory, rather to transmit it in the real
time. For this reason, relatively big amount of memory is needed. Selected model is
produced in several versions with varying RAM and FLASH size. Finally the one
with 16 KB of RAM and 64 KB of FLASH is used.

2.3 PWM

The easiest way of controlling brushed DC motor from digital circuit is Pulse Width
Modulation technique. Most of the modern microcontrollers have hardware support
for PWM. Such a feature makes possible to focus on other tasks in software rather
than manual switching logical level on some pin. Because there are two motors and
each of them should be controlled independently, the chosen device is expected to
have at least 2 separate channels. Selected microcontroller posses four PWM
channels, so it is definitely enough for my purposes.

It would be convenient if output from encoders was sampled by the hardware
and edges were counted automatically by proper peripheral device in the micro-
controller. Built-in counter with external trigger should perform this effectively.
Since there are two wheels, two counters are needed, each with separate trigger
input. According to datasheet [13] there is one three-channel 16-bit timer/counter
and three external inputs to them (which can be configured freely). Therefore, I can
configure them in such a way, that each of two counters will count pulses from the
encoder connected with one wheel.

2.4 Communication Channels

One UART channel is needed to communicate with wireless transmission module.
Moreover, it would be helpful to have some channel to communicate with PC for
debug and other development purposes, and UART interface would be appropriate
for this purpose too, so the second channel is necessary. Additional SPI (Serial
Peripheral Interface) would be advantage, since there is a possibility to connect SD
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(Secure Digital)/MMC (Multi Media Card) flash card to this interface (as external
storage for logs). Selected chip has absolutely enough communication interfaces. It
has two USART controllers (which can work as UART), SPI, USB 2.0, and TWI
(Two Wire Interface).

2.5 ADC Channel

It is not critical, however very useful feature. It gives us a possibility to monitor
battery voltage and detect the moment, when this level is too low that can cause
unstable work of electronics. This will also prevent damage of battery. Selected
model has one eight-channel 10-bit Analog-to-Digital Converter.

The great advantage of selected model is the fact, than commonly known
opensource compilation tools called GCC (Gnu Compiler Collection) is available
for this platform.

2.5.1 Schematic

In Fig. 3 there is shown a part of schematic containing the AT91SAM7S micro-
controller together with it’s connections and some elements. Detailed description of
individual components is given below. We can see that two distinct voltages is
needed for the MCU: 3.3 V (3.0–3.6 V is acceptable [13]) and 1.8 V (1.65–1.95 V
is acceptable [13]). The second one can be taken from the internal voltage regulator
(VDDOUT pin). In order to ensure stable work of whole circuit, noises on the
power lines have to be eliminated. For this reason decoupling capacitors are used.
According to the application note for AT91SAM7S series [15], decoupling
capacitors are needed for the the following pins: VDDFLASH, VDDIO, VDDIN,
VDDOUT, VDDCORE, VDDPLL.

2.5.2 External Oscillator

A ‘SAM-BA’ (SAM Boot Assistant) bootloader, which allows to upload a program
quickly using USB port, needs some particular frequency of the oscillator. This is
not a limitation of computing speed, however, since any frequency of the main
processor’s clock, that would be finally necessary, could be obtained using divider
and multiplier configured from the software level. Finally the 18.432 M HC49
crystal oscillator with frequency tolerance 30 ppm was used (Fig. 4).
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2.6 Wireless Communication

The next very important part of the system is the wireless communication module.
It has to be a reasonable compromise between price, complexity, convenience in
use and transmission quality (rate, duplex, delays, noise immunity, range). Several
solutions were taken into account. A short research on each of them was made.

Fig. 3 The microcontroller connection

Fig. 4 The microcontroller
on a board
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• CC1000 This is a simple and cheap low-power wireless module. It works on
frequency range 300–1000 MHz and allows to transmit or receive up to
76.8 kbps. Data direction is switched manually. Moreover some external
components are required (e.g. antenna). That make this module not very con-
venient in usage.

• Bluetooth devices Bluetooth protocol has the advantage, that there are cheap
USB dongles available for PC, so there would be no need of creating device for
PC-side. Also transmission speed is a relatively high (few Mbps depending on
version). However the Bluetooth protocol is rather complicated, which is serious
disadvantage of this solution—it would cause greater CPU usage and latencies.
Price of modules for use with MCUs is greater than in case of previously
described devices.

• XBee XBee from Digi is a wireless module intended to be used in ZigBee
networks. It is, however, very flexible device. In the simplest case no config-
uration is needed, and it works in so called ‘transparent mode’, which means
that all (raw) data is broadcasted and received by all modules in the range. When
more control needed—powerful API mode available. Implementation of pro-
tocol stack is not required as in Bluetooth. It is more sophisticated than CC1000,
but easier to use. Absolutely no external devices are needed to work. Data can
be transmitted in one direction a time, but it is managed automatically. The
range of basic XBee modules is 30 m in urban area. The real data rate is
115 kbps, which is more than sufficient. Moreover it provides high noise
immunity, which is critical because of disturbances produced by the brushes of
motors. Another important feature is low latency—it is not documented, how-
ever technical support claimed that it is below 10 ms for 32 bytes at 115 kbps.
This module was finally selected.

Selected XBee modules has also some features, that are not crucial for the
assumed goals, but may be useful in further development. There is possibility of
sending packets selectively, only to selected receiver (instead of all). The RSSI
(Received Signal Strength Indication) is available, so can be read and used. There
are also some sleep modes, that can reduce power consumption if managed well.
Analog-to-digital converters and digital I/O pins could be used, if there were too
few of them in the MCU. Figure 5 shows a part of schematic with the XBee
module.

2.7 Motor Driver

The basic functionality of the controller, which is the subject of my work, is
controlling the motion of the mobile robot. For this purpose, there are two brushed
DC motors on the robot board. They need to be controlled by the MCU, but power
supply should be taken directly from battery. For this reason, the dual full-bridge
driver (H-bridge) L298 was used to supply them [16]. The L298 is an integrated
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circuit which allow to supply two motors with voltage up to 46 V and current 2 A
(per motor), providing ‘enable’ input for each channel and polarization selection.
The logic supply voltage should be in range 4.5–7 V, however the voltage above
2.3 V on the inputs is guaranteed to be interpreted as ‘high’ level. We need
therefore separate power supply voltage in the circuit (5 V), but the microcon-
troller’s outputs can be connected to the control inputs directly. The part of circuit
responsible for supplying the motors is presented in Fig. 6.

Fig. 5 The radio module
connection

Fig. 6 The motors driver
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2.7.1 Encoders

On the shaft of each motor there is two-channel encoder mounted. When the wheel
rotates (and the motor shaft too) we obtain a square wave on each channel, one
shifted by 90° with respect to another. We can, therefore, recognize the direction of
rotation by checking which one is shifted forward. The circuit which detects the
direction of rotation of wheels is presented in Fig. 7.

2.8 Power Supply

As it was mentioned before, two regulated power supply voltages are needed in the
circuit. The first one 3.3 V will supply nearly all digital circuits excluding the logic
of L298 bridge. This one will be supplied from 5 V voltage source. Moreover, the
supply for power output stages of L298 should pass over as many elements as
possible in order to avoid energy losses [17–19].

The robot will be supplied from 6-cell NiMH battery, so it’s nominal voltage is
6 × 1.2 V = 7.2 V. The real operating voltage varies, however, depending on battery
charge state, load and temperature. When the battery is fully charged, it can reach
almost 9 V under a light load. When the battery is nearly fully discharged and the
load is larger (e.g. 2 A), it’s voltage will be approximately 6 V. Because of such
spread, voltage regulators must be used.

During further development and usage it may happen, that power supply (bat-
tery) will be connected to the board by mistake with reverse polarization. I assume
it will be rare case, however the circuit must be protected from such an accident.
The design of power supplying part of the circuit is shown in Fig. 8.

Fig. 7 The direction detection circuit
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2.9 RS232 and USB Communication

RS232 is the simplest way of communication between the MCU and PC.
AT91SAM7S integrate a dedicated peripheral for this purpose (UART), therefore no
external driver is needed. However, because voltage levels in PC serial port are other
than in MCU, the voltage level converter must be used. There are many of integrated
circuits specialized for this task available on the market. I selected the
MAX3221CAE which need only connection of four small capacitors [20] (100 nF—
it is important here, because they are available for surface mounting unlike some
greater ones). Proper schematic part is presented in Fig. 9. The USB controller is
embedded into the MCU, but some additional elements needs to be connected.
Whole external circuit is described in [13]. Figure 10 shows the corresponding part
of schematic.

Fig. 8 The power supply

286 K. Jaskot and T. Łakota



3 Conclusions

The final version of the controller mets all requirements that were stated. It provides
a reliable platform for development of distributed control system. A common
interface for all devices that allow to transmit/store data makes further development
easier. The MCU that was applied provides enough computational power for
implementation of nontrivial algorithms with high sampling rates. There is a pos-
sibility of reprogramming several controllers simultaneously with no need of
connecting them to PC. Although the controller is by now ready to use, several
things can be improved. Also some additional functionality can be added in the
future [21–25]. Generally, everything on the board works properly, however the

Fig. 9 The RS232 interface—voltage level converter

Fig. 10 The USB port connection
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following things could be improved. When the robot is connected to USB, the
logical part of the board could be supplied from it. It would be useful during
development parts of controller not related to robot motion. Unused A/D converters
could be available on some connectors in order to make possible adding some
sensors with voltage or current output. The socket with SD/MMC card has to be
attached now as an external module. Since micro-SD cards are relatively cheap
currently, it would be more convenient, if there was a micro-SD socket integrated
into main board. There are no general purpose LEDs that can be controlled by the
MCU. It would be very useful if there were added some of them e.g. for signaling
low level of battery voltage of to inform that robot is in programming mode. Three
to five LEDs of different colors would be enough.
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Conception of a Diagnostic System
for Evaluating a Technique Correctness
and Effectiveness of Running

Krzysztof Skrzypczyk

Abstract The paper addresses the problem of a system design for evaluating the
quality and effectiveness of human running. In this work the general conception of
diagnostic system which can capture and measure some specific and key parameters
of the running stride and posture is discussed. Instead of using the high resolution
motion capture systems an application of relatively simple technological means are
proposed. Running biomechanics improvement require changing some basic phases
of motion. Extracting key elements of the overall and quite complex process of
running, and further working under their improvement can result in successful
transformation on running form. Moreover reducing the number of motion
parameter observed allows applying relatively simple diagnostic system. In this
paper an application of 2D vision system and inertial measurement units is
discussed.

Keywords Running biomechanics � Inertial measurement units �Motion capture �
Vision system

1 Introduction

Running has become the most popular sport activity [1]. Thousands of people all
over the world are attending the street races, more and more people are run longer
and longer distances during their training and preparations for the competitions.
There is a common opinion which unfortunately is also promoted by media as well
as by most of the running couches, that running is a natural and individual feature
of each athlete. The consequence of that is the belief that running is not a sport
discipline which is not “technical”, what leads to marginalization of this part of the
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training process. The lack of the awareness of the correct running technique is the
main reason of weak results even hard training amateur-runners. Moreover incorrect
running form leads straight-forward to serious injuries [2]. Contemporary running
science shows that running is a very sophisticated form of locomotion [2, 3]. The
truth is that there exists correct running pattern and majority of amateurs as well as
many of professional runners can and should undergo their running form refinement
or transformation. Although the branch of running science that deals with kinetics
and biomechanics of running is still in its infancy there are a lot of researches that
reveal correct, evolutionary programmed form of running [4, 5]. The present day
technology comes with the help to researches. Advanced stationary motion capture
vision systems like Vicon [6, 7], BTS as well as portable inertial bases motion
measurement devices (XSense suite) allow recording all the parameters of moving
human body. On the other hand, this kind of measurement, and motion capture
systems provide far too much information than is needed to evaluate the biome-
chanical quality of movement and identify the main imperfections that influence the
running form. Moreover focusing on limited but crucial elements of the running
body kinetics allows both couches and the runner itself better monitoring running
form refinements. And the last issue that makes the commercially available motion
capture systems does not fit well into the application discusses is their price. These
systems are very expensive and hence they cannot be commonly used in small
running teems and the more by private amateur users. In this paper the system
concept intended for evaluating and monitoring the biomechanical features of
running is discussed. In the approach proposed, simple 2D vision system is con-
sidered to be sufficient source of information about the running parameters. Aside
from the system part that can be used for stationary, laboratory experiments there is
the second part with the use of which it is possible to collect information while
running in terrain. The discussed solution can provide information about kinematics
of the moving body, the timing parameters, as well as forces that the running body
interacts with the ground. Thanks to the limited information provided by this
system it is possible more effectively analyze influence of refinements applied to the
running technique. The system the concept of which is presented in the paper can
be very useful, and widely available tool both for running technique couches and
amateur runners working under refinement their running form.

2 Correct Running Form

Human evolutionary is provided with two forms of locomotion: walking and
running [5]. Walking is very effective mean of our body transportation over long
distances with slow speed. On the other hand nature equipped human with running
which allows him moving with much higher speed and also over long distances.
Human is the only representative of mammals that can run over so long distances
like marathon distance for instance. Nowadays people prefers sedentary lifestyle,
wear shoes from its infancy what is the reason the primary pattern of running is lost
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over the years. Following the contemporary running boom statistical amateur tries
to adapt the walking gait to the running, just by simple replacing the double support
phase of walking cycle with the flying phase. Without correct body posture this
leads to applying so called rear-foot-strike pattern which in turn results in many
irregularities and dangerous effects of this running pattern. This is the main reason
of running ineffectively and what is more dangerous is the reason of majority of
injuries. This is due to the fact that biomechanical mechanism of walking are not
adapted to withstand overloads that appear during incorrect running [8]. Of course
detailed analysis of biomechanics of running is beyond the scope of this study.
Running is a very complex form of motion that brings together a number of body
functions. Detailed analysis and discussion on running technique and the methods
of its improvement can be found in [3–5]. Although running is a very sophisticated
motion kind, there can be distinguished a few key issues that dominate over others.
Improving them results in better use of the locomotion mechanisms, increasing the
effectiveness of running what in consequence leads to increasing the running speed.
For the further discussion that will appear in this paper let us point out this issues.

• The first one and the most important is a hip position during the run. The hip
should be located on the line that connect the ear and the ankle in the stance
phase of running.

• The second one is a slight inclination of the body during the whole run.
However these two features are connected together. Positioning the hip in the
manner described above is possible only together with satisfying the second
issue. Such pose gives a runner gravity acceleration improves much the running
effectiveness.

• Another motion feature that influence the running form is an amplitude of
vertical oscillations of the body while running, which should be minimized.

The aim of the system discussed is detecting, measuring and monitoring the
aforementioned key issues of the running aspects.

3 System Conception

A diagram presenting the idea of the diagnostic system discussed in the paper is
shown in Fig. 1. The subject of an evaluation is a runner (an athlete or amateur)
running in its individual manner. So the individual moving pattern is captured by
the system and undergo further analysis. The first part of the system discussed is a
measurement system that provides data about the runner motion parameters. These
data are compared to some knowledge about correct values of the parameters
monitored. The knowledge could has a form of expert knowledge of a couch as well
as can be synthesized into the form of performance and quality indices. The result
of comparing the individual running form to some correct pattern gives clues and
recommendations to the refinements related to the training program.
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There are three kinds of measurements that are collected by the system for
evaluating the effectiveness of running (Fig. 2). The first group of data collected is
related to geometry of the running body. The effectiveness of running depends
much on some key geometrical body posture elements. The most important features
this part of the system is intended to track are: hip location, inclination of the body
and the angle of support phase, which is defined by ground-line and ankle-knee
line. Tracking the hip location it os also possible to determine vertical oscillations

Fig. 1 Diagram that illustrates an idea of the running diagnosis system

Fig. 2 Three groups of motion parameters analyzed by the system discussed
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of the body. The second group consists of timing parameters, that evidence for the
quality of the motion examined. Among a number of timing parameters it can be
distinguished the key ones like: cadence of the running stride and duration of the
support phase. Third set of parameters is related to the forces of reaction the running
body interacts with the ground. Using contemporary technologies like miniature
accelerometers it is possible to estimate the forces of reaction. Using these date we
can infer a number of useful issues for the running refinement process. It is
important to emphasize that for the purpose of both training and refinement process
is not essential to measure aforementioned motion parameters with a high accuracy.
The analysis is focused on observing the crucial elements of a body motion in terms
of finding some trends. It is enough to state that some value which undergo the
optimization process is increasing or decreasing. This assumption allows further
simplification of the system.

3.1 Stationary Part

The overall system can be considered two fold. The first part is assumed to be as a
tool for the couch for detailed analysis of the running form and the refinement
process progression in the laboratory. The stationary part can be divided into:

• A vision system for monitoring a runner posture [9]
• Accelerometers mounted intentionally by the couch in some key points of the

runner body

The function of this part of the system is collecting all the necessary information
about the running form of the athlete and further, using it for analysis. In the next
part of this section we discuss the application of different technologies.

3.1.1 Vision System

As was mentioned before nowadays vision systems are the main tool for precise,
high speed motion capturing in 3D space. Commercially available systems like
Vicon, BTS are stationary, stereoscopic, very accurate and robust systems that meet
requirements even very demanding client. From the perspective of the application
discussed these systems seem too be highly redundant. Moreover the cost of this
system is also very high. These issues can be a reason for attempting to simplify the
vision system. The system proposed provides all the information which is necessary
for evaluating the running form and providing the feedback for the technique
refinement. Although the run is a quite complex form of locomotion and its
effectiveness is influenced by many factors, there are few crucial ones. The most
important and dominant one is the hip location and the inclination of body during
the stance phase which in combination with a few others provides sufficient data for
the technique refinement. In Fig. 3 a conception of the stationary part of the system
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is presented. The system consists of the vision based part for tracking 5 markers
located in the key points of the body: head, shoulder, hip, knee and ankle. Tracking
mutual relations between points determined by these markers is enough to draw
conclusions about the essential posture features. Such task is rather simple problem
for image processing and can be done using simple camera. Demands for the
marker tracking speed are not also high in the case of this system. The cadence of
an elite runner is about 180 strides per second what gives the value about 90 strides
for the single leg. If we assume that it is possible process the image with the speed
25 frames/s we obtain the tracking resolution on the level of 16 frames per single
stride. It is absolutely sufficient for extracting the features necessary to analyze the
motion quality.

3.1.2 Inertial System

Thanks to the great technological development in electronics (especially the M.E.
M.S. technology) it comes possible to manufacture miniature high accuracy inertial
sensors like accelerometers and gyroscopes. These devices can measure dynamic
motion parameters like linear acceleration and rotary speed. Combining them with
sophisticated filtering algorithms [] reliable and accurate measurements can be
obtained. Applying these sensors to running dynamics analysis opens quite new
possibilities. In Fig. 4 two proposed applications of inertial sensors are shown.
Human locomotion apparatus is designed well for shock absorbing. During the

Fig. 3 Combination of simple 2D vision based motion capture system with inertial measurements
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landing and further the stance phase muscles and tendons fixed to the leg segments
works like high quality suspension system. If running technique is correct this
mechanism works properly dumping the ground reaction forces applied to the
skeleton. Otherwise, while running in biomechanically incorrect form, the forces
acting on our body are very large what usually leads to injuries of joints, tendons
and even bones. In Fig. 4a the human body suspension system is schematically
presented. With the spring symbol the dominant shock absorption mechanisms are
marked. Using accelerometers fixed to subsequent segments of our body it is
possible estimating the forces applied. It is not important to know the exact value of
the given force. It is enough to observe if these forces are increasing or decreasing
while applying some modifications and refinements. Moreover mounting 4 accel-
erometers in the way presented in Fig. 4a the shock absorption propagation can be
observed. Refinements in running technique should result in observing in negative
propagation of forces acting on subsequent joints.

The next application of inertial sensors to running technique evaluation is related
to measurement the foot interaction with the ground. Mounting accelerometers on
different foot areas it is possible to find out the stride character. In general three
patterns can be distinguished. Fore foot pattern (FFP), middle foot pattern
(MFP) and rear foot pattern (RFP). Refining a running stride, first of all, should be
focused on eliminating the RFP if such stride is used. Figure 4b shows an appli-
cation of two accelerometers fixed to the front and rear area of the foot. Comparing
foot-ground reaction forces related to the front and rear area we can assess the
nature of foot ground interaction. Moreover in this configuration it is possible to
find timing characteristics like duration of the stance phase.

Fig. 4 Two exemplary applications of accelerometers. Shock absorption evaluation (a) and
foot-ground interaction forces (b)
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3.2 Mobile Part

Other issue of the conception discussed is related to the mobility [10]. While the
stationary part of the system is intended to be a diagnostic tool for couch working
under a runner technique refinement, the mobile part is dedicated rather for personal
use. Of course it also can be used in the overall coaching process like a source of
additional information. The functionality of the mobile part of the system is very
limited comparing to the stationary one and provides only the basic information of
the running quality that can be understood and analyzed by the user without bio-
mechanics background. The parameter that aggregates all the factors influencing the
running effectiveness is vertical body oscillation. It easy to be focused on mini-
mizing this oscillations as a result of running style modifications. Reducing this
value is an evidence that the athlete is on the right way to improving his technique.
Another important issue is a cadence of run which for best performance should be
kept in the range of 180–190 strides/min. Moreover it is possible to monitor the
body rotations and inclination in various planes for better optimizing the motion.
The functions pointed out can be accomplished by a single inertial measurement
unit (IMU). By analyzing the acceleration time plot, measured in different motion
planes, we can extract information about cadence and a duration of the support
phase. Double integrating the acceleration in combination with filtering procedures
it is possible to find the body displacement in a considered direction hence the
amplitude of vertical oscillations can be found. This consideration has very general
form but it is only to highlight potential possibilities and applications of nowadays
commonly used sensors.

4 Conclusion

In this paper the problem of the system design for evaluating the quality and
effectiveness of human running was discussed. A general conception of diagnostic
system based on the vision motion capture system and inertial measurements was
presented. The key issue which is the advantage of the system proposed id its
simplicity. This is with accordance with the assumption that the system should be
widely accessible which is contrary to the high precision commercially available
motion capture and analysis systems. An application of relatively simple means of
technology for tracking and monitoring the basic body motion parameters was
discussed. The main idea of this system is focusing on limited but the important
motion parameters influencing the running technique. This is the reason that the
most important part of the system (except of creating the measurement set up) is the
analysis module. This module should support the couch giving him some aggre-
gated data and performances indices which help him to monitor the progression in
the running refinement process. Although only the concept of the system was
discussed this work shows possible application field of simple, widely available
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technological means. These technologies in combination with profound knowledge
of running biomechanics can give significant effects in running form refinement
process.
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Part III
Design and Evaluation of Control

Algorithms

Human perception is limited to tracking in full concentration only seven elements
simultaneously. Control of unmanned vehicle and analysis of data recorded by the
payload of unmanned vehicles is a significant excess of information for human and
significantly limits its analytical capabilities. It is therefore necessary to develop
new control algorithms enabling the partial or total replacement of certain human
operations in order to enable a man to focus on the analysis of the obtained data
from the payload. Many research groups around the world work on design and
evaluation of control systems for unmanned vehicles.

The part presents the use of the modified BLT method for the synthesis of
control system of the UAV. A small helicopter was an example of the UAV. This
method was used for controlling linear acceleration in the vertical axis and angular
velocities around the UAV’s symmetry axes. The linearized multivariable model
was used as model of the UAV. The presented examples illustrate correct operation
of the modified BLT method in the lowest level of the UAV’s control system.

Due to the popularity and usability of the BLT method for tuning multivariable
control systems, we proposed a certain modification. The BLT method uses the
Ziegler-Nichols (ZN) method for tuning PI regulators for the main channels. The
limitations caused by the ZN method for the plant’s transfer function form resulted
in limiting the use of the BLT method. Therefore this paper put forwards the
modification based on using the tuning methods different from ZN. This paper
shows the examples of using different tuning methods than ZN which were adjusted
to the form of the plant’s transfer function. Such an approach allowed to extend the
range of the acceptable kinds of plant’s transfer functions in the main channels
during synthesis of the multivariable control system. It allowed to use the
knowledge of single-variable control systems for tuning multivariable control
systems.

The part presents research devoted to modeling and control system design for a
quadrotor UAV. The quadrotor lift, propulsion, and control loads are produced by
four identical rotors, performance of which strongly depends on flight conditions.
The quadrotor angular rates result in non identical flow through each of the rotors



due to their non coaxial configuration which may cause disturbances of a flight
path. The development of a complex dynamic model and a control law
enhancement method for a quadrotor is presented in this paper. The novel
approach to control system development led to increase in quadrotor handling
precision and compensates disturbances of the flight path, which make a quadrotor
more capable to operate in a confined space.

An important determinant of the quality control is the quality of the input data to
the system. It is therefore necessary to develop sophisticated filtering algorithms
which are characterized by the highest precision possible. The part presents
different ways of processing data acquired for the purpose of determining the
orientation of an object in space and navigation of unmanned vehicles in confined
spaces.

Naive Kalman filter is introduced in the part and presented for estimating
orientation in 3D space. Using the assumption of Bayesian classification systems,
the angular velocity vector is treated as three separate events. Therefore, three
independent Kalman filters are used to estimate Euler angles for each RPY
coordinate system. Data fusion is presented for real IMU sensor which integrated
data from triaxial gyroscope, accelerometer and magnetometer.

The part described visual odometry algorithm for monocular camera. It is
developed for use on a mobile robot involved in criminal investigation conducted
by Polish police forces. FAST keypoints with ORB descriptors are used as input to
the motion estimation. Concept of pose graph is implemented in order to improve
accuracy of the results obtained. The algorithm was evaluated and results are
presented together with the guidance for further development of the method.
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Experimental Mobile Robot—Software

Krzysztof Jaskot and Tomasz Łakota

Abstract The paper presents the software part of the experimental mobile robot.
Whole software for mobile robot was divided into functional blocks and each of
them is described separately. For each, the corresponding part of schematic was
presented and explained. The most important decisions on selected methods are
discussed and justified.

Keywords Mobile robots � Tasks � Scheduler � Command processor

1 Introduction

Mobile mini-robots constitute an important equipment for research of control
algorithms. During last decade, many constructions for this purpose were devel-
oped. One of examples is the series of Kephera robots, which are widely used at
many universities in robotics courses [1]. It is commercial product, with emphasis
put on high modularity. Very different approach is presented in the work [2, 3],
where the cheap, compact mobile robot is described. There are also many con-
structions intended to be used in robot soccer competitions [4]. One of such models
is 188 Soccer Robot produced by Microrobot. In this work, a new software for
controller for this robot is presented.

In work [3] describes a cheap controller, utilizing more modern parts. The
Philips LPC2103 based on ARM7TDMI-S core was used as the main processor,
and CC1000 chip was used as a radio module. The role of the processor is limited
however to realize a PID controller for wheels’ speed, to estimate current position
using odometry and to exchange the data with base station. In such approach nearly
all control tasks (except setting wheels’ speed to desired value) are done by the
master system and only desired speed of wheels are sent to the robot [5–7]. The
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implementation of reactive algorithms, basing on data from odometry would be
difficult, since transmitting the data from robot to master system and then, the
command in reverse direction introduce a significant delay. Moreover, the
throughput is limited similarly as in previous case.

The software for the controller is written in such a way that it can be extended and
modified relatively easily. In order to make it’s further development effective,
several communication channels are available for use in a simple manner by the
developer, so additional data can be exchanged with the controller independently of
wireless link. There is also a possibility of connecting the socket with SD/MMC
flash card and to use it in a software without great effort. The powerful microcon-
troller is able to realize some control algorithms locally on the robot, so the master
system can focus on more challenging tasks [8, 9]. The reactive algorithms based on
odometry is realized by the on-board system, while the planning part and the
algorithms taking input data from vision system are assumed to be implemented in
the master system [10–12]. The controller should also make effort to avoid sliding,
so when desired speed changes stepwisely, it changes the real speed smoothly.

2 Software

In the controller, there is much of work to be done by the MCU. Starting from low
level devices’ drivers (battery monitoring, encoders reading, motor driving), I/O
devices (RS232, USB communication, SD/MMC card interfacing) going through
low level controllers (motor speed PID controller), various utilities (internal robot
state logging, firmware upgrade), finishing on high level controllers. It is obvious,
that the program which realizes all these tasks simultaneously will not be very
simple. A great effort was made in order to produce a high quality code, which
besides of it’s complexity is stable, easy to extend or modify and clear for the
reader. It is critical, since the aim was to make a platform for further development
and being a subject of many modifications and experiments. The effect of work on
software for the controller is presented in this work.

2.1 MCU Tasks

In order to design the software properly we need to define a set of separate tasks
which need to be done. The primary tasks are as follows:

• Collect data from encoders.
• Control a speed of each motor.
• Estimate position and direction of the robot using odometry.
• Combine a data from odometry with frames containing data from positioning

system based on camera.
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• Control acceleration not limiting it’s too much, but avoiding skidding and
overacceleration.

• Run control algorithms (turn by angle, move by distance).
• Receive commands and positioning data using wireless link.
• Interpret, queue, and execute received commands.
• Monitor battery voltage level and turn system into suspended mode if voltage is

too low.

There are also some other tasks that are not key features of the controller, but very
useful during development.

• Collect and/or send some internal values which are helpful for development.
• Communicate with PC over serial port (RS232) and USB.
• Interface with connected SD/MMC card (can be used as a storage for collected

data).
• Implement some user interface for debugging purposes.
• Upgrade software using wireless connection.

2.2 Design Overview

One of the features of high quality software is a modular architecture. In such an
approach, the code is divided into many parts (modules) aiming at minimize
dependencies between them. Each module should be responsible for a small, pre-
cisely defined concept.

In the previous section many task were listed. Most of them are spread in time
and need to be executed in parallel with other. For this reason, some kind of
scheduler is needed.

Another important aspect is interface for Input/Output devices, i.e. devices
which allows to send or receive some data. Generally two kinds of data will be
transmitted:

1. Binary packets like commands or pages of flash image (program) while software
update. Such data should be protected against possible errors.

2. Stream of text used in interaction with developer. The error checking is not
necessary here.

We have several devices, which could be used for these purposes:

• serial connection with PC (RS232),
• USB interface,
• wireless link [13],
• SD/MMC card.

Generally it is stated, that finally the wireless will be used for the first type of
data. It would be nice feature, tough, to be able to select devices used for different
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purposes freely. Such approach allows to communicate through wireless link in
debug mode during development or send commands via serial link during testing. It
makes the software more flexible and eliminates some limitations. In order to
achieve this, the common I/O interface was designed. Then, drivers implementing
this interface were written for each available device.

Modules and dependencies between them are presented in Figs. 1, 2 and 3.

2.3 Scheduler

When many tasks need to be realized by one CPU, the need of scheduling arises.
According to [14–16], ‘Scheduling refers to the way processes are assigned to run
on the available CPU, since there are typically many more processes running than

Fig. 1 Modules of the
software—the main part

Fig. 2 Modules of the
software—the I/O subsystem
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there are available CPUs. This assignment is carried out by softwares known as a
scheduler and dispatcher’. Scheduling is common problem in information pro-
cessing [17, 18]. Many algorithms that allow to manage CPU time effectively
according to selected criteria were developed [19].

Schedulers can be divided into two general categories [19]: preemptive and
nonpreemptive. The preemptive schedulers are allowed to interrupt process in the
middle of execution, and allow another one to use the CPU for some time. In such a
way, all processes are interleaving for small time quantum giving impression of
concurrency. When non-preemptive scheduling is used, there is no possibility to
interrupt process until it return control to the system. Both of them has advantages
and drawbacks. In the preemptive case it is always needed to switch context (save
registers for one process, restore for the next) which introduces some overheat that
can be avoided in the non-preemptive scheduler. Moreover, a separate, fixed-size
stack is needed for each process, which is serious drawback in case of MCU
(relatively small amount of RAM, no virtual memory).

2.3.1 The Solution

In presented work an intermediate solution is used. Each process is divided into
series of short jobs, which are the subject of scheduling, and a priority level from
range 0–7 is assigned to each of them. The scheduler is not preemptive in the
meaning described before, but the job with priority greater than priority of the
current one can interrupt it for time needed to complete it’s work and then the
interrupted one is continued. Such approach gives us several benefits:

• low response time for critical tasks (with high priority),
• small overheat—no context switching,
• no need of separate stack for each process,
• interprocess communication is simplified when the same priority level is

assigned to all of them,
• simplicity of implementation

In practice, each process is represented by the function called periodically in
defined time steps, and with given priority. After the job is finished, the function

Fig. 3 Modules of the
software—system utilities
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returns and scheduler continues it’s work. Within the same level, the FCFS
(First-Come-First-Served [19]) algorithm is used. Additionally, there is a virtual
priority level called ‘idle’. Jobs with this level are called in the main loop of the
program (so not in interrupt handlers) according to Round-Robin policy when no
other jobs are running. It is considered as the lowest level so the least time critical
processing can be done here. In Fig. 4 there is presented an example for set of tasks
listed in Table 1. Small circles denotes the arrival time of jobs (which is determined
by the period). It can be observed, that job from the lower level can be interrupted
by the higher level, but when the job from the same level as the currently executed
arrives, it has to wait.

There are no perfect solutions, however. One of drawbacks of this approach is
necessity of division of task into parts (referred as ‘jobs’). Moreover, the afford
must be paid to make the jobs as short as possible in order to achieve good general
responsiveness of the system. In some cases, when critical task has a lot of work, it
can be split into two periodic functions with different priority levels, and the time
consuming computations may be performed in the one with lower priority. In
addition, when the same part of memory is used by tasks on different priority levels,
some problem arises. Usually in such cases, data is locked (e.g. using semaphores)
in order to prevent it’s modification while it is processed. However when there is
some shared data which is locked by current job, and this job is interrupted by
another (higher priority) one that need access to the same data, nothing can be done

Fig. 4 A Gantt chart for exemplary tasks

Table 1 Exemplary set of tasks

Task Period Level

1 3 0
2 6 0
3 4 1

4 - Idle
5 - Idle

6 - Idle
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by the high priority job, since data would not be unlocked until it return the control.
Returning the control when job is not finished (hoping it will be done next time) is
usually not good, especially in high-priority tasks. Therefore, instead of only
locking the data, the process should prevent being interrupted by any other during
operations of shared data. However the time when job cannot be interrupted should
be as short as possible in order to achieve good responsiveness.

It should be mentioned, that such solution, which execute periodically short jobs
is consistent with nature of most tasks considered in this work, since they are
usually not one big task which has to be done from beginning to the end, but it’s
execution should be rather distributed in time. For example pulses from encoders
are counted automatically (by the hardware) and the position should be corrected
periodically. Also controllers works with some sampling frequency and have
nothing to do in the time between successive samples.

2.3.2 Implementation

Presented mechanism is closely related to the architecture of MCU, which allows to
configure interrupts with 7 different priority levels. When the interrupt handler is
executed it can be interrupted only by interrupt with greater priority. During ini-
tialization of this module, the callback is installed in the system clock module. The
callback is executed in the highest priority clock interrupt handler with frequency
8 kHz, so the resolution of period for scheduled jobs is 0.125 ms. The algorithm
realized in the callback is presented in Fig. 5. In practice this algorithm interrupt
current program (unless an interrupt with highest priority is served) and executes
jobs in order from the highest priority to the one greater than the priority level of
interrupted job. Then, it is continued and after finish, the rest of jobs down to the
lowest level are executed. When no other jobs are waiting, the ones with ‘idle’
priority are being executed in the loop. Note that even if some jobs last longer than
the period of scheduler (0.125 ms) it will work properly assuring proper order of
jobs execution.

2.4 Device Drivers

Several modules were written in order to isolate the code which interacts with
hardware. These modules are described shortly in this section.

• Motors—provides functions that sets given filling on PWM channels connected
to motors and makes them rotating in selected directions. It allow also to turn of
the motors (idle gear) in order to minimize current drawn from battery.

• Encoders—reads value of counters connected to encoders and current direction
of wheels. Then, total distance traveled by each wheel is computed, and current
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speed is estimated. Computed values can be got using proper functions from this
module.

• Battery—perform voltage measurements using ADC from channel connected to
battery monitoring circuit and computes current battery voltage level. If it is
critically low, the motors are turned of, and the main processor is halted. The
last measured voltage can be read at any moment of time.

• Hardware—some other routines such as: processor restart, getting the robot
unique id [20–22].

2.5 Command Processor

The command processor module is responsible for receiving packets, parsing them,
enqueuing commands and their further execution. This module utilizes the POCD
packet device on a wireless transmission channel, so packets are checked against

Fig. 5 A block diagram of the scheduler interrupt handler. Note, that if interrupt was triggered, the
handler will be called again after exit
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transmission errors, but it is not guaranteed that all packets will be received. Since
currently only simple broadcasting mode of radio transmission is used, each robot
receives also packets addressed to other ones. The ID of the target robot is con-
tained in the packet, and these addressed to the others are discarded by the software.
Also a sequential number is sent with the commands making possible to detect
whether some of them was lost. Most of commands takes some time to execute (e.g.
turning by given angle), so it may be useful to queue several commands on a robot
making them to execute sequentially. There are three modes of queuing:

1. No queuing—each newly arrived command breaks current execution.
2. Basic queuing—each command is added to queue and executed when it’s turn

comes. If command is accidentally lost during transmission, it is simply ignored.
3. Strict queuing—like basic queuing, but if some command is missing no further

one will be executed (until the queue is cleared).

The mode of queuing can be changed with each command using special field of
the packet. Each mode has some area of application. If decision about robot action,
in the master system, changes constantly in time, we have no reason to queue some
actions for future, and the first mode is the best choice. When we want the robot to
follow a path given by densely located points, it is not critical when some of them is
missing, so the second mode will be sufficient. Eventually, if we send to the robot a
sequence of commands like: go 1 m forward, turn 90° left, go 0.5 m forward and so
on, it will make no sense to continue execution if one of commands is lost. Some
group of packets does not request any robot motion and are executed immediately
without queuing. Examples of such commands are status request, reset or vision
positioning system data (it is not strictly a command, but is treated in the same
way).

2.6 Controllers

The part of code, which realizes control algorithms is composed of several modules.
The following list contain only short comment on the role of each module:

• 1st level controllers—implements a PID regulator which controls the speed of
each wheel.

• 2nd level controllers—limits acceleration preventing sliding of the robot.
Allows to set desired speed of each wheel separately as well as linear and
angular speeds or linear speed and turning radius of the robot.

• 3rd level controllers—contain implementation of ‘move by distance’, ‘turn by
angle’, ‘look at’, and ‘go to point’ algorithms.

• Odometry—estimates robot’s position basing on increments of distance trav-
eled by each wheel (used Encoders module).
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• World—provides information about robot’s position basing both on odometry
and data from vision positioning system.

• Controllers manager—enables or disables activity of different level control-
lers, synchronizes periodic functions of other modules.

Most of modules mentioned above contain a function which process some data
and updates the state or outputs (e.g. read current measured speed of wheel and
update filling of PWM controlling the motor). Such a function is periodically called,
but it is not registered directly as a job in the scheduler. Since data produced by
some modules is used then by the other (e.g. wheel speed controller needs a current
speed which is obtained from other module), the order of calling them is important.
For this reason, there is a common job, which calls periodic functions of particular
modules.

3 Developer Console

For testing and development purposes there is implemented a simple engine that
allow to interact with developer using communication channels (RS232, USB, radio
module). The console is organized in a menu system, that is accessible immediately
after connecting to robot using serial console software (e.g. ‘Hyper Terminal’ for
Windows or ‘gtkterm’ for Linux system). Currently the following menus are
available:

• Main menu (mainmenu) that provides access to other sub-menus. Also some
basic information about the system is available here (scheduler and I/O devices
statistics, current robot ID).

• PID menu (menu_pid) that allow testing PID regulator for wheels speed con-
troller, changing parameters and so on.

• Speed control menu (menu_control) related to acceleration-limited speed
control.

• ‘Turn by’ and ‘move by’ menu (menu_rotate_move) that allow to test these
algorithms.

• ‘Go to point’ menu (menu_xy) that allow to test this algorithm.
• I/O devices testing menu (menu_io) used during I/O subsystem tests.
• SD card menu (menu_io).
• ADC menu (menu_adc) which main function is checking current input (battery)

voltage.

If we want to use the console through USB channel under Linux system, the
following command can be run:

gtkterm -p/dev/ttyUSB0
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Where /dev/ttyUSB0 is a serial device under which the robot appear. If RS232 was
used, additionally baudrate should be set to ‘115200 bps’, parity to ‘none’ and stop
bits to ‘2’. After pressing enter the following text should appear in the window:

Main Menu
p) motors′ PID menu (1., level)
c) speed/turning, acceleration control (2. level)
g) turn_to_angle, go_distance (3. level)
y) goto_xy (3. level)
\) tasks′ statistics
|) buffered io statistics
i) io tests
s) SD card menu
d) ADC menu
0) stop both motors
f) flush all file buffers (sync)
o) PIO registers
n) interrupts info
l/L) turn on/off logging
X) shut down the system
I) robot ID
q) enable radioproxy
r) print radioproxy stats

This is a list of keys that have some function assigned. For example pressing
d will result in opening a following menu:

ADC Menu
a) start conversion (motors)
b) read battery voltage
m) left motor current

Then, after pressing b, current battery level will be reported:

battery voltage: 7357 mV

The engine is designed in such a way, that adding new menus is relatively
simple. The first thing that should be done is adding a function that will handle
action on this menu. This should be a function that takes two arguments. The first
one is pointer to MFile structure, corresponding to the I/O device that the user is
currently using (in our example—RS over USB). When the menu is opened, or
some key is pressed, the function is called with proper value of the second
parameter. In the first case it is equal to −1. In the second—it is a code of the
pressed key. For example the code for menu_adc is as follows:
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The second thing is adding a point where the menu can be opened. It is done
using menu_push function, for example:

The menu is ready now to be used. Of course ‘menu function’ can call any other
function, use global variables, and so on.

Although presented menu system would not be very convenient in case of final
user interface, it is very good solution for developer usage, since in this case
flexibility and convenience of adding and modifying menus is crucial.
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4 Conclusions

Most commonly used actions are already implemented, and proved to work
properly, fully taking the advantage of the robot’s capabilities [23–26]. Moreover,
there is a reserve of computational power that allows implementing some other,
more specialized algorithms on board. The software is modular, so individual parts
can be modified or replaced easily, as well as new ones that extend functionality can
be added. The MCU that was applied provides enough computational power for
implementation of nontrivial algorithms with high sampling rates. Generally,
everything on the board works properly, however the following things could be
improved. Both MCU and radio module support some sleep modes. They are not
used currently, but if they were, the power consumption may be reduced. The XBee
module is used in a transparent mode now, what means that it simply broadcast
every byte to all other modules in the range. There is available, however, a powerful
‘API mode’ which support packet transmission, retransmissions, addressing or even
more complex features like mesh. Some research may be done in this field, and in
effect transmission can be improved. The watchdog in MCU is disabled by now. It
is not critical, but it may be considered whether to use it.
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Application of Genetic Algorithms
for Identification of Simulated Systems

Martyna Ulinowicz and Janusz Narkiewicz

Abstract A new system identification method (TSGA) based on Genetic
Algorithms for system simulation is presented. The method is performed in two
steps (S1 and S2). In each step of the method, a new approach to the population
definition and identification process are applied for identification of parameters of
system model. The simulated model with identified parameters is used for simu-
lations of the system behavior. The method is suitable to linear as well as nonlinear
models.

Keywords System identification � Genetic algorithms � Identification for
simulation

1 Introduction

Simulations are widely used in manufacturing [1, 2], design and control of dynamic
systems (airplanes [3–5], rotorcraft [6], ships and submarines [7], aeronautical and
aerospace systems [8–10], mobile robots [11–14] etc.), signal processing [8, 15,
16], econometrics and finances, biology, biomechanics [17], biomimetics and
medicine [18].

Simulations are aimed to analyze systems performance for better understanding
of processes, design of control systems, predicting influence of external factors on
investigated systems. Results of simulations, based on the reliable models, can
significantly reduce costs of prototyping and tests in laboratory and in the field.
Very often tests are limited by safety regulations. Simulations based on identified
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models give an opportunity to observe and analyze the system in an emergency
states or conditions, also beyond assumed design constrains.

A system model should reflect, as close as possible, the performance of a real
system and should mimic all its important features. Usually several simplifying
assumptions are applied during a model design, such as for instance: neglecting
couplings, simplifying the influence of the environment, neglecting variation in
time or external disturbances.

System identification may improve reliability of the simulation model. System
identification may be defined as a process of constructing an adequate mathematical
model of a system based on data gathered during an identification experiment. For
practical applications combination of a dedicated model and a proper identification
method generates the useful simulation model.

2 Genetic Algorithms for Identification

The identification methods may be divided into two groups: deterministic and
heuristic ones. The review of the methods applied to system identification showed
that deterministic methods, frequently based on Least Squares approach, are mainly
used [19, 20]. A major disadvantage of deterministic methods is a tendency to
converge to a local extremum of cost function instead of a global one. Deterministic
methods may be sensitive to initial values of parameters, which can lead to diffi-
culties in numerical convergence. Identification based on data with significant
noises may result in a poor accuracy of identified model parameters.

Genetic Algorithms (GA) are heuristic methods having many advantages in
comparison to deterministic approaches. Inspired by nature and based on principles
of genetics and natural selection, Genetic Algorithms mimic processes in nature to
optimize natural phenomena [21]. GA search the solution space more extensively,
which results in their ability to find global extremum. Genetic Algorithms, previ-
ously created to solve problems from all kinds of research fields, are universal
methods, but deterministic solutions may be more accurate. One of proposed
solutions to this problem is a combination of GA and one of a deterministic method
such as conjugate-gradient optimization method [22]. A more general idea is pro-
posed in [21], where hybridizing Genetic Algorithms with more successful opti-
mization method in a particular domain of application is a fusion that lead to more
accurate solutions.

A new identification method called the Two-Step Genetic Algorithm (TSGA) is
developed. In the TSGA algorithm a different approach to population and identi-
fication process is applied in the first (S1) and the second (S2) step of the method,
which is a way to find an accurate solution avoiding local minima traps during the
identification process. The developed method explores more widely the search
space to find the solution and is resistant to convergence to local minima. The
method provides simultaneous search of the cost surface based on a wide sampling.
When a local optimum is achieved, the algorithm generates a new point in a search
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space and moves toward other regions of search space using one of the operators
created for this purpose—annihilation or mutation. It is also well suited for parallel
computations. The method enables to describe considered system in a form of a
linear or a nonlinear model. It deals well with a large number of variables and
variable coupling, which may cause problems in case of deterministic approaches.
Another strong advantage of the method is that it provides a list of solutions (one
not a single one) close to optimal one. Such a list can be helpful in practical
applications, where many factors may cause that the optimal solution cannot be
achieved. The method converges quickly and it is resistant to disturbances con-
tained in the data used for identification.

3 Two-Step Genetic Algorithm

The method TSGA is executed in two subsequent steps named shortly S1 and S2.
Each step uses a similar structure of Genetic Algorithm (Fig. 1), but in both the
population is defined in different way [23].

The main weakness of Genetic Algorithms is that solution obtained may be not
as accurate as when the deterministic method is used. A chance to solve this
problem may be seen in hybrid methods [24], which contain a Genetic Algorithms
to search the solution space extensively and to avoid stopping in local minima and a
deterministic method to find a solution more accurately. In the TSGA algorithm
there is a different approach to population and identification process, applied in the
first and the second step of the method, which is a way to find accurate solution
avoiding local minima traps during the whole identification process.

1. Generating initial population

2. Calling system model
for fitness determination

3. Annihilation

4. Selection & Mating

5. Mutation

Fig. 1 Main levels (structure)
of each step (S1 and S2) of
two-step genetic algorithm for
aeronautical applications
(TSGA) algorithm
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System identification may be understood as the process of constructing an
adequate mathematical model of the system on the basis of input-output data
gathered during identification experiment. When the mathematical model of the
system is derived, the specific values of some parameters should be estimated to
make the model reliable by being close to the real system. In other words a set of
Npar parameter values should be estimated. Every of Npar identified parameters
represent a different coefficient that may reflect some physical parameters, which
are used in the mathematical model of considered system. A parameter value is a
real number or bit representation.

The TSGA method description is described using Genetic Algorithms termi-
nology but the reference to identification process and estimated set of Npar

parameters is presented as well.

3.1 The Population

The population in GA is a limited size set of individuals. Each individual has its
own data structure, named chromosome. One individual may have several chro-
mosomes. In the first step of TSGA, an individual (parameter) has only one
chromosome (parameter value). In that case, it is common practice to treat an
individual as a chromosome (parameter value) and to use terms individual and
chromosome interchangeable.

In S1 step of the TSGA method, for each of identified XCON parameter types the
own population of ΩMK individuals (parameter values) is created. One generation is
composed of Npar populations (representing parameter types) of Nch individuals
(parameters values) each. In S1 step of TSGA, each population represents Nch

individuals (parameter values) of one population (parameter type). A set of
parameters, which should be estimated during identification process, is composed
by taking one of Nch individuals from each of Npar populations.

First the initial generation (for the first step of the algorithm) is created. There is
Npar populations and each of them contains Nch individuals, so the matrix hgzS1 of
size Npar × Nch of uniformly distributed random numbers in a decimal form is
generated (Fig. 2). These individuals represented in a decimal form, are transformed
into binary strings of length L and they make hgbS1 matrix (Fig. 3).

Fig. 2 Generating Npar × Nch decimal random individuals and naming it hgzS1
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The knowledge about the identified system is exploited by determining con-
strains for each identified parameter. In this algorithm, constrains are formulated as
two separate vectors with upper (cmax) and lower (cmin) boundary values of each
individual. These constrains are taken into account for each individual during
transformation from decimal into real number form, which results in creation of hgS1
matrix (Fig. 4).

Next, individuals are paired randomly by taking one from each of Npar popu-
lations from matrix hgS1 to get Nch sets of Npar individuals (sets of parameters)
(Fig. 5) and create the matrix hsetS1 . For each set, the stages of TSGA algorithm
called Model, Fitness, Annihilation, Selection & Mating and Mutation are applied.

In S1 step, TSGA algorithm successively processes populations of individuals
(producing one generation) and replacing them by other populations, making the
next generations in order to find solution to considered identification problem. The
criterion of solution adequacy is expressed in the form of fitness function and is
named the fitness criterion. To evaluate the level of individual (parameter)

Fig. 3 Transforming individuals in decimal form into binary strings of length L and naming it hgbS1

Fig. 4 Transforming each individual in decimal form into real number within constrains cmin and
cmax and naming it hgS1

Fig. 5 Random pairing of individuals from matrix hgS1 by taking one from each of Nch

populations to get Nch sets of Npar parameters and create hsetS1 matrix
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adjustment, the value of fitness of each individual is used. A fitness value is cal-
culated using fitness function, which is an equivalent to cost function in deter-
ministic methods. Each of Nch individuals has its own fitness value (named fitness
of parameter fpar_l). In one generation Nch fitness values are calculated for each of
Npar populations.

Beside fitness of each individual (fpar_l), the fitness of parameter sets (fpar_s)
created from randomly chosen individuals of each of Npar populations (representing
parameter types) are determined (Fig. 6).

In the second step of TSGA, the approach to population and identification
problem differs from the one in the previous step. The different approach to the
population is a result of the following reasoning. Even if the fitness of each
parameter separately is very good, these parameters gathered in a set may not lead
to the best adjustment when they are used in the model of considered system.

In S2 a set of Npar parameters is treated as an individual described by Npar

chromosomes (parameter types) and fitness of the whole set (fpar_s) is evaluated to
determine the level of individual (parameter set) adjustment (Fig. 7). In each
generation only one population is created from Ngener individuals (sets of Npar

Fig. 6 Population, individual and fitness of individual definition in S1 step of TSGA algorithm

Fig. 7 Definition of population in S2 step of the TSGA algorithm
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parameters each). As these Ngener individuals are the best ones created in the first
step of the method, the selected initial population of the second part may lead to
global solution, which is important advantage over deterministic methods.

3.2 System Model for Fitness Calculations

In this step of the algorithm, the knowledge of the system considered is exploited.
After initial generation is postulated, the simulation model of the system is called
and appropriate equations are solved. The model of the considered system should
be formulated as a set of first order Ordinary Differential Equations in the state
space form. The identification is performed based on the data gathered during
off-line identification experiment. The results of identification experiment (mea-
surements) are described in the form of observation matrix Z, which gathers
observations at defined time steps. The observations are compared with corre-
sponding values (model outputs Y) calculated using mathematical model of the
considered system with identified parameter set. In S1 step of algorithm these sets
are created by randomly selected individuals (parameter values) each of them from
different population (parameter type). The real-value representation of individuals is
used in the model stage of the algorithm. Based on observations Z and model
outputs Y, fitness of each individual is calculated.

The fitness is determined in order to check the accuracy of values used for
parameters to be estimated.

The fitness of each of Yall model outputs ym in reference to respective obser-
vation zm is calculated as:

fyi

yi
zi
� 100� 100

���
��� for zi\yi

zi
yi
� 100� 100

���
��� for zi � yi

8<
: ð1Þ

for i = 1:Ndata

fym ¼
PNdata

i¼1 fyi
Ndata

ð2Þ

for m = 1:Yall.
Each parameter fitness fpar_l is obtained as an average value from the fitness of

k output values yj that depend from considered parameter:

fpar l ¼
Pk

j¼1 fyj
k

ð3Þ
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for l = 1:Npar,

where
l number of parameter considered,
k number of outputs yj that depends from the parameter considered.

The values of parameter finesses (fpar_l) which refers to hsetS1 are gathered in
matrix FparS1 (Fig. 8).

The relations between parameters to be determined h and each model outputs y
are represented by Pout matrix (Fig. 9).

The fitness of parameter set fpar_s is calculated as average from the fitness of
m ¼ 1:Yall outputs ym:

fpar s ¼
PYall

m¼1 fym
Yall

; ð4Þ

The values of finesses of Nch parameter sets, which refers to hsetS1 , are gathered in
matrix FsetS1 (Fig. 10).

In S2 part of the algorithm, similar procedures in the Model and Fitness stage are
performed as those from the first step (S1). The main difference is a result of
different approach to the population in those steps. In S2 each individual (parameter
set) is used to calculate the model outputs yi in every time instant i = 1, 2, …, Ndata

(where Ndata is number of data gathered during the measurements). Fitness of each
individual (parameter set) fpar_s in the population is calculated using formula pre-
sented by Eq. 2. There is no need to calculate each parameter fitness fpar_l, so this
element of procedure is omitted during execution of the algorithm for S2 step.

Fig. 8 Parameter fitness in S1 part of TSGA algorithm

Fig. 9 Definition of Pout

matrix
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3.3 Introducing Genetic Operators

Selection and mating (together) and mutation are Genetic Algorithms operators,
which are used to find the efficient solution. In [21] it is shown that the optimal
solution is to use all these operators instead using only one of them (selection and
mating or mutation). Selection and mating operators explore the solution space
defined by the gene values of the parents in the current population. They are not able
to introduce new values of genes and in that way to change the solution space that
they explore. A mutation operator introduces new gene values continuously but in
contrast to selection and mating, it may not take the larger directed steps. The
efficiency of the method may be improved by applying all of these operators toge-
ther. A mutation is a source of new gene values and a selection and mating explores
the search space defined by the genes (also new ones) in population. In other words
application of both reproductive operators ensures perturbation of existing solution
by mutation and hybridization of existing solutions by recombination (selection and
mating) [21]. In both stages of TSGA method selection, mating and mutation
operators. In addition to that the annihilation process is performed.

In S1 (S2) the individuals which have fitness fpar l �Mfpar lðfpar s �Mfpar sÞ are
annihilated (removed) to force the algorithm to converge to optimal populations of
individuals (Figs. 11 and 12). The Mfpar lðMfpar sÞ is the reference value that is
assumed before the identification process. A new random individuals are created in

Fig. 10 Parameter set fitness in S1 step of TSGA algorithm

Fig. 11 Annihilation stage in S1 step of TSGA algorithm
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the same way, as in the generation stage of individuals, and they replace annihilated
ones taking into account parameter constrains. In the S1 also the binary form of
individuals, needed in further calculations, is prepared.

On the basis of fitness values, these individuals which are the most representative
are selected to become parents of future offspring. This process is known as natural
selection. The pairing of individuals results in selecting parents, who produce one
or more offspring (mating process).

In S1 step of the algorithm, the binary form of individuals which are left after
annihilation is investigated in the Selection and Mating stage.

The individuals, which are left after annihilation, are selected with probability Pc

and then randomly paired—prepared for mating (Figs. 13, 14 and 15). The mating
process depends on the individual fitness value (parameter fitness value fpar_l in S1)
compared with the reference one calculated for each parameter type:

PfrS1 ¼ fpar lmin þ
fpar lmean � fpar lmin

2
; ð5Þ

where
fpar lmin minimum individual (parameter) fitness value in the population,
fpar lmean mean individual (parameter) fitness value in the population.

If fitness of both individuals are lower than PfrS1 ; the mating is not applied
because the level of adjusting of those individuals is adequate. If fitness of one

Fig. 12 Annihilation stage in S2 step of TSGA algorithm

Fig. 13 One generation in decimal form in S1 step of TSGA algorithm
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individual from a pair is lower than PfrS1 ; the individual with the fitness lower than
reference fitness value inherits from other individual from the same pair (Fig. 16).

The regular crossover, where every child has genetic material from both parents,
appears when fitness of both individuals are lower than PfrS1 : In result individuals
(parents) are exchanging their features (Fig. 17), making two new individuals
(offspring).

Fig. 14 One generation in binary form in S1 step of TSGA algorithm

Fig. 15 Selecting parameters for crossover in S1 step of TSGA algorithm

Fig. 16 Inheritance procedure in S1 and S2 stage of TSGA algorithm

Application of Genetic Algorithms for Identification … 327



In S2 the Selection and Mating process is performed similarly to the corre-
sponding one in the first step of the algorithm. The main difference is due to using
real-number form of individuals (in S2) instead of the binary one.

The mating process depends on the fitness value of individual compared to the
previously determined reference one (Fig. 18). In S2 the individual is defined as
parameter set, so the fitness of parameter set fpar_s is used for comparison. The
reference fitness level PfrS2 is calculated for each individual (parameter set) from the
relation:

PfrS2 ¼ fpar smin þ
fpar smean � fpar smin

2
; ð6Þ

where
fpar Smin minimum individual (parameter set) fitness value in the population,
fpar Smean mean individual (parameter set) fitness value in the population.

Mutation is another way to explore the solution space by genetic algorithm. This
operator, by introducing traits beyond the original population, prevents the algo-
rithm from completing, before sampling the entire search surface. The individuals
that left after annihilation, selection and mating processes are subjected to mutation

Fig. 17 Regular crossover procedure in S2 stage of TSGA algorithm

Fig. 18 Selecting parameters for crossover in S2 step of TSGA algorithm
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with probability Pmut. As in Selection & Mating processes, the binary form of
individual representation is used.

Mutation may be performed in one of four ways: replacement, end for end swap,
adjacent swap, random swap, with probability Rch. If a binary form is used,
replacement is performed by swapping zeros to ones and vice versa in an individual
selected for mutation (Fig. 19).

The mutation named ‘end for end swap’, requires to define randomly swap place
and then changing equal number of features before and after this randomized swap
place (Fig. 20).

In an adjacent swap mutation, the swap place is picked randomly. The feature of
considered individual from this swap place is replaced by following feature and
vice versa (Fig. 21).

In so called random swap mutation not one but two randomly chosen features
from individuals are chosen and their places are exchanged (Fig. 22).

Due to specific character of the population (the individual is defined as parameter
set and each parameter has different constrains), in S2 only one kind of mutation
(replacement) is used.

Fig. 19 Replacement mutation performed in S1 step of TSGA algorithm

Fig. 20 End-to-end swap mutation performed in S1 step of TSGA algorithm

Fig. 21 Adjacent swap mutation performed in S1 step of TSGA algorithm
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3.4 Initial Population for S2

At the end of the first step (S1) of the method an initial population for S2 step of the
algorithm is prepared. After annihilation, selection, mating and mutation, the
parameters from Npar populations placed in hgS1 matrix are replaced by individuals
transformed in all these transformation processes. In that manner, a new generation
of individuals is created.

After Niter maxS1 iterations Ngener sets of parameters are chosen (without repe-
titions) and placed in Tbest matrix. This matrix gathers the Npar_s sets of parameters
with the best fitness of the whole set (fpar_s) (Fig. 23) and another Npar_l sets.

The last ones are created from Npar_l individuals of the best fitness (fpar_l) from
each of Npar population and then they are combined in Npar_l sets, starting from the
individuals of the best parameter fitness fpar_l in each population (Fig. 24).

Summing up, at the end of the first step of TSGA, the Npar_s parameter sets with
best fitness of the whole set (fpar_s) are selected. Another Npar_l sets are added,

Fig. 22 Random swap mutation performed in S1 of TSGA algorithm

Fig. 23 a Niter_maxS1 generations of parameter sets gathered in one matrix hit and respective
parameters sets fitness placed in FitSET ; b Parameter sets from hit matrix sorted by fitness of
parameter sets (FitSET s ) and gathered in hitSET s matrix
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created from Npar_l individuals of the best fitness from each of Npar populations,
combined in Npar_l sets, starting from the best ones. In that manner Ngener ¼
Npar s þ Npar l sets of parameters are selected (Tbest) and are used as initial gen-
eration in the second step of the algorithm (Fig. 25).

The algorithm stops when the level of accuracy is acceptable fpar s �Al, where
Al is a reference value specified previously or after previously specified maximum
iteration number Niter_maxS2 is exceeded.

Fig. 25 Initial population for S2 step of the TSGA algorithm definition

Fig. 24 a Niter_maxS1 generations of parameters gathered in one matrix hit and fitness of respective
parameters in the matrix FitPAR ; b Parameters from hit matrix sorted by their fitness and gathered in
hitPAR s matrix and fitness of respective parameters sorted analogically is placed in matrix FitPAR
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4 Verification Method of TSGA Verification
by Simulation

The Two-Step Genetic Algorithm (TSGA) is successfully verified by simulation
experiment performed on an Individual Flap Deflection System described by linear
model in a form of first order ordinary differential equations [23]. Also identification
of the nonlinear airplane model in a first order ordinary differential equations form
on the basis of the flight-test data [25] using the TSGA method are performed.

Parameters hidACRi
of the best fitness are used to calculate output variables yACRi

for every time instant i = 1, 2, …, Ndata (Ndata—number of data gathered during
measurements) of nonlinear airplane model are calculated and compared to
observation data gathered during the flight zACRi (Fig. 26). As it may be seen in the
Fig. 26, all calculated outputs yACRi

of nonlinear airplane model are very close to the
observation data gathered during the flight zACRi . The results indicate that TSGA
identification method enables successful estimation of considered model
parameters.

Fig. 26 Airplane outputs yACRi
calculated using nonlinear model and identified parameters hidACRi

of the best fitness, compared to observations zACRi
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5 Conclusion

A new identification method for system simulation, called the Two-Step Genetic
Algorithm (TSGA), is presented in details. In the TSGA algorithm there is a dif-
ferent approach to population and identification process, applied in the first (S1) and
the second (S2) step of the method, which is a way to find an accurate solution
avoiding local minima traps during the identification process. The developed
method explores more widely the search space to find the solution and is resistant to
convergence to local minima. The method provides simultaneous search of the cost
surface based on a wide sampling. When a local optimum is achieved, the algorithm
generates a new point in a search space and moves toward other regions of search
space using one of the operators created for this purpose—annihilation or mutation.
It is also well suited for parallel computations.

The method enables to describe considered system in a form of a linear or a
nonlinear model. It deals well with a large number of variables and variable cou-
pling, which may cause problems in case of deterministic approaches. Another
strong advantage of the method is that it provides a list of solutions close to optimal
one not a single one. Such a list can be helpful in practical applications, where
many factors may cause that the optimal solution cannot be achieved. The TSGA
converges quickly and it is resistant to disturbances contained in the data used for
identification.

As the verification of the method will be a subject of another publication, it is
just mentioned that to these purpose the Individual Flap Deflection System
described by linear model and an airplane described as nonlinear model are used.
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Quadrotor Dynamics and Control
for Precise Handling

Przemysław Bibik, Janusz Narkiewicz, Maciej Zasuwa
and Marcin Żugaj

Abstract The paper contains part of the results of a research done at the Warsaw
University of Technology (WUT) devoted to modeling and control system design
for a quadrotor UAV. The quadrotor lift, propulsion and control loads are produced
by four identical rotors, performance of which strongly depends on flight condi-
tions. The quadrotor angular rates result in not identical flow through each of the
rotors due to their not coaxial configuration which may cause disturbances of a
flight path. The development of a complex dynamic model and a control law
enhancement method for a quadrotor is presented in this paper. The novel approach
to control system development led to increase in quadrotor handling precision, due
to compensates disturbances of the flight path, which makes a quadrotor more
capable to operate in a confined space.

Keywords UAV � Quadrotor � Flight dynamic � Flight control system

1 Introduction

The quadrotor seems to be the most popular type of rotorcraft UAV configuration,
being recently investigated by a vast amount of companies, research institutes and
universities [1–3]. There are several reasons for this fact. There is a great interest in
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small, unmanned flying vehicles for both civil and military applications, and this
type of vehicle provides unique capabilities of hover, vertical and horizontal flight
in all directions; its controlling is simpler comparing to other rotorcraft configu-
rations; the cross-couplings between the various degrees of freedom are not so
severe as in single rotor helicopters. It is relatively easy to design control system
using simple classical control algorithms. A quadrotor may also be an efficient,
versatile testbed for control and navigation algorithms and operation of various
types of payload [4–6].

Many papers were focused on development and analysis of quadrotor stability
and control systems. Various methods such as H infinity [7], LQR [8, 9], sliding
mode [10, 11], backstepping [10, 12], reference model [13–15] or PID [2, 9] were
investigated at quadrotors for their robustness [16, 17], fault tolerance [18] and
affordability [7] to stabilise and control of the vehicle. The control system design
and validation usually was done using simple dynamic model of quadrotor where
rotor thrust and torque were modeled as linear terms expressed as function of the
square of rotor angular velocity [9, 13, 14, 18, 19]. This simplification allows to
validate model only for hovering conditions and controllers, which were developed
based on it, provide poor performance in a real application [2, 8, 9] especially for
high forward velocity and for rapid maneuvers. The nonlinear complex rotor model
is needed to develop and validate the quadrotor control system, which will guar-
antee the good stability and controllability performance for all flight regimes and
fully exploit the advantages of this rotorcraft configuration. Two quadrotor simu-
lation models were develop: a comprehensive nonlinear and simplified linear,
needed for real time operation in simulator.

This research was part of the project aimed to investigate application of a
quadrotor indoor and in urban environment. Operation in such conditions is haz-
ardous due to proximity of obstacles and turbulences produced by the quadrotor
rotors, so it requires robust flight control system which will provide precise han-
dling. The enhanced classical PID control method is presented in this paper. The
control law enhancement methods applied additional couplings including the rotor
model techniques, to improve the control quality for high speed and rapid
maneuvers.

The quadrotor model with flight control system was tested on UAV simulator.
The simulator platform is a multiuse hardware and software testbed, developed by
WUT research team. The simulator has a functionality of software reconfiguration
and may be connected to real hardware, which makes it very useful platform for any
new algorithm and mobile platform tests. The simulator is composed of advanced
hardware components: visual system, generic stand (panel) of vehicle operator,
instructor stand operated by computing hardware. The simulator has no motion
system for the platform, which is not necessary for simulators of unmanned
vehicles.

For quadrotor implementation, some software modifications were made, so the
dynamic and control models may be uploaded fast and easily. Simulator accepts
now Matlab/Simulink™ models, so they can be easily debugged and upgraded
outside simulator.
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2 Quadrotor Simulation Model

The quadrotor simulation model was developed under two main constraints: a
requirement for a real-time operation in simulator for training of rotorcraft operators
and modeling of complex aerodynamic interactions of the propellers and obstacles.
These requirements led to modeling of the vehicle in two steps. First one was
development of comprehensive models of propellers loads which were validated
using data from full scale experimental test. Then, validated propeller loads were
used to generate multivariable maps of loads which were applied in the 6 DOF
quadrotor dynamic model.

The main assumptions for dynamic model development were:

• quadrotor is axially symmetric,
• quadrotor is controlled in “x” configuration,
• rotation axes of rotors are parallel to the body vertical axis of symmetry,
• all parts of the quadrotor are rigid,
• mass of the vehicle is constant,
• induced velocity is modeled with the Glauert formula for forward flight,
• equations of motion describe the motion of the body center of mass.

The main coordinate systems used in the model development are shown in Fig. 1.
Using assumptions above, nonlinear equations of quadrotor motion in 0bxbybzb

coordinate system were formulated in a general form [20, 21]:

Ip _x ¼ f I xð Þ þ fGK yð Þ þ fAK x; yð Þ þ fAWðx; diÞ; ð1Þ

_y ¼ Tx ð2Þ

where x ¼ U V W P Q R½ �T—state vector composed of linear velocities
and angular rates, y ¼ xg yg zg U H W½ �T—vector describing position

Fig. 1 The main coordinate systems used in the quadrotor dynamic model
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coordinates and angles of attitude, δi—ith engine control signal, Ip—inertia matrix,
f I xð Þ—inertia loads, fGK yð Þ—gravity loads, fAK x; yð Þ—fuselage aerodynamic
loads, fAW x;dð Þ—rotors aerodynamic loads, T—transformation matrix in kinematic
equations [20, 21].

The gravity loads are calculated in a standard way for the 6 DOF mobile rigid
object. It was assumed that the fuselage generates only drag force and the drag force
coefficients were calculated using simple geometrical model of the fuselage for
given inflow velocity, angle of attack and bank angle. The main effort in quadrotor
modeling was dedicated to obtaining verified loads generated by propellers. The
total vector of propeller loads fAW is a sum of loads generated by each rotor,
transferred to the body coordinate system.

fAW x;dið Þ ¼
X4
i¼1

fAWi x; dið Þ ð3Þ

In a general case, vector (3) consists of three components of a force and three
components of a moment. The quadrotor propellers are sources of lift force, pro-
pulsion force and control forces and moments. This is why proper modeling of
these loads is crucial for the quadrotor model fidelity. Several various models of
propeller loads may be found in literature. The simplest models describe only thrust
and torque, more complex ones contain also drag. The models differ also due to
methods of calculating forces and moments. The simplest models [9] describe rotor
thrust and torque as quadratic functions of rotor angular velocity. More complex
models take into account variation of inflow and induced velocities in different flow
states [6]. Quite often the constant coefficients of the loads functions, independent
of the flight conditions, are calculated using the static thrust and torque measure-
ments. Such an approach leads to simple and effective models, however, these
models are valid only for hover. Comparison of rotor thrust and torque calculated
using such model with the results of measurements performed in WUT wind tunnel
is presented in Figs. 2 and 3 for various inflow velocities.

Axial inflow positive velocities W appear for instance when a quadrotor is
climbing vertically. In results presented, rotor thrust is very sensitive to variation of
inflow velocity, so keeping thrust constant for all inflow velocities results in a
significant overestimation, even for axial flight. It can be also noticed that the rotor
torque is not so much sensitive and axial inflow velocity variations do not change it
very much.

Not only quadrotor linear velocities contribute to change of inflow velocities.
Propellers are placed not in the quadrotor center of gravity (Fig. 4) so also body
angular rates may contribute to inflow velocities:

vti ¼ vb þ xb � rti ð4Þ

where vb; xb—vectors of quadrotor velocities and rates in the body reference
frame, rti—position vector of a propeller in the body reference frame (Fig. 4).
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Fig. 4 Propeller velocity vector in body reference frame
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Neglecting this effect for the quadrotor, which is a very agile vehicle, limits
simulation model to hover and low speed flights. As another effect resulting from
(4) in a maneuver flight, each rotor is subjected to different inflow and thus gen-
erates different loads.

These observations were taken into account in the WUT developed model. The
quadrotor propellers loads consist of a full set of six components—three forces and
three moments of forces, calculated using Blade Element Method. First, the
velocities at the blade cross-section are expressed as functions of body linear
velocities and angular rates, including also velocities resulting from rotors angular
velocities and induced velocity. The induced velocity is modeled using Glauert
formulae with corrections for forward flight [21]. Then the total flow velocities are
used to calculate lift and drag forces acting in a blade cross-section, taking into
account blade chord, twist, and lift and drag coefficients of the airfoil. In the next
step the six components of the rotors loads are calculated by integrating forces and
moments along the blade span. Sample results for 15 × 4″ propeller, for the case of
inflow with velocities U = 5 m/s and W = 5 m/s are presented in Fig. 5.

The model of the propellers loads was validated against experimental data from
WUT wind tunnel. In this case, the test stand allowed to measure thrust and torque
only. The validation was done through correction of the aerodynamic coefficients of
the blades airfoils. The selected 15 × 4″ propeller’s geometry has been scanned
using 3D scanning. The blade was divided into four sections along the span and in
each section blade airfoils were assumed to be constant. Using published data for
these airfoils, aerodynamic coefficients for these four airfoils were obtained. Then,
the lift and drag coefficient were adjusted to match measured thrust and torque. In
Figs. 6, 7, 8 and 9 thrust and torque characteristics are shown before and after
validation process. The most important case of validation was the test point close to
rotor angular velocity 600 rad/s, which was the design hover point for the quadrotor
in this research.

This approach to loads correction was also checked in other inflow cases and
was proven to give adequate good results.

The adjusted airfoils coefficients were used to calculate all six components of the
rotor aerodynamic loads. But implementing the developed models of aerodynamic
loads into Blade Element Method did not allow for a real-time computations needed
in simulator. The reason was, that integration along blades and iterations of the
induced velocities done separately for each rotor, took a long time.

It was decided to develop the simulation model in two steps using so called loads
maps. In the first step, the comprehensive model of rotor loads was used to calculate
components of aerodynamic loads for an assumed range of inflow velocities
(horizontal and perpendicular to the plane of rotation) as a function of rotor angular
speed. All components of aerodynamic loads were stored in 3D arrays. These arrays
were used in a real-time simulation model. Actual aerodynamic loads of each rotor
were interpolated for a given state (rotor angular velocity, inflow velocity, angle of
attack, and bank angle). Such a solution allows real time operation of the quadrotor
model.
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Fig. 5 Loads of a 15 × 4″ propeller, for inflow velocities U = 5 m/s, W = 5 m/s
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However, it turned out that in some situations the interpolations also took too
much time for real time calculations. To improve the efficiency of the simulation it
was decided to use only four components of propellers loads: thrust, drag, and
torque and rolling moment, as values of the rest two components were at least one
order of magnitude lower. These simplification assured a real-time operation of a
quadrotor model with flight control system at all tested flight cases.
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3 Quadrotor Flight Control System

The flight control system for unmanned quadrotor consists of ground Control
Station and onboard Autopilot, Fig. 10. The Control Station calculates and sends
demanded values of controls to on-board autopilot via wireless communication. The
Autopilot generates control signals to quadrotor rotors depending on the demanded
and measured values of flight parameters. The control signal is organized as a vector
Ω, which components are the required values of rotors angular velocities.

The control system operates in semiautonomous mode. An operator of a qua-
drotor sets demanded values of quadrotor linear velocities and azimuth via Control
Station. The signals are send to the autopilot, which controls the quadrotor attitude
and lift to ensure demanded flight conditions. The longitudinal and lateral velocity
are controlled by the pitch and roll angles. The control of flight level is obtained by
the vertical speed variation. If the demanded value of vertical speed is equal to zero
the altitude controller holds actual flight level.

The overall autopilot structure is shown in Fig. 11. It consists of three main
blocks: Velocity Control, Attitude Control and Control Signal Formation. The
control signal is a vector of demanded rotors angular rates:
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Fig. 10 Quadrotor flight control system structure
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X ¼ XH 1 1 1 1½ �T þ XD: ð5Þ

The control signal Ω is calculated as a increment of rotors angular rates ΩD relative
to hovering condition ΩH. The inherent feature of quadrotor is that lift and control
loads are produced only by changing angular velocities of rotors. The rotor thrust,
expressed as function of the rotor angular rate, is divided into lift and attitude parts.
The lift part provides the altitude control whereas the attitude part guarantees
maneuverability.

The demanded values of rotors angular velocities are calculated in CSF block as:

XD ¼ wX �XO þ 1� wXð Þ �XC; ð6Þ

where XO is a collective control signal used for altitude control, XC is a cycling
control signal comes from attitude controllers, and a weighting coefficient wX

expresses the portion of rotor thrust that is allocated for lift control.
The Attitude Control block contain three independent controllers for pitch, roll

and yaw angles. The yaw angle controller is based on PID control law. The pitch
and roll controllers have identical PD control laws but the output signals are dis-
tributed to the rotors in a different way. The output signals vector of AC block,
named cycling control signal, is a sum of output signals of all controllers distributed
according to the selected quadrotor configuration:

XC ¼ uU

�0:33
�0:33
0:33
0:33

2
664

3
775þ uH

0:33
�0:33
�0:33
0:33

2
664

3
775þ uW

�0:34
0:34
�0:34
0:34

2
664

3
775; ð7Þ

where uU; uH; uW are output signals from roll, pitch and yaw controllers.
The Velocity Control block contains controllers for horizontal (longitudinal and

lateral) velocities and flight level. The longitudinal and lateral controllers are based
on PID control laws with adaptive integral coefficients, and provide demanded
values for pitch and roll control signals, which are sent to the Attitude Control block

Fig. 11 Autopilot structure
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as an CD vector. The flight level controller contains altitude and vertical speed
control laws. The classical P altitude control law produces demanded value for PID
vertical speed control law. The demanded value of vertical speed can also comes
from an operator, when it is not zero. The vertical speed controller provides the
collective control vector XO:

XO ¼ uW 1 1 1 1½ �T : ð8Þ

The tests of quadrotor flight control system were performed using UAV simulator.
The tests were focused on capability of indoor flight especially in confined areas
such as rooms, corridors and stairways. The tests results revealed significant dis-
turbances of altitude and azimuth during horizontal acceleration and deceleration.
The detailed analysis indicated that the disturbances resulted from non uniform and
asymmetric variations of thrust of rotors. In the next tests the flight level and
azimuth controllers were improved. An additional attitude feedback loop was
applied to compensate fluctuations in altitude, which were mainly caused by the
rotors inclination angle, Fig. 12. The rotors angular velocity increment Δω was then
calculated using actual rotor attitude gained by factor kc to fit with actual controller
settings. The constant altitude in a forward flight is possible if a rotor thrust TF at
specific inclination angle γ (Fig. 13) fulfills the condition:

TF cos cð Þ ¼ TH ; ð9Þ

where TH is the rotor thrust at hovering conditions. The inclination angle can be
estimated as:

cos c ¼ cosU cosH. ð10Þ

If a rotor thrust is expressed as a square of function of rotor angular rate:

Ti ¼ CTX
2
i ; ð11Þ

Fig. 12 Enhanced flight level controller structure
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where CT is thrust constant, and the relationship between rotor angular rates at
hover and forward flight conditions are:

XF ¼ XH þ DX; ð12Þ

then the Eq. (9) can be rewritten as:

XH þ DXð Þ cos cð Þ ¼ XH: ð13Þ

The increment of rotor angular rates ΔΩ for forward flight calculated as:

DX ¼
ffiffiffiffiffiffiffiffiffiffi
cos c

p
cos c

� 1
� �

XH: ð14Þ

The azimuth controller was enhanced by additional attitude feedback loop (Fig. 14).
The product of pitch and roll angles with washout filter WoF are used to com-
pensate an azimuth disturbances caused by attitude change. The kwf coefficient is
used to gain the signal of enhancement part.

The simulation tests of quadrotor flight control system were performed to
investigate enhanced controller performance using the quadrotor dynamics model
from Chapter “The Method of Guaranteeing the Separation Between the
Recognised Object and Background”. The maneuver was to accelerate and to

Fig. 13 Rotors thrusts in forward flight

Fig. 14 Enhanced azimuth
controller structure
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decelerate quadrotor at constant altitude and azimuth. The autopilot was set to hold
constant values of flight level and azimuth, while both pitch and roll angles were
increased to 45°, and after 10 s decrease to 0 (Figs. 15 and 16). The quadrotor have
accelerated to 19 m/s of horizontal velocity at inclination angle of 60° and then
without using thrust decelerate to the 0 m/s (Figs. 17 and 18). The quadrotor flight
was smoother while the enhancement controllers were applied. The variation of
altitude and azimuth were significantly reduced (Figs. 19 and 20). Integral Square
Errors (ISE) are much lower for enhancement controllers (Table 1). The overshoots
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and disturbances in pitch and roll angles, and velocities were also compensated. The
test results indicate that the proposed enhancements of quadrotor control system
considerably improved its flying qualities. Altitude and azimuth disturbances were
larger in deceleration than in acceleration flight phase. It resulted from different
flight velocity in both cases, which significantly influenced quadrotor performances.
That is why an additional flight velocity coupling should be considered to avoid
such inconveniences.
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Table 1 Integral square
errors

Controlled parameter Controller type

Basic IB Enhancement IE IB/IE

Altitude 0.1231 0.0039 31.85

Azimuth 248.87 14.08 17.68
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4 Conclusions

A quadrotor model with a flight control system was developed and tested in a UAV
simulator. The quadrotor simulation model contains 6 DOF and a comprehensive
model of rotor aerodynamic loads, based on experimental data gathered during
wind tunnel tests. The deficiencies of a wind tunnel measuring equipment (only
thrust and torque might be measured) were overcame by a special correction pro-
cedure. A real time simulation capability was obtained by adequate assumptions
based on airloads orders of magnitude.

The quadrotor autopilot control system was developed to cooperate with a
nonlinear dynamic model and nonlinear rotor aerodynamic loads. The method of
PID control laws enhancement was applied based on a simple model of rotor thrust
and additional state variables couplings, for compensation of variation of a qua-
drotor dynamics. The improved control system provides better quadrotor perfor-
mance for high speed flights and rapid maneuvers.

The nonlinear quadrotor model with autopilot was implemented to the UAV
simulator and allows to simulate and investigate the control system quality.

Acknowledgment The presented research was part of the project “Development of small
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0032/R/ID1/2011/01.
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The Application of the Modified BLT
Method for the Synthesis of UAV’s
Control System

Zygmunt Kuś and Aleksander Nawrat

Abstract The following paper presents of the use of the modified BLT method for
the synthesis of the control system of the UAV. The small helicopter was the
example of the UAV. This method was used for controlling the linear acceleration
in the vertical axis and angular velocities around the UAV’s symmetry axes. The
linearized multivariable model was used as the model of the UAV. The presented
examples illustrate the correct operation of the modified BLT method in the lowest
level of the UAV’s control system.

Keywords BLT method � Multivariable control systems � Helicopter model

1 Introduction

This paper is devoted to the synthesis of the multivariable control system for the
controlled plant (UAV). The UAV’s control system always requires several control
levels. The number of the levels depends on the assumed degree of the UAV’s
flight autonomy. The literature provides various solutions of the abovementioned
problem [1–6].

The subsequent control levels may serve various functions: on the highest
control level it is e.g. non-collision trajectory or other tasks connected with a
mission; on the middle control level it is guaranteeing that the UAV follows the set
trajectory with the set orientation and velocity; and on the lowest control level it is
setting a required angle for the rotor blades and a set angular velocity of the rotor. In
the case of different solutions of the abovementioned problem, there may also
appear other intermediate levels. In order to carry out simulations [7–10], we will
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take into account a particular kind of a UAV such as a small helicopter. It is a
‘miniature version’ of a conventional helicopter with a main rotor and tail rotor.

It is a common knowledge that during the UAV’s flight (in this case it is a model
of a small or miniature helicopter) one can distinguish different flight conditions.
Depending on the flight condition in a given moment (hover, forward flight and
autorotation), it is essential to set different sets of set values of the signals which
determine orientation and angular velocities for particular axes.

Among various methods of the synthesis of the multivariable control systems it
can be distinguished for example the following methods: Ziegler-Nichols method
[11], BLT method [12], Dominant Pole Placement Tuning method [13], LQ method
[14], Davison method [15] or decoupling method [16].

The following study examines the control system of the lowest control level for
the angular velocities around the symmetry axes and for the linear acceleration in
the vertical axis. In order to synthesise the multivariable control system, we will use
the modified BLT method [12].

2 The Linear Multivariable Model for the UAV

In each multivariable model the first stage of developing the model consists of
determining the main and coupling channels. We will examine the model of a
helicopter-type UAV. The extensive body of literature on helicopters’ behaviour
provides us with a detailed knowledge about particular control channels [1–6].
Assuming that we have four input signals (the inputs of the multivariable model)
and four controlled signals (the outputs of the multivariable model), we have to
choose appropriate transfer functions for each control channel.

The last stage of developing the model consists of selecting the parameters’
values for the transfer functions in couple channels.

The considered UAV (helicopter) may be modelled as a system with four inputs
and four outputs on the lowest control level. Figure 1 presents input signals and
output signals of the helicopter model [17–19].

Fig. 1 Input signals and
output signals of the
helicopter model
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We can define three coordinate axes which are connected with the helicopter:
longitudinal X, lateral Y and vertical Z. There are defined three angular velocities
around X, Y, Z axes—xx;xy;xz.

We assume the following signal notation:
Input signals:

AILERON ¼ UAI ;ELEVATOR ¼ UEL;RUDDER ¼ URU ;COLLECTIVE ¼ UCO:

Output signals:
Angular velocities: xx;xy;xz;

Helicopter linear acceleration in vertical axis: az.
The helicopter is a multidimensional and non-linear plant. Therefore in the

synthesis of the control system the knowledge of the main and coupling channels
was used [1–6]. The synthesis of the first control level uses the identification of the
control channels.

We used the identification method based on a step response [1].
The analysis of the step response and behaviour of the helicopters presented in

caused that we assume the transfer functions for the specific channels presented in (1).

G11ðsÞ ¼ 1
0:05991 � s2 þ 0:1672 � sþ 11:7

G22ðsÞ ¼ 1þ 0:7641 � s
0:1161þ 4:124 � sþ 0:5758 � s2 þ 0:03567 � s3

G33ðsÞ ¼ 1
0:3427þ 0:804 � s G44ðsÞ ¼ 0:111

1þ 0:1 � s
GiiðsÞ ¼ 0:1

0:01sþ 1
for all i 6¼ j where i; j ¼ 1; 2; 3; 4:

ð1Þ

The scheme of the multivariable control system is presented in Fig. 2.
In Fig. 2, we assume the notation of the input/output signals for the particular

control channels according to (2).

w1 ¼ UAI ; w2 ¼ UEL; w3 ¼ URU ; w4 ¼ UCO;
y1 ¼ xx; y2 ¼ xy; y3 ¼ xz; y4 ¼ az;

ð2Þ

Fig. 2 Multivariable control system. R(s)—diagonal multivariable controller, G(s)—multivariable
plant, w(t)—set values vector, y(t)—outputs vector
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Figures 3, 4 and 5 present the illustrations of methods of tuning the PI controllers
in order to obtain the previous parameters of the PI controllers. These parameters,
obtained by means of different methods, are modified in the following steps of BLT
method. The calculation of the coefficient F is the part of the BLT method which
guarantee that properties of all control channels are taken into account during
synthesis of the control system.

Fig. 3 Root locus for G11(s) with PI controller—illustration of the method guaranteeing an
appropriate stability degree

Fig. 4 Nyquist diagram for G22(s) with PI controller—illustration of the method guaranteeing an
appropriate phase margin
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3 An Example of the Control System Operation

In order to illustrate the proposed modification of the BLT method [12] for con-
trolling the UAV, we can assume that the controlled plant is the lowest control level
of the small helicopter described in [1]. For the model presented in Sect. 2, we
conducted the synthesis of the multivariable regulator which resulted in obtaining
the set of PI regulators (3).

PI11ðsÞ ¼ 0:2499sþ 0:071
3:52s

PI22ðsÞ ¼ 5sþ 0:2841
17:6s

PI33ðsÞ ¼ 2:353sþ 0:2841
8:282s

PI44ðsÞ ¼ sþ 0:2841
3:52s

ð3Þ

Figure 6 presents the transients of the output y1 in response to the changes of the
subsequent set values w1 to w4.

The subsequent Figs. 7, 8 and 9 present the transients analogous to Fig. 6 for the
subsequent y2 to y4. Each figure presents the transient of y(t) for one channel in
response to the step changes of the set value signals w1 to w4. The signals w1 to w4

appear one by one with the interval that allows to reach the steady state by the
signal y(t).

According to Figs. 6, 7, 8 and 9 we can observe that the signal y1 achieve its set
value considerably slower than other outputs yi. At the same time there is slight
influence of signals w2 to w4 on signal y1.

Figure 7 shows that the step change of signal w2 results in overshoot in the
output y2. The other set value signals do not influence on signal y2.

According to Fig. 8 we can observe that y3 achieves set value in short time
without any overshoots. Figure 9 shows that y4 changes slowly but without

Fig. 5 Root locus for G33(s) with PI controller—illustration of the method of reducing the main
time constant
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overshoots in response to the step change of w4. We can see there also some
influence of the signal w1 on output y4.

The steady state error is equal zero in each channel because of the integrator in
the PI controller.

Fig. 6 The transients of the output signal y1 at the subsequent step changes of the set values w1 to
w4

Fig. 7 The transients of the output signal y2 at the subsequent step changes of the set values w1 to
w4
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The presented example illustrates the correct operation of the control system
tuned with the use of the modified BLT method [20].

The transients y1 to y4 in Fig. 10 possess different dynamical properties. We can
observe maximum overshoot in y2 and smaller overshoot in y4 whereas y1 and y3
have no overshoots. All outputs yiðtÞ achieve the set value (error equal zero) in
acceptable time.

Fig. 8 The transients of the output signal y3 at the subsequent step changes of the set valuesw1 tow4

Fig. 9 The transients of the output signal y4 at the subsequent step changes of the set valuesw1 tow4
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To sum up, the proposed modified BLT method which was applied in the UAV’s
control system allows to obtain the correct behaviour of the lowest level of the
control system.

4 Conclusions

This paper has focused on the problem of UAV control on the lowest control level
[21–24]. This means that the task of the control system was to keep the set values of
angular velocities around the UAV’s symmetry axes and to keep the set value of
linear acceleration in vertical axis. The paper presented the use of the modified BLT
method for synthesising the control system for the UAV (a small helicopter).

The authors proposed the four-variable linearised model as a model of the UAV.
Moreover, we presented the example of the control system operation for the
step-changing set values. The presented example illustrates the correctness of the
modified BLT method applied to the lowest control system [25] in the UAV [26].
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The Modified BLT Method
for Multivariable Control Systems

Zygmunt Kuś and Aleksander Nawrat

Abstract The goal of the following paper was the synthesis of multivariable
control systems. Due to the popularity and usability of the BLT method for tuning
such systems, we proposed a certain modification. The BLT method uses the
Ziegler-Nichols (ZN) method for tuning the PI regulators for the main channels.
The limitations caused by the ZN method for the plant’s transfer function form
resulted in limiting the use of the BLT method. Therefore this paper put forwards
the modification based on using the tuning methods different than ZN. This paper
shows the examples of using different tuning methods than ZN which were adjusted
to the form of the plant’s transfer function. Such an approach allowed to extend the
range of the acceptable kinds of the plant’s transfer functions in the main channels
during the synthesis of the multivariable control system. It allowed to use the
knowledge of single-variable control systems for tuning the multivariable control
systems. The example presented in this paper illustrates the usefulness of such an
approach.

Keywords BLT method � Multivariable control systems

1 Introduction

The multivariable control systems appear in the case when the particular control
channels cannot be treated as not influencing each other—separated control chan-
nels. In this case, there are couple channels which cause that one input signal of the
controlled plant influences on more than one output signal of this plant [1–3].
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The body of literature provides the various methods of the synthesis of the
multivariable control systems. We can distinguish for example the following
methods: Ziegler-Nichols method [4], BLT method [5], Dominant Pole Placement
Tuning method [6], LQ method [7], Davison method [8] or decoupling method [9].

The following paper proposes the modification of the BLT method. It is common
knowledge that the stages of the BLT method may be grouped in two parts: the first
one consists of tuning the PI regulators on the basis of the main channels’ transfer
function (it is assumed that the ZN method will be used); the second one consists of
checking the condition which has to be met by the maximum value of a substitute
transfer function module and it consists of tuning a certain coefficient until this
condition is met.

Due to the certain limitations of the ZN method, we will propose a modification
of the BLT method. This modification is based on the assumption that the
parameters of the PI regulator for a given main channel are tuned with the use of
any condition (method) which guarantees an appropriate control quality for this
main control channel.

2 The Description and Proposed Modification
of the BLT Method

The BLT method (Biggest Log—Modulus Tuning) [5] allows to substitute the
problem of tuning a single-variable control system for the problem of tuning the
multivariable regulators’ parameters. It is assumed that the main channels are
described by means of stable transfer functions.

Figure 1 presents the block scheme of the multivariable control system.
A diagonal multivariable controller consists of transfer functions KiiðsÞ at the main
diagonal and zeros beyond this diagonal. The examined system has the multivar-
iable controller which size is 4 × 4.

Fig. 1 Multivariable control system. R(s)—diagonal multivariable controller, G(s)—multivariable
plant, w(t)—set values vector, y(t)—outputs vector

364 Z. Kuś and A. Nawrat



2.1 The Algorithm of the Multivariable Controller Synthesis
with the Use of the BLT Method

1. We tune the PI controller parameters for each main channel (not considering the
couple channels).

2. We determine the lowest value of the coefficient F for which the control system
is stable for the diagonal multivariable controller PI with the parameters cal-
culated according to (1).

Ki ¼ KiZN

F
; Tci ¼ TciZN � F; for i ¼ 1. . .l ð1Þ

where:

Ki, Tci the tuned parameters of the controllers
l the number of single-variable systems which constitute the multivar-

iable plant
KiZN, TciZN the parameters tuned with the use of the ZN method.

3. We calculate the parameters of the multivariable controller according to (1).
4. We determine the form of the scalar function W(s) according to (2).

WðsÞ ¼ �1þ det I þ GðsÞRðsÞð Þ ð2Þ

where:

G(s) transfer functions matrix for the multivariable system
R(s) transfer functions matrix for the multivariable diagonal controller with the

parameters Ki, Tci.

5. We calculate log modulus function according to (3).

LcmðjxÞ ¼ 20 log
WðjxÞ

1þWðjxÞ
����

���� ð3Þ

6. We check the criterion (4) of stopping the algorithm.

max LcmðjxÞ ¼ 2l dB½ � ð4Þ

If (4) is not met then we increase the value of F and return to step 5.
For the lowest value of F which allows to meet (4), we obtain the tuned mul-

tivariable controller.
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The basic assumption of this modification consists in tuning the PI regulator with
the use of the methods allowing for tuning these parameters for the various types of
plants. The ZN method used in the BLT method has the limitations resulting from
the necessity of calculating ultimate gain and period.

2.2 The Proposed Modification of the BLT Method

Therefore we propose in the first step of the BLT method (according to Sect. 2) not
to determine the method of tuning PI regulator. The only requirement we impose is
the necessity of tuning the PI regulator, for the main channel, which guarantees an
appropriate control quality of this control channel.

The examples of such methods, depending on the plant’s transfer function, may
be: the method basing on the gain margin and phase margin, the method of reducing
the main time constant, root locus method or the ZN method.

3 The Example of the Control System Synthesis

In order to illustrate the proposed modification of the BLT method, we can assume
that the controlled plant is four-input and four-output plant. The transfer functions
of main channels were chosen in such a way that it allows to illustrate the use of the
various methods of tuning the PI regulator.

The first transfer function G11(s) is third order lag with the same time constants.
In this case we will use the ZN method.

The second transfer function G22(s) is first order lag with the integrator. In this
case we will use the method guaranteeing an appropriate phase margin.

The third transfer function G33(s) is third order lag with different time constants.
In this case we will use the method of reducing the main time constant.

The fourth transfer function G44(s) is second order lag with integrator. In this
case we will use the root locus method.

All transfer functions which are the components of the multivariable model of
the controlled plant are presented in (5).

G11ðsÞ ¼ 10
27s3 þ 27s2 þ 9sþ 1

G22ðsÞ ¼ 10
3s2 þ s

G33ðsÞ ¼ 10
27s3 þ 31:5s2 þ 10:5sþ 1

G44ðsÞ ¼ 10
4:5s3 þ 4:5s2 þ s

GiiðsÞ ¼ 1
0:1sþ 1

for all i 6¼ j where i; j ¼ 1; 2; 3; 4:

ð5Þ
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Figures 2, 3 and 4 present the illustrations of abovementioned methods of tuning
the PI controllers. The parameters obtained by means of these methods are previous
parameters which are modified in the following steps of BLT method.

While tuning F, we met the requirement (4) for F equal 35.2.
Finally, by means of the modified BLT method, we obtain PI controllers for the

subsequent channels in the form presented in (6).

Fig. 2 Nyquist diagram for G22(s) with PI controller—illustration of the method guaranteeing an
appropriate phase margin

Fig. 3 Root locus for G33(s) with PI controller—illustration of the method of reducing the main
time constant
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PI11ðsÞ ¼ 0:5197sþ 0:06209
8:371s

PI22ðsÞ ¼ 15sþ 0:1724
87s

PI33ðsÞ ¼ 0:6766sþ 0:08731
7:749s

PI44ðsÞ ¼ 0:07955sþ 0:007759
10:25s

ð6Þ

Figures 5, 6, 7 and 8 present the transients of the output signals for all control
channels (y1 to y4) in response to the step changes of the subsequent set values w1 to
w4. Each figure presents the transient of y(t) for one channel in response to the step
changes of the set value signals w1 to w4. The signals w1 to w4 appear one by one
with the interval that allows to reach the steady state by the signal y(t).

Fig. 4 Root locus for G44(s) with PI controller—illustration of the method guaranteeing an
appropriate stability degree

Fig. 5 The transients of the output signal y1 at the subsequent step changes of the set values
w1 to w4
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According to Figs. 5, 6, 7 and 8, in the transients of the output signals y2 and y4
there are some overshoots, but not exceeding the acceptable values. At the same
time, we may state that practically there are no overshoots in transients y1 and y3. At
all output signals y(t), due to using the PI regulators, there is an error signal equal
zero in the steady state.

Figure 9 presents the transients of output signals for all control channels (y1 to
y4) in response to the step change of the set value w(t) in each channel
(w1ðtÞ ¼ w2ðtÞ ¼ w3ðtÞ ¼ w4ðtÞ ¼ 1ðtÞ).

The transients y1 to y4 in Fig. 9 possess different dynamical properties. We can
observe maximum overshoot in y4 and smaller overshoot in y2 whereas y1 and y3
virtually have no overshoots. All outputs yi(t) achieve the set value (error equal
zero) in acceptable time.

Fig. 6 The transients of the output signal y2 at the subsequent step changes of the set values
w1 to w4

Fig. 7 The transients of the output signal y3 at the subsequent step changes of the set values
w1 to w4
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4 Conclusions

This paper proposed the modification of the BLT method which allowed to extend
the acceptable range of the transfer functions of the main channels in the synthesis
of the multivariable control system [10–12]. It was obtained by allowing the
methods different from the ZN method in order to tune the PI parameters [13–16].

Such an approach allows to use the knowledge of single-variable control systems
and adjust the PI tuning method to the type of the plant’s transfer function in a
given control channel [17–19]. The paper presented the example which illustrated
the usefulness of such an approach.

Fig. 8 The transients of the output signal y4 at the subsequent step changes of the set values
w1 to w4

Fig. 9 The transients of output signals for all control channels (y1 to y4) in response to the step
change of the set value w(t) in each channel (w1ðtÞ ¼ w2ðtÞ ¼ w3ðtÞ ¼ w4ðtÞ ¼ 1ðtÞ)
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Analysis of Human Arm Nonlinear
and Linear Mathematical Models

Robert Bieda and Krzysztof Jaskot

Abstract This paper concentrate on the kinematics and dynamics analysis of
human upper arm and extends it to the human manipulator. Kinematics is the study
of motion without regard to the forces that create it. The representation of the hand
position and orientation through the geometries of arm (joint and link parameters)
are called direct kinematics. Using forward kinematics, the mathematical model is
developed to compute the position and orientation of arm based on the given human
joint position. Each human joint is considered as revolute joint. Dynamics of the
arm refers to the interaction between forces in the system and change of state of the
system. Based on the dynamic equation of motion of the arm nonlinear and linear
model of human upper arm has been defined. The presented models of arm motion
has been derived using the Euler-Lagrange equation. In this paper the results of a
simulation of the proposed models are presented.

Keywords Human arm � Mathematical model � Kinematics � Dynamics

1 Introduction

Kinematics of the human body is concerned with formulating and solving for the
translational and rotational position, velocity, and acceleration analysis problems for
each human body segment of interest, for various realworld motions. Forward
kinematics calculates the pose (position and orientation) of each human body seg-
ment of interest given the joint angles [1–3]. The forward kinematics is the problem
of finding an end-effector (hand) or tool pose from a set of given joint angles.
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As a result, statics analysis requires the positions and angles of each segment for
static free-body diagrams [4–7].

Forward dynamics, a much harder mathematical problem, calculates the
unknown kinematics terms given the joint torques; this requires the solution of
coupled nonlinear differential equations. Dynamics requires the translational and
rotational position, velocity, and acceleration variables for each human body seg-
ment, plus the center-of-mass (CoM) translational accelerations, for dynamic free
body diagrams [8–10].

In this paper full analysis of the kinematics and dynamics of two mathematical
models of human upper arm is presented.

2 The Synthesis of a Mathematical Model of the Human
Arm

2.1 Kinematics

Kinematics (forward) is a relation of effector position and orientation relative to the
base (inertial) frame depending on the position of the joints. In this case, the
kinematics of the human arm is easy to position the orientation of the hand (palm)
with respect to the base frame associated with shoulder, depending on the position
(rotation) in the shoulder and elbow joints. In this paper model/system of
m degrees-of-freedom (DoF) consists of n rigid bodies called links (rigid limb) will
be considered. One of the arm link is characterized by a few values:

li the length of the ith link,
mi mass of the ith link,
lc;i the distance of the center-of-mass (CoM) of the ith link measured from the

joint point of reference,
Ii moment of inertia of the ith link.

The arm is composed of m rotatable pairs (revolute joints). The mobility of the arm
joints is characterized by the ability to change the orientation:

ui rotation angle around the X axis ith link in the ith joint,
hi rotation angle around the Y axis ith link in the ith joint,
wi rotation angle around the Z axis ith link in the ith joint

One end of the chain forming the model arm is connected to the fixed base (e.g.
shoulder) while the other end (hand) remains free.
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Pose
In the case of the human arm kinematics position of the ith link of length li with
respect to the i� 1ð Þth coordinate frame in which it is fixed, is expressed by the
vector li ¼ xi yi zi½ �T . Similarly, the center-of-mass (CoM) of the ith link rel-
ative to the i� 1ð Þth frame is defined as vector rc;i ¼ xc;i yc;i zc;i½ �T .
Accordingly, rotation of the link with respect to ith joint is expressed by the rotation
angles vector ai ¼ ui hi wi½ �T witch defines rotation about the X, Y and Z axis
of the i� 1ð Þth frame.

As a result, the position of the kth link of the arm model relative to the base
coordinate frame is determined by relationship:

lk ¼
Xk
i¼1

li ð1Þ

for k ¼ 1; 2; . . .; n.
Similarly, the pose (CoM position and the orientation) of the kth link is defined

by dependencies:

rc;k ¼
Xk�1

i¼1

li þ lc;k ð2Þ

ak ¼
Xk
i¼1

ai ð3Þ

In the case of the kinematic chain of the human arm model we consider pairs of
rotating (revolute joints) only. Because of the fixed length of links sliding pairs do
not occur. For the purpose of further analysis of the kinematic model variable values
(rotations) in the kinematic chain will be replaced by the generalized variables:

q ¼ q1 q2 � � � qm½ �T ð4Þ

Generalized coordinates are the set of independent coordinates explicitly defining
position of the system. The number of generalized coordinates is equal to the
number of degrees-of-freedom (DoF) of the system. q is the vector of joints angles.

On human arm model generalized coordinates describing the motion can be
selected by specifying the rotation of the first link with respect to the inertial frame
and the other link’s rotation relative to the previous link.

Velocities
In the case of analysis of direct kinematics of the arm velocity is defined depending
on changes in time the position and orientation of the links. Linear velocity kth link
of the arm relative to the base can be expressed as follows:
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vk ¼
Xk
i¼1

dli
dt

¼ dlk
dt

¼ Jvk qð Þ _q ð5Þ

where:

Jvk qð Þ ¼ @lk
@q

ð6Þ

is the (position-dependent) Jacobian matrix of the transformation between Cartesian
and joint space. _q are the joints velocity vector.

Similarly, the linear velocity of the CoM and the angular velocity of kth link are
defined by dependencies:

vc;k ¼ vk�1 þ dlc;k
dt

¼ drc;k
dt

¼ Jvc;k qð Þ _q ð7Þ

xk ¼
Xk
i¼1

dai
dt

¼ dak
dt

¼ Jxk qð Þ _q ð8Þ

Velocities of kth link can be determined using the above definition of generalized
variables (4). Jacobian matrix for the kth link describe change the position and
orientation expressed in the system of internal coordinates model q:

Jk qð Þ ¼ Jvc;k qð Þ
Jxk qð Þ

� �
¼

@rc;k
@q
@ak
@q

" #
¼

rqxTc;k
rqyTc;k
rqzTc;k
rquT

k
rqh

T
k

rqw
T
k

2
6666664

3
7777775

ð9Þ

where:

rq ¼ @
@q1

@
@q2

� � � @
@qm

h iT
ð10Þ

is a vector operator gradient calculated on the generalized variables of the arm
model.

For so defined Jacobian kth link velocities can be determined from the
relationship:

vc;k
xk

� �
¼ Jk qð Þ _q ð11Þ
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Acceleration
The last group of signals that describe the kinematics model of the arm are
acceleration. Linear acceleration kth link of the kinematic chain is defined from the
relationship:

ak ¼ dvk
dt

¼ d2lk
dt2

¼ dJvk qð Þ _q
dt

¼ dJvk qð Þ
dt

_qþ Jvk qð Þ €q ð12Þ

where:

dJvk qð Þ
dt

¼ @Jvk qð Þ
@q

_q ¼ @2lk
@q2

_q ð13Þ

Similarly, the CoM linear acceleration and angular acceleration kth link, are defined
as:

ac;k ¼ dvc;k
dt

¼ d2rc;k
dt2

¼ dJvc;k qð Þ _q
dt

¼ dJvc;k qð Þ
dt

_qþ Jvc;k qð Þ €q ð14Þ

ek ¼ dxk

dt
¼ d2ak

dt2
¼¼ dJxk qð Þ _q

dt
¼ dJxk qð Þ

dt
_qþ Jxk qð Þ €q ð15Þ

Using the definition of the Jacobian (9) for kth link and dependence (13) acceler-
ations can be determined using generalized variables:

ac;k
ek

� �
¼ dJk qð Þ

dq
_q _qþ Jk qð Þ€q ð16Þ

2.2 Dynamics

In the analysis of the dynamics of the arm equations of motion that describe the
motion parameters of the arm and the related forces and torques or external forces
applied to the system are considered. The dynamics of the arm refers to the
interaction between forces in the system and change of state of the system. A torque
acting on the joints causes a change in the joint orientation and velocity.

One way to describe the dynamics of manipulators (arms) is to use the Lagrange
equations. They describe the dynamic properties of the system, depending on the
kinetic and potential energy expressed as a function of the internal (generalized)
coordinate.

Kinetic energy
The kinetic equation is the equation for the energy of motion. The kinetic energy of
the kth link is determined by the relation:
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Kk ¼
mkv2c;k
2

þ Ikx2
k

2
ð17Þ

The first component of the above equation is the kinetic energy of translational
motion with the velocity of the CoM, the second is the kinetic energy of rotation.

The total kinetic energy for the system can be found by summing the linear and
rotational components for each rigid body. A point of interest is that the rotational
kinetic energy of the next link depends on the rotational velocity of itself and the
previous link. This is because of how the generalized coordinates were selected:

K q; _qð Þ ¼
Xn
i¼1

Ki ¼
Xn
i¼1

mivTc;ivc;i
2

þ IixT
i xi

2

 !
ð18Þ

Potential energy
The potential energy equation determines the energy of a rigid body of mass
m located in a gravitational field. For the kth link potential energy is determined by
the relation:

Pk ¼ �mkgrc;k ð19Þ

where g � 9:81m=s2 is the gravitational acceleration of the Earth.
The potential energy for the system is quantified by the change in CoM within a

gravitational field. Using the Eq. (19), the total potential energies for arm model can
be expressed as sum of potential energy for each rigid body:

P qð Þ ¼
Xn
i¼1

Pi ¼ �
Xn
i¼1

migTrc;i ð20Þ

Lagrangian function
The Lagrangian L of arm system is the representation of a system of motion. The
Lagrangian can only be used when a system is conservative. Derived from
Newton’s Laws, the Lagrangian says that if you can find the kinetic equation K and
the potential equation P of our complex system in terms of general coordinates and
their time derivatives then you can find the equations of the motion of the system in
terms of generalized coordinates using the Lagrangian.

If we define total kinetic energy K (18) and total potential energy P (20) of the
system, we can introduce the concept of the Lagrange function (kinetic potential) in
the form:

L q; _qð Þ ¼ K q; _qð Þ � P qð Þ ð21Þ
Euler-Lagrange equation of motion
The Lagrangian is defined as the difference between kinetic and potential energy
and is used with the Euler-Lagrange equation as follows:
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d
dt

@L q; _qð Þ
@ _q

� �
� @L q; _qð Þ

@q
¼ s ð22Þ

where s represent the m-dimensional vector of generalized torques produced by
muscles on the m joints of a limb, and q is the resulting joint angle trajectories.

Torque is applied at each of the joints and as a result we obtain m equations, one
for each DoF.

Generalized equation of motion
To a good approximation, human arm dynamics can be modeled as the motion of an
open kinematic chain of rigid links, attached together through revolute joints, with
control torques applied about each joint. Human arm motions can thus be modeled
by the same equations used to model revolute robot manipulators:

M qð Þ€qþ C q; _qð Þ þ G qð Þ ¼ s ð23Þ

where q are the joint angle of the arm. The M qð Þ is a (position-dependent) sym-
metric and positive definite inertia matrix. This ensures that the mass is always
positive and real valued. The vector C q; _qð Þ contains the Coriolis and centripetal
torques and the vector G qð Þ contains the gravitational torques. The generalized
forcing input s represents the control torques applied at each arm joint.

2.3 Nonlinear Model of Arm

The design of the arm dynamics model is based on the system of m differential
equations describing the motion of the system in the space of generalized
coordinate:

d
dt

@L
@ _q

� �
� @L
@q

� s ¼ 0 ð24Þ

or in the form of generalized systems manipulating robots:

M qð Þ€qþ C q; _qð Þ þ G qð Þ � s ¼ 0 ð25Þ

In the general case determination of changes in the value of generalized coordinates
reduced to the solution of the equation:

F q; _q; €q; sð Þ ¼ 0 ð26Þ

In the present case, the model of the human arm, having regard to the form of the
equations of motion (25), angular acceleration of joints determines the relationship:
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€q ¼ f q; _q; sð Þ ¼ M qð Þ�1 s� C q; _qð Þ � G qð Þð Þ ð27Þ

Finally, the form of nonlinear model describing the dynamics of changes in the
system of generalized variables is defined as follows:

€q ¼ f q; _q; sð Þ
_q ¼ R €qdt
q ¼ R _qdt

8<
: ð28Þ

2.4 Linear Model of the Arm

A common problem in determining the dynamics of the mathematical model is to
determine the function f q; _q; sð Þ which is the solution of the Eq. (26). An alter-
native approach is to define a model of the linear nature. This model provides a
significant simplification of the calculation of the cost of approximation properties
of the nonlinear model in a range of actions.

Due to the nature of this problem it was decided that the state-space represen-
tation was a good way to approach the problem. Thus, the proposed linear model is
described by two equations: the equation of state changes and output equation:

_x ¼ Axþ Bu
y ¼ Cxþ Du

�
ð29Þ

State, output and control variables
Having selected state-space formulation for representing the model, it is now
important to choose the state vector that will better describe the system. For the
proposed model of human arm state variables x, signal output y and control u are
defined as follows:

x ¼ q _q½ �T
y ¼ €q

u ¼ s

ð30Þ

Linearization process takes around an equilibrium point. In the case of a model
composed of n rotatable joints there are two equilibrium points: stable and unstable.
In the presented system stable equilibrium point corresponds to a situation of free
overhang of the human arm.

In the general case, however, we consider the operating point:
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q0 ¼ q0 _q0 €q0 s0½ �T ð31Þ

For such defined operating point linearization process equations of motion (26)
leads to a linear relationship:

@F
@q

����
q0

Dqþ @F
@ _q

����
q0

D _qþ @F
@€q

����
q0

D€q� IDs ¼ 0 ð32Þ

Given the initial conditions of the arm system, and bearing in mind that
z ¼ Dzþ z0, for z 2 q; _q; €q; sf g the above linear equation of motion can be written
in the general form:

A0qþ B0 _qþ C0€q� s ¼ 0 ð33Þ

where A0 ¼ @F
@q

��
q0

corresponds to joint stiffness, B0 ¼ @F
@ _q

��
q0

represents joints

damping (viscosity), and C0 ¼ @F
@€q

��
q0

is the inertia matrix.

Taking into account the definition (30) of the state variables, output and control
signal the above equation becomes:

A0 B0½ �xþ C0y� u ¼ 0 ð34Þ

Finally, from the Eq. (34) can be derived equations of state changes and output of
the linear arm model:

_x ¼ �C�1
0

0 �C0
A0 B0

� �
x� C�1

0
0
�I

� �
u

y ¼ �C�1
0 A0 B0½ �xþ C�1

0 u

8<
: ð35Þ

Substituting for the variables of the model in state space signals directly related to
the change in the joints of the arm angles and torques, we get a linear model (29):

q
:

q
::

" #
¼ A

q

q
::

" #
þ Bs

q
:: ¼ Cþ Ds

8>><
>>: ð36Þ

where:

A ¼ 0 I
C

� �
B ¼ 0

D

� �
C ¼ �C�1

0 A0 �C�1
0 B0

� 	
D ¼ C�1

0

ð37Þ
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3 1link-1DoF Arm Model

First proposed variant of the human arm model is very simple. It consists only of a
single rigid body (upper arm and forearm plus palm) suspended in the joint with
one degree of freedom. The idea of the construction of the proposed model is shown
in Fig. 1.

Taking into account the definition of the generalized coordinates in the proposed
model the rotation angle of the joint w1 is labeled as variable q1.

Next the equations that govern the forward kinematics and dynamics of the arm
and represent Cartesian or hand state in terms of joint state are presented.

3.1 Kinematics

Pose
Using the definitions of the positions (1) and (2) and orientation (3) the transfor-
mation from joint angle to handle position (in subject Cartesian coordinates) is
given by:

l1 ¼
l1s1
�l1c1
0

2
4

3
5 ð38Þ

Fig. 1 Diagram of a simple model of human arm by one link and one degree-of-freedom
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rc;1 ¼
lc;1s1
�lc;1c1

0

2
4

3
5 ð39Þ

a1 ¼
0
0
q1

2
4

3
5 ð40Þ

where si ¼ sin qið Þ; ci ¼ cos qið Þ.
Velocity
For such defined position and orientation Jacobian (9) of the arm model can be
determined:

J1 ¼

lc;1c1
lc;1s1
0
0
0
1

2
6666664

3
7777775

ð41Þ

Using the above Jacobian definition and relationship (11) velocities of the arm can
be determined:

vc;1
x1

� �
¼

_q1lc;1c1
_q1lc;1s1

0
0
0
_q1

2
6666664

3
7777775

ð42Þ

Acceleration
Linear and angular acceleration of the arm in the presented model we determine
using the relationship (16):

ac;1
e1

� �
¼

�lc;1 _q21s1 � €q1c1

 �

lc;1 _q21c1 þ €q1s1

 �

0
0
0
€q1

2
6666664

3
7777775

ð43Þ
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3.2 Dynamics

In order to analyze the dynamic of this model Lagrangian (21) can be defined as:

L q; _qð Þ ¼ 0:5 I1 þ m1l
2
c;1

� 

_q21 þ m1glc;1c1 ð44Þ

Euler-Lagrange equation of motion
For so defined Lagrangian function the equation of motion has been set according
to the formula (24):

0 ¼ €q1I1 þ €q1m1l
2
c;1 þ m1glc;1s1 � s1 ð45Þ

Generalized equation of motion
We obtained the generalized equation of motion by converting of Eq. (45) into a
generalized form (25) with corresponding coefficients:

M qð Þ ¼ I1 þ m1l
2
c;1 ð46Þ

C q; _qð Þ ¼ 0 ð47Þ

G qð Þ ¼ m1glc;1s1 ð48Þ

3.3 Nonlinear Model of Arm

Nonlinear model presented version of the human arm model is determined by the
solution of the Eq. (25) with coefficients (46), (47) and (48):

€q1 ¼ M qð Þ�1 s� C q; _qð Þ � G qð Þð Þ ð49Þ

In the form of explicit nonlinear model is defined as:

€q1 ¼
�m1glc;1s1 þ s1

I1 þ m1l2c;1
ð50Þ

which, together with the definition of (28) allows the simulation of the behavior of
the arm.

384 R. Bieda and K. Jaskot



3.4 Linear Model of Arm

Linearized equation of motion (45) takes the form of (33), in which the coefficients
are described relations:

A0 ¼ m1glc;1c1 ð51Þ

B0 ¼ 0 ð52Þ

C0 ¼ I1 þ m1l
2
c;1 ð53Þ

Form of the linear equation of motion (33) allows the definition of a linear model of
the arm described by the relation (29) in which the matrices of state changes and
output equation are defined as follows:

A ¼ 0 1
�m1glc;1c1
I1þm1l2c;1

0

" #
B ¼ 0

1
I1þm1l2c;1

" #

C ¼ �m1glc;1c1
I1þm1l2c;1

0
h i

D ¼ 1
I1þm1l2c;1

ð54Þ

4 1link-2DoF Arm Model

The second of the proposed mathematical model of the arm is a little more com-
plicated. It takes into account the fact that the upper arm consists of one bone and is
connected to the shoulder in the gleno-humeral joint (GH-joint). The GH-joint is
well modeled as a ball-and-socked joint with 3 DoF. In proposed second model of
human arms this GH-joint is modeled as 2 DoF joint. But still, like the first model,
this model is constructed from a single rigid body. The idea of the construction of
the proposed model is shown in Fig. 2.

Taking into account the definition of the generalized coordinates in the proposed
model the rotation angles of the GH-joint w1;u1ð Þ are labeled as variables q1; q2ð Þ.

4.1 Kinematics

Pose
The pose (position and orientation) of the hand in the presented model is described
by the following vectors:
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l1 ¼
l1s1c2
�l1c1c2
�l1s2

2
4

3
5 ð55Þ

rc;1 ¼
lc1s1c2
�lc1c1c2
�lc1s2

2
4

3
5 ð56Þ

a1 ¼
0
q2
q1

2
4

3
5 ð57Þ

Velocity
Defining the Jacobian (9) of link for the model of the arm:

J1 ¼

lc;1c1c2 �lc;1s1s2
lc;1s1c2 lc;1c1s2

0 �lc;1c2
0 0
0 1
1 0

2
6666664

3
7777775

ð58Þ

Fig. 2 Diagram of a simple model of human arm by one link and two degree-of-freedom
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we can determined linear velocity of CoM and angular velocity by the Eq. (11):

vc;1
x1

� �
¼

lc;1 c1c2 _q1 � s1s2 _q2ð Þ
lc;1 s1c2 _q1 þ c1s2 _q2ð Þ

�lc;1c2 _q2
0
_q2
_q1

2
6666664

3
7777775

ð59Þ

Acceleration
Using the Jacobian (58) and the dependence (16) we obtain an equation for the
acceleration of the arm system:

ac;1
e1

� �
¼

�lc;1 s1c2 _q21 þ 2 _q1c1s2 _q2 þ s1c2 _q22 � c1c2€q1 þ s1s2€q2

 �

lc;1 c1c2 _q21 � 2 _q1s1s2 _q2 þ c1c2 _q22 þ s1c2€q1 þ c1s2€q2

 �

lc;1 s2 _q22 � c2€q2

 �

0
€q2
€q1

2
6666664

3
7777775

ð60Þ

4.2 Dynamics

We now formulate the Lagrangian using Eqs. (18) and (20):

L q; _qð Þ ¼ 0:5 m1l
2
c;1c

2
2 _q

2
1 þ I1 _q

2
1 þ m1l

2
c;1 _q

2
2 þ I1 _q

2
2

� 

þ m1glc;1c1c2 ð61Þ

Euler-Lagrange equation of motion
Then using the Lagrangian formula we compute the equations of motion:

0 ¼ �2 _q2m1l
2
c;1c2s2 _q1 þ €q1m1l

2
c;1c

2
2 þ €q1I1 þ m1glc;1s1c2 � s1

0 ¼ €q2m1l
2
c;1 þ €q2I1 þ m1l

2
c;1c2s2 _q

2
1 þ m1glc;1c1s2 � s2

ð62Þ

Generalized equation of motion
In an alternative generalized representation of the above equation assumes the form
of Eq. (25), which matrices are defined as follows:

M qð Þ ¼ m1l2c;1c
2
2 þ I1 0
0 m1l2c;1c

2
1 þ I1

� �
ð63Þ
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C q; _qð Þ ¼ � _q2m1l2c;1 _q1s22
1
2m1l2c;1 _q

2
1s22

" #
ð64Þ

G qð Þ ¼ m1glc;1s1c2
m1glc;1c1s2

� �
ð65Þ

where sij ¼ sin qi þ qj

 �

; cij ¼ cos qi þ qj

 �

.

4.3 Nonlinear Model of Arm

In its present version of the model of human arm solution of the system of dif-
ferential Eqs. (62) is expressed by the relation:

€q1
€q2

� �
¼ M qð Þ�1 s1

s2

� �
� C q; _qð Þ � G qð Þ

� �
ð66Þ

or in the form of explicit:

€q1 ¼
2 _q2m1l2c;1c2s2 _q1 � m1glc;1s1c2 þ s1

m1l2c;1c
2
2 þ I1

€q2 ¼
�m1l2c;1c2s2 _q

2
1 � m1glc;1c1s2 þ s2

m1l2c;1 þ I1

ð67Þ

4.4 Linear Model of Arm

Linearized equation of motion of the arm model assumes the form of Eq. (33) with
matrices:

A0 ¼ m1glc;1c1c2 2 _q2lc;1 _q1 � 4 _q2c
2
2lc;1 _q1 � 2€q1c2lc;1s2 � gs1s2


 �
lc;1m1

�m1glc;1s1s2 lc;1m1 �lc;1 _q21 þ 2c22lc;1 _q
2
1 þ gc1c2


 �� �
ð68Þ

B0 ¼ �2 _q2c2l
2
c;1m1s2 �2c2l2c;1m1s2 _q1

2c2l2c;1m1s2 _q1 0

� �
ð69Þ

C0 ¼ c22l
2
c;1m1 þ I1 0

0 l2c;1m1 þ I1

� �
ð70Þ
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Finally, a linear model of the human arm assumes the form of the system (29) with
matrices of state changes and output equations:

A ¼
0 0 1 0

0 0 0 1
C

2
4

3
5

B ¼
0 0

0 0
D

2
4

3
5

C ¼

�m1glc;1c1c2
m1l2c;1c

2
2 þ I1

C12
2 _q2m1l2c;1c2s2
m1l2c;1c

2
2 þ I1

2m1l2c;1c2s2 _q1
m1l2c;1c

2
2 þ I1

m1glc;1s1s2
m1l2c;1 þ I1

C22
�2m1l2c;1c2s2 _q1
m1l2c;1 þ I1

0

2
66664

3
77775

D ¼

1
m1l2c;1c

2
2 þ I1

0

0
1

m1l2c;1 þ I1

2
6664

3
7775

ð71Þ

with:

C12 ¼ m1lc;1 4 _q2lc;1c
2
2 _q1 � 2 _q2lc;1 _q1 þ 2€q1lc;1c2s2 þ gs1s2


 �
= m1l

2
c;1c

2
2 þ I1

� 

C22 ¼ m1lc;1 lc;1 _q

2
1 � 2lc;1c22 _q

2
1 � gc1c2


 �
= m1l

2
c;1 þ I1

� 


5 Results of the Simulation

For the presented models of the human arm simulation analysis of the properties of
non-linear models and the corresponding linear models was carried out.

In order to examine the dynamic properties of the models information of the
physical features of the individual parts of the human arm was used. According to [11]

Table 1 Anatomical physical parameters of adult human arm

Male Female

Upper arm Forearm Hand Upper arm Forearm Hand

Length (m) 0.315 0.287 0.105 0.272 0.252 0.091

Weight (N) 28.91 16.64 5.78 12.90 6.98 2.22

Mass (kg) 2.947 1.696 0.589 1.315 0.712 0.227

CoM (m) 0.137 0.127 0.049 0.125 0.109 0.043

Moment of inertia (kg m2) 0.0859 0.0387 0.0020 0.0309 0.0127 0.0006
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representative anatomical and physical value of the arm are shown in Table 1. They
contain the average values of the arm for an adult male with a height of 1.829 m and a
weight of 90.7 kg, and women with a height of 1.575 m and a weight of 45.3 kg.

Based on Table 1 parameter values of individual models of human arm were
defined. These parameters are used in simulation studies are presented in Table 2.

The first group of the simulations was to determine the similarity the approxi-
mate linear model to the nonlinear model dynamics of the arm. These simulations
assumed the free movement of the arm (with no an external force s ¼ 0) for
selected initial conditions different from a stable equilibrium point. Linear models
have been defined at operating point equals stable equilibrium point
q0 ¼ 0 0 0 0½ �T .

The initial conditions of simulation (initial configuration of the model arm) for
the model were as follows:

• model 1ink-1DoF: q1 ¼ 20; _q1 ¼ 0; €q1 ¼ 0,
• model 1link-2DoF: q1 q2½ � ¼ 20 �10½ �; _q ¼ 0; €q ¼ 0.

For so defined initial conditions the variation of individual internal coordinates
of model and their velocity and acceleration are shown in Figs. 3 and 4.

Using the definition of the kinematics of the arm model was possible to deter-
mine the change in position of the hand model in space associated with a shoulder.
For easier interpretation of the results visualization of the trajectory of the move-
ments of the arm for the analyzed cases is presented. Change of the coordinates
position and the course of the hand trajectory are shown in Figs. 5 and 6.

The results confirm the effectiveness of the use of linear models. This approach
simplifies the synthesis of model. Properties of the resulting solutions show a high
similarity in the behavior of the nonlinear model. They are retained even when
operating point is strongly different than point of linearization.

The second group of experiments was checking the properties of linear and
nonlinear models in the event of an external force (torque). The results of simu-
lation experiments for the case where the external torques ensured the position of
the arm in the initial configuration are presented below.

The initial conditions of simulation were identical to the previous one.
Accordingly, the external torques for the model were as follows:

• model 1link-1DoF: s1 ¼ 5,
• model 1link-2DoF: s1 s2½ � ¼ 5 �2½ �.

Change of the coordinates position and the course of the hand trajectory are
shown in Figs. 7 and 8.

Table 2 The numerical
values of model arm
parameters

1L-1DoF, 1L-2DoF

l1 (m) 0.707

lc;1 (m) 0.313

m1 (kg) 5.232

I1 (kg m2) 0.1266
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Fig. 3 Changes in the value
of the internal coordinate of
model 1link-1DoF
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Fig. 4 Changes in the value
of the internal coordinate of
model 1link-2DoF
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Fig. 5 The trajectory of the position of the 1link-1DoF hand model without torque
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Fig. 6 The trajectory of the position of the 1link-2DoF hand model without torques
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Fig. 7 The position
coordinates of the 1link-1DoF
model arm in the shoulder
frame with the external torque
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Fig. 8 The position
coordinates of the 1link-2DoF
model arm in the shoulder
frame with the external
torques
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The simulations show the effectiveness of linear models of the dynamics of the
human arm. Through the process of linearization synthesis of linear dynamic model
is reduced significantly compare to the nonlinear models. At the same time their
dynamic properties allow the analysis and synthesis of close-loop control systems
[12–15].
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Naive Kalman Filtering for 3D Object
Orientation

Robert Bieda, Rafal Grygiel and Adam Galuszka

Abstract In the paper Naive Kalman filter is introduced and presented for esti-
mating orientation in 3D space. Using the assumption of Bayesian classification
systems, the angular velocity vector is treated as three separate events. Therefore,
three independent Kalman filters are used to estimate Euler angles for each RPY
coordinate system. Data fusion is presented for real IMU sensor which integrated
data from triaxial gyroscope, accelerometer and magnetometer.

Keywords 3D orientation � IMU � Kalman filter � Innovative simulation systems

1 Introduction

Precise knowledge of a plant orientation in space is necessary information for
correct implementation of various engineering applications. As examples one can
mention control of plants that rotates, rating of human limbs movement, or visu-
alization of position of human body parts in virtual reality. As an orientation we
will understand Euler angles: R-roll, P-pitch and Y-yaw, around axis related to
plant.

To estimate Euler angles the idea of sensor fusion is used, which is based on
aggregation of measurement data coming from different sensors. The angles can be
determined by gyroscope data by matrix integration of angular velocity [1, 2] or by
accelerometers and magnetometers data, using algebraic dependencies [3–5].
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There are various methods and tools used to orientation estimation: quaternion
calculus, complementary filters or Kalman’s filter [6–11]. Kalman filtering meth-
odology requires mathematical formulation of plant model, which in most cases is
based on the nonlinear equations of rotational kinematics of rigid bodies. It follows
that linearization operations are necessary. This approach is correct but in many
cases leads to difficulties in computations and implementations.

In this work authors were searching for simplest algorithm for orientation esti-
mation and it led to searching for the linear model of the problem. The main thesis
of this work is that it is possible to determine orientation (Euler’s angles) by
independent processing of gyroscope indications in three independent axis of
coordinate system connected with a plant. It leads to simplified innovative simu-
lation model of Naïve Kalman Filter. Although the thesis seems to be wrong we
present modelling methodology that confirm thesis correctness. It leads to con-
clusion the thesis should not be rejected.

In this work full description of sensor systems is presented. Basing on this a
method of Euler’s angles determination and two approaches of sensor fusion
modelling are shown. Experiments were performed using data obtained from IMU
sensor (Fig. 1) designed and produced by project team from Institute of Automatic
Control of Silesian University of Technology [12].

2 Reference System

In problem of orientation estimation in 3D space various coordination systems are
used. There are defined base and related to plant coordination systems [13–15]. The
base system (reference system) is defined as a stationary system of navigation frame
(called: n-frame or navigation-frame) [1, 2], e.g.: ECI, ECEF, LTP including: ENU
and NED [1, 16]. Second group of systems are system related to the plant (called
b-frame or body-frame) [2, 17] and system related to measurement unit placed on
the plant (called s-frame or sensor-frame) [18]. In problem analyzed here the
structure NWU (North-West-Up) as the reference system is proposed (Fig. 2).

Fig. 1 IMU sensor
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As a moving space, for which orientation with respect to the reference system is
determined, form often used in navigation that allows to determine the angle of
rotation around three axes called Roll-Pitch-Yaw was assumed. Additionally it is
assumed that system associated with the object (called b-frame) is identical to the
IMU sensors measuring system (called s-frame). In this study estimations of the roll
angle, pitch angle and deviation angle (called yaw) to determine the orientation of
the object are made. They are denoted by /; h;w, respectively.

3 Naive Kalman Filtering

Sensor fusion integrates sensory information into a coherent whole from various,
generally physically separated and independent sources [19–22]. In case of orien-
tation estimation the fusion concerns information from accelerometers, gyroscopes
and magnetometers. In this work Kalman filtering which requires knowledge of a
linear process model is used:

xkþ1 ¼ Fxk þ Guk þ Qwk

yk ¼ Hxk þ rk
ð1Þ

It is assumed that sensor data (Fig. 1) are collected with the same period of time
equal to Dt. It is therefore necessary to create a model of the process of determining
the orientation in space of three independent channels. Similar models may be
found in Ref. [e.g. 17], however, in these cases the description relates to rotation
around one axis. Other approaches include nonlinear rotational kinematics of a rigid
body that should be linearized. The measurement of the angular velocity xG

k of the
gyroscope is subject to bias error and an additional stochastic disturbance modeled
as a discrete white Gaussian noise with zero expected value and variance r2x:

xG
k ¼ ~xk þ bk þ wx;k ð2Þ

Fig. 2 Location of gravity
acceleration vectors g, and
earth’s magnetic field b in
reference system NWU
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Zero error is one of the low-frequency noise and can be for-modeled in the form of
implementation of the first order Markov process with random white noise with
distribution E ek½ � ¼ 0;E e2k

� � ¼ r2e :

bkþ1 ¼ bk þ ek ð3Þ

In order to determine the angle from the measured angular velocity, discrete inte-
gration is used according to the relation:

x tð Þ ¼ da tð Þ
dt

� a t þ Dtð Þ � a tð Þ
Dt

¼ Da tð Þ
Dt

ð4Þ

Then taking into account Eqs. (3) and (4) in Eq. (2) leads to the model:

akþ1 ¼ ak þ xG
k � bk þ wx;k

� � � Dt ¼ ak þ xG
k � Dt � bk � Dt þ Dt � wx;k ð5Þ

Aggregating description of the model (5) and Eq. (3) to the state equations (1) the
following matrices and vectors are obtained:

F ¼ 1 �Dt

0 1

� �
;G ¼ Dt

0

� �
;H ¼ 1 0½ �;Q ¼ Dt 0

0 1

� �
;

xk ¼
ak
bk

� �
; uk ¼ xG

k ; yk ¼ aAMk ;wk ¼
wx;k

ek

� �
; rk ¼ rAMk

ð6Þ

where rAMk is the noise of measurement E rAMk

� � ¼ 0;E rAMk

� �2h i
¼ r2a

� 	
of angle

determined by using the accelerometers and magnetometers. Model (1) defined by
the elements (6) has a control input u(t) as the angular velocity. This approach
seems to be incorrect because the signal u(t), according to Kalman filtering
assumptions, should be a deterministic. However, from the standpoint of the
modeling this approach is correct.

In order to get rid of the control input from the model determining the angle of
the gyro, angular velocity has been included in the state vector. The process can
now be described by the following matrices:

F ¼
1 Dt �Dt

0 1 0

0 0 1

2
64

3
75;H ¼ 1 0 0

0 1 0

� �
;Q ¼

Dt 0

1 0

0 1

2
64

3
75;

xk ¼
ak
xk

bk

2
64

3
75; yk ¼

aAMk
xG

k

" #
;wk ¼

wx;k

ek

� �
; rk ¼

rAMk

rGk

" # ð7Þ

Model (1) as described by the matrices (7) does not include control signal but the
output signal consists of two signals: the angle and angular velocity.
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In the proposed solution model written for a single angle (axis) was applied to
the other two angles. The extension of the proposed approach for all three angles of
rotation was possible under the assumption of independence of the individual
components of the angular velocity vector as in systems of Bayesian classification
[23, 24]. In these systems so called naive classifier is introduced. It is based on the
assumption that the probability of the event vector (multivariate random variable) in
the analyzing process is equal to the product of the probabilities of elementary
events. These consequences arises from the assumption of independence of ele-
mentary events that define a multi-dimensional random variable. So, for the ana-
lyzed case has been made the assumption that the angular velocity vector xG

modeling a random event, can be analyzed as consisting of three independent
events. Based on this assumption, the above formulas (6) and (7) can be extend to a
three-dimensional case, thus leading to definition of the Naive Kalman filtering
model.

Synthesizing a model for the orientation of the sensory fusion using Kalman
filter two variants were considered. In the first approach, the model with the control
input was applied G 6¼ 0ð Þ and it led to the following description:

xkþ1 ¼ Fxk þ Guk þ Qwk

akþ1

bkþ1

� �
¼ I3�3 �Dt � I3�3

03�3 I3�3

� �
ak

bk

� �
þ Dt � I3�3

03�3

� �
xG

k þ Dt � I3�3 03�3

03�3 I3�3

� �
wx;k

ek

� �

yk ¼ Hxk þ rk

aAM
k

¼ I3�3 03�3½ � ak

bk

� �
þ rAMk

ð8Þ

where angles vectors, bias in the respective axes and angular velocity are defined as
follows:

ak ¼ /k hk wk½ �T

bk ¼ bx;k by;k bz;k
� �T

xG
k ¼ xx;k xy;k xz;k½ �T

ð9Þ

Matrices In�n; 0n�n are the identity matrix and matrix of zeros of size n� n,
respectively. Model outputs in a correction stage are angles determined from the
accelerometers and magnetometers:

aAMk ¼ /AM
k hAMk wAM

k

� �T ð10Þ

The second variant of the model, including the angular velocity of the state vector
results in the description:
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xkþ1 ¼ Fxk þ Qwk

akþ1

xkþ1

bkþ1

2
64

3
75 ¼

I3�3 Dt � I3�3 �Dt � I3�3

03�3 I3�3 03�3

03�3 03�3 I3�3

2
64

3
75

ak

xk

bk

2
64

3
75þ

Dt � I3�3 03�3

I3�3 03�3

03�3 I3�3

2
64

3
75 wx;k

ek

� �

yk ¼ Hxk þ rk

aAMk

xG
k

" #
¼ I3�3 03�3 03�3

03�3 I3�3 03�3

� � ak

xk

bk

2
64

3
75þ rAMk

rGk

" #

ð11Þ

In this model, the output vector extends of the measurement from the gyroscope
xG

k .
For the model described by the system of equation (1) Kalman filter [17] is

defined by a prediction step:

x̂kþ1jk ¼ Fx̂kjk þ Guk ð12Þ

with

Pkþ1jk ¼ FPkjkFT þ QWQT ð13Þ

and filtration step:

x̂kþ1jkþ1 ¼ x̂kþ1jk þ Kkþ1 ykþ1 �Hx̂kþ1jk
� � ð14Þ

with

Kkþ1 ¼ Pkþ1jkHT HPkþ1jkHT þ R
� ��1

Pkþ1jkþ1 ¼ I � Kkþ1Hð ÞPkþ1jk
ð15Þ

with the following distributions of stochastic disturbances and measurement noise
in the model:

E x̂0j�1x̂
T
0j�1

h i
¼ X0; E wkwT

k

� � ¼ W; E rkrTk
� � ¼ R ð16Þ

Presented description of the process model in two variants (8) and (11) can be
decomposed into three independent subproblems, for each axis (angle) separately.
The idea of using a Naive Kalman filter, in three independent channels is shown in
Fig. 3. This decomposition simplifies the implementation of the Kalman filter on the
target device [12, 25–30].
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4 Exemplary Experiments

For the purpose of testing IMU sensor simulator was designed, which for defined
referenced evolutions of rotation angles in time determines time responses returned
by the sensor systems of linear acceleration aAk

� �
, angular velocity xG

k

� �
and the

vector of magnetic field mM
k

� �
:

aAk ¼ ~aAk � gAk þ wA
a;k

xG
k ¼ ~xk þ bk þ wG

x;k

mM
k ¼ ~b

M
k þ dk þ wM

m;k

ð17Þ

Generally, the IMU simulator performs the task described by the formula:

aAk ;x
G
k ;m

M
k

� � ¼ fIMU ak; ~ak; bk; dk; rsensor
� � ð18Þ

where:
ak referenced values of rotation angles,
~ak linear acceleration in navigation system,
rsensor ¼ rA; rG; rM


 �
vector of sensor variances.

Plots were generated from the IMU sensor simulator for the three series under the
assumption of no disturbances of the magnetic field dk ¼ 0ð Þ and linear acceleration
of a plant ~ak ¼ 0ð Þ in the presence of gyroscopes bias:

bk ¼ 0:01 0:01 0:01½ �T ½rad/s� ð19Þ

Figure 4 presents reference angles (“ref”) and angles determined using only
accelerometers (AM) and only results of matrix integration of gyroscopes indica-
tions (G).

Fig. 3 The idea of Naive Kalman filter implementation
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Figure 5 shows angle estimates using the Kalman filter model to a control input
(8) for variable values of the variance r2 (matrix W ¼ I � r2). Figure 6 shows a
comparison of the quality of operation of filtering Klaman model with control input
(8) and without control input (11) against referenced angles (“ref”).

Plots analysis confirm that solution using naive Kalman filter is correct and
introduced alternative solutions with model (8) and (11) lead to practically identical
results.

For quantitative analysis of the accuracy of estimation MAE (mean absolute
error) was used:

MAE ¼ 1
n

Xn
k¼1

âk � akj j ð20Þ

Fig. 4 Plots generated using reference angles (“ref”) and angles determined from the
accelerometers–magnetometers system (“AM”) and gyroscopes (“G”)
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where
âk the estimated value of the angle,
ak correct value of the angle.

Analyses of results presented in Table 1 show that the best results in terms of the
smallest MAE rate for the entire 3D orientation was obtained for r2 ¼ 0:1.
Therefore, this value was chosen for the experiments presented in Fig. 6.

Fig. 5 Time plots for model with control input (F.K. 1) (8) for different values r2 = {1, 0.1, 0.01,
0.001}, where W ¼ I � r2
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Table 1 The mean absolute error (MEA) in degrees for the estimation of the Euler angles using
different integration methods and variable angular velocity of the variance

Method Roll − MAE
(deg)

Pitch − MAE
(deg)

Yaw − MAE
(deg)

AM 31,781 23,067 57,622

G 128,030 88,333 181,268

Naive KF with
model
in (8)

r2x = 0.001 s 4.2272 6.1709 7.2023

r2x = 0.01 s 1.7079 2.7200 3.1978

r2x = 0.1 s 0.9293 1.1316 1.8757

r2x = 1 s 1.0287 0.8560 1.9553

Naive KF with
model
in (11)

r2x = 0.001 s 5.0257 5.5097 6.5706

r2x = 0.01 s 1.7244 2.6046 3.0352

r2x = 0.1 s 0.9246 1.1169 1.8603

r2x = 1 s 1.0285 0.8546 1.9545

Bold Minimal error values

Fig. 6 Time plots for simulated data when r2 ¼ 0:1 for model (8) (F.K. 1) and (11) (F.K. 2)
against referenced plots (“ref”)
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5 Conclusion and Future Work

In this paper, using the idea of construction of the so-called naive classifier ori-
entation estimation algorithm in the 3D space, using three independent Kalman
filters is proposed. It was assumed that the angular velocity xG determines a vector
a consisting of three independent events. This incorrect assumption was made
intentionally and it made possible to build independent Kalman filter for each axis
RPY. It enables simplifications in implementation on the target device comparing to
classical approaches. This approach we called Naive Kalman filter. Then using
measurements of the gyroscope, accelerometers and magnetometers, appropriate
Euler angles was determined.

The modeling process in the form of discrete integration, may be performed
using a model with control input or without control input [31]. The proposed
Kalman filters determines also the gyro zero errors. Appropriate parameterization of
the model allows to obtain time plots of estimated angles with the desired variance,
accuracy and regulation time.

Acknowledgements This work has been supported by NCBIR grant No. for the first and second
author and by Institute of Automatic Control BK grant No. 214/RAu1/2013 for the third author in
the year 2014.
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Non-GPS Navigation System
for Criminalistic Investigation
on Mobile Robot

Robert Głębocki, Paweł Kicman and Janusz Narkiewicz

Abstract In the paper we describe visual odometry algorithm for monocular
camera. It is developed for use on a mobile robot involved in criminal investigation
conducted by Polish police forces. FAST keypoints with ORB descriptors are used
as input to the motion estimation. Concept of pose graph is implemented in order to
improve accuracy of the results obtained. The algorithm was evaluated on a 400 m
long outdoor dataset included in KITTI Benchmark (18.41 % position error) as well
as on a short dataset collected indoors in one of the offices at our University (5.34 %
position error). Detailed discussion of the results is presented together with the
guidance for further development of the method.

Keywords Navigation � Visual odometry � Pose graph

1 Introduction

Nowadays the Global Positioning System (GPS) has proved a boon for robots and
vehicles control and navigation system. GPS navigation is most popular one in
many applications on the ground, on the sea and in the air. But the satellite-based
system is not without its shortcomings. Something as simple as going indoors or
entering a tunnel can render the system useless. In presented papers authors
described the mobile robot system involved in criminal investigation conducted by
Polish police forces. The robot should work in the places where CBRN hazards are
possible and where area is too dangerous for policeman to work. The robot is
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remotely controlled during the work by radio line. The problem is that this kind of
police operation takes place inside buildings, very often in cellars and hard to reach
places. Robot must penetrate a stairs, move doors etc. Police has a problem when
robot can lose connection with operator. To find it inside building is dangerous by
the reason that robot is used to penetrate CBRN hazard area. Because of that robot
has to have a possibility to autonomously return without GPS. Navigation system
has inertial navigation but it is insufficiently precise. This way we need to use
additional non GPS navigation system. There are some approaches to determine
position estimation without GPS. Typically, these systems require external refer-
ences, such as preinstalled active beacons, receivers, or optical retroreflectors.
Problem is that navigation system devices must be installed in the work space at
precisely surveyed locations before the system can be used. This installation is in
our case completely impossible. Police penetrate unknown places of crime without
any possibility to prepare navigation devices. Robot must return autonomously
based on equipment which we can mount on its board. Another way of imple-
menting absolute position estimation is computer vision system. This method is
developed in our experiments.

2 Visual Odometry

Video camera is a very good navigation sensor as the images contain large amounts
of information about surrounding environment. Camera can be a good complement
for traditional navigation systems as it provides positioning information both
indoors and outdoors which is not the case for GNSS systems. Those opportunities
are well recognized in the research community and therefore use of visual systems
in navigation is increasing. So far there have been many successful applications of
visual systems for navigation. However, there are still challenges in creating reli-
able and robust algorithms that will provide valid navigation information in various
scenarios and in different environments. Another important factor that speaks in
favor of visual systems is the cost. Price of a video camera and computer processing
the images is significantly lower, compared to high quality navigation systems.
Moreover, cameras are being installed nowadays on default in many cars and
robots. Thanks to that fact vision based navigation can become a very widespread
method of motion estimation in the near future. So it is important to develop
algorithms that are safe and robust.

In case of our scenario visual navigation, where small robot is exploring
unknown buildings, the visual system integrated with additional sensors (IMU and
magnetic compass) can provide reliable position information. In such configuration
the system is independent and does not rely on any external source of information.
This is especially important as the robot is meant to operate without access to
satellite navigation signals.

For estimation of motion from camera images visual odometry algorithm was
selected. Next to visual-SLAM it is one of the methods that enables calculation of
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movement of the vehicle from video stream. It uses images captured by a camera
mounted rigidly to the body of the car or robot. Based on analysis of those images
the algorithm estimates movement of the object. The algorithm is based on dead
reckoning principle which means that transitions between consecutive positions are
convoluted to provide current position.

2.1 Related Work

The most commonly used class of visual odometry algorithms is based on features
detected in images. The features are characteristic points that can be reliably rec-
ognized and matched between consecutive image frames. In ideal situation they can
be identified from different observation positions, different distances and under
changing light conditions. There are several algorithms used for detection of features
such as SURF, SIFT, FAST, ORB and many others. For each pixel selected in the
image a descriptor vector is calculated. It contains number of unique properties of
that point that are used in the matching process. Pairs of points matched between two
images are used to calculate transition of the camera between places where images
were taken. Features can be matched directly, by comparison of their descriptor
vectors, or can be tracked between images, by using for example optical flow.

Different approach to estimation of motion is represented by appearance-based
methods. In these class of algorithms parts of images are compared between con-
secutive images. This method can give good results even when little texture in
image is observed. However, it is less often used because the algorithms are more
susceptible to occlusions and in general less reliable.

Large amount of algorithms in visual odometry are developed for stereo-vision
cameras. One of the recent developments in the visual odometry algorithm show that
the position accuracy achieved using only visual information can be as low as 1.3 %
of distance travelled when stereo sequences are used [1]. With additional use of IMU
and optimization of results it is possible to reduce positioning error to values below
0.5 % [2]. But different camera types have also been successfully used for estimation
of motion, i.e. monocular camera [3], as well as omnidirectional system [4].

The most significant challenge in visual odometry algorithms is the growth of
position error with time. The method is based on a dead-reckoning principle which
means that errors from all time steps accumulate over time. One of the possible
solutions to this issue is a fusion of visual information with data coming from other
sensors, like for example GPS or IMU [2]. Another solution is to use additional
constraints between more than just two recent frames in order to optimize and
reduce the overall error. Two methods that have been demonstrated to work in
literature are Windowed Bundle Adjustment (WBA or SBA from Sparse Bundle
Adjustment) and Pose Graph Optimization (PGO). WBA is a modification of a
bundle adjustment algorithm proposed in [2]. It adapts the traditional original
bundle adjustment algorithm so that it optimizes path over several recent frames
only. Thanks to that change the algorithm is capable of working in the real time.
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The Pose Graph Optimization was demonstrated in [5]. In this method a graph of
poses (position and orientation in a given time) is created based on visual infor-
mation. Edges of the graph are transitions between the poses. The algorithm
optimizes transitions between several recent nodes of the graph in order to minimize
mean squared error of robot movement. This method uses only information about
poses and transitions between them, while WBA estimates 3D positions of features
as well as poses of a robot. Therefore WBA gives more accurate results, but
requires higher computational resources compared with PGO.

For further in-depth analysis of methods and current developments in visual
odometry we recommend a recent survey provided by Scaramuzza et al. in his
two-part tutorial [6, 7].

2.2 Algorithm Outline

Flowchart of the algorithm that was implemented at WUT is provided in the Fig. 1.
Visual odometry algorithm that uses feature detection and matching on images
recorded by a monocular camera was used. At first the image is rectified (removal

Fig. 1 Visual odometry process flow
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of distortions) and preprocessed (conversion to grayscale and Gaussian blur). The
motion is calculated based on the analysis of point features translations. Several
different algorithms were tested and the best results were achieved with FAST
keypoints algorithm [8]. Results of this experiment are not included in this paper.
For each extracted point a descriptor vector containing set of characteristics values
is calculated. In WUT developed algorithm the ORB feature descriptor was used
[9]. Based on the descriptor vector the features are matched using a brute force
matching algorithm which works acceptably fast when executed on a GPU.

The camera motion is estimated using algorithm described by Stewenius in [10].
It uses five pairs of matched points to calculate essential matrix that binds two
images. To ensure the reliable calculation the RANSAC framework is used to reject
any outliers (especially false matches). Therefore up to 1000 randomly selected
5-point subsets of matched points are tested and evaluated. Based on the Sampson
Distance error measure the features are regarded as inliers or outliers. After the
evaluation the selected subset of inliers is used to recalculate final essential matrix
representing motion between the two frames. Following this step rotation matrix
and translation vector are extracted from the essential matrix using algorithm given
by Horn [11].

When using monocular camera the essential matrix estimated in the process does
not preserve scale of the movement. Therefore it is not possible to directly calculate
the real distance traveled by the robot. To surpass this issue reference to an external
source for reliable estimation of the travelled distance is done. For the purpose of
the tests the data comes either from IMU data or measurements performed by hand.
The new pose is used to update a pose graph (more details in the next chapter).

2.3 Pose Graph

Poses calculated by the visual odometry algorithm are stored in a structure called
pose graph (see In the future implementation of the Pose Graph Optimization
algorithm that will use information encoded in the recent frames to minimize both
position and orientation error is planned Fig. 2).

Nodes of the graph represent poses at given time step. Edges of the graph
represent the transitions between the poses. They are calculated based on the fea-
tures matched between those frames. It is not necessary to perform matching
procedure between every image in the graph. Direct matching is performed only on
consecutive frames and matches with older frames are found by backtracking of the
old matches. Depth of the matching history is set by a sliding window size which in
the presented sample case in. In the future implementation of the Pose Graph
Optimization algorithm that will use information encoded in the recent frames to
minimize both position and orientation error is planned.

Figure 2 is set to 4.
In our implementation the information contained in the pose graph is used to

evaluate validity of the motion. Edges coming to the node are checked for
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consistency (by voting). The inconsistent edges are rejected as outliers. This is an
efficient and simple method that enables observation of the failures of the motion
estimation algorithm.

In the future implementation of the Pose Graph Optimization algorithm that will
use information encoded in the recent frames to minimize both position and ori-
entation error is planned.

3 Experimental Evaluation

3.1 KITTI Benchmark

The algorithm has been evaluated at the data provided by KITTI Vision Benchmark
Suite which is a joint project of Karlsruhe University of Technology and Toyota
Technological Institute. The dataset is meant to challenge research community and
provide a universal measure for development of various tasks in computer vision,
such as visual odometry, optical flow or object recognition. The data is available
online. It has been used by multiple research institutions and results of their tests
can be found on a website. Therefore it is possible to compare developed algorithms
with the state-of-the-art solutions.

Detailed description of the dataset is provided by authors in [12]. Data has been
collected using a standard car equipped with multiple sensors. The sensors include
two stereo-cameras (black-white and color), laser range scanner and accurate
GPS/INS unit with RTK corrections that is providing ground-truth information. The
data was collected on various types of roads in the city of Karlsruhe including rural
areas and highways. Sample images from the dataset are visible in Fig. 3.

Our tests were performed offline, on previously acquired data. Performing
experiment on the KITTI dataset enabled comparison of performance on well
established test dataset. After calculation of the path travelled the results were
compared with the available ground truth data and evaluated. Test results for the

Fig. 2 Pose graph created from consecutive poses. Window size is set to 4
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dataset 2011_09_26_drive_0014_sync are presented in Fig. 4. One can see that the
results provided by our visual odometry algorithm are slowly diverging from the
recorded ground truth. Position error for this test expressed as a function of distance
travelled is given in Fig. 5. It can be seen that the final error after traveling over
400 m equals 74.06 m, that is 18.41 % of the overall distance travelled. The error
starts to grow quickly after the car completes initial turn, which would indicate that
errors induced by inaccurately estimated rotation are contributing significantly to
the entire error. This is consistent with observations presented in [4], where authors

Fig. 3 Sample images from KITTI dataset
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Fig. 4 Visual odometry results for one of the KITTI test sets
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point out that accuracy of orientation estimation based on a basic visual odometry
approach is low. Therefore, in our future works it is planned to explore possible
modifications that could address this issue.

3.2 WUT Indoor Test

The second test was performed on a photos collected in one of the offices at
Warsaw University of Technology. The camera was placed around 60 cm above the
ground on a tripod. Such conditions are more similar to the operation scenario of
the platform for which the algorithm is developed. Therefore, they provide more
reliable prediction of the algorithm’s performance. Positions at which the photos
were collected were measured using measuring tape. To simplify evaluation ori-
entation of the camera was kept constant during the entire experiment. Sample
photographs that come from a dataset are shown in Fig. 6. They present typical
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Fig. 5 Position error as a function of distance travelled for KITTI dataset

Fig. 6 Sample images taken in one of University offices
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office environment. It is noticeable that large areas of images contain flat surfaces
with little or low texture. Such conditions are very challenging for reliable
extraction and matching of features.

The results obtained in this test are presented in Fig. 7. The ground truth is
represented by the red line marked with circles and the path generated by our
algorithm is shown as the solid black line. During the test the camera travelled a
distance of 1.8 m with the separation of 20 cm between each image capture. The
final position error was equal to 0.096 m (9.6 cm) which is equal to 5.34 % of the
overall distance travelled. The graph with position error as a function of distance
travelled is given in Fig. 8.
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4 Conclusions and Future Work

In the paper a navigation method based on visual odometry was presented. The
system uses monocular camera for capturing images of the environment and
additional sensor (IMU or handmade measurements) that is used to provide the
scale of translational motion. The method has been evaluated on indoor as well as
outdoor datasets. Most of the visual odometry algorithms developed nowadays are
based on stereo-vision cameras as they provide more accurate results. However, in
the paper it has been shown that it is possible to navigate a ground vehicle for short
distances using data from the monocular camera. For long-distance travels further
improvements of the algorithm should be implemented. Especially errors arising
from orientation estimation should be reduced. In the future it is planned to
implement several modifications of the algorithm in order to improve its accuracy.

First improvement would be to revise orientation estimation algorithm. It might
be beneficial to estimate rotation of the vehicle independently, based only on the
points that are far away from the vehicle and their distance is much larger than
translational motion of the vehicle. In such case the “pure rotation” motion mode
can be assumed, which simplifies calculations.

Second improvement would be to develop a Kalman filter that incorporates
motion model of a vehicle. Implementation of the model will reduce errors arising
from observation noise. This approach requires development of a motion model as
well as an error model for visual odometry. Additionally, information about
expected movement of the robot will be beneficial in outlier rejection procedure. It
could provide speed-up in calculation process and increase accuracy of the process.

Final improvement would be implementation of the pose graph optimization
procedure. It is expected to additionally reduce drift errors arising from additive
characteristic of the error in the algorithm.

In a scenario for which robot is being developed it is expected that it will have to
travel autonomously no more than tens of meters. With planned modifications the
developed algorithm is expected to provide sufficiently accurate position to recreate
path travelled by the robot indoors and to return without supervision in case of loss
of communication.
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Path Planning Algorithms
for Autonomous Mobile Platform

Krzysztof Jaskot and Radomir Mysliwiec

Abstract Autonomous mobile platform (AMP) is a machine that can operate in a
human-made environment. In this paper was considered problem of automatic
control of mobile platform using information from GPS system, electronic compass
and encoder. The mobile platform is equipped in two-stroke glow engine,
heavy-duty drive train and wide-track suspension and controller based on ARM7
microcontroller and using MaxStream XBee Pro 2.4 GHz radio modem commu-
nication module. The paper describes examples of algorithms that use GPS, encoder
and electronic compass. Results of work on autonomous mobile platform that can
operate in human environment are presented. The obtained properties of the system
have been affected that it can be used for future research and autopilot design
project.

Keywords Mobile robots � Navigation � Path planning

1 Introduction

The aim of the project was to create an autonomous mobile platform (AMP), which
could operate in open terrain. Autonomous mobile platform is a machine that can
operate in a human-made environment [1–6]. The key to autonomy is a control
system built on the basis of information concerning the position and goal [7, 8].
Use GPS NMEA (National Marine Electronic Association) protocol allows you to
obtain information in text form about the current location of the object. After adding
information about the intermediate target points (Waypoint), we can receive
information about the current direction [9]. The work was considered problem use
information derived from the GPS, rotation sensor—encoder and IMU (Inertial
Measurement System) [10] as a source of control signal. IMU currently provides
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only information from the electronic compass. This information is needed to
determine the azimuth of mobile platform. Information taken from three types of
sensors (GPS, encoder, and electronic compass) is used as the basis for the
implementation of navigation algorithms[11–13]. For testing we used the mobile
platform built using a remote-controlled car on a scale 1/8th (length 55 cm, width
43 cm) and it was delivered by the HPI Racing. We selected terrain model with an
independent suspension and four-wheel drive (4WD), because we wanted to create
an autonomous platform that can operate in open terrain. The appearance of mobile
platform with installed controller, GPS system, IMU and communication antenna is
shown in Fig. 1. As the propulsion system used in this model, two-stroke internal
combustion engine with a capacity of 3.5 cm3 and 2HP (Horse Power). This allows
the dispersal model to speed about 60 km/h. In addition to the chassis and drive
train in the composition of the platform includes two servos, which are responsible
for controlling the throttle/brake and course. These two servos give us the ability to
control the platform traction [14]. Detailed description of the construction of the
mobile platform is presented in [15].

2 Algorithms

In this section we will describe variations of steering algorithms implemented in
AMP. They are divided by the complexity and sensors used [16].

Fig. 1 The mobile platform
used in the tests. 1
—aluminum frame, 2–GPS,
3—antenna 2.4 GHz,
4—main controller,
5—IMU, 6—batteries
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2.1 GPS-Based

First successfully implemented algorithm was described in [17, 18]. It is based on
GPS measurement. But as it came out, it is hard to receive enough information to
control an autonomous vehicle solely from GPS. The main problem was to obtain
good estimation of AMP heading in certain situations. That is why, azimuth from
the magnetometer is additionally used [19]. Great advantage of using GPS is that
we can get all the information we need from a single sensor! Furthermore, it gives
good results without any additional mathematics involved. Even the simplest code
will keep autonomous vehicle on track (in defined margins of error) for hours and
hours, without need of help from any other method, as GPS error is non-cumulative
—positioning is very reliable and predictable [20]. But of course, there are some
drawbacks of using GPS. First of all, using it as the only source of position and
speed estimation, algorithm is suffering from dramatically low refresh rate, equal to
1 Hz. Combined with latency caused by lot amount of information transferred in
low baud rates (4800 bps), it is impossible to track sharp maneuvers without
additional information. More importantly, GPS does not always have same, suffi-
cient accuracy. GPS accuracy is affected by a number of factors, including satellite
positions, noise in the radio signal, errors in transmitted clock, atmospheric con-
ditions, and natural barriers to the signal [21] . Noise can create an error between 1
and 10 m and results from static or interference from something near the receiver or
something on the same frequency. Objects such as mountains or buildings between
the satellite and the receiver can also produce error, sometimes up to 30 m. The
most accurate determination of position occurs when the satellite and receiver have
a clear view between each other and no other objects interfere. In other case,
aforementioned factors will affect GPS accuracy. To overcome or get around these
factors, other technology, AGPS, DGPS, and GPS augmentation, has been devel-
oped to aid in determining an accurate location [22]. However, main task for this
project was to find a best solution for route tracing, with use of available equipment.
So, while there is no doubt that technologies such as DGPS would greatly improve
GPS accuracy, we will not use it on this stage of the project yet.

2.2 Encoder-Based

This variation was made to test how AMP estimates its position without using
absolute position measurement [23]. It is important to notice, that encoder on the
drive shaft is a very important sensor, when taking into consideration algorithms of
car localization, as it is a good example of odometry—which is already present in
every car. After switching up AMP algorithm is only using GPS once, to determine
the starting position and subscribe it as beginning of the coordinate system against
geographical coordinates. That is only done for the test convenience, and has no
influence on AMP’s algorithm further estimation uncertainty. When the starting
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position is known, AMP is only using magnetometer from IMU and encoder on the
drive shaft. The mathematics of this algorithm are very simple. It was measured,
that one tick of the encoder translates into distance covered in a following way:

Enctick ¼ 14:52 cm ð1Þ

Output from the magnetometer is taking values from the interval
[−32768, 32767]. This can be easily transferred to angle expressed in radians:

H ¼ azimp
32768

ð2Þ

Using this two values (as r and Θ respectively), it is possible to present AMP
movement in polar coordinate system. However as geographical position is pre-
sented in Cartesian system, we have transform it once again (Fig. 2).

Xest ¼ sinðHÞr ð3Þ

Yest ¼ cosðHÞr ð4Þ

where:

r —distance traveled between ticks of the encoder,
Θ —actual azimuth

This formula is adequate representation of the movement in a straight line,
although it is obvious that it cannot represent properly the movement of AMP on
the turns. That is why, in a case when current azimuth measured during the tick is

Fig. 2 Representation of
AMP movement in polar
coordinate system
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different from the previous one, we assume, that the car was driving on a uniform
curve between those two points. In most cases, this will hold true, as direction servo
changes its setting significantly less often than the tick of encoder occurs.
Fortunately, we can use the same formula as previously, to calculate change in
position during a turn, where:

l—path of AMP of known length
c—length of the chord between P and beginning of coordinate system (Fig. 3).

To calculate r, we threat the arc between P and beginning of coordinate system,
as a base for sector of a circle, where:

l—distance made between ticks (known constant)
Θt—difference of azimuth between ticks

Then, from a simple formula we obtain radius R of a circle on which our arc is
based:

R ¼ l
Ht

ð5Þ

And finally, from a formula for isosceles triangle basis:

c ¼ R
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1� cosðHtÞÞ

p
ð6Þ

Odometry is based on simple equations that are easily implemented, and that
utilize data from inexpensive incremental wheel encoders. However, odometry is
based on the assumption that wheel revolutions can be translated into linear dis-
placement relative to the floor. This assumption is only of limited validity.
Generally, errors can be divided into two categories, according to their sources:

Fig. 3 Representation of
position’s change during a
turn
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systematic errors and non-systematic errors. In order to reduce odometry inaccu-
racies it is very important to understand the difference between those two groups.
Systematic errors are predictable and expected. They are connected to imperfect
calibration of measurement devices, changes of the environment interfering with the
measurement process or imperfect methods of observation. Those errors are grave
because they accumulate constantly. Odometry systematic errors are for example:

• unequal wheel diameters
• difference between nominal wheel diameter and average of actual diameter
• finite encoder resolution
• finite encoder sampling rate

Non-systematic errors are difficult to predict and may appear unexpectedly.
Those errors may cause large position inaccuracies. Odometry non-systematic
errors are for example:

• travel over uneven floors
• travel over unexpected objects on the floor

That is why, this kind of mobile robot position measurement is rather inadequate
for periods of time that exceed a few minutes. The biggest advantages of
dead-reckoning based measurements are:

• good precision in estimation of small movements
• they have very high possible sampling rate
• not as vulnerable to external disturbances as IMU or GPS

While the disadvantages are:

• even slightest uncertainty can cause massive error over time
• have a lot of different sources of uncertainty

When not being equipped into many wheel encoders, it is impossible to estimate
direction of movement. That is why for dead-reckoning algorithm AMP addition-
ally uses inertial navigation. This combination is less affected by systematic errors
of positioning that algorithms based solely on encoders, but as IMU’s readings are
also a victim of many sources of uncertainty, the cumulative error is still a case to
deal with [24–26].

2.3 Combination of GPS and Odometry

The next step was to combine two previous algorithms—as one is representing
absolute position estimation, and the second one uses purely relative methods. It
was pointed out, that the biggest problem of dead-reckoning is cumulative error.
Although, on short distances it can be by far more precise than GPS. Taking it into
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consideration it seemed like a good idea to leave odometry as base estimation
source, while constantly correlating it by GPS position measurement. This idea can
be written down in a general formula:

estfinal ¼ estodo þ wGPStick
1þ w

ð7Þ

where: w - weight ≪1.
The main advantage of this algorithm, against the one using exclusively GPS, is

that when GPS satellites are temporarily invisible (for example when entering a
tunnel) or there is generally a problem with satellite visibility (caused by trees,
dense clouds or so called “urban canyon”) AMP can still drive, maintaining good
position estimation during short periods of GPS signal absence. The problem is, that
if estimating position would be constantly corrected by poor actual GPS readings,
this could in fact make estimation worse than the one calculated from odometry. On
the other hand, with good GPS signal strength, the estimation of position can be
very precise. That is why the final formula for the estimation is using weight in
relation to actual GPS signal quality:

estfinal ¼ estodo þ wqualityGPStick
1þ wquality

ð8Þ

Whole calculation is done by this short excerpt from the code of AMP:

float w = DATA_RD_wgAlgo_int16; //value remotely set by the
user

if(w<=0 || w>=1000) //if out of boundaries, set to 1
w = 1;
//multiply weight by number of GPS satellites
w * = 0.001*DATA_RD_gpsSV_int16;
estPosX =(estPosX + data_read(DATA_gpsX_INT32)._int32_

t*w)/(1 + w);
estPosY =(estPosY + data_read(DATA_gpsY_INT32)._int32_

t*w)/(1 + w);

This approach is probably the simplest way of joining these two different
families of positioning. However even algorithm that is based on this combination
should be able to compensate biggest weaknesses of two methods, which are:

• low refresh rate of GPS
• cumulative error of dead-reckoning

Additionally using encoder tick as update signal for position estimation, auto-
matically prevents drift of position estimation, caused by GPS.
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2.4 Magnetic Azimuth

During measurements, it became clear, that there is unnaturally great error source in
odometry-IMU based algorithm. During test drives AMP constantly drifted in
north-east or north-west direction. Drift had various intensity, but direction was
always the same. Even, when test drives were consisting of doing laps on a
circular-like circuit. That fact, excluded most sources of errors, because every
source that could come from encoder’s part, should be symmetrical in this case. The
same applies to ellipsoid-shaped characteristics of magnetometer reading, or
incorrect magnetic declination. To find the source of this error, a simple test was
made. The car was switched to manual steering, and was driven to do 10 laps on a
minimal radius (Fig. 4). As we can see on the picture, the error is very significant, in
comparison to traveled distance (approximately 10 m of drift after 60 m traveled).
When looking closer, one can notice, that error is mostly limited to the moment,
when car is facing west. From the chart, we can conclude, that in this moment of

Fig. 4 Graph showing error caused by magnetometer’s azimuth uncertainty
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circular motion, the reading of azimuth flatten some range of directions, into one
value. More leads are shown, when looking at plot of azimuth against time (Fig. 5).
Here, it is important to point out, that the car was running at constant speed almost
all the time. While for the values greater than −25,000, function is rather linear,
below this value, plot is non-linear and noisy. As IMU was designed to work in
three dimensions, it should point magnetic azimuth not only when it is parallel to
earth surface, but also in any possible arrangement. Fortunately, in contrast to
aircrafts or missiles, AMP is only driving in parallel to the surface, with small
variations of when being perpendicular to gravity vector. Thanks to this fact, we
could assume that magnetic vector is presented by only 2 axis—neglecting Z axis.
This assumption brings us to much simpler function of azimuth (9). For this pur-
pose, raw data of magnetometer’s vector values were used.

azimuth ¼ arctanðmx

my
Þ ð9Þ

where:

mx,my—normalized values of magnetic vector.

To implement this formula, we are using function atan2, which is a variation of
arctangent function.

magX = (float)DATA_RD_magRawX_int16; //raw values of X and Y
axis

magY = (float)DATA_RD_magRawY_int16; //of strenght of mag-
netic field

norm = sqrt(magX*magX + magY*magY); //lenght of vector

Fig. 5 Representation of magnetometer’s azimuth change over time
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magXn = magX/norm;
magYn = magY/norm;
heading = atan2(magYn,magXn); //azimuth
heading += 0.0738856; //local magnetic declination
if(heading>2*M_PI)
heading -= 2*M_PI;

Where magX and magY are raw data obtained from magnetometer.
There is no need to know the data range that magnetometer is using, as we just

normalize this values to get the direction of the magnetic vector. After this, we take
into consideration the actual magnetic declination on our coordinates (this is nec-
essary to compensate the difference between magnetic north and geographical
north). For our coordinates actual magnetic declination is equal to 4°14′E [27]. At
the end, we have to check if this correction didn’t cause heading to increase above
full 360°. After applying this formula (9), once again, the exactly same test was
made as in previous point (Fig. 6). Test was made with the exactly same circle
radius, and with the same speed [28, 29]. The improvement is clearly visible. While
uncertainty around the same place is still occurring, it is smaller and less influential.
With use of this formula drift was around 5 m after 60 m of distance traveled.

Fig. 6 Estimation of position after changing the formula for magnetic azimuth
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2.5 Waypoint Finding Method

As proposed steering algorithms are not so precise yet, and there is no sensor used to
implement obstacle avoidance, it was sufficient to use simple waypoint based route
tracing to check its possibilities. The principal of operation is very simple. Algorithm
compares our current estimated position with position of the waypoint and calculates
the direction in which AMP would have to go to pass through it, then it checks
AMP’s current heading and steer to obtain the situation where both directions will be
the same. There is defined distance in which AMP has to be to mark waypoint as
passed, when distance between AMP and waypoint is estimated to be lower than this
value, AMP recognize waypoint as passed and switches to the next one.

//if current algorithm is based on GPS
//distance needed to mark WP is greater
if((DATA_RD_nrAlgo_int16) == 0)
gpx = 2;
else
gpx = 1;
if (DistToWP < (50*gpx))
{
//next Waypoint
WP_curr++;
WP_curr %= WP_total;
DATA_WR_ctlWP_uint8(WP_curr);
wp_change = 1;
}

3 Tests

This section will present results of experimental measurements using all the vari-
ations of steering algorithm. It is important to notice, that all the test were made in
the exactly same conditions, on the same area. With cloudless sky and no high
objects around. This led to very good GPS accuracy, which is not guaranteed every
time of use. Every measurement was performed once for each algorithm. So pre-
sented data is not chosen best from multiple tries.

3.1 Test no. 1—The Far Point

First experiment was designed to examine precision of measurement and repeat-
ability. Firstly, vehicle was manually driven across certain checkpoints to the
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ending point. In this case, AMP was not using steering algorithm to control the car,
however it was constantly estimating its position in relation to the starting point.
Basing on this estimation, waypoints were marked on the map in Autonom, in the
places where characteristic checkpoints should occur (Fig. 7).

3.1.1 GPS-Based

First to be tested was GPS-based algorithm. The accuracy of this trial was better
than expected. None of the checkpoints was passed by more than half a meter away,
however as it is presented on the record (Fig. 8) it was not a clear run. Despite the
fact that sometimes AMP was actually passing through the checkpoint, algorithm
was not considering it as passed, and vehicle had to turn around. It can be caused by
two things. First is obviously measurement uncertainty (vehicle passed the way-
point, but estimated position was different). Second theory is that waypoint is
marked as passed only if estimation point is closer than 50 cm from the waypoint,
and frequency of GPS signal refresh causes, that with speed around 5 km/h it can
travel 1.4 m between signal ticks. So with a little of luck, algorithm can miss the
moment of passing through the waypoint. That is why in next tests—only for
GPS-based algorithm—distance needed to confirm the waypoint pass has been
changed to 150 cm.

Fig. 7 Reference run as seen by odometry and GPS
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3.1.2 Encoder-Based

As we can see on the Fig. 9 cumulative error is growing to significant numbers over
such a distance. It is important to spot, that while the distance measurement from
the encoder is quite precise, there is visible difference in azimuth measured by
magnetometer and the real heading of AMP. This uncertainty is different depending
on direction, what is probably caused by mathematical model (as it was described in
the previous section). Apart from that, repeatability of two runs was quite good.
First two checkpoints were passed with difference smaller than 50 cm. Then AMP
started to drive away from the route, but final checkpoint was still about 3 m from
the original one.

3.1.3 Combined

In this run (Fig. 10), weight of the GPS reading in position estimation was set to
*2 %. Despite the fact that at the end, GPS reading is different than estimated
position (which suggests, that weight was too small to correct the cumulative error
caused by magnetometer uncertainty in this directions) this test was said to measure
repeatability of runs. As it came out, this run was almost the same as reference run,
with vehicle passing over all 5 checkpoints within width of the car.

Fig. 8 GPS-based algorithm’s record of the far point test
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Fig. 9 Encoder-based algorithm’s record of the far point test

Fig. 10 Combined algorithm’s record from the far point test
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3.2 Test no. 2—The Circuit Test

This task was prepared to show how algorithms are handling driving along same
route repeated multiple times. Records collected during this simple test, show best
the main differences, advantages, and weaknesses of each approach.

3.2.1 GPS-Based

As it cannot be seen on the picture, first thing to say is that during this task AMP
(when using this algorithm) never missed a waypoint by more than 1 m. First thing
which is noticeable when analyzing Fig. 11, is that route made by AMP is sur-
prisingly uneven. This could be somehow strange, as GPS receive quality was very
good (9 satellites in view) and the distance between waypoints was not small
enough to cause trouble with turning radius (10 m between each consecutive one).
The source of this problem is also visible on the visualization. Namely, clear
discretization of route estimation is caused by the biggest drawback of
GPS-measurement rate. As frequency of GPS tick is 1 Hz, and NMEA 0183
protocol has bit rate equal to 4800 bps (which is causing additional latency of about
100 ms) the information that we get about our position can be as old as 1.1 s! With
this refresh rate, even at small speeds vehicle can pass distance sufficient to miss the
opportunity to correct its way to checkpoint. When maintaining predictable direc-
tion and speed, this can be corrected by software estimation, but when it comes to
making sharp turns and handling speed changes, additional data has to be known.

3.2.2 Encoder-Based

As the axis of this circuit (Fig. 12) is placed in such a way, that AMP had to drive in
directions causing the biggest errors of magnetometer, this run is close to the worst
case scenario for the encoder-based algorithm. The error was so great, that vehicle
had leaved the measurement area a long before the test should end.

Fig. 11 GPS-based algorithm’s record of the circuit test
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3.2.3 Combined

Having in mind, that magnetometer’s measurement in this task was extremely
erroneous, the weight of the GPS in final estimation was set to w = 4 (with 9 satellites
in view this gives 3.47 % of total value). During this test, after first run the car was
passing all the waypoints in distance (depending on waypoint) that ranged from 0 to
100 cm. Although, the most interesting observation is not the precision of waypoint
passing, but the great repeatability of laps, plainly shown on the Fig. 13. This is even

Fig. 12 Encoder-based algorithm’s record of the circuit test

Fig. 13 Combined algorithm’s record of the circuit test
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more surprising, considering the performance of AMP with GPS- and encoder-based
algorithms separately. Some very important conclusions can be made basing on this
experiment. Firstly: it is proving that combining two different methods can effi-
ciently overcome drawbacks of both. Secondly: it is very important for future project
development, that route following of AMP can be so predictable, because it means,
that with right mathematical model, errors of this method can be compensated.

3.3 Test no. 3—The Slalom Test

This test consisted of 7 tokens placed on the ground in precise reference to the
geographical coordinates. Thanks to this effort, it was possible to observe precision
of finding route between waypoints in a single run, from a fresh start.

3.3.1 GPS-Based

First algorithm let AMP to pass waypoints in distance not exceeding 20 cm from
the back of the wheel, which is about 40 cm from the car’s center. However, as it
was seen in previous tests, we can see from the Fig. 14 how the car was maneu-
vering in this run. The cause of this behavior was already explained in points 3.1.1
and 3.2.1.

Fig. 14 GPS-based algorithm’s record of the slalom test
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3.3.2 Encoder-Based

In this run, from the operator’s fault, starting point was displaced 2 m further. Apart
of this, with little correction, test went satisfactorily. Algorithm based on the
encoder is driving a lot smoother than GPS-based, however it loses precision on
every turn, which results in error growing up to 5 m at the final waypoint (Fig. 15).

3.3.3 Combined

First run of the combined algorithm resulted in passing all the point within distance
of 60 cm from the back of the car’s wheels, what is equal to total of *80 cm from
the car’s center. As the experiment went a lot better than with other algorithms,
operator let the AMP to do several more laps to present more data. Not including
the beginning of the first try, concentration of vehicle’s traces would let it to drive
the same route on the track having width of an average sidewalk. However, this
would probably require a lot of changes in steering algorithm, so that the turning
radius was predictable (Fig. 16).

Fig. 15 Encoder-based algorithm’s record of the slalom test
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3.4 Comparison of the Results

Before summing up the results, there is a quick comparison in Table 1: During the
tests it was easy to observe the weaknesses of GPS- and Encoder-based position
estimation methods. GPS is probably the easiest method of position estimation
nowadays, and in contrast to others—it is giving immediate results, without any
calculations or additional transmitters. That makes it a great sensor to begin with
when it comes to position estimation. However, as it is sufficient when it comes to
long and not complicated routes, it can’t be the only source of position estimation in
projects such as AMP. Mostly because of it’s low refresh rate GPS is not good
when it comes to fast decision making. Dead-reckoning algorithm is providing
element of smooth route by frequent position estimation refreshes and very good
precision in short periods, however it extreme conditions it can have uncertainty of
about 20 % which is making it impossible to drive on longer distances.
Combination of this two algorithms is not gaining precision in long time position
estimation, as it is slowly averaged to the position estimated by GPS. But it don’t
loose it either—while gaining all the profits of dead-reckoning navigation, what
makes it much better in route following (Table 1).

Fig. 16 Combined algorithm’s record of the slalom test
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4 Conclusions

The goal of this project was to analyze the existing Autonomous Mobile Platform
and to find a way to improve it’s functionality concerning route planning. Author
focused on using available sensors to experiment with different approaches on
positioning problem, analyzing their strengths and weaknesses to find the best
solution based on available equipment. After investigation on existing ways of
positioning, author decided to compare two main methods: dead-reckoning and
absolute measurement. For this purpose, he prepared one algorithm of each method
and performed tests to show their results. Algorithm which was previously used by
AMP (based on GPS) already proved that it is able to drive between waypoints with
good results. However, it was only aiming to pass closer than 3.6 m from the
waypoint before going to another one. If this value was smaller, vehicle had ten-
dency to drive around waypoint in effort to pass it—if value was smaller than 1 m it
was even able to “lock” itself in infinite loop, driving around waypoint with
maximal turn radius. By improvement of azimuth calculation it was possible to
lower this value to 1.5 m, but still this precision was not sufficient for precise route
following. Many problems were caused by GPS frequency of measurement equal to
1 Hz. Dead-reckoning based on encoder ticks and magnetometer’s azimuth is
refreshing position estimation much faster and thanks to this—it is driving much
smoother. Unfortunately, uncertainty of used sensors build up significant cummu-
lative error over time, and make it impossible to drive longer routes basing only on
this method. However, as it came out, it is sufficient to correct dead-reckoning by
averaging its estimation value with the one of GPS in proportions of 100:3 to
neglect the influence of cumulative error and obtain much better route following
then GPS itself. In this way author received algorithm that is much more suitable for

Table 1 Short comparison

Test GPS based Encoder based Combined

Test
no. 1

– max. 0.7 m difference on
waypoints
– best absolute position
estimation
– had to turn around to hit
waypoint

– difference on
waypoints grew up to
3 m
– worst absolute
position estimation
–smoothest driving

– max. 0.4 m difference on
waypoints
– good absolute position
estimation
– smooth driving except 1
moment

Test
no. 2

– max. 1 m from the
waypoint
– very uneven drive

– drived out of the test
area

– max. 1 m from the
waypoint
– very repeatable drive
– absolutely smooth route

Test
no. 3

– max. 0.4 m from the
waypoint
– had a couple of tries to
hit one of the waypoints

– distance from the
waypoint grew to 5 m

– max. 0.8 m from the
waypoint
– after multiple tries route
was the same every time
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AMP for the purpose of route following. Test have proven that, although it did not
make better results by passing closer to the waypoints—it took much better route
and (in contrast to solely GPS-based) was unreliable in finding its way near the
waypoint.
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