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Preface

Particulate products make up around 80 % of all chemical products, from all

industry sectors. The solid particles may be amorphous or have different crystalline

forms, all of which have different properties. They originate from mining or other

natural occurrences or are manufactured in crystallization, precipitation, agglom-

eration, or atomization processes. Prior to application they may undergo filtration,

flotation, or classification and/or be subjected to compaction, extrusion, or commi-

nution in order to bring them in the desired particle size range. Most often, they

undergo transport and storage in some kind of equipment. “Particles” may not only

be solid but also consist of entities like small droplets (by emulsification or

atomization) or gas bubbles in another phase. The physical and mechanical behav-

ior of single particles generally are reasonably well understood.

Base materials and products not only occur in the form of dry powders but also

as dispersions, such as suspensions, emulsions, air bubbles in liquids, foams, or

aerosols. In addition to the properties of the particles themselves, the properties of

these products strongly depend upon the type of system, particulate concentration,

and type and viscosity of the continuous phase, as well as upon particle size

distribution and particle shape. Base materials and products have a complex nature

as a result of the many possible mutual interactions between particles and of

particles with chemical components in the system. Although much progress in

understanding has been made over the past decades, the physical and mechanical

properties of these complex systems are still much less understood than those of

gases and liquids. Therefore, adequate product characterization is a challenging

task. Sometimes, the products are characterized by techniques that have some more

or less direct relationship with the property of interest. Often, however, various

parameters derived from measured particle size distributions are linked to the

properties of interest through empirical correlations. Selecting the optimum param-

eter(s) and measurement method(s) for characterization is one of the challenges.

Finding the best correlation with behavior is the other challenge.

Although several books and many articles have been written that are specialized

to one of the above unit operations or to a specific material or product, hardly any
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comprehensive book describes the ins and outs of all unit operations in comparison.

That is the aim of this book. Specialized authors have written the various chapters.

We are very grateful to all of them for their contribution and hope that our book will

pay a useful contribution to further optimization of the process equipment applied

for particulate materials and products.

Pijnacker, The Netherlands Henk G. Merkus

Delft, The Netherlands Gabriel M.H. Meesters
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Chapter 1

Introduction

Henk G. Merkus

Abstract A great variety of industrial products is based on particulate materials.

Behavior and performance of such products depend upon particle size and shape in

the base materials, in addition to chemical and structural characteristics. An overview

of the major production and handling processes of particulate materials as well as the

basic characteristics for their design, monitoring and control is presented in this book.

It is meant to facilitate easy comparison and good choices of production and handling

processes and of equipment. Topics for particulate production comprise size enlarge-

ment – crystallization, precipitation, granulation and extrusion – as well as size

reduction, viz. comminution, atomization and emulsification. In the chapters on

handling, mixing and segregation, filtration and sedimentation, flotation, classifica-

tion, storage and transport are discussed. The quality of batches of base materials and

products is assessed through measurements in samples. Adequate care of the sam-

pling process to obtain representative samples is required, especially in cases where

the batches show segregation, i.e. when the composition is different at different

locations in the batch. Then, deviations in non-representative samples may be

substantial. The quality of products is often described in terms of PSD parameters

in addition to descriptors that are more closely related to behavior. Unfortunately, the

choice of PSD parameters is often made without good reasoning, causing the chosen

parameters to be sub-optimal. Therefore, suggestions are given for optimum choices.

The behavior of bulk powders and concentrated dispersions depends in addition to

particle characteristics upon the degree of particle packing and the inter-particle

forces, and for dispersions also upon the particulate concentration, the surface type

and the zeta-potential. Optimum rheological behavior of such concentrated systems,

powders as well as liquid dispersions, is of prime importance, during processing as

well as for product quality. Some examples are presented for the parameters that have

an empirical relationship to practical situations. The choice of PSD parameters that

are typically used for control of processes is easier than that for product quality, since

usually only adequate repeatability and instrument robustness are important for good

H.G. Merkus (*)

Em. Prof., Chemical Engineering Department, Delft University of Technology,

Pijnacker, The Netherlands

e-mail: henkmerkus@hetnet.nl

© Springer International Publishing Switzerland 2016

H.G. Merkus, G.M.H. Meesters (eds.), Production, Handling and Characterization
of Particulate Materials, Particle Technology Series 25,

DOI 10.1007/978-3-319-20949-4_1

1

mailto:henkmerkus@hetnet.nl


control. This chapter gives an introduction to the general background and the

challenges of selecting adequate processes and to the relevant particulate parameters.

1.1 Objective of This Book

Particulate products make up around 80 % of all chemical products. They have in

common that they contain one or more particulate base materials, which may come

from a wide variety of sources. Sometimes the source is natural, sometimes the

materials are man-made through a chemical reaction (see Table 1.1).

Often the particles are solid, sometimes tiny droplets or air bubbles. Always,

some kind of production process is involved to give the materials the desired size

range and/or shape of the particles, composition and performance quality of the

ultimate product.

In addition to the production processes, mechanical processes take care of

mixing (to counteract segregation and/or reach a homogeneous composition),

transport and storage. Optimum particle size range and shape are essential for

best product quality, since these properties relate to product behavior and

performance [13].

Many textbooks and articles have been written on the techniques applied for the

production and handling of particulate materials. They provide a wealth of detailed

information but are nearly always restricted to a single technique, base material or

field of application. The objective of this book is to give an overview of all

techniques with sufficient background to provide insight and understanding.

Thus, it is meant to facilitate comparison of all techniques and equipment applied

for improved implementation in design and control of particulate processes.

Table 1.1 Examples of particulate materials

Dry powders Sugar, flour, starch, sand, cement, coal, pigments, polymer beads, peas,

diamonds, toner powder, etc.

Liquid mixtures Emulsions (L/L) þ suspensions (S/L): milk, butter, margarine, creams,

bacteria, blood, paint, etc.

Solid mixtures

(S/S)

Ores, sediments, pharmaceuticals, etc.

Aerosols (L/G þ
S/G)

Fog, mist, sprays, etc., which may consist of dust, salt, sand, coal, ore,

inhalers, etc.

Gas bubbles in

medium

Whipped cream (G/L), insulating foam (G/S), etc.
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1.2 Production and Handling Processes

A wide variety of particulate materials and products exists, as illustrated in

Table 1.1. Some originate from natural sources, others are man-made through

some chemical reaction. Most often some mechanical processing is involved.

Given the vast differences between these materials, it is clear that they require

different production techniques. The main production processes can be identified as

[16, 17, 19]:

• Size enlargement. Particles can be formed from solutions through crystalliza-

tion and precipitation. Most often, purification in addition to particle formation

is the objective.

Crystallization is executed in both batch and continuous processes. Its main

goal is production of crystalline particles of high purity, usually from solutions

in which other components are present as well. In batch processes crystals are

formed by cooling, by solvent evaporation of saturated solutions, through

addition of anti-solvents or by changing the pH; often, seeding with small

particles is applied in order to start the crystallization. Continuous processes

typically proceed by solvent evaporation. Here the ‘seeds’ are often the result of
attrition of the formed larger particles. The particle size of the product typically

approaches the millimeter range (see further Chap. 2).

Precipitation results from the reaction between two (soluble) ionic com-

pounds, the product of which is insoluble in the medium, usually water. The

resulting particle size of the precipitate is very small (nanometer range), since its

solubility product is very abruptly overstepped by the addition of the one

dissolved compound to the other. Precipitation processes usually also involve

agglomeration or aggregation of the primary particles, through which particle

size is significantly enlarged (see further Chap. 3). Typically, precipitation

occurs in batch processes.

Polymerization of aqueous monomer emulsions may be considered as a

variety of precipitation, since the monomers are very slightly soluble whereas

the solubility of oligomers and polymers is zero. The polymerization typically

starts in the continuous aqueous phase. At the point that the formed oligomers

become insoluble, they form emulsion droplets (primary particles as a dispersed

phase).

During these precipitation and polymerization processes spontaneous

agglomeration, aggregation or coalescence of primary particles often occurs

already at early stages of particle formation and growth. This is especially true

if the primary particles have little or no electric charge or are insufficiently

stabilized by surfactants.

Solid particles in the micrometer range can be enlarged to millimeter sizes by

agglomeration/aggregation, granulation and extrusion. These processes are very

helpful to reach the desired properties – e.g. flowability and particle shape – for

the end product.
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Agglomeration is the formation of clusters having point contacts between the

primary particles. It often occurs not only in dry powders when the particles are

smaller than about 10 μm or are humid (by formation of liquid bridges), but also

in liquids when the particles have little or no surface charge. Here, it is induced

by Brownian motion and stirring. The bonding strength can be substantially

increased by the formation of solid bridges coming from dissolved material.

Aggregation is the formation of clusters in which the particles have a stronger

bonding than in agglomerates due to the presence of side contacts. Aggregation

typically takes place in liquid dispersions. Here too, solid bridges can be formed

coming from dissolved material.

Note that agglomeration and aggregation may be counterproductive when

they occur unintentionally as they can give rise to undefined lumps.

Granulation and tabletting is applied to improve the flow characteristics of

products as well as to homogenize mixtures of ingredients. Granulation is

applied for a wide variety of products. It is typically executed in equipment

where the ingredient particles are continuously mixed and sprayed with binder

liquid, the combination of which leads to clustering and compaction of the

particles. The compacts may be used as such, but they can act also as precursors

for a tabletting stage, in which they are further compressed for better strength

and shape (see further Chap. 4).

Extrusion was first introduced in the processing of plastic granules. Soon

after, its application expanded to metals and rubber. Gradually, it has also

become very popular for food applications in e.g. cereals, pastas and snacks,

since subsequent steps in the preparation process can be executed in the same

extruder. In this technique use is made of the plastic deformability of products.

Sufficient plasticity is usually reached at somewhat elevated temperatures, for

some products in combination with the available water content in the feed (see

further Chap. 5).

• Size reduction. Often, the dry solid particles produced are too large for their

envisaged application in a product. One example is when they result from

mining of ores. Another reason may be that the drying process involved in

particle production has caused the presence of large lumps that consist of

agglomerates and/or aggregates. Then, particle size must be reduced by commi-
nution (crushing or milling), which involves dry or wet processes of breakage,

attrition and de-agglomeration. Comminution operations usually consume a lot

of energy. Besides differences in equipment, this causes that the total commi-

nution operation often is split into several stages for better economy (see further

Chaps. 6 and 11).

Crushing involves usually dry breakage of large pieces from up till about 1 m

into cm-sized particles. Crushers of various types are typically applied for

(fairly) hard materials, cutters for tough ones.

Milling is executed in both dry and wet state to result in millimeter-sized or

smaller particles. Dry milling usually is performed in roller mills, wet milling in

ball mills or bead mills. The advantage of wet processes is that the resulting
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small (micrometer-sized) particles can be stabilized to prevent re-agglomeration

and aggregation.

Dispersion of dry powders in a liquid is also often called milling. It is applied

to break up agglomerates and when stable particulate suspensions are required. It

involves application of energy and dispersants/surfactants to reach sufficient

de-agglomeration and suspension stability.

Atomization, spraying and nebulization are processes of producing droplets

from a liquid in an air stream. If solid particles are aimed at, then the liquid is a

melt or a solution, and the droplet formation is followed by cooling or drying.

The resulting size of droplets and particles may vary from millimeters to smaller

than micrometers (see further Chap. 7).

• Emulsification. Here, the particles are in liquid form. They are dispersed in

another, immiscible liquid, typically through application of high energy/shear in

various types of equipment and stabilized by means of surfactants/emulsifiers.

This is a special way of size reduction for liquids. Particle size is usually in the

nano- to micrometer range. Typical applications of emulsions are in food,

pharmaceuticals and lubricants. Adequate stabilization is required to guarantee

a long shelf life (see further Chap. 8).

In addition to production processes, some kind of mechanical processing is often

involved, in which particle size is not intentionally altered:

• Mixing. Mixing is an important process step for particulate materials. Its goal is

to reach a homogeneous product. For single particulate materials, the reason for

mixing is the existence of (undesired) differences in particle size distribution at

different positions within a product batch. This may be caused by process

fluctuations, but more often it is mainly the result of segregation (see below).

Always, the degree of segregation shall be checked in batches of particulate

materials.

Segregation is the opposite process from mixing. It usually occurs in dry, free-

flowing materials in relation to differences in particle size and/or density. It is

induced by vibration of the materials during transport or by aeration upon

storage in silos. The detrimental effect of such heterogeneity on product quality

can be severe, since product properties relate to particle size and its distribution.

Note that some degree of segregation especially in free-flowing materials has to

be accepted in practice since ideal mixtures do not exist in practice.

Mixing of a segregated material batch is required to reach a sufficiently

homogeneous size distribution within the batch. Moreover, it is essential for

particulate products when they are composed of different ingredients. For such

products, mixing is necessary to reach a homogeneous product composition, in

addition to particle size distribution. Especially for products, which are com-

posed of small quantities of a given component and a majority of other partic-

ulate material(s), such as active material and excipients for pharmaceutical pills,

adequate mixing before further processing is essential. Decreasing

the particle size to below about 20 μm or making the powder humid can be

used to counteract segregation during mixing. Both measures increase the
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particle-particle interactions and make powders cohesive, thus resulting in lower

or no sensitivity to segregation. Note that cohesive powders may greatly chal-

lenge steady transport and adequate silo charge and discharge. Thus, these

powders require adequate choices in the design and operating conditions of the

equipment (see further Chap. 9).

• Filtration/sedimentation. Filtration and sedimentation are typically applied to

separate solid particles from a liquid or air, in which they are produced or

dispersed. Sometimes, the goal is collection of the particles, sometimes it is

obtaining a clear liquid or clean air. This may be the case for protection of the

environment or for obtaining a clean room. Typically, the efficiency of collec-

tion is expressed in a mass percentage of collected particles in comparison to

originally present particles. The quality of clearing of a liquid is usually

expressed in a degree of remaining turbidity or percentage transmission, for

clean gas or clear liquids in the mass or number of particles smaller than a given

size per unit volume, e.g. PM10.
Filtration uses the porosity of mechanical filters or particulate filter beds for

particle collection or removal from suspensions. Typically, removal of particles

from suspensions concerns particle sizes larger than about 1 μm; in air, it is

usually below 1 μm. Mechanical filters in the form of sieves can only remove

particles if they have smaller aperture sizes than the size of the particles.

Therefore, industrial sieves are limited to collection and removal of larger

particle sizes. An advantage of sieves is that the particles can be easily separated

from the sieves. Filter cloth and particulate filter beds remove particles based on

the existing void sizes and the possibilities for adsorption. Because of the

presence of very small voids and the adsorption possibilities, also

submicrometre particles can be removed. Well known examples of application

of filter beds are beer filtration and application of sand beds for filtration of

drinking water. Filter cloth is e.g. applied for obtaining clean air. Recovery of

the particles from the cloth or the beds is usually incomplete (see further

Chap. 10).

Sedimentation is the result of positive density differences between particles

and suspension liquid, which cause settling of particles when they are larger than

about 1 μm (depending on density). Sedimentation of smaller particles or when

the density difference is small can be enhanced in centrifuges. The opposite

case – particle density smaller than that of the liquid – is named creaming.
A well known example is the creaming of milk. Sedimentation can be applied for

clearing of liquids as well as for particle collection. The latter typically requires

some kind of filtration following sedimentation, and drying of the resulting cake.

Various types of sedimentation are also applied in classification (see below and

also Chap. 10).

• Flotation is another way to separate solid particles from a liquid. It is usually

applied in cases where specific minerals are to be separated, or Brownian motion

prevents particles from adequate sedimentation, or the density difference

between particles and liquid is small. In this process, various types of chemicals

(pH adjusters, surfactants and ionic substances) are applied to make the surface
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of target (mineral) particles hydrophobic and to generate air bubbles to which the

hydrophobic particles are to be attached. This air causes the particles to float as a

froth at the liquid surface, which facilitates their removal from the liquid. This

process is e.g. widely applied in the production of valuable minerals from ores

and in waste water treatment (see further Chap. 11).

• Classification. Classification of produced particulate materials is applied if their

size range does not match the desired size range, by removing fines or coarse

particles, by separating particles having a different density, or to remove parti-

cles completely from a gas or liquid stream. Typically, (hydro)cyclones, sieves

or gravitational or centrifugal sedimentation units are applied, in particulate

mixtures with air or liquid. For dry mixtures, also magnetic and electrostatic

separators are used. (Hydro)cyclones typically operate at particle sizes in the

range of about 1–500 μm (depending on particle and fluid density). The grade

efficiency for separating particles having a size distribution into fractions of fine

and coarse product is often used to sketch the separation efficiency against

particle size. As an example, a typical grade efficiency or Tromp curve for a

gas cyclone is presented in Fig. 1.1 (see further Chaps. 10 and 12).

• Storage and powder discharge. Intermediate storage in bins, silos or heaps is

required when production and usage are not in a direct sequence but at different

times or locations. Silos have the advantage that they provide for a closed

environment so that effects by humidity or oxygen can be avoided. Note that

bulk storage always leads to some kind of consolidation of the lower parts of the

stored material, which increases its bulk density and may decrease its

flowability. Note also that segregation often occurs during the total of feeding,

storage and discharge. Moreover, poor silo and hopper design typically leads to

problems upon discharging the particulates. Then, this discharge from the silo

may proceed only for a small part while the product near the silo walls remains

stagnant. In order to avoid such problems, flow properties and bulk density of the
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Fig. 1.1 Grade efficiency curve for a gas cyclone, showing typical and ideal separation (Adapted

from [16])
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product to be stored should be determined and hoppers and silos, including inlet,

outlet and additional equipment, be designed in relation to potential stresses and

segregation. This is essential for optimum operation (see further Chap. 13).

• Transport/conveying. Often, production, storage and further usage do not occur

at the same location but at some distance. Then, transportation of the material is

necessary. Different types of equipment are applied, which all have their eco-

nomical and technical pros and cons. Pneumatic and hydraulic conveying in

pipelines is often favored for short and medium long distances (up till a few

kilometers). If the transport distance is short, belts are used also. For long

distances, product batches are transported in bags, trucks, wagons and ships.

Note that segregation and dusting often occur during transport and, thus, should

be taken care of. Note further that generation of electrostatics in powder flows

may be strong, which can cause dust explosions resulting in dramatic casualties

and losses of property. Prevention of dust explosions makes adequate care for

good grounding and nonconductive piping, etc. in pneumatic conveying essen-

tial (see further Chap. 14).

Note: One of the founding fathers of particle technology, Professor Hans Rumpf of

the University of Karlsruhe, named the above unit operations mechanical process

technology (mechanische Verfahrenstechnik), because they deal with the transfor-

mation of material systems by predominantly mechanical operations [18]. Still, they

are the subject of R&D and education in the corresponding departments of many

German technical universities. In many other countries, at least some of the unit

operations are studied and taught in other departments, such as chemical, civil and

equipment engineering. Major companies typically form project groups of experts

from different departments for the task to make optimum choices for all processing

equipment and the appropriate operating conditions for a given material or product.

Typically, the processing of particulate materials is considered as very complex

in view of the many parameters that can play a role, such as different phases (solid,

liquid and gas), particle size distributions, different particle shapes, often high

concentrations causing particle-particle interactions, etc. It is impressive to see

that, despite this complexity, significant progress has been made in the development

of modeling and simulation packages that approach reality, although they are still

mainly based on empirical equations (see Chaps. 2, 3, 6, 12, and 14).

1.3 Characterization of Particulate Bulk Products
and Processes

As shown in Table 1.1, particulate materials in a wide variety form the basic materials

for many industrial products, in almost all industrial areas. Typically, each product

requires a specific particle size range, particle shape as well as bulk properties for

its base material(s) in addition to specific other components in the end products.

The reason is that the performance quality of particulate materials and products

depends upon particle size, size distribution, shape and bulk properties, since these
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relate to the way that the particles interact with each other and the surrounding

medium. Quality aspects of bulk products involve for example [13, 19]:

– rheological properties of powders (important for steady flow and dosage)

– fluidization behavior (important if a fluid bed is applied in its application)

– dusting behavior (related to health hazards and explosion risks)

– particle packing density (related to e.g. bulk density, concrete strength, resis-

tance of filter beds to fluid flow and rheological behavior)

– rheological behavior of dispersions, especially at high particulate concentrations

(important during processing as well as with respect to e.g. taste or paint

application)

– optical properties (related to color, gloss, transparency and hiding power of paint

and sunscreen)

– surface properties (chemical and physical) and zeta-potential

– dissolution rate

– sensorial characteristics (e.g. taste of food, sweets and beverages).

Characterization of industrial materials is required in order to test whether they

comply to their required quality and specifications, or for monitoring and control of

the process, or with respect to environmental requirements in view of health and

explosion behavior. This characterization usually involves both the particles and

the bulk product. Measurement of particle size distribution (PSD), shape and/or

porosity of the particles is often the first approach as it is fairly easy. Characteri-

zation of the bulk properties is usually second; it is more complex and product

specific, but at least as important. It regards bulk density and rheological properties,

which are essential in relation to handling and processing (see further Chaps. 5, 13,

and 15).

Typically, test samples are used to characterize the quality of material batches.

Always, such samples shall be representative for the product batch and contain a

sufficient number of particles over the full size distribution. Most often such

representativeness can only be obtained, due to segregation and/or process fluctu-

ations, by collecting samples at different times during particulate flow or from

different locations in a bulk, mixing them to reach a composite sample and, if

necessary, dividing this composite sample to reach a smaller test sample. Note that

sometimes very small test samples are used for analysis. In such small samples, the

number of particles present may severely limit the quality of the results. Especially
highly segregated materials require adequate quality of the sampling procedure,
which always should be checked. For compliance testing, the materials should

preferably be analyzed after production as well as before application, in view of

potential segregation during transport and storage (see Chaps. 9 and 15).

The quality criteria for the total analytical method, including sampling, sample

preparation and measurement, are dictated by the performance requirements of the

ultimate product. In general, the analysis aims at characteristics of the particles

(size distribution, particle shape and porosity), at bulk solids properties as bulk

density, flowability and wall friction, and for dispersions at particulate concentra-

tion and rheological behavior.
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Measurement of the PSD is often the first approach for product quality control in

view of the ease of execution and its relationship with both bulk properties and

product quality. Its measurement method requires, besides obtaining a representa-

tive test sample, also adequate dispersion, concentration range, size range, analysis

time, precision (both repeatability and reproducibility), accuracy, resolution and

sensitivity. Note that inadequate sampling and dispersion as well as incompetent

analysts, who deviate from given instructions or overlook unexpected behavior

during analysis, may strongly deteriorate the quality of the analysis results

[12]. Moreover, the optimum control of many processes requires very fast avail-

ability of measurement results, for which PSD parameters are often adequate. To

reduce human involvement, various kinds of commercial samplers and on- and

in-line PSD measurement instruments have been developed for application in the

control of these industrial processes. On the other hand, analysis of the bulk

properties is essential when particle-particle interactions play an important role in

the product performance.

The properties of single particles strongly depend upon particle composition,

type and size. For near-spheres, the relationships are generally well understood. For

example, color and transparency strongly depend, in addition to chemical nature,

upon both crystal type and particle size, especially when the size is in the same

range as the wavelength of the light. Good examples are pigments in paints and

sunscreens [13]. For non-spherical particles, however, the understanding is ham-

pered by the influence of particle shape.

The behavior of bulk particulate materials and products may be very complex

since the inter-particle distance is often small andmutual interactions of the particles

and with the surrounding medium play a role. Mechanical interactions between

particles dominate in dry powders. If the particles are regular and have sizes larger

than about 20–50 μm in a (medium-) narrow size distribution, the powders show a

behavior that depends mostly upon bulk density and size distribution (degree of

particle packing and strength of attractive forces). They are usually free flowing,

since the inter-particle attractive forces are small in comparison to particle mass. The

consequences are that they can move easily but also segregate easily.

An example of the influence of particle size is sketched in Fig. 1.2 for the

fluidization behavior of powders [6, 13].

If the particles in a powder show a broad size distribution, which is the case for

most industrial products, then the bulk density strongly depends upon the history of

aeration, consolidation and vibration. Aeration during storage often leads to rela-

tively small bulk densities especially when the particles take their first position

while leaving a lot of empty space. Tapping, vibration and consolidation generally

result in significantly greater bulk density than in the loose state after pouring. This

is because the smaller particles may fill the voids in between the larger ones, but

only after breaking the attractive inter-particle forces by the induced external

forces. Higher bulk density also means that bed porosity is significantly smaller

and mechanical interactions larger. Near maximum packing the mobility of the

particles is strongly reduced due to mutual hindrance.

Note that particles having a substantial static charge at their surface behave in

the same way as with a high degree of aeration since repulsive forces between the
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particles dominate in the behavior. An example is polymer powder, which can build

up charge by friction. This charge causes that particles repel each other and cannot

reach close proximity.

Dry powders, where the particles have sizes smaller than about 20 μm and/or

have shapes like plates or fibers, behave quite differently from powders containing

larger, regular particles. They are cohesive already in fairly loose packing, since the

inter-particle forces are large in comparison to particle mass and, thus, dominate in

the behavior. This makes such powders very resistive to flow, especially after some

kind of consolidation (as e.g. occurs during storage), when inter-particle distances

are decreased. Presence of small amounts of water in a powder enhances this

phenomenon of cohesivity.

Several performance quality aspects of products, for example cohesivity,

flowability, rheological behavior, shear strength and taste, can be measured more

or less directly through standardized measurement methods (see further Chaps. 5,

13, and 15).

The rheological behavior of bulk powders is usually characterized through shear

tests and measurements of bulk density (free and tapped), angle of repose and wall

friction. Taylor et al. [22] have concluded through principal component analysis that a

combined flowability index based onmeasurements of critical orifice, compressibility

and angle of repose provides a better product characterization than the individual tests.

The different facets of the flow properties of powders also can be illustrated in

so-called spider diagrams, based, for example, on measured characteristics of bulk

density, wall friction, shear strength, Hausner ratio and some equipment characteris-

tics such as hopper wall angle for mass flow and critical outlet size. Such diagrams

present a nice overview of powder flow behavior and equipment characteristics

through ranging the various parameters in terms of easy, modest and poor flow.

Thus, they also highlight specific aspects that deserve more attention. This is advan-

tageous for application in hopper design (see further Chap. 15).

1000

100
10 100 1000

Particle size, mm 

cohesive aeratable bubbling

C A B D

spoutable

rP-rF, kg/m3

Fig. 1.2 Geldart fluidization diagram [13] (Adapted from [6]); (Copyright Springer; reproduced

with permission)
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Liquid dispersions – emulsions and suspensions – exist having different partic-

ulate concentrations. In addition to the mechanical interactions between particles,

electrical interactions also play a role. Thus, particulate concentration and particle

characteristics are important for e.g. rheological behavior, which is a property of

major importance in liquid systems. At low concentration and fairly regular parti-

cles, the behavior is Newtonian, similar to the corresponding continuous phase. It

means that the required force to maintain flow is proportional to the shear rate, with

the viscosity as the proportionality constant. In other words, the viscosity is a

measure of the resistance of a fluid to flow. Presence of particles influences

viscosity in direct relation to their concentration. Such dilute systems, however,

form a minority of the industrial products. Most suspensions and emulsions have a

medium to high particulate concentration. Then, the inter-particle distance is

decreased and the attractive or repulsive forces (dependent upon the presence of

particle charge, usually expressed in terms of zeta-potential) between the particles

increased. These forces also strongly depend upon the type of continuous phase

(ionic or not) and the presence of dispersant molecules (ionic or steric stabilizers).

Above particulate concentrations of about 5 % v/v, the viscosity increases strongly,

in a non-linear way with particulate concentration. Above concentrations of about

30 % v/v, the rheological behavior changes from Newtonian to non-Newtonian,

where the viscosity depends upon shear rate and sometimes also upon exposure

time to shear. Moreover, also a certain minimum shear stress – the yield stress –

may be required to start movement, i.e. to break up structures that are formed by the

particles. Non-Newtonian behavior is named pseudoplastic, shear-thinning, dilat-

ant/shear-thickening, Bingham plastic, thixotropic or rheoplastic, depending upon

its nature. Changes of rheological behavior are most extreme when the particulate

concentration comes close to that of maximum packing of the particles. Then,

products may show viscoelastic behavior having both viscous and elastic properties

[13]. Rheological behavior is usually of prime importance in relation to processing

and product quality and stability.

Typically, the rheological behavior is determined in steady-state procedures,

which may include some pretreatment (pre-shearing) during standardized time

periods to break-up particulate structures. Viscoelasticity is usually determined in

dynamic measurement techniques that result in a complex elastic modulus, from

which an elastic and a viscous component can be derived [13].

Note that the standardized measurements of the performance quality are exe-

cuted at different conditions from real life. Moreover, they are usually costly as they

require experience and knowledge and/or are time-consuming. Thus, the results

should always be handled with due care for application in practical situations.

In addition to the characterization of these bulk properties, regular assessment of

the quality of a particulate material is often executed through measurement of particle

size distributions and/or particle shape characteristics, typically by off-line analysis.

Parameters of PSD and shape are relevant because they relate to aspects of the

performance quality of a material. Mostly, empirical correlations are used for these

relationships, or the results are simply compared with prior data. Measurement is easy

and many different techniques and methods are available, the quality of which can be
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guaranteed by frequent qualification of both instruments and methods. Moreover,

off-line analysis allows optimization of the particulate concentration for the measure-

ment technique applied. Many different PSD and shape parameters can be produced

through using different instruments. Since different PSD and shape parameters relate

to different product quality aspects, usually several (about 3–10) parameters are

derived from the measurements for assessment and verification of product quality.

Note that specification of a large number of parameters in product specifications may

be superfluous as well as costly.

The objective of monitoring and control of particulate processes is different from

that of quality assessment of products. It is to maintain a constant level for product

quality within stated limits at minimum costs, maximum throughput, minimum

off-spec material, minimum waste and minimum energy consumption. In addition

to product analyses at the end of the process, two approaches may be applied for this

purpose; often, the two are applied in conjunction. The first uses several input

parameters, often in some kind of a standard recipe of e.g. feed rates, residence

time and energy consumption; this approach is based on experience. It is often used

for simple batch processes. In complex processes like granulation, different input

variables often have similar or opposite effects on the same output parameters. Then,

there is a demand for integrated process control, meaning that several input variables

are to be combined for the process control (see Chap. 4). Such combinations are

frequently used in chemical engineering. Good examples are the characteristic

dimensionless numbers named after Bodenstein, Prandtl, Reynolds, Weber, etc.

The second control approach is based on measurement – during processing – of

(output) parameters that relate to product quality; for particulate materials, often

one or two selected PSD parameters are chosen. This is sufficient as long as the

same base material is applied in the equipment at the same conditions and, thus,

the same type of process behavior can be expected. For batch processes and

continuous processes which show slow fluctuations, conventional off-line product

analysis can be applied for control and monitoring, which is usually less costly in

terms of investment but requires capable manpower. It means that samples are

taken at various time intervals and measured in a laboratory at some distance from

the production site. The total required time may be substantial (several hours).

This dead time can be shortened by installing the measurement instrument near

the production line but following the same sequence of sampling, dispersion and

analysis (typically manually by operators or automated: at-line analysis). For

control of continuous processes having fast fluctuations, however, still smaller

dead times are required, leading to more or less continuous measurements in often

automated and more expensive on-line or in-line measurement equipment. In

general, the main requirement for the total dead time – the period of time in

between sampling up till availability of analytical results – is that the frequency of

measurement results meets the process dynamics, meaning that the PSD param-

eters required for control are obtained fast in comparison to process fluctuations

and potential disturbances. Note that some processes are slow, i.e. having a

characteristic time in the order of hours, but that others have very small charac-

teristic times, in the order of seconds to minutes. Further requirements for
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analytical instrumentation applied for monitoring and control are: adequate par-

ticulate concentration range, particle size range, repeatability, stability and

robustness [12]. The latter factors are important since the industrial environment

typically is much less clean and controlled than the analytical laboratory, in

addition to the fact that there is much less opportunity for instrument calibration

and qualification.

Note that inadequate process control may lead to poor product quality or large

recycle streams and, thus, to poor economics.

1.4 Particulate Characteristics in Relation to Production
and Handling Processes

Characterization of particulate products typically involves PSD and porosity mea-

surement as well as bulk density and rheological behavior of the bulk product. For

the selective production of minerals from ores, good knowledge of the surface

properties is essential. Product quality requirements are usually laid down in

product specifications. Particle size may be in the nanometer, micrometer, milli-

meter or even centimeter range. Typically, product properties relate to particle size

and size distribution. Some particulate products have a narrow size distribution.

Crystal sugar is a good example of a narrow size distribution near 1 mm that allows

easy flow, in contrast to icing sugar containing particles of about 1 μm. Most

industrial materials, however, have a broad size distribution. If all particles con-

tribute to the behavior and performance of a product, then some kind of mean size,

based on number, area or volume (see later) is to be taken for the relationship with

properties. In some products, however, this is less meaningful. This is the case when

small amounts of large or small particles, if present in the bulk, deteriorate

performance. For example, few large particles in polishing powder cause scratches

in the substrate, and in chocolate a gritty taste. On the other hand, small amounts of

relatively small particles, which correspond to large particle numbers, may hamper

filtration through blockage of the filter, or may cause dusting which may result in

health problems for humans or dust explosions.

Fineness of particles and width of particle size distributions (PSDs) are defined

differently in different fields of application. In my opinion, it seems best to

standardize to:

Fineness (D90) PSD width (D90/D10 ratio)

Nanoparticles <0.1 μm Monosized <1.02 (ideally¼ 1.00)

Ultrafine 0.1–1 μm Ultra narrow 1.02–1.05

Fine 1–10 μm Narrow 1.05–1.5

Medium 10–1000 μm Medium 1.5–4

Coarse 1–10 mm Broad 4–10

Very coarse >10 mm Very broad >10
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As an example, the size distribution of Portland cement is presented in Fig. 1.3.

This cement clearly shows a very broad, monomodal PSD: D10;3¼ 2 μm,

D50;3¼ 14 μm and D90;3¼ 45 μm. Thus, 90 % by volume of this distribution is

larger than 2 μm and 10 % v/v larger than 45 μm. Furthermore, the PSD shows some

tailing towards the small size end.

Particle shape of most industrial materials shows almost equal length, breadth

and thickness, that is have an aspect ratio close to 1. These particles are called

isometric or regular. Some particles are even spherical, like droplets in air or in

emulsions. But there are exceptions with extreme shapes, like fibers, needles or

platelet particles; for example, many pharmaceuticals crystallize in needles. Then,

the effect of particle shape may dominate that of size, for example by causing

specific optical effects, by decreasing flowability or by providing for decreased

(needles) or enhanced (fibers) product strength. Another peculiarity is when the

particles contain pores, which decrease apparent particle density and, if accessible,

largely increase the specific surface area. This is important for e.g. catalysis.

The size of a sphere is easily identified in terms of its diameter. For non-spherical

particles, the size is typically given in terms of the diameter of an equivalent sphere,

which depends upon measurement principle and instrument. Table 1.2 gives for

some examples of equivalent diameters. Only for particles and other objects having

a simple and more or less identical geometry, length, breadth and/or thickness are

used for representation.

For measurement of particle size distributions and shape, many instruments,

based on different principles, are available [12]. If particle shape deviates largely

from being spherical, the use of equivalent sphere diameters may cause significant

differences between PSD measurement results coming from techniques based on

different principles. Moreover, the basis of PSD results may differ: sometimes the
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Fig. 1.3 Cumulative size distribution of Portland cement (laser diffraction results)
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particles are measured one by one and the PSD is based on numbers (e.g. in case of

microscopy), sometimes the particles are separated into size fractions and the mass

of these fractions measured (e.g. sieving) and sometimes the collective behavior is

interpreted through some model based on volume (e.g. laser diffraction) or fluctu-

ating scattered light intensity (e.g. dynamic light scattering). These differences also

cause large differences between PSD curves for broad distributions since the

number, etc. per unit mass largely depends upon particle size.

As an example, the vast differences between number- and volume-based PSD

results of chocolate particles are shown in Fig. 1.4. In this product, more than 50 %

Table 1.2 Examples of equivalent diameters (‘particle size’)

Aerodynamic particle

size

(Stokes’) diameter of a sphere with density 1000 kg/m3 having the

same aerodynamic property as the particle

Equivalent light scatter-

ing diameter

Diameter of a sphere (or set of spheres) having the same light

scattering properties

Equivalent projected area

diameter

Diameter of a circle having the same area as the particle’s projection

Equivalent sieve

diameter

Equivalent volume diameter of particles that just pass through the

apertures of a sieving medium (near-mesh size)

Equivalent volume

diameter

Diameter of a sphere having the same volume as the particle

Hydraulic particle size Stokes’ diameter of a (sediment) particle, while assuming a density

of 2650 kg/m3

Stokes’ diameter Diameter of a sphere that has the same density and settling rate as

the particle under conditions of Stokes’ law (viscous flow

conditions)
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Fig. 1.4 Coulter Counter PSD analysis of chocolate particles; number data taken from [14] and

recalculated to volume data [13] (Copyright Springer; reproduced with permission)
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n/n is involved in the 1 % v/v of smallest particles and only about 0.2 % n/n

represents the upper 10 % v/v. Further differences between measured results may be

caused when the measurement technique involves some preference for orientation

of particles having large aspect ratios, or when instruments using the same principle

differ in hardware or software.

At this moment, typical shape characterization concentrates on only one or two

of the main shape features. Generally, quantitative surface area, porosity and pore

size distribution features are used for application. The other shape characteristics

are mostly described in a qualitative or semi-quantitative way, e.g. (short) fibers or

sharp, angular particles.

Particle shape characteristics involve [10, 12]:

– macro-shape features, related to the 3-dimensional form of the particles (length,

breadth and thickness), expressed e.g. as aspect ratio

– meso-shape features, related to the general aspects of roundness and angularity

– micro-shape features, related to rugosity and smoothness as well as porosity,

pore size distribution and other structural heterogeneities.

The quality of a material in relation to specifications for particle size and shape

can be expressed as follows:

• PSD type, viz. monomodal, bimodal, . . .... . .., multimodal

• particle size range, often expressed in D10 and D90 (with an extra subscript

related to the PSD basis, being number, area, volume, etc.)

• a weighted mean size

• the maximum allowable amount oversize (above a stated size), or undersize

(below a stated size), or the minimum and/or maximum amount in one or more

stated size classes

• the parameters of a modeled distribution, such as the normal, log-normal, Rosin-

Rammler or Gaudin-Schumann distribution

• surface area per unit volume or mass

• porosity and pore size distribution

• specified particle shape and shape homogeneity, e.g. spheres, cubes, rounded,

angular, fibers, sometimes with a parameter, e.g. aspect ratio, elongation, flak-

iness, roundness.

The most appropriate identifiers and their measurement method(s) should pref-

erably be based on literature, standards or own investigations. Often, additional

properties are laid down in specifications, for example bulk density, color, degree of

contamination, flowability and dissolution time.

Note that the frequently used median size, D50, is a statistical parameter of a PSD

without any direct relation to product quality. For example, it does not take the

shape and width of the PSD into account.

It is very unfortunate that PSD parameters are often chosen – without good

reasoning – for relations with product performance and for representation in charac-

teristic, dimensionless numbers, such as the Reynolds or the Weber number. Note

that the type of the PSD parameter is hidden in these numbers, if it is not mentioned
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explicitly. The above mentioned median size is an example of such misuse. More-

over, far from always mentioning is made of the type of equivalent sphere measured,

which may greatly depend upon measurement principle and instrument if the parti-

cles have an irregular shape. In relation to this dependency, it is important to choose

an optimum measurement technique and instrument for determining the optimum

PSD characteristic of a given product. The link with optimum product performance is

strong and, thus, precision, resolution, sensitivity and stability of the measurement

instrument should agree with product quality requirements.

This problem is much less severe in the case of process control, since this is

executed in a single instrument at the production location while process feed is

fairly constant and process conditions are kept within narrow margins. At those

conditions, almost any PSD parameter will show more or less similar responses to

the small process variations with respect to PSD shifts. Here, also the median size

can be used successfully. Note that symmetrical widening of the PSD cannot be

seen in the mean and median size.

Statistical moments can be used for defining mean sizes, standard deviations and

shape characteristics of particle size distributions. In general, the l-th moment of a

random variable x around the origin is the expected value of xl:

E xl
� � ¼ Σ x li � f xð Þ� � ð1:1Þ

Here, f(x) represents the normalized probability of occurrence of xi as a weighting
and l the power of x involved; the subscript i refers to the respective size classes.

These moments are denoted with a prime, M0.
The zero-th moment, denoted as M0

0, represents the total probability of occur-

rence of x. By convention, the occurrence is normalized: Σ f xð Þð Þ ¼ 1.

If the distribution does not come from the full population but from a sample,

containing N elements, of that population, then the normalization, for example of

the first moment, denoted as M0
1, is done by dividing the moment by N.

M0
1 ¼ E xð Þ=N ¼ Σ xi � f xð Þð Þ=Σ nið Þ ð1:2Þ

Thus, E(x) equals the arithmetic mean value of x (¼ <x>).

Central moments relate to the distribution of xl around the mean value. They

give an indication of the shape of the distribution around the mean value and are

denoted without a prime. For example, the second centralmoment is the variance of

the distribution (standard deviation squared), indicating its width:

M2 ¼ E x� < x >ð Þ2 ¼ Σ xi � < x >ð Þ2 � f xð Þ ð1:3Þ

Higher central moments relate to the shape of the distribution: the third moment to

skewness (or asymmetry), the fourth one to kurtosis (or flatness/peakedness).
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The relevance of the moments in case of particle size distributions can be easily

identified:

M0
0 ¼ Σ nið Þ equals the total number of particles in the sample ¼ N ¼ Σ nið Þð Þ

M0
1 ¼ Σ ni � Dið Þ equals the total length of particles in the sample

M0
2 ¼ Σ ni � Di

2
� �

relates to the total area of particles in the sample ¼ Σni � π � Di
2

� �
M0

3 ¼ Σ ni � Di
3

� �
relates to the total volume of particles in the sample

¼ Σ1=6 � ni � π � Di
3

� �
.

In the Moment-Ratio notation, mean particle sizes are derived from the ratio of

two moments [1, 2, 3, 9]:

< Dp, q >¼ M0
p=M

0
q

� �1= p�qð Þ ¼ Σ ni � D p
i

� �
=Σ ni � Dq

i

� �� �1= p�qð Þ ð1:4Þ

where:

D ¼ particle size (i.e. a named equivalent size)

Di ¼ mean particle size in size class i
ni ¼ number of particles in size class i
p, q ¼ real numbers ( p 6¼ q); they relate to the type of quantity, e.g.: 0 to number,

1 to length, 2 to area and 3 to volume.

The moment in the numerator expresses the product of the particle quantity of

interest and the weighting quantity; the moment in the denominator gives the

weighting.

Some examples of mean particle sizes are:

< D1,0 >¼ M0
1=M

0
0 ¼ Σ ni � Dið Þ=Σ nið Þ

arithmetic mean size; in other words, it represents the size of the particles

which constitute the bulk of the sample by number

< D3,0 >¼ M0
3=M

0
0ð Þ1=3 ¼ Σ ni � Di

3
� �

=Σ nið Þ� �1=3
mean volume size; in other words, it represents the size that corresponds to the

mean volume or size cubed (D3) of a size distribution

< D3,2 >¼ M0
3=M

0
2 ¼ Σ ni � Di

3
� �

=Σ ni � Di
2

� �
surface-weighted mean size or Sauter mean diameter (also named SMD) [20];

in other words, the size that has the same volume/surface ratio as the entire

sample; thus, it is inversely related to the volume specific surface area

< D4,3 >¼ M0
4=M

0
3 ¼ Σ ni � D4

i

� �
=Σ ni � Di

3
� �

volume-weighted mean size or De Brouckere mean size; it represents the size
of the (larger) particles which determine the bulk of the sample volume

< D6,5 > ¼ M0
6=M

0
5 ¼ Σ ni � Di

6
� �

=Σ ni � Di
5

� �
scattered light intensity-weighted, harmonic mean or Z-average diameter; it

comes from the cumulants PSD evaluation in dynamic light scattering (DLS)

and, since it is intensity-weighted, relates to the stronger light-scattering

particles.
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Differences between the various mean values, surface area and volume charac-

teristics are illustrated for mixtures of 10 and 100 nm non-porous spheres in

Table 1.3.

The table clearly shows the differences between the various mean sizes. Also, it

illustrates that a small number of relatively large particles represents a significant

contribution to the total volume. On the other hand, large numbers of small particles

give only a small contribution to the volume but a significant contribution to the

total surface area.

The Moment notation to derive mean particle sizes, which is by origin German,

is used as an alternative for the Moment-Ratio notation in various countries and

fields of particulates application. Typically, it uses x as the symbol for particle size,

with k and r as subscripts. The mean size in this Moment notation is defined as:

< xk, r >¼ M0
k, rð Þ1=k ð1:5Þ

Here, k and r have the same function as p and q in the Moment-Ratio notation. It can

be shown that:

xk, r >ð Þk ¼ M0
k, r ¼ M0

kþr, 0ð Þ= M0
r, 0ð Þ ¼ < Dkþr, r >ð Þk ð1:6Þ

and, thus:

< xk, r >¼< Dp, q > , where p ¼ k þ r and q ¼ r ð1:7Þ

Hence, e.g. following mean sizes are equivalent:

< D1,0 >¼< x1,0 >¼ M0
1,0 ð1:8Þ

< D3,0 >¼< x3,0 >¼ M0
3,0ð Þ1=3 ð1:9Þ

< D3,2 >¼< x1,2 >¼ M0
1,2 ¼ M0

3,0=M
0
2,0 ð1:10Þ

< D4,3 >¼< x1,3 >¼ M0
1,3 ¼ M0

4,0=M
0
3,0 ð1:11Þ

Some examples of application of these mean values are:

<D1,0> the arithmetic mean size is advised when the number-based size distri-

bution of particles is important, as in health effects or contamination of

surfaces.

<D3,2> the Sauter mean diameter is advised in calculations where the active

surface area is important in a relationship, as in fuel combustion [21],

droplet evaporation rate [2], atomizers [23], explosion behavior

[5, 7, 11] and heat and mass transfer [4, 15]. Spherical droplets in

sprays dominate in these relationships of particle size with behavior,

although the Sauter mean size is also frequently used for materials

containing non-spherical particles.
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<D3,0> the mean volume size allows estimation of the number of particles in a

sample from the sample mass (if particle density is known), which may

be important in relation to e.g. dose, health effects or contamination of

surfaces.

<D4,3> the volume-weighted or De Brouckere mean size is advised for situations

where the larger particles are important, as in combustion

equilibrium [15].

Examples of other PSD parameters used are:

D90;3 or amount of material larger than a stated size to indicate few large particles

in a sample, e.g. for gritty taste of chocolate or glossy paint quality (the

advantage of using the volume-based parameter is that it is much more sensitive

to the presence of few large particles than the corresponding number-based

parameter).

D10;3 or amount of material smaller than a stated size to indicate the presence of

small particles in a sample, e.g. for slimy taste of chocolate, filtration behavior or

catalyst abrasion. Note, however, that a number-based parameter is more sensi-

tive to the presence of small amounts of small particles (see example presented

in Fig. 1.3). Still, the volume-based parameter is often chosen in view of easier

measurement.

PM10 mass concentration (μg/m3) of particles in air having an aerodynamic size

equal to or smaller than 10 μm, related to health effects of fine dust (similarly:

PM2.5).

Note 1: The number of particles is important in health effects through inhalation if

each particle may cause an effect, e.g. asbestos fibers or insoluble nanoparticles.

The mass concentration is important for the total dose in health effects.

Note 2: The number of relatively large particles in a stated sample of e.g. paint is

also measured without determination of the full PSD by means of the Hegman

gauge, or by a special method using the electrical sensing zone technique [12].

Note: The application of these parameters primarily relates to spherical particles,

e.g. droplets, in which case the particle size distributions and their characteristic

parameters can be easily converted to each other. Such conversion is also often

applied when the particles have similar length, breadth and thickness; sometimes, a

shape factor has to be added in the conversion. However, when particles differ

largely in length, breadth and/or thickness such as fibers or flakes, shape effects may

dominate in the application as well as may cause significant differences between

size distributions coming from measurement techniques based on different princi-

ples. Then, conversion of PSD’s and characteristic parameters is neither straight

forward nor relevant for the application.

In the past, PSD data were often compressed by fitting them to a 2-parameter

model distribution, e.g. to evaluate the progress of production processes

(e.g. grinding and milling) or the quality of narrowly sized materials

(e.g. reference materials) [12]. These models have in common that they contain
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one parameter expressing some characteristic size value (e.g. mean or maximum

size), whereas the other parameter relates to the width of the distribution

(e.g. (geometrical) standard deviation). With the use of special graph paper, these

functions can be linearized, which allows easy access to the parameters. A draw-

back is that their description usually does not hold for the full PSD. Since modern

computers allow easy handling of large amounts of data as provided by modern

PSD measurement instruments, this approach of model distributions has now

decreased to only few cases.

Different PSD parameters may be used for the determination of a single aspect of

product quality, since they will reflect in some way to PSD changes. However,

some parameters are more sensitive to changes in product quality than others. The

same holds for measurement techniques. Moreover, different aspects of product

quality are usually best represented by different parameters. Thus, good consider-

ation should be given to the choice of both technique and parameters in order to

cover all product quality aspects in an optimum manner.

For emulsions and suspensions, good knowledge of the surface properties and

ways to adapt them is essential. One reason is for establishing adequate stability of

dispersions through application of surfactants and/or ionic substances (see Chap. 8).

Another reason is for the selective and economic extraction of valuable minerals

from ores by flotation (see Chap. 11).

The application of Quality Function Deployment/House of Quality (QFD) offers

good possibilities for optimizing the design not only of products but also of

processes, as explained in our earlier book [13]. In this QFD approach, the charac-

teristics of potential production and handling processes are linked in an explicit and

transparent manner to the required performance parameters of products. To this

end, following steps are to be made by a team of engineers, in good contact with the

company’s management:

I. Prepare a clear, concise mission statement on the desired material and its

expected production process.

II. Generate ideas for the quantity of the envisaged material to be produced and

handled.

III. Collect basic data for the desired/expected quality of the material, viz.

composition (both chemical and physical, i.e. dry particulate, emulsion,

suspension), purity, particle size and shape, flowability, hygroscopicity,

rheological properties and sensitivity to particle attrition, breakage, agglom-

eration and aggregation.

IV. Define specifications for the material.

V. Generate ideas for the manufacturing and handling processes of the material

as well as for equipment.

VI. Collect basic data for the processes and equipment that may be applied.

VII. Relate the potential of the processes to the desired and expected material

properties, where possible, in a quantitative manner.

VIII. Select the most promising processing possibilities in relation to type and

properties of the material, process complexity, safety and costs.
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IX. Evaluate the most promising ideas, test potential equipment, set up possi-

ble full process schemes in the form of flow sheets and estimate the total

process costs.

X. Decide upon the best process scheme, equipment, sampling points and

process control.

A nice example of considerations for setting up a process design is given in

Chap. 2 for crystallization processes.

For process control, repeatability, stability and robustness are the main quality

requirements for the PSD parameter applied and, thus, also for the measurement

instrument, especially in the sometimes harsh factory conditions. The same PSD

parameters as for product quality can be used, but also statistical parameters such as

the median size may be applied successfully.

Many processes, however, are not controlled by PSD parameters but by other

means, like energy consumption of stirrers or processing time. Here, experience

plays an important role, but the experience of one operator may lead to other

settings and results than that of another. One of the reasons is that some processes

are very complex (e.g. granulation, Chap. 4) and in fact require multiple in- or

on-line measurements, which are strongly hampered in an environment of particles

where dust and liquid cause severe fouling of many sensors.

1.5 Set Up of the Book

The objective of this book is to facilitate comparison of all processes and specific

equipment applied for particulate materials through providing an overview of all

major techniques with sufficient background and insight for good understanding.

This should allow improved and systematic implementation in set up and control of

the unit operations in particulate processes. To this end, all processes for production

and handling of particulate materials are described in this book by experts in the

respective fields.

Following this introduction, the chapters deal with size enlargement techniques

viz.

– Industrial Aspects of Crystallization in Chap. 2

– Wet Colloid Synthesis: Precipitation and Dispersion in Chap. 3

– Granulation and Tabletting in Chap. 4

– Particulate Flow and Agglomeration in Food Extrusion in Chap. 5.

Next, size reduction techniques are described:

– Comminution in Chap. 6

– Atomization, Spraying and Nebulization in Chap. 7

– Emulsification, Established and Future Technologies in Chap. 8.
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Then, chapters follow related to handling of particulate materials:

– Mixing of Solid Materials in Chap. 9

– Particle Separations by Filtration and Sedimentation in Chap. 10

– Flotation in Chap. 11

– Classification in Chap. 12

– Storage and Discharge of Bulk Solids in Chap. 13

– Solids Transport and Handling in Chap. 14.

The final Chap. 15 deals with Sampling and Characterization of Bulk Particulate
Materials and Products.

1.6 Definitions, Abbreviations and Symbols

Aerodynamic size diameter of a sphere with density 1000 kg/m3 having the same

aerodynamic property as the particle of interestdiameter of a

sphere with density 1000 kg/m3 having the same aerodynamic

property as the particle of interest

Agglomerate assemblage of primary particles with intermediate attractive

forces (sometimes named aggregate)

Aggregate assemblage of primary particles with strong attractive forces

(sometimes including or named agglomerate)

Aspect ratio ratio of maximum to minimum Feret diameter of a particle

(often taken as ratio of length to breadth; the inverse value is

often used to limit the value between 0 and 1 [10])

Attrition reduction in size of particles through loss of relatively small

fragments by collision with other particles or surfaces

Breakage reduction in size of particles by collision with other particles

or surfaces, leading to about equal fragments

Cohesivity stickiness of a powder, caused by strong attractive forces

between individual particles

Dead time time evolved between sampling and availability of required

measurement results, including sampling, sample transport,

dispersion, measurement, data interpretation and

communication of data

Equivalent

diameter

diameter of an equivalent sphere

Equivalent sphere sphere that has the same property as the observed particle in

relation to a given measurement principle

Floc assemblage of loosely bound primary particles in a liquid

Flocculation formation of flocs in suspensions through decreasing the

surface charge (zeta-potential) of the particles to smaller than |

30| mV (absolute value)

Grade efficiency mass ratio of coarse solids separated as product to that present

in the feed, in the same size class
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Grade efficiency

curve

grade efficiency against particle size of particle separation

equipment

Hausner ratio ratio of tapped density of a powder to its freely settled density

Laser diffraction technique for estimating particle size distributions from the

measured scattering pattern by an ensemble of dispersed

particles using laser light

Lump generic name for agglomerated or aggregated particles

Mean size mean size of a size distribution, weighted according to

number, area, volume or light intensity

Particle discrete piece of material (gas bubble, droplet or solid)

Particle size diameter of a defined equivalent sphere (see e.g. Table 1.2)

Tromp curve grade efficiency curve

Characteristic, dimensionless numbers

Bodenstein

number

Bo see Péclet number

Capillary

number

Ca ratio of viscous forces to interfacial tension:

Ca ¼ ηL � vL=γ
Deborah

number

De ratio of relaxation time of a visco-elastic material (charac-

teristic time for material to adjust to applied stresses) to the

characteristic time scale of observing the response of the

material; it characterizes the fluidity of a material generated

by its non-constant stress history:

De ¼ τc=τ p

Ohnesorge

number

Oh ratio of viscous forces to the square root of the product of

inertia and surface tension; indicator of jet or sheet stability:

Oh ¼ μL= ρL � σ � d0ð Þ0:5 ¼ We0:5=Re
Péclet number Pe ratio of advective to diffusive transport rate; relevant for

studies of transport phenomena in a continuum; for mass

transfer in liquid:

PeL ¼ ReL � Sc
Prandtl number Pr ratio of momentum diffusivity (kinematic viscosity) to

thermal diffusivity:

Pr ¼ ν=α ¼ C p � ηL=k
Reynolds

number

Re ratio of inertial forces to viscous forces; its value relates to

the degree of turbulence in a fluid; low values – laminar

flow, high values – turbulent flow; for a particle:

Re p ¼ ρL � Dp � u p=ηL
Schmidt

number

Sc ratio of momentum diffusivity (viscosity) to mass diffu-

sivity; relevant in fluid flows in which there are simulta-

neous momentum and mass diffusion:

Sc ¼ ηL=ρL � Đ
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Weber number We ratio of inertial effects to interfacial tension:

We ¼ ρL � v2 � Ddrop=γ
Weissenberg

number

Wi ratio of relaxation time of a visco-elastic fluid to a specific

process time; it indicates the degree of anisotropy or ori-

entation generated by simple stress (e.g. deformation):

Wi ¼ τc � dγ=dtð Þ
G gas

G/L dispersion of gas bubbles (gaseous ‘particles’) in a liquid

G/S dispersion of gas bubbles in a solid

L liquid

L/L emulsion; dispersion of liquid droplets in an immiscible liquid

PM particulate matter

PSD particle size distribution

QFD Quality Function Deployment (House of Quality)

S solid

S/L suspension; dispersion of solid particles in a liquid

Bo Bodenstein number (see Péclet number, Pe)
Ca capillary number Ca ¼ ηL � vL=γ
Cp specific heat

Ddrop droplet size

Dp particle size

D10;0 10th percentile of a cumulative, undersize, number-based PSD (first

subscript gives percentile value; second subscript the distribution basis:

0 number, 1 length, 2 area, 3 volume) [8]

D50;3 median size of a volume-based PSD

<D1,0> arithmetic mean size (based on number)

<D3,0> mean volume size

<D3,2> surface area-weighted mean size; Sauter mean diameter

<D4,3> volume-weighted mean size

<D6,5> Z-average; intensity-weighted mean size

De Deborah number De ¼ τc=τ p

Đ diffusion coefficient

k thermal conductivity

Oh Ohnesorge number Oh ¼ μL= ρL � σ � d0ð Þ0:5 ¼ We0:5=Re
% n/n percentage by number

% v/v percentage by volume

Pe Péclet number PeL ¼ ReL � Sc
PM2.5 mass concentration (μg/m3) of particles in air having an aerodynamic

size equal to or smaller than 2.5 μm
PM10 mass concentration (μg/m3) of particles in air having an aerodynamic

size equal to or smaller than 10 μm
Pr Prandtl number Pr ¼ ν=α ¼ C p � ηL=k
Re Reynolds number Re p ¼ ρL � Dp � u p=ηL
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Sc Schmidt number Sc ¼ ηL=ρL � Đ
up linear velocity particle

vL characteristic velocity of liquid

We Weber number We ¼ ρL � vL2 � Ddrop=γ
α thermal diffusion ¼ k=ρL � C p

γ interface tension

dγ/dt shear rate

ηL dynamic viscosity liquid (μ also used as symbol)

ν kinematic viscosity ¼ ηL=ρL
ρL liquid density

τc stress relaxation time

τp characteristic time of observation
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Chapter 2

Industrial Aspects of Crystallization

Pieter Vonk

Abstract Industrial crystallization is the production of crystalline particulate

material from a liquid solution. Because of the production of crystalline material

the technique has a high purification potential. Proper control of the crystallization

circumstances gives the opportunity to tune the particle size and to a limited extent

the shape. These characteristics lead to the fact that crystallization is one of the

most applied purification and formulation techniques in industry.

Crystallization is applied to all kinds of industries like industrial chemicals

(sodium chloride, terephthalic acid, ammonium sulphate, melamine, adipic acid),

food chemicals (dextrose, lactose, benzoic acid, vitamins), pharmaceutical (anti-

biotics, Paracetamol, Atorvastatin, Estradiol). Production takes place on small

scales (e.g. 100 g in early stages of clinical trials of pharmaceutics) as well as

very large scales (e.g. alumina, 10,000 m3 crystallizers).

Development of crystallization processes requires the assessment of the feasi-

bility of formation of crystals (including polymorphs), determination of the ther-

modynamics and crystallization kinetics, all in view of the required product

specifications. The thermodynamics of the solid and the origin of the product

usually determine the nature of the crystallization process. The scale of the pro-

duction determines the complexity of the process and equipment. Small scale, high

value products (like pharmaceutics) are usually produced in multi-product envi-

ronments with relative straight forward equipment (e.g. stirred vessels), but may

require a complex operation schedule (multiple solvent switches, cooling/heating

cycles,. . .). Large scale commodities usually are produced in dedicated complex

equipment (multi-functionalities in equipment like mixing, evaporation, heat-

integration) enabling the efficient production of the crystals.

Process modeling can be used to accelerate process development (small and

large scale production) and to optimize processes. The key factor in the control of

crystallization processes is control of the super-saturation. This is done by control-

ling the liquid composition, mixing, cooling and evaporation in the process. Super-

saturation and solubility are important factors for determining the particle size of
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the product. High-super-saturation processes and low solubility usually lead to

small particles (<100 μm). High solubility and low-super-saturation processes

have the ability to form large crystals (>100 μm). The shape of crystals is generally

an intrinsic property of the solid material and can be influenced to a limited extent.

Changing needle shape crystals into cubic crystals is generally not possible, but

reducing the aspect ratio (length/width) might be possible.

2.1 Introduction

The target of industrial crystallization is to obtain crystalline particles of high purity

having a specified, usually fairly narrow size distribution from a solution. Crystalli-

zation is achieved by cooling, evaporation of the solvent, addition of salt, acid/base or

anti-solvent. Cooling crystallization is applied to a large extent because this type of

crystallization operation gives the best control of the process. Typical examples are

melamine and dextrose. Evaporation is done when the product has a high solubility.

Typical examples are ascorbic acid, sodium chloride and ammonium sulphate. This

way of operation requires more energy compared to cooling crystallization, but

application of multi-effect evaporation and vapor recompression of low quality

steam from a process reduces the energy usage. Anti-solvent crystallization and

pH-shift are often done to prepare a powder with small particles (i.e. fast dissolution).

The particle size and shape are important in view of the intended application.

Powders with particles below 20 μm (fines) need to be handled with care, because

they dust easily (safety issues) and tend to have bad flow behavior. On the other

hand fines dissolve quite quickly if the wetting is good. Needles break easily and

flow badly, especially when they are thin and are very elongated.

Eighty to ninety percent of the products produced in the chemical, fine-chemical

and pharmaceutical industry are solid under ambient conditions. In order to make

handling of the material easy, powder/granulates are often requested as final

product formulation. Therefore crystallization is in many cases a part of the

production process, because of the formulation aspects of the technique and the

purification power. Economic aspects of crystallization process depend on the kind

of product produced. High value pharmaceuticals require robustness in production

of the registered material without a lot of attention to the operational costs.

Commodities require the balancing of producing the right material and low invest-

ment and operational costs.

2.1.1 Organization of the Chapter

The chapter is organized as follows.
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• First a general guideline is given on how to develop a crystallization process. It

gives the main points of attention, but the reader should be aware of the fact that

every crystallization is different.

• The theoretical background of crystallization and process modeling of crystal-

lization describes the thermodynamics of a crystallizing system that are impor-

tant for the development of the process. The thermodynamics determine to a

large extent the kind of crystallization process chosen. Process modeling of

crystallization processes can be applied to understand the crystallization process

using limited amount of information and accelerate the development using

experimental design. Process optimization by modeling is possible once the

process is running.

• The industrial aspects section describes the types of equipment used in industry

and gives a number of product examples. The examples range from pharmaceu-

ticals to industrial chemicals. Also the production of nano-crystals by micro-

fluidic devices in mentioned, although the usage in industry is limited.

The content of this chapter is by no means sufficient to act as a complete

overview of crystallization. Further information can be found in the advised

literature [2, 13, 21, 24, 28].

2.2 Development of Crystallization Processes

The development of crystallization processes is not a straight-forward process.

Depending on the application of the product to be crystallized and the characteris-

tics of the product and process itself, different steps have to be taken. The first thing

to realize is that each crystalline product and each crystallization process is differ-

ent. There are general rules, e.g. Ostwald rule of stages, but exceptions on these

rules can easily be found. In general the following steps have to be taken:

1. Check the feasibility to form crystals of the desired product. For existing

products this is quite evident, but for new chemical components

(e.g. pharmaceuticals) this is not the case. An important aspect is the possibility

to form different polymorphs [22]. Note that the metastable form is often formed

first during crystallization. Especially for pharmaceuticals extensive screening is

required for application, registration and IP purposes, but for other products

limited screenings are still needed in order to identify bottlenecks in the process

development.

2. Once crystals have been prepared, a first idea is obtained of the possible crystal

shape of the final product. This giving indications what kind of challenges arise

during the process development and production. Cubical crystals like sodium

chloride and ammonium sulphate are easy to process (filtration and drying).

Many pharmaceuticals, however, crystallize as thin needles that easily lead to

inclusion of liquid during filtration, extended drying times, insufficient purity
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and easy breakage. Changing the shape of a crystal is possible to a limited extent

(Lovette et al. [19]).

3. Define the begin and end point of the process. Usually the source of the product

is known as is the intended application of the product. This may set limitations to

the process under development. Crystallization of a commodity type product

from an aqueous solution gives less freedom to change the solvent, whereas

during the development of a new pharmaceutical compound the reaction scheme

is still under development associated with some freedom in the solvent system.

4. Define the product specification in terms of the chemical and physical quality of

the product. Chemical quality is mostly related to the level and type of impurities

present in the product. Monomers for polymers (e.g. caprolactam) often require

a very high purity (>99.9 %) whereas the purity demands for pharmaceutical

(e.g. paracetamol) are slightly more relaxed (>99 %). Specific demands with

respect to color or toxicity may set boundaries to the level of specific impurities.

The physical quality of the product is defined by the required particle size and

shape of the product. The size and shape of a product is usually controlled to a

large extent by the product itself and can be changed to a limited amount.

Therefore, post-processing of the product (milling or agglomeration) may be

required after the crystallization process.

5. Screening of the solubility and crystallization behavior in different relevant

solvents. The solubility behavior is important information for making decisions

on the steps to be taken during the crystallization process. When the solubility is

high and not very dependent on the temperature, cooling crystallization is

usually not an option. In this case evaporation of the solvent or addition of a

different solvent to lower the solubility (anti-solvent) might be the way forward.

When the component contains an acid or base group, pH-changes or formation

of a salt by the addition of sodium hydroxide, hydrogen chloride, oxalic acid,. . .
can be done.

6. Detailed investigation of the intended crystallization process. Here the complete

thermodynamics and crystallization kinetics have to be investigated. This

enables the fine-tuning of the process with respect to temperature, addition

profiles, equipment volumes, stirring rates, and other process parameters that

need to be determined. Also stress tests with respect to extreme situations

(temperatures, impurity levels,. . .) need to be performed to determine their

influence on the process and design mitigating actions.

7. Re-evaluate the design process between each development step, because the

development requires a number of iteration loops. Factors that influence the final

process are:

• Market developments may set new product specifications.

• Polymorphs or process steps are protected by competitors in new patents.

• Impurities are difficult to remove requiring a new design or multiple process

steps.

As mentioned before, these steps are general guidelines and adaptation of one of

the steps is required on a regular basis.
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2.3 Theoretical Background and Process Modeling
of Crystallization

2.3.1 Crystalline Solids and Polymorphism

The target in industrial crystallization is to obtain crystalline solid particles from

dissolved material in a fluid. In most cases this is a liquid, although gas of super-

critical phases are also used. These particles have a variety of shapes and sizes. The

sizes are in the range of a few nanometers (zeolites) to several mm (ammonium

sulphate), the shapes are predominantly acicular, cubic, needles, plates and

rounded. The morphology is determined by the crystal structure and crystallization

conditions (driving force, impurities and fracture mechanics). Several crystal struc-

tures are presented in Fig. 2.1.

Figure 2.2 gives a microscope picture of two industrial products from a crystal-

lizer. The material on the left is succinic acid, which is a typical bulk product that is

produced in large equipment and where process economics are of utmost impor-

tance. The crystals are large (about 200–500 μm) and thereby sensitive to attrition.

This results in the edges of the crystals being rounded and in the production of fines.

Several particles have a somewhat irregular shape because they are made from two

or more particles, which is an indication of agglomeration.

orthorhombic cubictetragonal hexagonal monoclinic

Fig. 2.1 Examples of crystalline structures (crystal lattice)

Fig. 2.2 Industrial crystalline products
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The material on the right is Almorexant�HCl, a typical pharmaceutical product.

This product often crystallizes as needle-shaped particles. Processing and applica-

tion of needle-shaped particles poses several challenges. Long, thin needles tend to

capture large amounts of solvent or form gels during processing. This gives

filtration and drying problems. Also, thin needles are very vulnerable to breakage.

Finally, flow properties of needles are not good, which gives problems during the

formulation (e.g. dosing and tableting).

Changing the shape of crystals is possible to a limited extent. The solvent from

which the crystallization is done is the first factor that influences the shape. The

growth rate of different crystal surfaces depends on the surface energy of the crystal

surface [19]. The surface energy is influenced by the solvent and thereby it

influences the shape. Additives (or certain impurities) in the solvent may (partially)

block the growth rate of specific crystal surfaces. This will influence the shape of

the crystal as well. However, additives are often not allowed and in general they

slow down the process. Super-saturation control can also be used to influence the

shape of a crystal. This is caused by the fact that many crystal surfaces have a

different dependence of the growth rate on the super-saturation. For example, this

can be used to increase the thickness of a needle-shape crystal in order to improve

the flow behavior and reduce the attrition sensitivity. Transformation of a needle-

shape crystal towards a bulky spherical crystal is in general not possible.

In crystalline solids the molecules or ions are organized in a structured way

(crystal lattice). The organized structure leads to strong interactions between the

molecules. This strong interaction makes it difficult for other kind of molecules to

enter the lattice, unless they have great resemblance in molecular structure. This

makes crystallization a powerful purification technology.

Many molecules and ionic species have multiple crystal lattices that can be

formed, i.e. polymorphs. Figure 2.3 gives two structures of Paracetamol. Form I

(monoclinic structure) is the stable form under ambient conditions and has a

Form I Form II

Fig. 2.3 Polymorphic forms of paracetamol
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melting temperature of 170 �C [11]. Form II (orthorhombic structure) is the

metastable form, which has a melting temperature of 157 �C. The difference in

melting temperature shows the difference in physical properties between poly-

morphs, which in view of the intended application can be important

(e.g. difference in solubility for pharmaceuticals).

Another aspect of polymorphism is the fact that during crystallization, the

metastable form is often formed first (Ostwald rule of stages). The general assump-

tion is that metastable phases have faster growth kinetics and win out over the stable

phases in the short term. This is, for example, shown by Davey et al. [7]. Whether or

not the metastable form transforms into the stable form depends on factors like

time, structure difference, temperature and solvent.

2.3.2 Solubility of a Solid

The solubility of a solid depends on the properties of the solid (melting point, heat

of fusion and heat capacity difference between the liquid and solid) and the

properties of the liquid (activity coefficients). The general solubility of a solid is

given by the extended Van ‘t Hoff equation:

ln γxsatð Þ ¼ ΔH f

R

1

T f
� 1

T

� �
� ΔC p

R
1� T f

T
þ ln

T f

T

� �� �
ð2:1Þ

where:

γ ¼ activity coefficient of the solute in solution

xsat ¼ mole fraction of the solute at saturation

ΔHf ¼ heat of fusion

R ¼ gas constant

Tf ¼ temperature of fusion

T ¼ temperature

ΔCp ¼ difference in heat capacity between the liquid and solid solute.

In general, the required properties (γ,ΔHf,ΔCp) to describe the solubility cannot

be predicted a-priori with sufficient accuracy. Therefore experimental data is

required to get a good description. The activity coefficients can be omitted in the

case of a single solvent, by using the simple Van ‘t Hoff equation:

ln xsatð Þ ¼ ΔHsol

R

1

Tsol
� 1

T

� �
ð2:2Þ

where:

ΔHsol ¼ apparent heat of solution

Tsol ¼ apparent temperature of solution.
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The heat and temperature of fusion have been replaced by the apparent heat and

temperature of solution. Other descriptions for solubility are possible

(e.g. polynomial functions containing temperature and concentration), but they

are less predictive when other solutes are present.

In the case a mixture of solvents is used, activity coefficient models like NRTL

or UniQuac [29] can be applied to describe this effect. More predictive models like

the NRTL-SAC [5] can also be used, but experience shows that solubility prediction

without prior experimental knowledge should be done with great caution.

A more recent development in the field of the description of solubility is the

application of the SAFT equation of state. Here two different approaches are under

development:

• Perturbed Chain approach: Here, the molecules are described as a chain of hard

spheres where the characteristics are obtained from pure component properties

like vapor pressure and density (Prudic et al. [27]).

• Group-contribution approach: Here, the molecules are described using the

different chemical groups in the molecule [8].

These two methods have the ability to predict the solubility in a broad range of

solvents using a limited set of experimental data.

2.3.2.1 Solubility Examples in Relation to Crystallization Processes

Figure 2.4 shows the solubility of three common chemicals in water. It indicates the

clear distinctions that exist between the solubility behavior of these compounds.

6-ACA (ε-amino-caproic acid, hydrolysis product of caprolactam) has a high

Fig. 2.4 Solubility of some common chemicals in water
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solubility in water throughout the whole temperature range. This product is best

crystallized with evaporative crystallization (removal of solvent). Ascorbic acid

(vitamin C, [32]) has a high solubility with a reasonable dependence on tempera-

ture. Here a crystallization process that combines cooling and evaporation would be

feasible. Melamine [4] has a low solubility at ambient circumstances that increases

with rising temperature, enabling a cooling crystallization process that starts at

sufficiently high temperature.

Figure 2.5 shows the solubility of ascorbic acid in different solvents (vitamin C,

[32]). For this component, the solubility can be significantly lowered by changing

the solvent. Cooling crystallization becomes easier if the preceding process step

(e.g. reaction to ascorbic acid) is performed in ethanol or IPA. Table 2.1 gives the

van ‘t Hoff parameters for the solubility of ascorbic acid.

The apparent heat of solution of IPA is significantly higher than the apparent

heat of solution of the other alcohols. This indicates that IPA is a good solvent for

the crystallization. If the process would start at 80 �C and the final temperature

would be 20 �C, a yield of 93 % could be achieved. The yield in ethyl acetate is even

higher (95 %), but the low starting solubility would mean that large quantities of

solvent need to be handled. This makes this solvent economically less attractive.

Figure 2.6 gives the solubility of two components in water/ethanol mixtures at

25 �C. It is a clear demonstration that solvent composition is an important

Fig. 2.5 Solubility of ascorbic acid in different solvents

Table 2.1 Van ‘t Hoff parameters of the solubility of ascorbic acid in different solvents

Solvent Water MeOH EtOH IPA Acetone Acrylonitril EtAc Unit

ΔHsol 21.9 16.2 25.7 36.8 23.7 27.6 41.7 kJ/mol

Tsol 485 957 692 591 1,889 1,193 635 K
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parameter to consider during the development of a crystallization process. In the

case of 6-ACA [20] the crystallization from an aqueous solution is possible by

adding pure ethanol to the solution (anti-solvent crystallization). Mass balance

investigations show that the volume fraction of ethanol needed to crystallize

6-ACA in sufficient amount should be 80 % v/v or more. Because 6-ACA is a

commodity chemical, this process option is not likely to be economically feasible.

Paracetamol [31] shows another interesting behavior, namely a maximum in

solubility. This means that a process can be optimized by applying the right solvent

mixture to increase the solubility. The water/ethanol solvent system is probably not

the right choice, because the solubility at ambient conditions is quite high, but other

solvent mixtures can be used that have lower solubility’s at ambient conditions.

Shift of the pH is a fourth method to induce crystallization (or purification if

dissolution is promoted). Figure 2.7 gives the solubility of DL-methionine as a

function of the pH [10].

In the case of amphoteric materials, like amino acids, solubility increases both at

low and high pH. The dependence of solubility is given by:

xsat T; pHð Þ ¼ xsat Tð Þ 1þ 10 pKa,1� pH þ 10 pH� pKa,2
� 	 ð2:3Þ

where:

pH ¼ acidity of the solution

pKa ¼ dissociation coefficient of the acid/base groups.

The crystallization can be performed starting at a low and high pH.Which option

is best needs to be experimentally determined and depends on the kind of crystals

and purity obtained.

Fig. 2.6 Effect of solvent composition of solubility of 6-ACA and paracetamol at 25 �C
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2.3.3 Nucleation, Crystal Growth, Agglomeration
and Attrition

The production of crystals during a crystallization process takes place by a series of

related events:

• First of all, super-saturation needs to be generated for crystals to be formed or to

grow. This can be done by evaporation, cooling, anti-solvent or acid/base

addition.

• Formation of new crystals. This can either be done by spontaneous formation of

crystals from the super-saturated liquid (primary nucleation) or by formation of

new crystals from existing crystals (secondary nucleation). It should be men-

tioned that at present a large deal of academic work is ongoing in the field of

nucleation. One of the reasons for this attention is the fact that in many cases

where primary nucleation plays a role, also secondary nucleation acts at the

same time. This makes it difficult to separate the two phenomena.

• Addition of crystals (seeding). Primary nucleation is a statistical process. This

may give unwanted variations in the product quality. Seeding a crystallizer with

crystals can reduce this variability if the seeds are pre-conditioned (sieving to

remove fines tail and dispersion in the solvent before adding them to the

crystallizer). When seeds are prepared by milling, mechanical stresses in the

crystals causes uncontrolled (partial) dissolution of the seeds. How much crys-

tals are dissolved depends on the actual saturation of the solution and the amount

of mechanical stress stored in the crystals and is difficult to predict.

Pre-conditioning (e.g. slurrying in a saturation solution) removes the mechanical

Fig. 2.7 Solubility of DL-methionine as a function of the pH
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stress and enables reproducible seeding which leads to production of crystals of

the same size each time the process is run.

• Growth of crystals. In general two mechanisms that operate at the same time are

important in industrial processes of crystal growth. Mass transfer from the bulk

of the solution to the crystal surface is a first step, which may be limited when

crystals become sufficiently large. Integration of molecules/ions in the crystal

lattice at the surface is an equally important second step. Two surface integration

mechanisms are well identified in literature: spiral or Burton-Cabrera-Frank

(BCF) growth and the Birth and Spread mechanism.

• Agglomeration of crystals. Brownian motion of small crystals (<~1 μm) and

liquid velocity variations (usually caused by turbulence) may cause crystals to

collide with each other. The collisions can lead to agglomeration of crystals if

sufficient binding forces are present to withstand the disruptive forces in the

system. Binding between particles can be achieved by interaction forces like van

der Waals force or an electric double-layer or when the contact time between

particles is sufficiently large to grow a solid bridge between the particles.

Disruption of the agglomerates is possible by the same forces that brings crystals

together or by the action of an impeller/pump.

• Mechanical interactions are almost always present in crystallization and auxil-

iary equipment. Crystals may collide with walls, stirrers or in pumps leading to

attrition of the crystals. Depending on the saturation and the mechanical stress

stored in the fragments, these attrition fragments may dissolve or only partially

dissolve and act as new nuclei for crystal growth.

A large variety of models can be found in literature for each of the four

mechanisms described (nucleation, crystal growth, agglomeration and attrition).

Some of the descriptions are purely empirical, some of them are based on first

principles. Here, a limited overview is given of some of the descriptive models for

the mechanisms with the focus on first principle models with a limited number of

freely adjustable parameters. In this way the number of parameters that need to be

estimated from experimental data is limited and good predictive models can be

obtained.

2.3.3.1 Saturation and Super-Saturation

Saturation level (S) and super-saturation (σ) gives the description of the state of a

solute compared to the saturated solution. Many different definitions exist. Very

common is the definition based on the concentration:

σ ¼ S� 1 ¼ Cact � Csat

Csat
ð2:4Þ

where:

σ ¼ super-saturation

S ¼ saturation level
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cact ¼ actual solute concentration

csat ¼ solute concentration at saturation.

This definition is appropriate when dealing with a single solid in a single liquid.

However, when large quantities of byproducts are present or the solvent composi-

tion changes during the process, the definition on the basis of the mole fraction x is
better:

σ ¼ S� 1 ¼ x� xsat
xsat

ð2:5Þ

Here x is the actual solute mole fraction.

2.3.3.2 Primary Nucleation

Formation of clusters of molecules/ions in the liquid is in many cases the first step

in the spontaneous formation of new crystals/nuclei. The process of formation and

disintegration of molecular clusters is a continuous process that is statistical in

nature and is controlled by the balance between the generation of a new phase

(solid, lower in Gibbs free energy) and generation of new surface (higher in Gibbs

free energy). As soon as the gain in Gibbs free energy (high saturation) is higher

than the loss in Gibbs free energy, clusters can act as nuclei for crystal to grow. This

process has been described in the past using traditional thermodynamics leading to

the following nucleation relation:

B p, 0 ¼ ASexp � 16πγ3s Vm

3k3bT
3ln2S

" #
ð2:6Þ

where:

Bp,0 ¼ primary nucleation rate

A ¼ pre-exponential coefficient

S ¼ saturation level

γs ¼ surface energy of the nuclei

Vm ¼ molar volume of the solute

kb ¼ Boltzmann constant

T ¼ temperature.

The primary nucleation description contains two important parameters:

pre-exponential factor A and the surface energy of the nuclei γs. Both parameters

have to be estimated from experiments because ab-initio estimations of the

pre-exponential factor are not yet developed enough and impurities/heterogeneous

particle often play a decisive role in the surface energy of nucleating crystals.
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2.3.3.3 Secondary Nucleation

Secondary nucleation is the generation of new nuclei, from existing crystals. Here

two mechanisms play a role:

• Activated surface nucleation; small asperities that growth on top of the surface

of the crystals are sheared of from the surface due to turbulent action.

• Attrition of crystals; collision of crystals with walls and stirrers cause chipping

off of fragments from the crystals. This will be discussed later.

Activated surface nucleation depends on the turbulence in the liquid and the

amount of nuclei growing on the surface. The amount of nuclei is proportional to:

N}
E ¼ Đ

d2m
exp � πγ2CLd

4
m

kbTð Þ2ln Sð Þ

" #
ð2:7Þ

where:

NE

00 ¼ number concentration of available nuclei on the surface of the crystal

Đ ¼ diffusion coefficient of the solute

dm ¼ molecular diameter

γCL ¼ surface energy of the crystals.

The rate at which the nuclei are released from the surface depends on the

turbulent movement in the solution:

Bs, 0 ¼ ks
γ

6
m3

X
ηid

2
i Ni ð2:8Þ

where:

Bs,0 ¼ secondary nucleation rate

ks ¼ rate coefficient

γ ¼ turbulent deformation rate of the liquid

m3 ¼ volume fraction of crystals in the crystallizer

ηI ¼ shearing efficiency of the removal of nuclei from the surface

di ¼ particle size

Ni ¼ number concentration of the crystals.

The shearing efficiency of nuclei removal from the surface depends on the

maximum viscous force in the liquid that is exerted on the crystal:

σi ¼ σi, 0
Ψ iexp 1� Ψ i½ � ð2:9Þ

where:

σI ¼ maximum shear force exerted on the surface of the crystal
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σi,0 ¼ minimum shear force

Ψ i ¼ particle Stokes number.

2.3.3.4 Crystal Growth

Two different growth mechanisms are generally described in literature for growth

of crystals:

• Transport of molecules/ions from the bulk of the solution to the surface of the

crystal by diffusion.

• Surface integration of the molecules/ions in the crystal lattice.

Diffusion limitation is often described using Fick’s law for diffusion and bound-

ary layer theory. The mass transfer coefficient would typically be something like:

kdd p

Đ
¼ 2þ 0:8Re0:6p Sc0:33 ð2:10Þ

where:

kd ¼ mass transfer coefficient

dp ¼ particle size

Ð ¼ diffusion coefficient

Rep ¼ particle Reynolds number

Sc ¼ Schmidt number.

In the case of ionic solutions and melts, multi-component diffusion theory

(i.e. Maxwell-Stefan diffusion, [36]) might be needed to deal with the presence of

other species. A typical example would be the presence of metal ions like potassium

and magnesium during the crystallization of sodium chloride.

Surface integration can be described by either spiral growth/BCF theory or the

Birth-and-Spread model. Spiral growth theory has the advantage that it can be

approximated by a quadratic and a linear relation (depending on the saturation) that

can be easily combined with the diffusion description for crystal growth. The

crystal growth rate at low super-saturations is given by:

G

2kd
¼ Δc

cs
þ kd
2kg

csat
cs

� �2

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kd
2kg

� �2 csat
cs

� �4

þ kd
kg

csat
cs

� �2 Δc

cs

s
ð2:11Þ

where:

G ¼ growth rate of the crystals

kd ¼ mass transfer coefficient

Δc ¼ difference between the actual solute concentration and saturation

concentration

cs ¼ solute concentration in the solid phase
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kg ¼ surface integration coefficient

csat ¼ saturation concentration.

The BCF/spiral surface integration coefficient is given by:

kg ¼ 2:25 � 10�3 f g
Đ
dm

csat=csð Þ4=3
ln cs=csatð Þ ð2:12Þ

where:

fg ¼ growth rate coefficient

Ð ¼ diffusion coefficient

dm ¼ molecular diameter

csat ¼ saturation concentration

cs ¼ solute concentration in the solid phase.

2.3.3.5 Agglomeration

Agglomeration of crystals is usually important when high super-saturations are

reached during the process. This is typically the case during anti-solvent and

pH-shift processes. The rate of agglomeration of two particles is given by:

Ri, j ¼ βi, jψ i, jNiN j ð2:13Þ

where:

Ri,j ¼ rate of agglomeration of particles of size i and j
βi,j ¼ intrinsic collision kernel

ψ i,j ¼ sticking probability

N ¼ number concentration of crystals.

The agglomeration rate contains two parameters:

• Intrinsic collision kernel βi,j; the rate coefficient at which particles collide.

• Sticking probability ψ i,j; the probability that two colliding particles stay

together.

For both parameters a broad range of relations can be found in literature,

depending on the situation dealt with. The intrinsic collision kernel has two main

situations. The most important one is the flow induced agglomeration (ortho-kinetic

agglomeration). The kernel in this case is given by:

βi, j ¼
γ

6
di þ d j

� �3 ð2:14Þ

Here γ is the turbulent deformation rate and d the particle size of the colliding

particles. The second important kernel is diffusion induced agglomeration (peri-

kinetic agglomeration). The kernel in this case is given by:
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βi, j ¼
2

3

kbT

ηliq
di þ d j

� � 1

di
þ 1

d j

� �
ð2:15Þ

where:

kb ¼ Boltzmann constant

T ¼ temperature

ηliq ¼ dynamic viscosity of the liquid

d ¼ diameter of the colliding particles.

The description of the sticking probability depends on the binding mechanism

involved in the agglomeration. In crystallization, the mechanism given by Houns-

low et al. [12] is often interesting, because it relates the sticking probability to the

mixing intensity and the crystal growth rate. The controlling parameter is the

strength number which is the ratio between the strength of the solid bridge formed

between two particles and the disruptive turbulent forces.

M ¼ σG2

ηliqd
2
i, j _γ

3
ð2:16Þ

where:

M ¼ strength number

σ ¼ yield strength of the material

G ¼ growth rate of the crystals

ηliq ¼ dynamic viscosity

d ¼ size of the agglomerate

γ ¼ turbulent deformation rate of the liquid.

2.3.3.6 Attrition of Crystals

Attrition of crystals is related to the mechanical impact of stirrers/pumps on

crystals. The volume of fragments that are released from the crystals depends on

the severity of the impact, the size of the particle (mass equivalent diameter) and the

material properties of the crystals:

Vatt

V p
¼ 20

3

π

6

� �1=3 σ4=3col d p

W1=3
c H

ð2:17Þ

where:

Vatt ¼ volume of fragments that is removed from the particle by mechanical impact

Vp ¼ volume of the particle

σcol ¼ stress of the mechanical impact

dp ¼ particle size
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Wc ¼ critical energy of deformation

H ¼ hardness of the material.

The particle size distribution of fragments is often given by a power law:

dn

dl
¼ c

lm
ð2:18Þ

where:

n ¼ population density of the fragments

l ¼ size of the fragments

c ¼ coefficient that depends on the amount of material released from the particle as

fragments

m ¼ coefficient that depends on the material.

Coefficient c depends on the total volume of the attrition fragments, and the

minimum and maximum size of the fragments. A complicating aspect of attrition is

the fact that fragments often have a tendency to (partially) dissolve. This leads to

growth rate dispersion, i.e. the crystal growth rate of crystals of a certain size has a

distribution. This phenomena was nicely shown by Virone et al. [35] and is being

investigated quantitatively by Ochsenbein et al. [25].

2.3.4 Modeling of Crystallization Processes

The modeling of crystallization processes requires the description of a number of

process related phenomena:

• The solubility of the requested solute, impurities and the influence of

non-solvent components.

• The dynamic description of the crystal size distribution of the crystalline

product.

• Distribution of solid particles in process equipment.

2.3.4.1 Dynamic Description of the Crystal Size Distribution

The dynamic description of the crystal size distribution is done with the so-called

population balance. When spacial distribution of the crystals is omitted (compart-

ment description), the population balance becomes:

∂n
∂t

þ
X

i

∂Gn
∂li

¼ B� D�
X

Φin=out ð2:19Þ
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where:

n ¼ population density of the crystals

t ¼ time

G ¼ growth rate

l ¼ size of the crystals in the population balance

B ¼ birth rate of the crystals

D ¼ death/disappearance rate of the crystals

Φ ¼ in/out flow rate of the crystals from/to the compartment.

A broad range of methods can be found in literature to solve this equation

[28]. Many of the methods reduce the multi-dimensionality of the balance equation

by using a single dimension for characterization of the particle size (usually mass/

volume equivalent diameter). Such methods have been implemented in commercial

software packages like Aspen plus (steady state situations) and gProms/gCrystal

(dynamic situations, [14]). A simple straight forward implementation that can be

easily implemented in general programming platforms is the use of finite differ-

ences on a logarithmic size grid. The partial differential equation is transformed

into a set of ordinary differential equations using the number of particles in a size

class as main variable. In the case of crystallization (positive growth rate) the

population balance becomes:

dNi

dt
¼ aGiNi þ bGi�1Ni�1

li
þ Bi � Di ð2:20Þ

where:

a
b


 �
¼ 1

r2 � 1

�2

2r


 �
ð2:21Þ

and:

r ¼ liþ1

li
¼ li

li�1

¼ 2
1
2q ð2:22Þ

where:

N ¼ number concentration

a, b ¼ growth coefficients

G ¼ growth rate

l ¼ particle size in population balance

B ¼ birth rate

D ¼ death/disappearance rate

r ¼ size ratio

q ¼ an integer parameter controlling the discretization.

The accuracy of the result depends on the size ratio used. A good description can

in generally be obtained when q is set to 3 (r¼ 1.1225). When dissolution occurs,
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the finite derivative has to be changed in direction (upwind differences). The

implementation of the birth and disappearance of crystals from a size class depends

on the phenomena taken into account [18]. Primary and secondary nucleation are

usually applied to the smallest crystal sizes considered in the calculation. Agglom-

eration usually influences all size classes because agglomeration causes small

crystals to disappear and large crystals to be formed (birth). Attrition acts opposite

to agglomeration. Here large crystals disappear due to mechanical action and small

crystal (fragments) are formed.

2.3.4.2 Distribution of Solids in Equipment

Distribution of solids in equipment is an important parameter to consider during the

design and optimization of a crystallization process. Two aspects are important, viz.

sedimentation of particles and removal of a surplus of fines that may act as seeds.

Sedimentation of particles on the bottom or walls of a crystallizer should be

prevented in order to prevent fouling. Fouling reduces the productivity of a process

due to lowering the heat transfer or leading to blockage. Mitigation of fouling

problems is usually done by cleaning/boil-out of the equipment; however, this gives

additional cost (e.g. energy) and a lower productivity. Prevention of unwanted

sedimentation can be predicted using the so-called off-bottom criteria. A well-

known relation for this is the Zwittering-relation:

N js ¼ s
ν0:1d0:2p gΔρ=ρlð Þ0:45X0:13

D0:85
ð2:23Þ

where:

Njs ¼ stirring speed required to just suspend the crystals

s ¼ a stirrer dependent parameter

v ¼ kinematic viscosity

dp ¼ particle size

g ¼ gravitational acceleration

Δρ ¼ difference between the density of the solid and liquid

ρl ¼ liquid density

X ¼ volume fraction of solids

D ¼ diameter of the stirrer.

Another aspect of solids distribution is fines destruction. Fines destruction might

be applied when the particle size of a product from a crystallizer is too small

(resulting in e.g. bad flow behavior) due to the excessive generation of nuclei. When

during the process a part of the small crystals is removed and dissolves, the

remainder of the crystals can grow to larger size and thereby increase the particle

size of the final product. Special sedimentation zones in a crystallizer enable the

partial removal of fines and subsequent heating of the diluted slurry leads to

dissolution of the fines and thereby enabling larger product crystals.
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These sedimentation zones can be designed on the basis of sedimentation

theories like Richardson and Zaki [30], Barnea and Mizrahi [1] or Beetstra

[3]. The use of Stokes sedimentation is usually not sufficient, because this assumes

laminar flow, which is not often the case. The actual distribution of solid in

crystallizers and sedimentation zones can be predicted using CFD calculations.

Figure 2.8 gives the results of a multi-fluid prediction of a Draft-Tube-Baffled

crystallizer with fines removal. In this case three size classes of crystals (10, 100

and 250 μm) and one liquid are considered. It is interesting to see that the fines

concentrate partially beneath the skirt (fines removal section), which will influence

to efficiency of fines removal.

Another aspect that can be learned from CFD calculations is the fact that the

situation becomes quite dynamic. This was shown experimentally by Mitsutania

et al. [23] and mathematically by Lettieri et al. [17]. Figure 2.9 gives the results of

the separation performance of a classification zone of particles around the cut-off

size of the crystallizer settling zone. The separation performance gives the fraction

of particles in the outflow of the classification zone compared with the amount

present in the crystallizer. The graph shows that the outflow of the classification

zone shows short-term dynamics that may influence the overall performance of the

system.

2.4 Industrial Aspects of Crystallization

2.4.1 Crystallization Equipment

The kind of equipment used in crystallization strongly depends on the characteris-

tics of the process:

Fig. 2.8 Prediction of solids distribution of 10, 100 and 250 μm crystals in a crystallizer with fines

removal. Color indicators range from 0 vol-% (blue) to 5 vol-% (red) for the two drawings on the

right and until 0.05 vol-% (red) for the drawing on the left
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• Mode of operation: batch or continuous

• Generation of super-saturation: cooling, evaporative, anti-solvent of pH-shift

Many pharmaceutical and fine-chemical products are produced in multi-product

plants using batch operations. Often stirred vessels equipped with a Retreat Curve

Impeller (RCI) are used. The walls of these vessels are often coated with glass in

order to deal with aggressive media used during organic synthesis. These vessel can

be fitted with a distillation column to accommodate solvent switches and evapora-

tive processes.

When the number of products to be processed becomes less, more dedicated

equipment can be used both in batch as well as continuous mode. Historically the

following types of equipment are used:

• Forced circulation crystallizers

• Draft tube crystallizers with fines destruction

• Fluid bed crystallizers

New developments within the field of crystallization are:

• Oscillating baffled crystallizers

• Air lift crystallizers

Figure 2.10 gives the schematic drawings of the three main crystallizer types

used in dedicated production facilities. A forced circulation (FC) crystallizer uses

an external pump for the circulation of the crystallizer contents. The circulation rate

needs to be relatively high in order to secure sufficient mixing in the system. The

high circulation leads to high secondary nucleation and particle attrition, leading to

smaller crystals in comparison with the other two configurations. Larger crystals

can generally be achieved with draft-tube-baffle (DTB or Swenson) crystallizers. In

this case mixing in the crystallizer is done using a stirrer located in a draft-tube and

Fig. 2.9 Dynamic separation performance of a classification zone
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fines can be removed by means of the baffle/skirt. The skirt creates a settling zone

that preferentially leaves large crystals in the crystallizer. In case even bigger

crystals are required, crystallization can be done in so-called Oslo or fluid bed

crystallizers. In this case a large circulation stream is used to generate a fluid bed in

the crystallizer. The fluid bed acts as a large settling zone, resulting in an almost

crystal-free circulation stream. This reduces the nucleation of new crystals and

leads to large crystals if the residence time in the fluid bed is sufficient.

Next to the crystallizers additional equipment is needed to produce the final

product. Two important pieces of equipment are solid-liquid separators (filters or

centrifuges) and dryers (flash dryers, fluid bed dryers, contact dryers,. . .). The
amount of liquid handled by a solid-liquid separation step can be reduced by

using hydro-cyclones or thickeners. Storage vessels for a feed/recycle stream and

the final slurry can be included. Storage of the final slurry before the solid-liquid

separation should be done with caution. The operation of filters and centrifuges

often requires the continuous circulation of the slurry. This may lead to additional

attrition of the product and excessive production of fines. Classification of the

product in different product grades or for the removal of fines can be done using

sieves after the drying step. The fines can be dissolved and returned to the process to

increase the yield.

Figure 2.11 shows a schematic drawing of the oscillating flow baffled (OFB)

crystallizer.

Traditional equipment like the FC and the DTB crystallizer often have inhomo-

geneous mixing intensity. The mixing in the pump is usually high, leading to high

secondary nucleation rates, while the mixing in the body is low leading to lower

growth due to diffusion limitation. The OFB crystallizer generates a homogeneous

mixing field using a pulsating flow through a baffled pipe. The OFB crystallizer also
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Fig. 2.10 Main crystallizer types for dedicated production facilities
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has plug-flow characteristics, which can be advantageous if crystals have to be

prepared with a narrow particle size distribution [16]. The disadvantage of this

system is the fact that the temperature profile of the wall needs to be properly

designed and controlled, because the OFB crystallizer has a relatively large wall

surface area, making it sensitive to fouling of the wall.

A second way to generate a homogeneous mixing field is the use of air/nitrogen

to induce mixing. The air lift reactor (see Fig. 2.12) has been developed for

feed

product

coolant

piston

Fig. 2.11 Oscillating flow

baffled crystallizer

product

feed

air/nitrogen

vapor
Fig. 2.12 Air lift

crystallizer
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fermenters, where the use of air reduces the power input by the stirrer, thus causing

less energy usage and lower shear on the microorganisms. This concept has also

been investigated by Lakerveld et al. [15] for crystallization. The concept of the

airlift crystallizer is further developed within the EU-OPTICO project as part of the

Task-based design of crystallization systems. The big idea behind this concept is

the de-coupling of the main crystallization tasks (generation of super-saturation,

nucleation and growth) in order to improve the control of the system and generate

higher quality products. The application of gas also gives the opportunity of

temperature control without a heat transfer surface that may get fouled.

Figure 2.13 gives a nice illustration of the separation of tasks using an airlift

crystallizer, compared to a conventional stirrer tank crystallizer. Figure 2.13 gives

the particle size distribution of vitamin C crystals prepared in two comparable

seeded batch cooling crystallization experiments. The seeds in the stirred tank

crystallizer show a limited outgrowth and a large peak of fines. This indicates

that secondary nucleation has occurred. The seeds in the airlift crystallizer have

grown larger, without the formation of many fines. This shows that the secondary

nucleation is strongly suppressed in this type of crystallizer, focusing it on crystal

growth. However, the drawback of this equipment is that additional measures are

needed (continuous seeding or recycle of fines) to enable a stable continuous

operation.

Which equipment is chosen, depends on a number of factors like process

economics and required particle size. Forced Circulation crystallizers usually

apply a high energy input and short residence time. This results in a high produc-

tivity operation and small particles. Draft Tube Baffles crystallizers use lower

energy input and longer residence time. Therefore the particle size increases in

comparison with a Force Circulation crystallizer, but the productivity is lower.

Fig. 2.13 Comparison between airlift and stirrer tank crystallizer using vitamin C (Modified from

Lakerveld et al. [15])
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Further reduction of energy input and increase of residence time and particle size is

achieved in the Fluid Bed crystallizer. Table 2.2 give some typical number for the

energy input, residence time and particle size (data taken from Beckmann [2]). The

high productivity of the Forced Circulation crystallizer usually means that the

investment costs are low compared to the other options, but the operational costs

are usually higher.

Oscillating Baffled Crystallizers require a more complex operation. Therefore

this operation is chosen when improved control of the particle size is required for

pharmaceutical purposes. Traditionally these products are produced in batch crys-

tallizers and continuous operation can lead to cost reduction. Air lift crystallizers

aren’t used yet in industry, but offer the opportunity to reduce operational costs

(both for mixing as well for drying) combined with good product control.

2.4.2 Design and Control of Crystallizers

The design and control of crystallizers are determined by the required product

quality. Product quality is quantified in different ways. Purity of the product

(chemical quality) is in almost all the cases one of the key parameters in the design

of the process. Particle size distribution and particle shape are two parameters that

are important in view of the ease of processing and in view of the intended

application. Influencing the particle size is done by adjusting the saturation at

which the process is run and the mixing/stirring intensity used.

Control of saturation depends on the crystallization process used. In batch

cooling crystallization the saturation is influenced by the rate at which the crystal-

lizer is cooled. In continuous cooling crystallization saturation is influenced by the

difference in temperature between the feed and the crystallizer. For evaporative

processes the rate of evaporation is the key parameter. For pH-shift and anti-solvent

the addition rate of the precipitation agent is important.

The mixing/stirring intensity has to be controlled in such a way that differences

in saturation level are removed efficiently, but attrition of the crystals is avoided

(in most cases). Sometimes attrition is wanted in order to get smaller crystals.

The key parameters that control the product quality are the productivity of the

process (kg/m3h), the amount of solids present and the saturation level at which the

process is run. The saturation level of the process (especially at the mixing point of

the feed) controls the growth and nucleation of the crystals. The amount of solids

Table 2.2 Characteristic of traditional crystallization equipment

Crystallizer Energy input Residence time Particle size

Forced circulation 10 W/kg 1–2 h 0.2–0.8 mm

Draft tube baffles 0.1–1 W/kg 2–6 h 0.8–2.5 mm

Fluid bed crystallizers <0.1 W/kg >3 h 1.5–2.5 mm

Data from Beckmann [2]
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controls the nucleation of the crystals. These two parameters together give the

productivity of the process.

Small crystals are generally difficult to filter (solid-liquid separation) and dry.

Needle shape crystals have the tendency to capture large amounts of mother lye

during filtration. This increases the drying time and may give purity problems.

Good handling characteristics (flow behavior and bulk density) are promoted by

large, compact particles. Good dissolution characteristics are promoted by small

particles. Product purity and particle size are to a large extent controlled by the

starting conditions, degree of super-saturation and the mixing of the process.

Therefore these parameters should be investigated during the design of the process.

2.4.2.1 Batch Crystallization

Batch crystallization is often applied when dealing with small production amounts

that are typically produced in multi-product plants. This makes the production

flexible and control of product quality is more easy by taking samples and

performing off-line analysis. Another reason for using batch crystallization is the

stability of the product. In a continuous plant build-up of by-products may prevent

the formation of high-purity product and reduce the economics of the process.

The solute concentration at the start of a batch cooling crystallization is one of

the parameters that needs to be investigated experimentally. Figure 2.14 gives the

effect of the starting solute concentration of a fine chemical on the purity and the

yield after crystallization.

Fig. 2.14 Experimental purity and yield of the crystallization of a fine chemical
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The purity shows a decreasing line with solute concentration. This is expected,

because the level of impurities also rises with solute concentration. The purification

of a crystallization step can be described using the purification factor, P:

P ¼ cproduct, final
cproduct, start

cimpurity, start

cimpurity, final
ð2:24Þ

where:

c ¼ concentration

P ¼ purification factor

In the case of the fine chemical shown in Fig. 2.14, a nearly linear relation was

found between the initial concentration of the impurities and the purification factor,

enabling the prediction of the final purity.

The yield behaves unexpectedly. The dashed line gives the prediction of the

yield based on the solubility of the solute. The experimental yield shows a complete

opposite behavior. The impurities cause the solubility of the product to increase.

Designing the super-saturation for a batch cooling crystallization is done through

the cooling profile applied. Batch cooling crystallization is often done with a natural

or linear cooling profile. Natural cooling leads to an exponential temperature profile

with a large cooling rate at the beginning of the process and a low cooling rate at the

end. This gives a high saturation level and growth rate in the beginning of the

process, making the crystals more susceptible for liquid inclusion (decreased

purity) and rough crystals (decreased washing behavior/purity and excessive initial

nucleation). Alternatively, linear cooling profiles are also used. However this

doesn’t improve the situation with respect to inclusions and rough crystals, because

initially not much crystal surface is present leading to a high growth rate.

Active control of the cooling rate can be obtained by applying in-line sensors

like refractive index or FT-IR. The objective of the control is to enable a constant

super-saturation during the process. Active growth control of the crystals by means

of particle size measurements is investigated by several academic groups and

reported in literature. However, this is not yet common practice in industry because

in-line particle size sensors are often troubled by calibration, fouling and drift. Also,

robust growth control algorithms are still an academic field of investigation.

The optimization of the cooling profile can also be done using the population

balance approach for process development purposes.

Figure 2.15 gives the results of such an optimization. The optimization has been

performed for a pharmaceutical intermediate with a molar mass of approximately

0.7 kg/mol that is crystallized using a seeded batch cooling crystallization. Screen-

ing crystallization experiments showed that the crystallization was slow due to the

large molecular weight and complex nature of the molecule. This resulted in a

crystallization process that required an average cooling rate of 5 �C/h in order to

reduce the inclusion of mother lye. Optimization of the cooling profile was

performed by estimating the solubility and crystallization parameters on the basis

of 11 solubility measurements on a 1 mL scale and 1 crystallization experiment on

15 mL scale.
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Figure 2.15 shows that optimization of the cooling profile can remove the

overshoot of the super-saturation at the beginning and end of the process. Further

optimization of the process is possible (e.g. seed amount and seed size) as was

shown by Koyama et al. [14]. The optimization of the cooling profile of a crystal-

lization process was already discussed by Nyvilt et al. [24]. Based on a temperature

independent growth rate (only saturation level) he concluded that the ideal cooling

profile should be a cubic function with a slow cooling in the beginning and a fast

cooling at the end. In the above mentioned case this temperature profile is not

found. The reason is the fact that temperature effects on the growth rate are taken

into account. The low temperatures cause the diffusion of the molecule to decrease,

leading to a decreasing cooling profile at the end of the crystallization. An inter-

esting part of this kind of optimization is the fact that it can be applied in an iterative

mode for process optimization. This has been shown by Forgione et al. [9].

Control of mixing is important for processes that operate at relative high super-

saturations. An example is the crystallization of amphoteric materials. In this

crystallization process charged molecules are neutralized by the addition of acid

(or base, depending on the initial pH). Figure 2.16 gives the experimental relation

between the particle size, impurity level and energy dissipation of an anti-biotic

building block. The data show that the particle size and the level of impurities of the

crystalline product depends on the energy dissipation of crystallizer, i.e. the mixing

behavior of the system.

The mixing of the acid stream is not only influenced by the energy dissipation

(i.e. stirring rate), but also by the rate at which the acid is dosed to the system. Here,

meso-mixing plays a role [13]:

Fig. 2.15 Effect of cooling profile on saturation profile during crystallization of pharmaceutical

intermediate
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τmeso ¼ A
εavg
εlocal

Q
1=3
feed

N4=3Ds

ð2:23Þ

where:

τmeso ¼ characteristic time for meso-mixing

A ¼ mixing coefficient

savg ¼ average energy dissipation

slocal ¼ local energy dissipation

Qfeed ¼ feed rate

N ¼ stirrer speed

Ds ¼ stirrer diameter

The meso-mixing can be used to develop a multi-compartment population

balance model, the segregated feed model (SFM [13]), to describe the formation

of the particles. Figure 2.17 gives the configuration of the SFM-model. This model

has been used to investigate the effect of the addition rate. The kinetic parameters of

the SFM-model were estimated on the basis of standard production circumstances.

The objective of the simulations was to find circumstances were smaller crystals

were prepared. Initially a small increase of the feed flow was tested (experiment 2),

not leading to a decrease of the particle size. Simulations showed that a threshold

value exists for the acid feed flow in order to change the particle size. Experiment

3 has been done with 50 % increase of the average acid feed rate, reducing the

addition time with 30 %. Here an effect of the feed rate change is seen. The particle

size of the simulations and the actual production plant were in agreement with each

other (Table 2.3).

Fig. 2.16 Experimental relation between particle size, impurity level and energy dissipation for

the pH-shift crystallization of an anti-biotic building block
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2.4.2.2 Continuous Crystallization

Continuous crystallization is the preferred process option when economic produc-

tion of (large quantities of) material is essential. Therefore optimization of opera-

tional costs (feed stock, energy usage, reuse of material) is one of the ways to lower

the costs.

Control of super-saturation in continuous crystallization is usually the key aspect

of the operation. The saturation level is often related to the mixing of the feed of the

system with the content of the crystallizer. A known example is the crystallization

of melamine.

Figure 2.18 gives the simplified crystallization process of melamine on the basis

of US patent 4408046 [34]. The crystallization section is fed with a melamine slurry

from a previous process step. Build-up of by-products may occur because mother

lye from the product is recycled to an adsorption section (not drawn for simplicity

reasons). Therefore, the conditions in the system are such that the by-products are

M

acid/base amphoteer

product

Fig. 2.17 Compartment

model for the crystallization

of a pH-shift or anti-solvent

crystallization

Table 2.3 Effect of acid addition feed rate of particle size of pH-shift crystallization of anti-biotic

building block. D50 and D95 are the 50 and 95 % quantiles of the particle size distribution

Parameter Base case Exp 2 Exp 3

Acid feed flow Standard þ5 % þ50 %

D50 plant 22.1 23.9 14.1 [μm]

D50 model 22.1 20.5 13.9 [μm]

D95 plant 59.3 71.7 51.1 [μm]

D95 model 55.7 59.6 45.2 [μm]
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solid in the feed slurry and can be removed from the feed stream by filtration. The

feed stream is diluted with an almost clear stream from the fines withdrawal part of

the crystallizer and the top stream of the hydrocyclone. This stream is heated to

such an extent that the melamine dissolves in the dissolution loop, otherwise the

excess of melamine crystals would clog the filter.

However, the amount of solids in the dilution stream from the settling zone of the

crystallizer and the hydrocyclone must be limited because this amount of melamine

adds to the amount of melamine in the feed stream and increases the super-

saturation at the mixing point of the crystallizer. When the super-saturation in

this point becomes too high, excessive nucleation takes place, leading to smaller

particles and even more material in the dilution loop.

Figure 2.19 gives an example of a three-stage process combining energy inte-

gration and consecutive feeding of crystallizers. The multi-stage approach enables

the efficient use of energy resources and the production of coarse grain material.

This is an approach that is typically applied for inorganic salts like Sodium

Chloride, Sodium Sulphate and Ammonium Sulphate. The shown example uses

three stages and so-called feed-forward feeding (feed of stage 2 comes from stage

1, etc.). Other configurations are also possible. Darwish et al. [6] investigates a

number of different configuration, including the application of vapor recompression

to improve the energy content of a vapor stream from a crystallizer. Which

configuration is optimal, depends on the situation, i.e. material and costs and

availability of energy. It should also be mentioned that removal of solvent by

means of eutectic freeze crystallization is also becoming interesting for the crys-

tallization of highly soluble inorganic salts.

crystallizer

feed slurry

product

vapor

heat
dissolution

filter

hydrocyclone

dilution stream

Fig. 2.18 Crystallization of melamine on the basis of USP 4408046
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Multi-stage processes can also be used to increase the yield of a continuous

crystallization process. An example is the crystallization of vitamin C. The solu-

bility of vitamin C is such that a combination of cooling and evaporative crystal-

lization can be used to increase the yield of the process.

Figure 2.20 gives the process flow sheet for a two-step crystallization process of

vitamin C, with a combination of an evaporative crystallization and cooling crys-

tallization. The first step uses evaporation to concentrate the feed liquid. Crystals

are grown at relative high temperature, resulting in high growth rates and high

M

vapor

feed

Fines

M

vapor

feed

Fines

M

vapor

product

feed
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Fig. 2.19 Multi-effect configuration for energy integration during evaporative crystallization
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Fig. 2.20 Combined two-step process for crystallization of vitamin C
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productivity. The second stage cools the liquid to sufficient low temperatures to

increase the yield. The lower growth rate is counteracted by the high crystal surface

area in the crystallizer.

A drawback of evaporative/cooling crystallization process for vitamin C is the

fact that cooling to low temperatures is required to get sufficient yield. Application

of membrane-assisted super-saturation generation is a method to overcome this

drawback.

Figure 2.21 gives a crystallization process containing an airlift crystallizer and

membrane assisted super-saturation generation than can be used to crystallize

components that require a combination of evaporation and deep cooling to get

sufficient yield.

2.4.2.3 Micro-Fluidic Crystallization Processes

Crystallization of nanomaterials can be done in so-called micro-fluidic devices,

i.e. micro-reactors. In the case of reactive crystallization, direct mixing of the

dissolved reactants can be done in T- or Y-mixers. Panagiotou et al. [26] gives

the example of the production of Norfloxacin nanoparticles (antibacterial agent) by

means of impinging jets technology. Figure 2.22 gives the principle of the imping-

ing jet technology. Norfloxacin has a high solubility in DMSO, but a low solubility

in water. Therefore, Norfloxacin can be crystallized by anti-solvent crystallization.

A drawback of anti-solvent crystallization is the dependence on mixing. A way to

minimize the effect of mixing is to mix two liquid jets (water and Nosfloxacin/

DMSO) at a high velocity in a T-mixer. When the mixing is sufficient, single

crystals are formed. Figure 2.23 gives the particle size distribution of the formation

Crude VitC

nitrogen

S101

LIC101LIC110

CW

V110

V102

steam

vapor

S110 Wet cake

purge

 

Fig. 2.21 Airlift and membrane assisted crystallization process
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of Norfloxacin crystals. In the case of pure solvents 5 % of the material has a

particle size between 3 and 10 μm. This indicates that some agglomeration has

occurred. When 1 % of surfactant is added, the agglomerated particles disappear.

Preparation of nano-crystals by mixing of fluids that don’t de-mix due to liquid-

liquid de-mixing is possible for reactive and anti-solvent crystallization. When

nano-crystals are to be prepared through cooling crystallization this is not a good

option. Normally cooling has to be applied though the wall. This generates addi-

tional super-saturation near the wall, leading to fouling of the wall (Fig. 2.24) and

blockage of the system.

Reactant 1 Reactant 2

Mixing chamber

Nano crystals

Fig. 2.22 Impinging jet

principle for nano

crystallization

Fig. 2.23 Effect of surfactant on nano crystallization of Norfloxacin (Modified from Panagiotou

et al. [26])
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Fouling of micro-fluidic devices during cooling crystallization can be prevented

by dispersing the mother lye as droplets in another non-miscible liquid. This can be

done by preparing emulsions in stirred vessels or by dispersing the liquid droplets in

micro-fluidic devices. Teychené and Biscans [33] have applied this methodology

for the crystallization of Eflucimibe. Figure 2.25 gives the general principle of the

methodology. The two immiscible liquids are mixed in a small chamber that is

formed in such a way that nice droplets are formed. The droplets are transported

through a long channel (e.g. etched in a glass plate). The channel gives residence

Fig. 2.24 Fouling of micro-fluidic device during cooling crystallization using a homogenous

liquid

Organic phase

water

Organic droplets

Cooling

Solvent exchange
Reaction

crystallization

Fig. 2.25 Micro-fluidic principle for nano-crystallization using dispersed droplets
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time and the possibility to perform crystallization actions (cooling, solvent

exchange or reaction).

One of the critical issues with micro-fluidic devices is the scale-up. Here, two

methodologies are used. In the case where fouling is not an issue, transfer to static

mixers is a possibility. The throughput of the droplet technology is usually done by

parallelization, i.e. applying multiple channels (see for example Panagiotou

et al. [26]).

2.5 Definitions, Abbreviations and Symbols

6-ACA ε-amino-caproic acid

BCF Burton-Cabrera-Frank

CFD Computational fluid dynamics

DMSO Di-methyl sulfoxide

DTB Draft tube baffle

EtAc Ethyl acetate

EtOH Ethanol

FC Forced circulation

FT-IR Fourier transform infrared

IPA Isopropanol

MeOH Methanol

NRTL Non-random-two-liquid

NRTL-SAC Non-random-two-liquid segment activity coefficient

OFB Oscillating flow baffled

RCI Retreat curve impeller

SAFT Statistical associating fluid theory

SFM segregated feed model

UniQuac Universal Quasi Chemical

A #/m3s Pre-exponential coefficient of primary nucleation

A m2 Area

B #/m3s Birth rate

Bp,0 #/m3s Primary nucleation rate

Bs,0 #/m3s Secondary nucleation rate

ΔCp J/mol Heat capacity difference between solid and liquid solute

cact mol/m3 Actual concentration

cs mol/m3 Solute concentration in the solid

csat mol/m3 Solute concentration in the liquid at saturation

Δc mol/m3 Difference between actual and saturation concentration

Ð m2/s Diffusion coefficient

(continued)
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D #/m3s Death rate

Ds m Stirrer diameter

dm m Molecular diameter

di m Particle size of crystals from size class i

dp m Particle size

fg – Growth rate coefficient

G m/s Crystal growth rate

g m/s2 Gravitational acceleration

H Pa Hardness of a material

ΔHf J/mol Heat of fusion

ΔHsol J/mol Apparent heat of solution

kb J/K Boltzmann constant (1.38·10�23)

kd m/s Mass transfer coefficient

kg m/s Surface integration growth coefficient

ks – Secondary nucleation rate coefficient

l m Particle size in population balance

M – Strength number

NE
” #/m2 Nuclei surface concentration

Ni #/m3 Number concentration

N rpm Stirring rate

Njs rpm Just suspension stirring rate

n 1/m4 Population density

P – Purification factor

pH – Acidity of solution

pKa – Dissociation coefficient of acid group

Qfeed m3/s Volumetric feed rate

R J/mol K Gas constant (8.314)

Ri,j #/m3s Collision rate

Rep – particle Reynolds number ¼ ρld pu p

ηliq

r – Size ratio

S – Saturation level

Sc – Schmidt number ¼ ηliq
ρliqĐ

T K Temperature

Tf K Temperature of fusion

Tsol K Temperature of solution

t s Time

Vatt m3 Volume of attrition fragments

Vm mol/m3 Molar volume

Vp m3 Particle volume

Wc J Critical deformation energy

X – Volume fraction solids

x – Mole fraction

xsat – Solute mole fraction at saturation

βi,j m3/s Intrinsic agglomeration rate kernel

(continued)
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εavg W/kg Average power dissipation

εlocal W/kg Local power dissipation

Φ #/s In/out flow rate of particles

γ – Activity coefficient

γ 1/s Liquid deformation rate

γs N/m Surface energy of nuclei

γCL N/m Surface energy of crystals

ηliq Pa·s Dynamic viscosity

ν m2/s Kinematic viscosity

Δρ kg/m3 Density difference between solid and liquid

ρl kg/m3 Density of liquid

σ – Super-saturation

σ Pa Yield stress

σcol Pa Collision stress

σi Pa Hydrodynamic surface stress

τmeso s Meso mixing time

Ψ i –
Stokes number ¼ 8γΔρd2p

18ηliq

ψ i,j – Collision sticking efficiency
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Chapter 3

Wet Colloid Synthesis: Precipitation
and Dispersion

Ger J.M. Koper and Roman Latsuzbaia

Abstract Recent developments have significantly altered our understanding of

(nano)particle wet synthesis. The most salient feature is that after nucleation and

limited growth the “primary” particles aggregate and subsequently coalesce into

larger secondary particles of which the size can be limited in the traditional way

such as by surface active agents. Hence, the final size and shape of the secondary

particles can be controlled at will through the controlled assembly of the primary

particles. The aim of this chapter is to use this in the design of wet synthesis

methods for both organic and inorganic particles where a particular example for

Pt catalysts is discussed in detail. In order to achieve this, colloidal behavior is

presented in a colloquial form and interactions, stability, nucleation and growth are

reviewed. Subsequently, the use of surfactant as a template is discussed after which

the reader is prepared to embark on a description of a synthesis procedure that was

recently developed in our group. The importance cannot be stressed: finally one is

able to design a synthesis procedure although many challenges remain that are

reviewed in the outlook at the end of the chapter.

3.1 Introduction

A wide variety of methods exist to synthesize nanometer or micrometer sized

particles of various shapes and symmetry from liquid solutions [19, 33, 42, 56,

70, 79, 81]. However, each of these methods is special with regards to ingredients

and processing conditions. This chapter aims at the development of a processing

method by which many different particles can be created with one single procedure.

The basis of design of this method is the very recent finding that nanoparticle
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synthesis essentially involves the coalescence of small nuclei [9, 20, 59–61, 78],

typically not larger than a few nanometer only. By controlling the assembly of these

nuclei into larger aggregates before coalescence takes place, one may dictate the

size and possibly shape of the resulting particles [45].

For a long time, the canonical view was held that the wet synthesis of colloidal

particles is controlled by the Kelvin equation, i.e. by a Gibbs energy balance between

the positive surface formation contribution and the negative contribution of bulk solid

phase formation [56, 71, 79]. Once, when by fluctuation a nucleus larger than the

critical radius is formed, its growth is from there on only limited by mass transport.

The Gibbs energy barrier is hence the determining factor in the nucleation rate. The

modern view is that this nucleation model, with all its present refinements, still holds

but only for the very early stages of particle formation. At later stages, in particular

when the monomeric building blocks are depleted, growth continues with the aggre-

gation and subsequent coalescence of the nuclei. The final particle size is determined

by capping agents or surface active agents that have the effect of strongly reducing

the growth rate of the particles beyond a certain size [35, 51].

In a very recent review article, Wang et al. describe the above sketched growth

mechanism for inorganic particles [77]. Almost at the same time, our group contrib-

uted to this field by demonstrating that also the formation of polymer colloids by the

very classical emulsion polymerization technique evolves along the same lines [9]. In

short, after initiation monomers polymerize to oligomers. At some point, the oligo-

mers become insoluble and nucleate into small primary particles. The primary

particles subsequently aggregate into larger secondary particles where the polymer

continues to grow within and on the surface to result in uniformly sized particles, see

Fig. 3.1 (top) for a sketch of the process. An interesting aspect of the aggregation

process is that the primary particles carry a significant electrical charge which should

prevent them from aggregating. The origin of the charge is either the ionic initiator or,

in case of a nonionic initiator, the charge that naturally develops at hydrophobic

surfaces in the presence of water [8]. It is the still present radical chains at the surface

of the particles that are hypothesized to be responsible for the initial linkage between

the particles as illustrated in Fig. 3.1 (bottom). The secondary particles are initially

very soft with many voids so that while curing they become perfectly spherical and

their surface becomes very smooth.

MONOMER

INITIATOR

PRECURSOR OLIGOMER PRIMARY PARTICLES SECONDARY PARTICLES LATEX PARTICLES

Fig. 3.1 Top: Sketch of polymerization process involving nucleation, polymerization, nucleation,

coalescence and growth; Bottom: visualization of the aggregative growth process by which latex

spheres can coalesce reversibly [9] (Copyright American Chemical Society; reprinted with

permission)
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The rest of the chapter is organized as follows. In Sects. 3.2 and 3.3 the basics of

colloidal stability and interactions, respectively, are discussed in order to establish a

solid theoretical basis for the further discussion on particle nucleation and growth in

Sect. 3.4. In Sect. 3.5 surfactant templating methods are dealt with to be subse-

quently applied in Sect. 3.6 where the design method is discussed and results are

presented for a contemporary example. In Sect. 3.7 we reflect on the present state-

of-the-art and discuss some future developments.

3.2 Colloidal Stability1

A major concern in wet colloid synthesis and processing is colloidal stability. The

term is used whenever a colloidal dispersion loses its homogeneity and clearly

shows signs of phase separation such as sediment on the bottom of the container or a

layer on top of the container. It is important to realize that almost always the result

is the net effect of two intricately interplaying processes: sedimentation or creaming

and flocculation. Therefore, before embarking on a discussion of colloidal stability

the two separate processes will be discussed.

3.2.1 Sedimentation and Creaming

When a particle is forced to move through a liquid, the velocity ν it acquires is

proportional to the applied force F. This is essentially Stokes’ law and it reads

v ¼ F= f . The proportionality factor f is called the friction factor which for a sphere2

is given by f ¼ 3πηd with d the diameter of the particle and η the viscosity of the

liquid which is about 1 mPas for water. The friction that the particle experiences in

the liquid arises from the hydrodynamic momentum transfer which in itself is

mediated by collisions of liquid molecules with the moving particle surface.

There is, however, an additional effect of these collisions. Even at rest, there is a

fluctuating momentum transfer from the liquid molecules to the particle and as a

consequence the particle exhibits irregular motion, the so called thermal motion or

Brownian motion. The time average of the momentum transfer vanishes, but there

is a noticeable effect on the position of the particle. In a given time lapse Δt the
uncertainty in the center-of-mass position of the particle has increased by an

amount Δr ¼ ffiffiffiffiffiffiffiffiffiffiffi
6ĐΔt

p
. The proportionality constant Đ in the above equation is the

diffusion coefficient of the particles, which is related to its friction factor by the

Einstein relation Đ ¼ kBT= f , in which kB ¼ 1:38 � 10�23 J=K is the Boltzmann

1 Sections 3.2 and part of 3.3 are adapted from An Introduction to Interfacial Engineering by

the author [30].
2 Even though many (colloidal) objects are not spheres, one still uses expressions for spheres to

obtain the correct order of magnitude in the absence of a more accurate value.
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constant or molecular gas constant and T is the absolute temperature of the liquid,

typically 300 K. It is important to note that Brownian motion is a chance process

and hence there is no way to predict the actual distance covered by a particle. The

only statement one may make is that after a time lapse Δt there is a high probability
to find the particle within a sphere of radius

ffiffiffiffiffiffiffiffiffiffiffi
6ĐΔt

p
. Colloquially one says: the

particle has “diffused” over a distance
ffiffiffiffiffiffiffiffiffiffiffi
6ĐΔt

p
.

It is easy to see that the Brownian motion of a tennis ball will not be

too impressive, but for a 6 nm sphere in water the diffusion coefficient is about

73 � 10�12 m2=s so that after a second it “diffuses” a distance of approximately

20 μm which is about 3500 times its size!

Now, consider a liquid colloidal dispersion in a transparent vessel as in Fig. 3.2

where the dispersed phase has a higher mass density than the liquid. The particles

will gain a velocity as discussed above and after some time, a density gradient will

set in so that the dispersed phase is denser at the bottom of the vessel than at the top.

In the extreme case all the dispersed mass is at the bottom, which is called

sedimentation. The situation where the dispersed phase has a lower mass density

is called creaming because the density gradient is opposite. The density gradient

will cause the particles to diffuse back to equalize the gradient. The balance of the

two opposing fluxes, Jg because of gravity and JD because of diffusion, is a density

profile c(z) that has the same functional form as the barometric height distribution

c zð Þ ¼ c z0ð Þexp � z� z0ð Þ=Lg
� �

with characteristic length scale Lg. It is evaluated

as Lg ¼ kBT= gV pΔρ
� �

in which g is the gravitational constant, Δρ is the mass

density difference between dispersed phase and continuous phase, and Vp is particle

volume. This length scale is to be compared to the size of the container; we assume

a flask of 10 cm length (z – direction) here. For values of the length scale Lg less
than a few millimeters, a sediment or cream layer will form. For values larger than

tenths of centimeters, the dispersion will appear homogeneous. Values in between

Fig. 3.2 Sedimentation in a

colloidal dispersion

(Copyright VSSD; reprinted

with permission)
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will exhibit an appreciable density gradient which for many systems is easily visible

whereas for others spectroscopic techniques such as light scattering are required.3

3.2.2 Flocculation

In a colloidal system, particles move because of Brownian motion and external

forces, such as shear; see Fig. 3.3. Once in a while, two particles collide and then it

depends on the interaction between the particles whether they will stick together or

will separate again due to for instance shear. Particles may also separate due to

Brownian motion albeit that in the latter case this is usually a minor effect. The

process that sticks particles together continues and with time larger and larger flocs

or aggregates are formed. The larger a floc, the slower it diffuses because of a

relatively involved hydrodynamic effect. Simply stated, it is due to rotational

Fig. 3.3 Schematic representation of the flocculation process (Copyright VSSD; reprinted with

permission)

3 It is important to realize that the diffusion rate determines the time scale over which the

sedimentation profile establishes itself. The shape of the profile however is independent of the

kinetics; as a signature: the profile does not contain the viscosity which is the rate determining

liquid property here.
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diffusion of the particles during which the liquid enclosed in the solid cavities

remains stationary with the particle and hence adds up to its effective volume. In

shear flow, particles also rotate which leads in the same way to slower motion.

Therefore, the effective mass density of the flocs changes which in the end leads to

creaming or sedimentation. Furthermore, especially in the case of liquid-liquid

dispersions the sticking of particles can lead to the merging of droplets, a process

commonly termed coalescence.

As discussed above, the collisions between particles may either arise from

Brownian motion, in that case leading to perikinetic flocculation,4 or from external

forces, leading to orthokinetic flocculation.

The time scale of aggregation is an important product design quantity, for

instance in paint the time scale of aggregation should be below that of drying as a

film. The fastest aggregation is obtained when there is no interaction between the

particles except that they aggregate upon collision. This is not a purely academic

exercise as it is often a good model when only van der Waals forces act between the

particles: due to the short length scale over which these forces act the particles

behave as sticky balls. Initially, aggregation is a second order rate process and

hence the time scale of aggregation is inversely proportional to the initial particle

concentration, c0 (in particles per cubic meter). It was Smoluchowski5 who derived

expressions for perikinetic flocculation, τ p ¼ 1= 4πĐdc0ð Þ, and for orthokinetic

flocculation, τo ¼ 3= 2πGd3c0
� �

in which G is the shear rate. During flocculation,

the total mass of particles and hence its volume fraction ϕ ¼ πd3c0=6 remains

constant so that during orthokinetic flocculation the flocculation time scale is

independent of the actual progress of flocculation.

In order to control or prevent flocculation, one needs to tune the interactions

between the colloidal particles. In this way, one obtains longer time scales for

flocculation and increases the stability ratio, i.e. the ratio between the actual

flocculation time scale and the fast time scale. In some particular cases, this

common route is not available for instance because during processing a dispersion

experiences strongly varying pH levels. In those cases, affecting the fast floccula-

tion time scale by increasing the viscosity or introducing a yield stress might be the

solution.

4 The word coagulation is also used to denote flocculation or aggregation.
5 The Smoluchoski family preferred the Polish name as given in the text. German texts, such as his

PhD thesis, refer to him as Marian, Ritter von Smolan Smoluchowski; the word Ritter stands for
Knight. In contemporary texts, confusion dominates and one also finds Maryan von

Smoluchowsky.
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3.3 Colloidal Interactions

In most text books, the electrical double layer or DLVO-interactions [22] enjoy

more attention than the steric interactions whereas in practice their relevance is

quite comparable. Therefore, this subsection devotes roughly the same amount of

attention to both kinds of interactions.

3.3.1 Van der Waals Interactions

The origin of the van der Waals interactions is in the distribution of electrons

around the nuclei of the molecules. It is intrinsically quantum mechanical in nature,

but a simple picture may be sketched based on the classical Bohr model of atoms

and molecules. Consider first a mono-atomic molecule such as Argon. The nucleus

represents the center of mass of the positive charges in this molecule. The center of

mass of all the negative charges, the electrons, on average coincides with the center

of mass of the positive charges. The electrons, however, orbit the nucleus and as a

consequence their center of mass fluctuates around the nuclear center of mass. This

gives rise to a fluctuating dipole that radiates an electromagnetic field. The electron

clouds around molecules in the neighborhood respond to this fluctuating dipole and

themselves radiate an electromagnetic field that is partly correlated with the

received field. The net average of this fluctuating dipole-fluctuating dipole interac-

tion is attractive. For more involved molecules there are also dipole contributions

from vibrational motions inside the nuclei and even rotational motions of the

molecules as a whole. A detailed description of van der Waals forces can be

found in the book by Israelachvili [28].

To find the van der Waals interaction between surfaces or between spherical

particles, summation rules are invoked. For spheres of diameters d1 and d2 of a

material α in a medium β, the van der Waals interaction can be written as

w hð Þ ¼ Aαβα

3h

d1d2
d1 þ d2

ð3:1Þ

with h the distance between the surfaces.

The importance of this expression is that the van der Waals interaction between

spheres varies inversely with the separation and is proportional to the “average”

size. The strength of the interaction is determined by the Hamaker coefficient Aαβα.

Its value can be related to the interfacial tension of the materials. In general one

finds, that for particles of the same material α that are dispersed in a liquid β, the
Hamaker constant is always positive but that for particles of different materials α
and γ it could be negative. An example is poly(methyl methacrylate) or PMMA-

particles in water, for which the Hamaker constant is 7:1110�20 J, whereas the

Hamaker constant for the interaction between PMMA-particles and air bubbles in

water is attractive, it is �1:2310�20 J.
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3.3.2 Electrical Double Layer Interactions

A surface in contact with an electrolyte, see Fig. 3.4a, may acquire a surface charge

by several mechanisms. One of the most frequently occurring mechanisms is the

dissociation of surface groups and another mechanism is the specific adsorption of

some ion type. With all mechanisms, the effect is that there are restricted ions at or

within the surface and mobile ions in the electrolyte. The system as a whole is

neutral, so that there is a balance between the counter ions and the surface charge. In

addition, the electrolyte may contain more ions of different kinds that charge

compensate amongst themselves.

The organization of the counter ions will be such that the Gibbs energy is

minimized, which implies that (i) the surface charge is compensated on the shortest

possible length scale, (ii) the effect of repulsion between the ions is minimal to

minimize the enthalpy, and (iii) the ions are as much dispersed as possible to

maximize the entropy. The presence of other ions assists in two ways:

(i) By intermingling positive and negative ions the effect of interactions between

the ions is balanced and (ii) more ions allow for more distributions which maximize

the entropy. The organization of the ions near the surface leads to an electric

potential as depicted in Fig. 3.4b. The resulting electrical potential is well approx-

imated by

ϕ hð Þ ¼ ϕeffe
�κh ð3:2Þ
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Fig. 3.4 Charged surface in contact with an electrolyte (a) and electrical potential in the liquid (b)
in which both a high and a low surface potential case at the same ionic strength are shown

(Copyright VSSD; reprinted with permission)
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There are two characteristics of this potential that need to be discussed. The first is

the exponential decay dictated by the inverse Debye length scale that varies with the

square root of the ionic strength6 of the liquid phase, see Table 3.1. The above

equation (3.2) summarizes the experience that the more ions there are in the system,

the more effective their screening effect. This screening is essentially the same as in

ionic solutions where ions of the one kind organize themselves around ions of the

other kind so as to minimize the electric fields that arises because of their presence.

The ionic distribution in front of the surface effectively forms a diffuse double layer

with a thickness that scales with the Debye screening length.

The second characteristic of the potential is the effective surface potential. In

Fig. 3.4 the relation between the effective potential and the actual surface potential

as can be determined by for instance potentiometric titration. The picture clearly

shows, that for low actual potentials, the effective potential and the surface poten-

tial are equal. For high actual potentials, the effective potential levels off to a

constant value, 4kBT/e (with e proton charge) in the case of a simple 1–1 electrolyte

solution, see Fig. 3.5. The explanation for this behavior lies in the ionic distribution.

For low surface potentials the diffuse double layer effectively screens the surface

charge, but for high potentials the attraction between the free ions and the surface

charge would become too high if not a significant amount of the counter ions reside

very close to the surface. This charge condensation is a very local effect close to the
surface, so that further away from the surface the effective charge that is felt in the

double layer and beyond is as if the larger part of the surface charge is not present.

Hence the term effective surface potential.

The relation between the surface charge and the effective surface potential or

zeta-potential is rather involved [26]. For not too large surface potentials it reads

σ ¼ ε0εκϕeff ð3:3Þ

where κ is the Debye screening length, ε0 ¼ 8:85 10�12 C2=Jm the dielectric

permittivity of vacuum and ε the relative dielectric permittivity of the solvent

(about 80 for water). The surface charge of a particle is a quantity that can be

measured by recording its motion under the influence of an electric field. By means

of such electrophoretic measurements one hence obtains the zeta potential of the

surface. More information on this and similar methods can be found in the books of

Hunter, one of the pioneers of the technique [25–27].

Table 3.1 Some values of the Debye screening length for a 1–1 salt such as NaCl

[NaCl] M 10�7 10�4 10�3 1

κ�1 nm 960 39.4 9.6 0.3

6 The ionic strength of a 1–1 electrolyte is equal to its concentration, for more involved electrolytes

it can be found in various text books [22].
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3.3.3 DLVO Potential

When two charged particles approach one another within the range of the electrical

double layer, which means that the separation between the surfaces is less than a

few times the Debye screening length, repulsive electrical interactions arise with a

strength that increases with distance. At closer separation, the attractive van der

Waals interactions become noticeable. The resulting interaction potential is

depicted in Fig. 3.6. The characteristics of the DLVO-potential are as follows:

• For low ionic strength values, the potential is purely repulsive and exhibits an

energy barrier that prevents particles to enter the attractive regime.

• For high ionic strength values, the potential is purely attractive.

• For intermediate ionic strength values the energy barrier is not too large and

there may even be a secondary minimum in which particles may temporarily be

trapped.

3.3.4 Steric Interactions

All particles and even molecules occupy some space that cannot be occupied or

penetrated by other particles or molecules. This is called the excluded volume of a

particle or molecule. In gases it is the high temperature value of the second virial

coefficient that in essence is the mutually excluded volume of the gas molecules.

Completely analogously, the second virial coefficient of the osmotic pressure of a

particulate solution is determined by the mutually excluded volume of the particles.

Fig. 3.5 Effective potential

as a function of surface

potential (Copyright VSSD;

reprinted with permission)

82 G.J.M. Koper and R. Latsuzbaia



The cause of these so called steric interactions lies in the Born-repulsion of molecules

that in themselves originate in the Pauli Exclusion Principle that states that electronic

shells cannot be occupied bymore than one electronwith the same spin. In the following

two different manifestations of steric interactions will be discussed, namely depletion

interaction and adsorbed layer interaction. Most of the templated particle synthesis

routes discussed later in this chapter utilize layer interaction by adsorbed surfactant.

3.3.5 Depletion Interaction

Consider Fig. 3.7a, which depicts two large colloidal particles in a bath of small

particles. Around the colloidal particles a shell is drawn within which the centers of

Fig. 3.7 Two colloidal particles in a bath of small particles (a) and depletion interaction potential
(b) (Copyright VSSD; reprinted with permission)

Fig. 3.6 DLVO potential

for particles of 0.5 μm with

a zeta-potential of 75 mV

and a Hamaker coefficient

of 1:4 10�19 J in a 1–1

electrolyte (Copyright

VSSD; reprinted with

permission)
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the small colloidal particles cannot penetrate. As long as the separation h between

the big particles is larger than the diameter d of the small particles, the small

particles may collide from all sides with the big particles. Since any collision on

one side of the big particles is equally probable as a collision on the opposite side,

the big particles will not experience a net force in one particular direction. How-

ever, when the separation h< d the small particles cannot enter the overlap volume
vo. This implies that small particle collisions on the opposite side of the big particle

are not “compensated” by collisions from the side where now is the overlap volume.

The net effect of this is, that the big particles will experience a force that brings

them together. In terms of the osmotic pressure Πs of the dispersion due to the small

particles the depletion interaction potential can be written as:

wd ¼ �Πsvo for h < d
0 otherwise

�
ð3:4Þ

and has the simple form depicted in Fig. 3.7b.

3.3.6 Adsorbed Layer Interaction

Polymers may be made to adsorb on surfaces, being either flat surfaces or particle

surfaces. Whether polymers will adsorb or not depends on the polymer-surface

interactions and on the solvent. Many times one uses polymers with ionisable

groups, so called polyelectrolytes, that are selected such that they preferentially

bind to surface groups. In Fig. 3.8 the typical aspects of polymer adsorption are

depicted [14]. Figure 3.8a is the graph of surface adsorption versus polymer

concentration, Fig. 3.8c depicts the polymer layer thickness as a function of

concentration and in Fig. 3.8b are sketches of what the polymer conformations

are at varies points.

Fig. 3.8 Adsorbed polymer layer properties: (a) adsorbed mass, Γ, (b) conformation and (c) layer
thickness, δ (Copyright VSSD; reprinted with permission)
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At low concentrations, the regime A–B, there is barely polymer adsorption and

those polymers that are adsorbed spread out over the surface at will. For a given

polymer, there is a competition between the adsorbed polymer segments and those

in solution. In other words, there is a balance between the enthalpy gained with the

adsorbed segments and the entropy gained with the segments that are free in

solution. At B the adsorption reaches a maximum in the sense that polymers

adsorbed in the flat conformation occupy the entire available surface. There can

be much more polymers on the surface, but then the conformation needs to change

from the flat state to the standing state. This is why the layer thickness increases so

drastically going from B to C compared to the increase in adsorption. In the regime

C–D the surface gets more and more saturated which is hardly noticeable on the

adsorption or on the layer thickness. For all practical purposes the surface can be

considered as full.

The quality of the solvent plays an important role in this respect which is

expressed in the Flory polymer-solvent interaction parameter χ. For χ> 0.5 the

solvent quality is good and the polymer conformations are extended. In the other

case, for χ< 0.5 the solvent quality is considered to be bad which leads to compact

conformations.

Now consider two particle surfaces that are not fully saturated with adsorbed

polymer, see Fig. 3.9. When the separation is larger than twice the polymer layer

thickness there is no interaction noticeable. Upon closer separation, the polymer

layers are touching. This gives rise to a repulsive interaction when the solvent is

also a good solvent for the polymer, because the polymer segments start to

interpenetrate which leads to a loss of entropy. When the solvent quality is bad,

the interaction is attractive. With polymer adsorption it is well possible to tune the

interaction between colloidal particles. There are some pitfalls that one has to

beware of:

• If the solvent is too good, adsorbed polymers extend far into the solvent and in

fact polymers may bridge between two particles. This phenomenon leads to

weak flocculation.

• Free polymer coils in the solution may lead to depletion flocculation because of

the above described attractive depletion interactions.

Fig. 3.9 Adsorbed polymer

layer interaction (Copyright

VSSD; reprinted with

permission)
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In order to circumvent the problems mentioned above, one often chooses the

more expensive block co-polymers with which one may tailor the one block to the

adsorption on the surface and the other block to the optimal solvent behavior.

3.4 Nucleation and Growth

The first step in the wet synthesis of (nano)particles is the creation of a supersat-

urated solution. For instance in the case of fine metal particles such as gold this is

classically done by mixing aqueous solutions of a suitable metal precursor such as

chloroauric acid (HAuCl4) and a reducing agent such as sodium borohydride

(NaBH4) [74]. In such a supersaturated solution atoms experience a strong tendency

to aggregate thereby attaining a lower free energy state compared to the

non-aggregated state. However, for small nuclei there is a strong surface energy

component arising from the fact that the surface atoms partially remain in contact

with the liquid phase. The competition between the bulk energy gain and surface

energy increase upon aggregation is modelled by the Kelvin equation and the

resulting Gibbs energy as a function of nucleus size is given in Fig. 3.10.

The important aspect of this balance is that there is an energy barrier to nucleation:

there is a critical radius over which nucleus growth starts. This corroborates with the

experimental finding that a certain degree of supersaturation is required in order to

obtain a measurable rate of nucleus formation, i.e. to be able to discriminate a density

fluctuation from a growing nucleus. Impurities in the solution that prefer to reside in

the nuclei rather than in the solution modify the energy balance slightly and may

affect that the energy barrier exhibits a weak local minimum by which nuclei can

become relatively long-lived and create a meta-stable dispersion [63]. Where for

Fig. 3.10 Gibbs energy for

a nucleus as a function of

size
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most liquids the Gibbs energy barrier is significant this is hardly ever the case for

solid materials. Hence, there is hardly a barrier to nucleation for most processes

involving solid nucleation. In actual fact, nucleation occurs so fast after creating

supersaturation in a solution that the whole process is also termed a precipitation
reaction albeit that nucleation in itself is (physical) phase separation and only the

formation of the solid atoms is a chemical reaction. Nevertheless, the concentration at

which nucleation sets in is usually significantly larger than the equilibrium saturation.

Similar to what has been discussed in Sect. 3.2 for colloidal aggregation, nucleation

kinetics also involves two aspects: the probability to collide and a reduction of the

number of collisions that are successful through an energy barrier. A critical concen-

tration needs to be overcome to guarantee sufficient collisions to generate significant

amounts of stable growing nuclei.

A first quantitative description of the method to produce fine particles by the

precipitation reaction has been provided by LaMer and Dinegar [38]. The main idea

is depicted in Fig. 3.11a where the concentration of solute is sketched as a function

of time. In the pre-nucleation stage, indicated by a I in the figure, the solute is

created by the formation reaction and hence its concentration increases until it

reaches a critical concentration. At that concentration the nucleation stage, indi-

cated by a II, sets in and gradually solute is consumed faster than what is being

produced. Hence, the concentration drops again also because the already nucleated

particles begin to grow. When the concentration drops below the critical concen-

tration, nucleation stops while the nuclei continue to grow in the final stage

indicated by III. The concentration subsequently drops further until a stationary

value is reached where the growth rate and the consumption balance.

If the concentration follows the LaMer diagram, nuclei are formed only during

the nucleation stage, II. A modern development is to actually measure the rate of

nucleus formation [78], see Fig. 3.11b for a sketch. There are two aspects to the

Fig. 3.11 LaMer diagram (a) and corresponding nucleation function (b) for the formation process

of monodisperse particles
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nucleation function. Its integral, i.e. the area under the curve, gives the total number

of nuclei formed; a good estimate is half the product of the peak value and the foot

width of the curve. The polydispersity of the formed nuclei is related to the width of

the curve because after formation growth immediately sets in so that the first

formed nuclei already grow while new ones are formed. Although the curves are

typically slightly asymmetric, they can be fitted to a Gaussian for most practical

situations.7

For the synthesis of core shell particles or for the purpose of obtaining very

monodisperse particles one invokes heteronucleation. Particles of an affine material

then act as nucleation sites for the solute. When the affinity of the solute for the

particulate material is high, core shell particles will be formed whereas when the

affinity is relatively low buds are created on the surface of the particles that grow

until complete coverage is achieved. The nucleation rate is significantly affected by

the presence of the particles.

3.4.1 Ostwald Ripening

The last stage, III, in the LaMer diagram is entered when nucleation stops – because

the solute concentration has dropped below the critical concentration – and particle

growth persists until the solute is virtually depleted. Let us first analyze the situation

where growing nuclei do not aggregate. This could be the case when precursor ions

adsorb on the particle surface and render the particle charged as is the case in many

metal particle synthesis processes [75] or when particles are effectively immobile in

a surfactant matrix [55]. Particle growth is usually a solute diffusion controlled

process and the driving force is the solute concentration being higher than the

solubility. Due to the significant contribution of the surface to the formation energy

of small particles, the solute solubility of a suspension of small particles is larger

than for large ones, a phenomenon described by the Kelvin equation [22]. The

Lifshitz-Slyozov-Wagner (LSW) theory takes this higher solubility as a local effect

near the surface of the small particles to predict the average volume – or mass for

that matter – of the particles to grow linearly with time [3]. The time scale is set by

the diffusive properties of the solute and by surface energetics. A significant

drawback of the theory is that the resulting particle size distribution is predicted

to be antisymmetric where experimentally it has been found to be symmetric. In

addition, the experimental particle size distributions are found to be composition,

time and temperature dependent while the LSW distribution is universal and

independent of these parameters. There have been many attempts to amend these

discrepancies [3] but up till now the more successful explanation appears to be

by Senkov who takes into account the effect of local concentration fluctuations

7 There is no immediate argument as to why the functional form of the nucleation function should

be a Gaussian.
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[68, 69]. Indeed, concentration fluctuations are expected to be large in practical

systems due to the relatively fast reaction times to produce the atoms compared to

timescales typically involved in mixing reactant systems.

An important consequence of local solute solubility being dependent on particle

size is that in a polydisperse dispersion it favors the dissolution of small particles in

favor of the growth of the larger particles, an effect generally known as Ostwald

ripening or coarsening [22]. The driving force is the Gibbs energy difference

between various sized particles [72]. The growth process described here implies

that the particle sizes homogenize to a uniform distribution and that the average

particle size depends on the amount of solute initially present and the amount of

nuclei initially formed [71]. This accentuates the importance of the nucleation

function described above of which the integral gives the number of formed nuclei.

For a more quantitative description of these processes, the reader is referred to the

relevant literature such as the detailed modeling by Van Hyning et al. [75].

3.4.2 Aggregative Growth

Largely due to the high resolution imaging equipment available nowadays, it has

been established now that most wet synthesis procedures providing particles larger

than some tens of nanometers involve aggregative growth. In Fig. 3.12A–D an

example from our own laboratory [9] where intermediate steps of the polystyrene

particle synthesis with a non-ionic initiator clearly exhibit a raspberry structure

indicative of aggregative growth. In Fig. 3.12E–G an example from Matijevic’
laboratory exhibiting the same [40]. The most striking feature of these experimental

data is the fact that the primary particles that develop after nucleation from growth

and Ostwald ripening remain relatively stationary in size for a time lapse long

enough to warrant imaging. Apparently, the primary particles are metastable with a

size depending on material properties (Fig. 3.2). For the polystyrene particles this is

believed to be due to the natural charge as develops at all hydrophobic surfaces in

aqueous media of moderate pH and ionic strength. The aggregation is believed to

develop because of combining free radical surface chains on nearby particles

[9]. This renders the synthesis procedure very sensitive to ionic strength as indeed

observed [8]. Similarly for solid particles where typically the precursor to the

particle forming solute is ionic and preferentially adsorbs on the surface of the

particles rendering the primary particles charged. However, upon depletion of the

precursor, also the surface charge diminishes because of the ongoing reduction

reaction [75]. Also here, strong sensitivity to the exact formulation becomes

evident: extreme sensitivity to ionic strength and initial reducing agent

concentration.

In the past decade many workers, but mainly Privman, have studied the some-

what surprising experimental result that aggregative growth following solute nucle-

ation and subsequent growth eventually leads to rather monodisperse particles in a

size range from tens of nanometers up to several tens of micrometers and
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sometimes larger: over three orders of magnitude in size! By careful analytical,

experimental and numerical work it has become clear under which conditions fine,

monodisperse particles can be created. There are two reasons to give for this:

restructuring of the primary particles is feasible as these are typically very small,

sometimes less than a nanometer, and additional material deposition is favored in

corners: a phenomenon akin to sintering; yet another manifestation captured by the

Fig. 3.12 Evidence for aggregative growth (A–D) from non-ionically initiated styrene polymer-

ization and (E–G) for the formation process of CdS nanoparticles. The micrographs of freeze-

dried samples in (A–D) were taken during a surfactant-free polymerization process at successive

time lapses after initiation. (A) 15, (B) 45, (C) 120, (D) 180 min. (A and B scale bars are 200 nm.

C and D scale bars are 500 nm). Those of CdS particles were obtained by the controlled double-jet

precipitation technique: (E) after 8 s; (F) after 20 s; and (G) of the final product (Copyright ACS;

reprinted with permission from A–D Dobrowolska et al. [9] and E–G Libert et al. [40])
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Kelvin equation. Most of the analyses have focused on a burst nucleation process as
already envisaged by LaMer et al. [38]. An important criterion, satisfied by this

process, is that the production of primary particles should not be continuous but

exponentially decaying in time; see the recent review by Gorshkov and Privman

[18] and references therein. This stresses the importance of the nucleation function

introduced above albeit that experimental techniques for its ready evaluation are

still under development.

3.4.3 Restructuring

In actual fact, the wet synthesis of particles as described here is a hierarchical series

of agglomeration processes. The first one is where the solute particles assemble into

nuclei and subsequently grow by solute particle addition. The resulting small sized

primary particles are most often crystalline which is most likely due to the fact that

the time required to restructure the particle after solute addition is relatively short

compared to the time scale involved in the diffusional nucleation and growth

process. In other words, the solute can readily find an optimal position on the

surface. The second agglomeration process is the one where the primary particles

aggregate into secondary particles. In general, aggregation processes render struc-

tures that can be very dendritic if the first attachment is definite. The reason for this

is that most of the subsequent particles will hit the tips of the dendrites before

reaching the interior. In successful particle synthesis procedures, the aggregation

process does allow for restructuring at the surface and a much more compact

raspberry structure results. There is ample evidence in the literature of such

structures, from our own work as represented in Fig. 3.12 as well as from others.

Subsequent primary particle additions often serve to assist in the restructuring

process albeit that amorphous walls between otherwise crystalline regions often

persist. An important signature of the restructuring process at this stage is the

polycrystalline nature of the secondary particles with crystallite domain sizes

close to the primary particle size [78]. When most of the primary particles are

consumed, a suitable protection against aggregation of the seconday particles is to

be supplied. If not, one more aggregation process may set in to form agglomerates

of secondary particles. When the secondary particles are not yet fully settled, some

restructuring may still take place but in general the resulting structures are flocs of a

more fractal nature.

3.4.4 Morphology

The secondary aggregation process in principle allows for the formation of many

different particle shapes, often by the choice of suitable agents that assist in the

assembly of the primary particles; the master of this is Matijevic and there is a
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wealth of literature from his group [17, 48–50]. Other methods utilize external

fields [45]. Although a clear understanding of the involved processes is lacking,

there have been some successful attempts to elucidate the mechanism from the

work of Privman and coworkers [18]. A proper understanding is lacking, largely

because in actual fact only the end result of the processes can be studied whereas for

an understanding of the mechanism also intermediate stages need to be visualized.

However, systematic studies are available such as by the group of Pileni [57, 58].

3.5 Surfactant Templates

Surfactants are amphiphilic molecules that consist of a hydrophilic part, usually

called head group, and a hydrophobic part, usually an aliphatic chain or tail. These

molecules have the tendency to reside at a water/air or water/oil interface and hence

they are termed surface active molecules or surfactants for short. A related, but not

identical, property of surfactants is their ability to form micelles, associative

structures that form at concentrations higher than a critical value called the critical

micelle concentration (cmc).

The Gibbs diagram, Fig. 3.13, gives the phase behavior of typical oil-surfactant-

water systems. Our interest is in the relatively low surfactant concentration regime,

until above the bicontinuous phase. When the surfactant is of relatively low

Fig. 3.13 Schematic Gibbs diagram of a typical oil-surfactant-water system. Dark regions
indicate single phases and grey regions are multiple phases. Of particular interest is the single

phase region connecting the water and oil corners: near these corners there are spherical micelles

while in the middle this is the bicontinuous phase with interconnected water and oil channels

separated by a continuous surfactant layer
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molecular mass the interactions between the associative structures are mild and the

indicated phases over the bicontinuous phase hardly exist. For high molecular

weight surfactant the high concentration regimes exhibit the more complex phase

behavior which is not of interest to the present discussion. Along the edges starting

from the bottom corners of the Gibbs diagram one finds the micellar solutions

discussed above: beyond a given cmc value micelles develop both in oil and in

water albeit at different concentrations. At low concentrations small globular

micelles are found while at larger concentrations wormlike micelles may develop

or denser globular micelle systems. At yet higher surfactant concentrations, the

associative structures interact significantly and more complex structures such as

liquid crystalline phases develop. Such systems are of interest to the synthesis of

porous inorganic structures such as SB15 [52]. At low surfactant concentrations one

finds a 2-phase region, see Fig. 3.13, where the water-rich phase contains oil

swollen micelles and the oil-rich phase contains water-swollen micelles. This is

the region where emulsions are formulated and although their equilibrium behavior

would be a two-phase system, they are kinetically stabilized to remain for a very

long time – in many cases practically forever – in the emulsion state.

The continuous single phase region reaching from the oil corner to the water

corner is the one that is of interest to nanoparticle synthesis. The general name for

systems in this regime is microemulsions and these distinguish themselves from the

above discussed (macro)emulsions in the fact that they form thermodynamically

stable systems. In the corners of the Gibbs diagram there are either the

oil-continuous regime and the water-continuous regime in which there are globular,

surfactant coated water droplets or oil droplets respectively. The size of the pools of

dispersed liquid in the globules can be estimated from the formulation, for instance

the molar, or molecular, water/surfactant ratio w0 determines the average diameter

of the water pools in an water-in-oil microemulsion according to d � 6w0vw=a0
with as molecular parameters vw the molecular volume of the water and a0 the

molecular area per surfactant molecule; sizes range from 1 nm up till hundreds of

nanometers [28]. What is neglected is the usually tiny concentration of free

surfactant, typically around the cmc, and the molecular contributions such as the

head group hydration of the surfactant. Note that this relation can also be used to

formulate (macro)emulsions. The unknown surfactant parameter in this simple

rule-of-thumb is the area per surfactant molecule in the interface. For low curvature

interfaces, such as a macroscopically flat interface, it can be determined using the

Gibbs’ adsorption equation. Γ ¼ � 1= kBTð Þð Þdγ=dlnc, from the dependence of the

interfacial tension γ as a function of surfactant concentration [22], the molar

surfactant area being equal to the inverse of the adsorption Γ.
Upon increasing the dispersed fluid volume, the globules swell and become

worm-like. See Fig. 3.14 for a simulation result. Near the middle of the single phase

region, the worms have grown and coalesced to form another continuous phase and

the result is a bicontinuous phase with both oil- and water continuity. It is important

to realize that both fluid domains, loosely termed oil and water, may actually

contain other solutes such as alcohols or salts, that modify their properties.
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3.5.1 Surfactant Parameters

The actual structures that are formed with different concentrations of oil, surfactant

and water largely depend on the surfactant. Depending on technological or academic

field, different surfactant parametrization schemes have been developed. The most

powerful in actually predicting phase behavior has been the concept of curvature

free energy as introduced by Helfrich [21, 28]. It is formulated on the basis of an

expansion of the local free energy in terms of geometrical curvature: deviations of

the actual local curvature from the spontaneous curvature are counteracted by an

elastic-like rigidity. An important situation arises when the spontaneous curvature

vanishes which is usually at a particular temperature for nonionic surfactants and at a

particular ionic strength of the aqueous phase for ionic surfactants. This is the

situation when bicontinuous microemulsions are formed, where locally both posi-

tive and negative curvatures towards the water domains exist such that the overall

average curvature vanishes. Although successful in predicting phase behavior, its

original formulation lacked a clear link to molecular structure.

In technology, the concept of hydrophilic-lipophilic balance (HLB) is still the

most frequently used and all surfactant suppliers provide the values for their

products – as these are simply related to the mass ratio of hydrophobic part over

hydrophilic part – despite the fact that such a quantity must to a certain extent

depend on the actual composition of the oil and the water phase [24]. Recently, this

and some related concepts were unified into the hydrophilic-lipophilic deviation
(HLD) by Salager and coworkers [53]. This HLD measures the deviation of the

Fig. 3.14 Snapshot at the

end of 1 μs simulations for

the system water–Na-AOT–

n-heptane with 20 % water

content using a course

grained simulation model.

Water: light blue,
n-heptane: yellow, Naþ:
blue, AOT head group:

purple, AOT tail: orange
(Modified from Ref. [54])
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formulation from the optimal formulation which is the same state as described

above where the spontaneous curvature vanishes.

In academic circles, the more geometrical concept of packing parameter is more

popular. It is defined as the ratio P ¼ as=a0 of the minimal surface area as that a
surfactant can occupy and the actually occupied surface area a0 defined above. The

minimal area is the sterically realizable optimal packing value as ¼ vs=‘, with vs the
surfactant molecular volume and ‘ the realized length of the surfactant; for alkanes it is
about 80 % of the extended length as found by molecular simulations. The optimal

formulation where bicontinuity can be found is the so called balanced state where the
packing parameter equals unity. For values around 1/3, spherical oil-in-water droplets

are preferred and for a value around 3 it is the water-in-oil droplets. As already alluded

to, the three concepts can be unified [37] albeit that more work is needed before the

unification leads to technological use. Nevertheless, these concepts help in understand-

ing the phenomenology observed in formulating templating precipitation systems.

3.5.2 Nanoreactors

Around the 1980s it was realized that droplet phase water-in-oil microemulsions

could act as a system of nanoreactors [5, 13] for precipitation reactions to synthe-

size metal nanoparticles [66]. One almost always uses water-in-oil systems

although in principle oil-in-water systems are possible as well. The size of the

water pools, determined as above described by simple geometrical considerations

involving properties of the surface active molecules and of the dispersed phase [28],

could then be used to predetermine nanoparticle size. There usually appears to be

some kind of relation between the size of the water droplets and of the

nanoparticles, so that for some particular examples the term microemulsion tem-

plate is appropriate. Nowadays, it is generally understood that such a relation in

general cannot be only understood from the composition of the microemulsion

[44]. The complicating factor is that material exchanges between the nanoreactors

[15], certainly when their contents vary in composition. The exchange of reactants

depends on various parameters that are controlled by composition, in particular

droplet concentration and surfactant film flexibility [73]. The inescapable conse-

quence of reactant exchange is that the synthesis of the nanoparticles is not limited

to the reactors themselves but in actual fact is a collective phenomenon not unlike

the situation in a simple sol albeit at rates that are – at least partly – controlled by the

microemulsion composition. Also, nanoparticles are exchanged during or after

nucleation and growth and this phenomenon is even enhanced under conditions

such as low surfactant film flexibility [44, 66] which leads to nanoparticle sizes

ranging far beyond the water pool size or even size distributions becoming bimodal

[67], i.e. small micelles without particle and large micelles with particle. Never-

theless, a great advantage of droplet phase microemulsion templating is that in most

cases the resulting particles are relatively monodispersed and well protected against

aggregation [23, 41, 43, 57, 62, 66]. The use of droplet phase microemulsions has
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also the advantage, that the morphology of the nanoparticle can be changed by

varying the type of surfactant or the microemulsion composition [10, 58]. An

important factor from a technological point of view is the yield of these synthesis

methods that is relatively low for this method due to the low droplet concentrations

used. For dispersed phase fractions beyond 10 %, droplet interactions become

important and the water pools aggregate reversibly [31].

3.5.3 Bicontinuous Microemulsion Templating

The microemulsion composition for which optimal conditions can be found for

nanoparticle synthesis turns out to be the composition region where bicontinuous

microemulsions are preferred, see Fig. 3.13. Due to the water continuity, reactants

can diffuse freely within the system so that diffusion is only weakly controlled by

microemulsion composition [32, 55]. Although small molecules and ions may

move freely within the water continuous structures, larger particles experience

strong hindrance due to the structure. This arrests the nanoparticles that are hence

no longer capable of aggregating, not even at higher concentrations. Dense

microemulsions, particularly the bicontinuous type, have been largely overlooked

in the preparation of discrete nanoparticles [46]. This is surprising, because quite

some studies have shown them to be superior to droplet type microemulsions by

allowing a higher nanoparticle production. Krauel et al. have demonstrated

(alkylcyanoacrylate) nanoparticle synthesis using interfacial polymerization in

bicontinuous microemulsions. It was claimed that the availability of larger fractions

of water for the solubilization of the hydrophilic macromolecules is a great advan-

tage of bicontinuous microemulsions over water-in-oil microemulsions [34]. Esqui-

vel et al. were the first to report an increased yield of nanoparticles produced with

bicontinuous microemulsions. These authors were able to reach concentrations of

almost 1.2 % of 8 nm nanoparticles per unit mass of microemulsion. This is to be

compared to a maximum of 0.4 % for water-in-oil microemulsions [12]. A corre-

lation between the ratio of water to surfactant molecules in the bicontinuous

microemulsion to the morphology of the PbS nanoparticles was obtained by Xu

et al. and they could selectively choose between nanospheres, nanowires or

nanotubes by going from low to high water to surfactant ratios [47, 80]. The claims

of the aforementioned authors were reinforced by Reyes et al. who reported that

bicontinuous microemulsions are not only necessary for higher yields of

nanoparticles but also for higher conversions of the nanoparticle precursors. A

nearly 1.7 % of 3 nm silver nanoparticles was achieved and the ratio of nanoparticle

precursor to the reducing agent was designated as the critical parameter in control-

ling the nanoparticle concentration and morphology [64]. Crystallinity of the

produced nanoparticles is often not high but no systematic study has been

performed so far [29]. A disadvantage of high surfactant loadings that is frequently

mentioned is that this significantly increases the cost. However, as surfactant can be

fully recovered this is not a real issue.
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3.6 Design of a Synthesis Procedure

In this section, a general approach to the synthesis of small and uniform metal

nanoparticles in dense microemulsions will be presented. The method has been

illustrated using various types of surfactants to control particle size in the nanome-

ter range [39]. The flexibility in the choice of surfactant allows us to employ up to

40 wt.% of water phase for synthesis, which is exceptionally high for

microemulsion based synthesis but delivers high yields of ultrafine nanoparticles

(up to 3 wt.%).

The requirements for the design of the synthesis procedure are (1) a high yield of

mono-dispersed nanoparticles of predefined size, (2) a robust, yet flexible and safe

production method with (3) an efficient and safe extraction technique. Such a

design can in principle be done in a single series of four steps, graphically depicted

in Fig. 3.15, albeit that some optimization cycles may be necessary to attain the

desired result. The procedure will be exemplified for platinum nanoparticles as

catalyst for the oxygen reduction reaction as takes place in a polyelectrolyte

membrane fuel cell [39].

1. Selection of the surfactant follows three criteria. The first is that the surfactant is
to be in the balanced state, i.e. the packing parameter has to have a value of

around 1 or slightly more to guarantee water continuity. This corresponds to

HLB-values of about 10, typically between 8 and 12. The composition of the

microemulsion does weakly affect this value but in a first design stage this may

Fig. 3.15 General approach to nanoparticle synthesis in bicontinuous microemulsion systems

consisting of four steps: surfactant selection, composition selection, synthesis and extraction
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not be considered. The second criterion is the effective surfactant length.

Unfortunately, such values are generally not tabulated albeit that some can be

found in the literature. A good first estimate can be obtained using Tanford’s
regression [28] involving the maximum chain length. A third and fourth crite-

rion, affinity of the head group towards the metal surface and the inertness with

respect to the chemicals used, are difficult ones to predict although some

information is available in the literature [65]. For the present example of Pt

nanoparticle synthesis, we have selected an anionic surfactant head group,

Na-AOT, that has a high affinity to Pt, has a tail with a length of 0.9 nm and a

packing parameter 1.2.

2. Formulation of the microemulsion composition is the next step. The oil type is

largely dictated by the choice of the surfactant but some variation is usually

possible. For instance, for Na-AOT one can choose alkanes from hexane to

hexadecane with an optimum near heptane [55]. This variation allows for some

flexibility for instance to fine-tune the particle size. The aqueous phase will be an

electrolyte with an ionic composition similar to what is expected to be the liquid

state after the precipitation reaction has completed. Various techniques exist to

perform the above described composition selection method as signatures of the

bicontinuous phase are high conductivity, high viscosity, etc. [6]. In Fig. 3.16 the

phase diagram is presented for Na-AOT. The color scheme used is based on

electrical conductivity with which regions of high and low conductivity are

mapped out. Using a dilution line from the water corner through the approximate

location of the bicontinuous phase, one can deduce from the measured conduc-

tivity values the optimal composition. These compositions were confirmed by

phase calculations based on geometrical considerations [1].

Fig. 3.16 Phase diagram (a) based on conductivity measurements, color maps based on relative

electrical conductivity; white regions were not measured, and black regions represent phase-

separated samples. (b) Conductivity values taken from samples with compositions along the

dashed line; the bicontinuous phase samples are indicated by closed circles, the other circles

belonging samples in other phases are left open
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3. Synthesis of the nanoparticles is achieved by mixing two microemulsions, one

with the reducing agent dissolved in the aqueous phase and the other with the

dissolved metal precursor. Other schemes exist [11] but will not be discussed

here in detail. The reaction concludes typically within a few hours [39] and in

principle it can be followed by UV-Vis spectroscopy albeit that very quickly the

particle concentration is so high that the absorbance cannot be negotiated by a

standard UV-Vis spectrometer [55]. The resulting particles are usually studied

by means of Transmission Electron Microscopy (TEM) on small aliquots of the

produced liquid strongly diluted to prevent as much as possible the immediate

aggregation of the nanoparticles upon the breaking of the bicontinuous phase.

Figure 3.17 gives results for the systems studied here for the synthesis of

platinum, more can be found in the work by Latsuzbaia et al. [39]. The correlation

of nanoparticle size with surfactant length is clear; as predicted, it was the main

parameter to control the nanoparticle size. Binding to Pt is strong for Na-AOT and

Triton X-100 so that small and monodisperse nanoparticles with Relative Standard

Deviation (RSD) of 17 and 22% are obtained. This is not the case for Brij 35with a

large hydrophilic part and short hydrophobic part, which does not allow steric

stabilization so that polydisperse nanoparticles are formed (RSD 28 %).

No other parameters influence the size of nanoparticles significantly in these

dense microemulsion systems. Various microemulsion compositions or reagent

concentrations were used for the synthesis of nanoparticles in the same system,

which did not result in a different nanoparticle size proving a robustness of the

method [39]. The method allows synthesis of various metals such as Pd, Fe, Co,

Ni and metal alloys such as Pt-Ru-Co also reported by us previously for Na-AOT

system [76].

Fig. 3.17 Size dependence of nanoparticles of platinum on the effective length of the surfactant

used to form the templating microemulsion. Micrographs are inserted to inspect the particle size

and distribution; scale bar 10 nm
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4. Extraction methods that can be employed strongly depend on the later applica-

tion of the nanoparticles. For catalysis, adsorption of the nanoparticles onto a

carrier is the preferred method [2]. After binding the nanoparticles to the

substrate, these can easily be separated from the production liquid that hence

becomes available for recycling: only the remainder of the salt needs to be

extracted from the aqueous phase. No heat treatment with associated nanopar-

ticle agglomeration or surfactant decomposition are required, see Fig. 3.18.

After adsorption on the carbon support surfactant can be removed by washing

and the platinum surface was clean for catalysis as demonstrated elsewhere

[39]. It is well known that the alyphatic chains of surfactants exhibit a high

affinity towards hydrophobic carbon surfaces, which implies that they promote

molecular physisorption rather than solvation of nanoparticles [7]. This phe-

nomenon can be used to advantage when extracting carbon supported metal

nanoparticles.

The above demonstrates a robust synthesis route that is available for the wet

synthesis of uniformly sized various metal nanoparticles that is scalable yet flexible

for further optimization. The dense microemulsion system allows change of reac-

tant concentration and microemulsion composition to increase the yield of the

process, while none of these parameter influences the final size of the nanoparticles.

The process design and system selection procedure are theoretically underpinned

by considering the surfactant parameter, the effective surfactant size, the

microemulsion phase diagram and the influence of formulation variables

[39]. The size range that can be addressed has not been explored so far, but sizes

from 1 to 10 nm are within easy reach.

Fig. 3.18 Nanoparticle coverage of carbon support showing before and after heat treatment; scale

bar 20 nm. Nanoparticles synthesized in Triton X-100/Toluene/Water
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3.7 Outlook

The important result that is reported on in this chapter is that it has for the first time

been possible to design a synthesis route. So far, nanoparticle synthesis has only been

able on an empirical level. The range of sizes that can be obtained with the presented

method is rather limited and estimated as 1–10 nm, one decade. It is to be expected

that this example will soon be followed so that more schemes become available.

To that purpose, quite some issues with other synthesis – and also the present one

– need to be dealt with. The largest uncertainty is associated with the affinity of the

surfactant for the material to be synthesized. Little has been investigated system-

atically but some recent developments are expected to quickly yield more insight

[4, 16, 36]. Until that time, the wet colloid synthesis involving precipitation and

dispersion will involve some degree of empiricism.

3.8 Definitions, Abbreviations and Symbols

3.8.1 Definitions

The Hydrophilic-Lipophilic Balance (HLB) and Hydrophilic-Lipophilic Deviation

(HLD) are measures for the relation of the hydrophilic and hydrophobic groups of a

surfactant. There is neither a clear definition of either of these, nor is there an

unambiguous expression available. A discussion is given by Salager and

coworkers [53].

Abbreviations

ACS American Chemical Society

cmc Critical micelle concentration

HLB Hydrophilic-lipophilic balance

HLD Hydrophilic-lipophilic deviation

RSD Relative standard deviation

VSSD Vereniging voor Studie en Studentenbelangen Delft, NL

3.8.2 Symbols

a Surface (m2) χ Flory interaction parameter

A Hamaker constant (J) δ Layer thickness (m)

c Concentration (m�3) ε Relative dielectric permittivity

d Diameter (m) ε0 Vacuum dielectric permittivity,

8:85 10�12 C2=Jm
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Đ Diffusion coefficient (m2/s) γ Surface tension (J/m2)

e Elementary charge

1:59 � 10�19 C

ϕ Volume fraction

Electrical potential (V)

f Friction coefficient (Ns/m) κ Inverse screening length (m�1)

F Force (N) η Viscosity (Pas)

g Gravitational constant,

9:81 � 10�23 m=s2
ρ Mass density (kg/m3)

G Shear rate (s�1) σ Surface charge (C/m2)

h Separation (m) τ Time (s)

J Flux (m�2 s�1) Δ Small increment

kB Boltzmann constant,

1:38 � 10�23 J=K

Γ Adsorption (m�2)

‘ Effective surfactant length (m) Π Osmotic pressure (Pa)

L Length (m)

P Surfactant parameter

r Position (m)

t Time (s)

T Temperature (K)

v Velocity (m/s)

Specific volume (m3)

V Volume (m3)

w Interaction strength (J)

w0 Water/surfactant ratio

z Vertical position (m)
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Chapter 4

Granulation and Tabletting

Heather Emady, Karen Hapgood, and Rachel Smith

Abstract This chapter provides an overview of the granulation and tabletting

processes, with a focus on wet granulation. The emphasis is on the applications

of wet granulation, including practical advice for the design, operation, and control

of the equipment, as well as specific industrial applications. Although the mecha-

nisms are fairly well understood, achieving better product control remains a chal-

lenge, and therefore is an active area of research.

4.1 Introduction

Granulation and tabletting are two common particle size enlargement processes,

used to combine small particles or multiple powder ingredients into a structured

particle assembly, to produce pharmaceuticals, catalyst carriers, detergents, and

food products, to name a few. Generally, the size of the ingredient particles is rarely

large enough or uniform enough to achieve reliable powder flow and avoid segre-

gation of the ingredients. Therefore, granulation and tabletting are used to agglom-

erate the ingredient particles together into a larger sized granule, in order to:

• Improve the flow properties.

• Adequately mix the ingredients and reduce the risk of subsequent segregation.

• Produce compacts with sufficient strength.
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Product specifications and quality vary widely between industries, but broadly

granules with sufficient size, shape, composition, and a suitable internal structure

are required to meet the product specifications of flow, strength, disintegration,

dissolution or other attributes [66]. Each industry has little flexibility in “active”

ingredients, but there is generally a “handbook” for each industry of commonly

used formulation components and ingredients, and their regulatory approval details

(if applicable) (e.g., [2, 3, 77, 79, 90, 91, 102]).

Examples of more specific product performance goals that can be achieved by

granulation and/or compaction are:

• Ensuring all the powdered ingredients are uniformly mixed in view of strict

composition regulation (e.g., pharmaceutical tablets and capsules).

• Increase of bulk density so that the product can fit a defined mass into a defined

volume (e.g., consumer packaged granules).

• Reduction of dust generation during handling and packaging.

• Production of compacts that have adequate disintegration/dissolution properties

(e.g., detergent granules or tablets).

• Production of compacts that have a high specific surface area and an open and

well-designed pore structure (e.g., adsorbents).

• Production of pellets that cause little pressure drop in fixed beds (e.g., catalysts).

Granulation is the process of agglomerating the powder particles into a larger

aggregate, or granule. There are two key types of granulation processes: wet
granulation, where a liquid is used to agglomerate the powder, and dry granulation
or roller compaction, where the powders are compressed together to form granules.

Both types of granulation can be operated as batch or continuous processes,

depending on the industry and scale of the product produced.

Tabletting is the process of using punches to compress particles contained within

a tablet die into a single large agglomerate, usually called a pellet or a tablet.

Tabletting can be used to compress powders directly into tablets (“direct compres-

sion”), or an intermediate granulation step can be used to prepare the powders prior

to tablets.

4.2 Granulation and Compaction Processes

4.2.1 Wet and Dry Granulation

Wet granulation is a particle size enlargement process where small particles are

agglomerated using a liquid binder. The liquid is either sprayed, poured, or in some

cases heated and melted, into the agitated powder bed. There are numerous differ-

ent designs of granulation equipment used, which is selected broadly depending on

the required manufacturing throughput, whether batch production or continuous

production is required, the level of acceptable dust generation and/or product cross

contamination, the sophistication of process control, and the capital and operating
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cost that can be supported by the product margin [62]. These criteria – particularly

product margin and throughput – generally restrict each industry application to a

few potential equipment choices.

Roller compaction (also known as dry granulation) is an alternate method to

produce granules, where the powders are fed into a small gap between two rotating

rollers, and squeezed to form a thin “ribbon”, which is then milled into granules and

discharged [54]. Although there are some similarities between roller compaction

and extrusion (see Chap. 5), the formulations used are different and the roller-

compacted ribbon is only constrained at the upper and lower sides – the edges are

free and there is no extrusion die at the exit. It is commonly used to reduce the

segregation potential and/or increase the bulk density of a powder prior to

tabletting; it is also used where the formulation is moisture-sensitive, as particle

agglomeration is performed without liquid addition. Roller compaction is inher-

ently a continuous process, which enables reasonable real-time control of roll

speed, feeder speed, roll gap and roll pressure, as well as milling conditions, and

is amendable to direct online, real-time monitoring of ribbon density, final granule

size and overall throughput [36]. The capital and operating cost of a roller com-

paction operation is much cheaper than the cost of an equivalent through-put wet

granulation process, and is therefore used in detergents [29], foods, and increas-

ingly in pharmaceutical manufacture [108, 109]. Since the process control of roller

compaction is fairly well developed [20, 36, 54, 108], it is much easier to scale-up

than wet granulation, where process control has historically been fairly rudimen-

tary. This chapter will therefore focus primarily on wet granulation processes.

4.2.2 Wet Granulation Mechanisms

There are three main stages in wet granulation [42]:

1. Nucleation and wetting: the initial stage of forming the granules, when the liquid

being added to the granulator first contacts the agitated powder in the granulator.

2. Growth and consolidation: the agitation of the powder results in collisions

between the granules, particles and equipment, which results in an increase in

granule size and a reduction in the internal porosity of the granules.

3. Breakage and attrition: the powder agitation forces exceed the granule strength

and the granule fractures into several pieces or the outer layer of particles is

abraded from the granule.

4.2.2.1 Nucleation

Several nucleation mechanisms of how granules form from the spray droplets have

been identified, based on the relative sizes of the spray drops to the powder

particles.
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If the drop size is larger than the powder size, then nucleation can occur via

immersion nucleation [1], as shown in Fig. 4.1. The droplet lands on the powder

surface and may begin to wet and flow into the powder pores, forming a highly

saturated nucleus granule. However, the powder is usually being agitated and

ideally the fluid needs to penetrate quickly into the powder bed. This process is

described by the drop penetration time, tp [27], as the equation to predict tp is shown
in Table 4.1. When immersion nucleation occurs via drop penetration into the

powder bed, the size of the nucleus formed is directly proportional to the drop

size [27, 75, 93, 95, 112]. This is known as the drop controlled regime [27]. Within

this regime, three different formation mechanisms have been identified, Tunneling,
Spreading, and Crater Formation, which can be linked to different nuclei granule

shapes as a function of the powder bed porosity and the modified granular Bond

number [16–18]. However, if the drop penetration time is slow, or if the liquid is

poorly distributed, the fluid will be dispersed and distributed via the mechanical

agitation in the granulator. This is known as the mechanical dispersion nucleation

regime [27].

Distribution nucleation occurs when fine drops are used to coat and nucleate

larger powder particles, as shown in Fig. 4.2 [1, 7, 51]. The fraction of the particle

surface covered with fine drops can be estimated via the dimensionless particle

coating number, Φp [51], which is provided in Table 4.1.

The spray zone conditions are also crucial for controlled nucleation. The fluid is

atomized and sprayed onto the powder bed. Ideally, the drops would land on the

powder surface without significant overlap, and the newly wetted powder areas

would be quickly removed and replaced by dry powder, ready for the next stream of

landing drops in the spray zone. This is described by the dimensionless spray flux

Ψ a [60], which is a dynamic measure of the density of drops falling on the powder

surface compared to the rate of fresh powder surface renewal. At low spray flux (Ψ a

<<1), the fresh surface will ensure drop footprints do not overlap and each drop

Fig. 4.1 Five possible steps in immersion nucleation: (1) Droplet formation; (2) Droplet impact

and possible breakage on the powder bed; (3) Droplet coalescence upon contact with other droplets
at high spray flux; (4) Drop penetration into the powder bed (i) to form a nucleus granule (ii);
(5) Mechanical mixing and dispersion of the liquid and powder [27, 75] (Reproduced with

permission of Elsevier)
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Table 4.1 Key dimensionless groups and parameters relevant to wet granulation mechanisms

Dimensionless group Parameters Description

Drop penetration time

tp

t p ¼ 1:35
V
2=3
d

εeff 2Reff

μ
γlv cos θ

Vd ¼ drop volume (m3) Describes the time taken for a drop of

binder fluid to completely sink into the

powder bed. Indicates nucleation

kinetics. Fast times are desirable for

drop controlled nucleation [27]

εeff ¼ effective bed

porosity (�)

Reff ¼ effective pore

radius (m)

μ ¼ viscosity of liquid

(mPa*s)

γlv ¼ liquid surface

tension (N/m)

θ ¼ dynamic contact

angle (�)

Spray flux Ψ a

Ψa ¼ 3Q
2vWdd

Q ¼ liquid flowrate (m3/s) Describes liquid distribution and spray

density in the spray zone [60] for

immersion nucleation
v ¼ powder velocity (m/s)

W ¼ spray width (m)

dd ¼ drop diameter (m)

Particle coverage Φp

Φ p ¼ 3w
2ddρsρlASA

w ¼ liquid mass per

mass dry powder (kg/kg)

Describes wetness of particle surface as

a function of particle size/area for dis-

tribution nucleation [51]dd ¼ drop diameter (m)

ρl¼ liquid density (kg/m3)

ρs ¼ solid density (kg/m3)

ASA ¼ total surface area

of powder (m2)

Viscous Stokes’ num-

ber Stv
Stv ¼ 2mu0

3πμa2

m ¼ granule mass (kg) Ratio of initial kinetic energy to vis-

cous dissipation from the collision of

two granules [19]
u0 ¼ initial relative gran-

ule collision velocity (m/s)

μ ¼ viscosity of liquid

(mPa*s)

a ¼ granule radius (m)

Critical viscous Stokes’
number St�v
St*v ¼ 1þ 1

e

� �
ln h

ha

� � e ¼ coefficient of restitu-

tion (�)

Describes the threshold at which the

particle velocity is zero at the edge of

the liquid layer [19]h ¼ liquid layer

thickness (m)

ha ¼ height of surface

asperities (m)

Deformation number

Stdef

Stde f ¼ ρgU
2
c

2Yg

ρg ¼ granule density

(kg/m3)

Ratio of kinetic collision energy to

granule strength [42]. Related to gran-

ule growth, consolidation and breakageUc ¼ granule collision

velocity (m/s)

Yg ¼ granule yield

strength (kPa)

(continued)
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will form a separate nucleus. However, at high spray flux (Ψ a ~1), there will be

significant overlap of drops hitting the powder bed. Nuclei granules formed will be

much larger and their size will no longer be a simple function of the original drop

size [60, 61].

4.2.2.2 Growth and Consolidation

As nuclei and granules are agitated in a granulator, they experience forces which

lead to consolidation, or densification. The rate at which consolidation occurs is

dependent on powder and binder properties [44, 46]. It has been observed that as

consolidation continues and granule porosity reduces, interstitial liquid can be

pushed to the surface of the granules, and the granules become surface wet [120].

Granule growth occurs through two main mechanisms: layered growth, which is

driven by the accumulation of dry powder on the outside of surface wet or adhesive

granules, and coalescence, which occurs when two or more granules join together to

Table 4.1 (continued)

Dimensionless group Parameters Description

Saturation level s

s¼ wρs 1�εð Þ
ρlε

w ¼ liquid mass per

mass dry powder (kg/kg)

Proportion of granule pore space occu-

pied by liquid [42]

ρs ¼ solid density (kg/m3)

ρl¼ liquid density (kg/m3)

ε ¼ granule porosity (�)

Fig. 4.2 The five steps of distribution nucleation, where the drops are smaller than the particles

[51] (Reproduced with permission of Elsevier)
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form a larger granule. Several models have been proposed to describe the coales-

cence process. Ennis et al. [19] proposed a theoretical model for the coalescence of

hard spheres. This model assumes the granules act as rigid spheres, and have a thin

surface liquid layer of thickness h, and surface asperities of height ha. The authors
proposed a criterion for coalescence based on the viscous Stokes’ number, Stv (see
Table 4.1). Coalescence will be successful for values of Stv less than a critical

viscous Stokes’ number, St�v (see Table 4.1).
This model assumes that there is little or no deformation of the granules

themselves. A further, more complex, model was proposed by Liu et al. [63], to

describe the coalescence of deformable granules. Two scenarios were considered

for impact and coalescence: surface dry deformable granules, and surface wet

deformable granules (see Fig. 4.3). In the case of surface wet granules, two types

of coalescence were identified: Type I coalescence, where the inter-granule velocity

reduces to zero before granule surfaces touch in the initial approach stage, and type

II coalescence, where the inter-granule velocity becomes zero after the surfaces of

the granules have come into contact. Granules which do not achieve a zero velocity

will rebound fully and not coalesce.

A granule growth regime map [41, 45] has been developed which describes

granule growth behavior as a function of the Stokes’ deformation number, Stdef, and
the maximum pore saturation level, s (see Table 4.1). This regime map can be found

in Fig. 4.4. In this regime map, several qualitative descriptions for the granule

growth behavior have been defined. Of particular interest are the steady growth and

induction growth zones. In the steady growth zone, granule size increases steadily,

and granule size is therefore relatively easy to control. In the induction growth zone,

there is a period of little granule growth, during which time the granules are

consolidating. This is typically followed by a rapid increase in granule size.

4.2.2.3 Breakage

The mechanism of wet granule breakage is most prevalent in granulators where the

forces are large, in particular high shear mixer granulators. The rate at which

granule breakage occurs is difficult to predict, due in part to the complex nature

of the forces experienced by the granules.

A wide range of experimental studies has been conducted to study the strength

and deformation of single granules [43, 44, 46–48, 104, 105]. Compression of

granular pellets has been used to identify two main modes of granule deformation

[47, 104]: pseudo-plastic failure and semi-brittle fracture. Pseudo-plastic deforma-

tion is characterized by a paste-like flow of the granule, with cracks appearing only

at high strain. This mode of failure occurs in formulations which demonstrate a

peak stress at strains of greater than 5 %, or which do not demonstrate a peak stress

[104]. Semi-brittle pellets develop a central vertical crack, and show a peak stress at

strains less than 5 %. Examples of pseudo-plastic and semi-brittle failure are shown

in Fig. 4.5.
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In addition to the study of individual granules and pellets, a variety of experi-

mental studies has been performed to study the breakage of tracer granules in high

shear mixer granulators [14, 64, 83, 106, 111]. Experimental results in both tracer

and full granulation experiments have shown that granule breakage increases with

both increasing impeller speed and granule size [49, 55, 64, 83, 88, 105,

111]. Impeller geometry has also been shown to have a significant effect on granule

breakage [106].

Fig. 4.3 A schematic of the

coalescence of surface wet

granules. (a) Approach
stage. (b) Deformation

stage. (c) Initial separation
stage. (d) Final separation
stage [63] (Reproduced with

permission from Wiley)
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4.2.3 Tabletting and Compression

Granules are often used as a precursor feed to a tabletting machine, which com-

presses the granules into a solid, shaped tablet (also known as a pellet or compact),

which has higher density, well-defined shape, embossing/debossing, and in more

sophisticated products may have two or more layers. The tablets are then ready for

packaging or direct use in a variety of consumer applications. Although tablets can

be formed directly from un-granulated powder, it is common to pre-granulate to

Fig. 4.4 Granule growth regime map [41] (Reproduced with permission of Elsevier)

Fig. 4.5 Wet granule deformation. (a) Semi-brittle failure. (b) Pseudo-plastic failure [104]

(Reproduced with permission of Elsevier)
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avoid segregation of the formulation ingredients and to ensure reliable flow and

controlled bulk density when the powder enters the tablet die.

Tabletting is a high-speed compaction operation, where the powder formulation

is filled into a small receptacle, called a “die”, and is then compressed as two

“punches” – one from above and usually also one from below – enter the die and

compress the powder into a small compact. The details of the punch motion during

compression (e.g., displacement vs. time) determine the force actually applied to

the tablet during compression, although the upper force is usually “set” (or, more

accurately, “limited”) by the available hydraulic load applied to the press punches.

During the initial stages of compression, the force applied to the powder causes

the particles to rearrange slightly and increase their bulk density. As the punches

descend further into the tablet die, the particles begin to deform or fracture, and

begin to form interparticle bonds. Further compression increases the strength until

the upper punch reverses out of the die, and the lower punch moves up to eject the

tablet. Tabletting is a high-speed operation, with multiple punches and dies on a

high-speed rotating frame. The typical timescale for a pharmaceutical tablet to be

produced is a fraction of a second, and the typical production rate is around 10,000

tablets per minute [80].

The two key tablet properties of interest in most applications are tablet tensile

strength and tablet disintegration/dissolution behavior. The tensile strength of the

tablet is affected by both the formulation and the mechanics of the compression

process. Important formulation properties include:

• granule size distribution and specific surface area,

• the brittle or plastic mechanical properties of each ingredient,

• granule structure (including granule porosity),

• uniformity of flow into the die,

• bulk density in the die,

• moisture content and stickiness of the powder,

• deaeration characteristics (as a lot of air may need to leave the tablet in order to

achieve the required reduction in tablet volume), and

• whether the formulation has a tendency to segregate.

Commercial tabletting presses include their own control system, which is able to

maintain and control the key parameters of tablet weight and hardness, provided

that the flow and bulk density of the incoming powder or granules is consistent.

Tablet weight is maintained by adjusting the depth of the lower punch, which

adjusts the die volume available to be filled [10]. Tablet hardness is controlled

via the punch motion during compression (i.e., the displacement versus time curve

traced by the upper punch as it descends into the die). This determines the overall

stress-strain history of the compact. Provided that the incoming powder or granule

flow is relatively consistent, and that the powder does not segregate, the tablet press

can be run for long periods with little intervention besides periodic checks of weight

and hardness. Modern pharmaceutical presses can sample and test these parameters

automatically. Hence, problems in tabletting are often caused by problems with the

formulation, and changes in granulation conditions (e.g., impeller speed) are often

reflected in the tablet properties [76].
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Generally, tablets produced on different model tabletting machines from an

identical powder formulation will have slightly different tablet properties, as the

details of the force-displacement curves, punch velocities, tolerances, control

systems and ejection systems will all vary slightly, and affect the stress-strain

history experienced by the tablet. A recent review of tabletting by Tho

et al. [109] includes an extensive list of potential factors affecting tabletting.

4.3 Granulation Equipment Design, Operation
and Control

All forms of wet granulation equipment have two common aspects: a method of

mixing and turning over the powder, and a method of introducing liquid binder to

the powder mass. The designs of granulators vary widely [79], and granulator

design and operation has a strong effect on the final granule properties, including

size distribution, porosity, and compressibility in tabletting processes.

4.3.1 Drum Granulators

Drum granulation is a well established unit operation [50, 74], commonly used in

the manufacture of fertiliser granules [12, 113], specialty products [72], as well as

in minerals processing (e.g., calcining kilns) [39]. Drum granulation generally

produces large granules, in the 1–10 mm size range, and the granules are spherical

in shape due to the rolling action of the drum.

Granules are produced by spraying the binder fluid onto the incoming dry

powder at the entry of the drum. As the drum rotates, the particles grow and

consolidate as they move slowly towards the drum exit. Granules are sieved into

three size classes and split into separate streams. The in-spec granules (e.g.,

granules between 2 and 5 mm) continue on to the drying step, whilst the under-

sized granules (e.g., <2 mm) are mixed with the incoming feed powder at the entry

of the drum. The over-sized granules (e.g., larger than 5 mm) are usually crushed

before also being returned to the feed stream. An example of a drum granulator is

provided in Fig. 4.6.

The first ever granulation study was performed on a drum granulator [74], but

despite concerted industrial and academic research effort over 50 years, drum

granulators are still problematic with high energy requirements, poorly controlled

process conditions, and often produce sub-optimal product [8, 12, 25, 31, 44–46,

81, 84, 113, 120]. High recycle ratios [114] and unstable or surging recycle flows

[12] often mean that drum granulators operate at well below the theoretical design

capacity [114]. New control strategies for continuous drum granulation circuits are

still being developed [25, 84].
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4.3.2 Mixer Granulators

Mixer granulators are a category of granulators which agitate and mix the powder

using rotating impellers or paddles. These granulators are commonly used in the

pharmaceutical, detergent and consumer goods, and food industries. Mixer granu-

lators can be classified as either high shear (the most common form) or low shear,

depending on the designed impeller rotation speed. The impellers are generally

either horizontal axis (i.e., the impeller rotates and sweeps across the floor of the

granulator) or a vertical axis (i.e., the impellers lift and drop material vertically in a

drum shaped granulator). There is a great deal of variety in the shape of the

granulator vessel and impeller, and also in the impeller shaft design, with both

fixed shaft and planetary mixers available. An example of a vertical-axis mixer

granulator typically used in pharmaceutical granulation is shown in Fig. 4.7.

In addition to the main impeller, mixer granulators often have an additional

small high-speed rotating impeller, commonly called a “chopper.” The aim of the

chopper is nominally to break up over-large granules and aid in densifying gran-

ules; however, the actual effect of the chopper on granule properties is unclear

[33, 34, 68, 96]. Typical operation of mixer granulators involves a liquid addition

stage, where liquid binder is added to the granulator, followed by a mixing stage,

known as “wet massing.”

Liquid binders used in high shear granulators range from low viscosity liquids to

high viscosity liquids, slurries, pastes and melts. They can be aqueous or solvent

based (e.g., ethanol), and guides to liquids and binders are found in the various

Fig. 4.6 Schematic of a drum granulator, showing size classification and recycle circuit
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reference guides for each industry (e.g., [2, 3, 77, 79, 90, 91, 102]). The liquid binder

is added to the granulator through the lid via either atomizing nozzles, or an injection

or pouring port. In cases where the liquid is not sprayed, the mechanical forces in the

granulator (i.e., the impeller, powder flow, and chopper) are used to distribute the

liquid binder. The method of liquid addition has a significant effect on granule

nucleation, and it has been shown that spraying the liquid during the liquid addition

stage can result in smaller granules, with a narrower size distribution [4, 95].

Generally, high-shear mixer granulators produce denser [21, 58], and relatively

small granules between 200 and 1000 μm [68], although larger lumps and balls can

also form [28, 68]. The final properties of the granules tend to be very dependent on

the design and operation of the equipment, and the difficulty of matching the

dynamics of the many simultaneous processes occurring in the granulator at any

given time. This causes difficulty in producing consistent granules across different

equipment and scale without several trial runs [22, 30, 61, 68, 71, 87, 88].

4.3.3 Fluidised Bed Granulators

In contrast to high shear granulators, fluidised bed granulators provide powder

motion and mixing by fluidising the powders with a gas. Most fluidised bed

granulators use air as the fluidising medium, although in the case of flammable

materials such as sugars or cellulose, nitrogen is often used to reduce the risk of

explosion. The ability to achieve effective and uniform fluidisation of the powder

particles is a pre-requisite for the use of this equipment, and this is a function of

particle size and density [57, 101]. Unlike in mixer granulators, liquid binders are

exclusively added to fluidised bed granulators as sprays. The droplet size distribu-

tion tends to be equal to or smaller than the fluidised particles [51, 95], and ranges

around 200–500 μm [1, 4, 32, 51, 95, 100].

Fig. 4.7 Schematic of a typical vertical-axis high shear mixer, used for pharmaceutical

granulation
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Operation of fluidised bed granulators starts with fluidisation of powders,

followed by the initiation of the liquid binder spray. Due to the drying action of

the fluidising air, granule growth is limited to the spray period [53], while the

granules are still wet. This is generally followed by a period of no-spray

fluidisation, during which the granules are dried. One of the obvious advantages

of fluidised bed granulation is the built-in drying of the product.

The vast majority of fluidised bed granulator designs consist of a vertical vessel,

roughly generally cylindrical or square in shape; however, more complicated vessel

geometries are in use, particularly for continuous fluidised bed granulation pro-

cesses. The primary points of difference amongst fluidised bed granulators are the

vessel shape, and the orientation of the spray. A typical fluidised bed is shown in

Fig. 4.8, which shows the fluidisation air entry, the locations of the spray zone,

granule growth (& drying) zone, and the freeboard where fine airborne particles

may be carried out of the bed and captured by downstream air filters. The majority

of fluidised bed granulators are operated with a top-down spray orientation; how-

ever, bottom-up and side-spray systems are also used [24, 79].

Fluidised bed granulators tend to produce very porous granules, and are often

used to produce granules with good dissolution properties. The design of a typical

fluidised bed granulation process is similar to that of a fluidised bed dryer, with the

additional complexity of a liquid spray. Granule growth competes with the drying

action of the air.

One of the main challenges of fluidised bed granulator design and operation is

the fluidisation behavior of the powder and granules. As the granules grow, the

minimum fluidisation velocity increases. This can serve as a self-classifying action,

as the large granules move out of the spray zone and cease to grow. However, if

liquid addition occurs too quickly, the bed can defluidise and turn into a large wet

mass, in a process known as “quenching.”

Fig. 4.8 Schematic

diagram of a typical

top-spray fluidised bed
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4.3.4 Control of Wet Granulation Processes

The main parameter of interest to be controlled during granulation is the particle

size distribution of the granules. There are many potential options for measuring

particle size online [67], including:

• Size classification via continuous sieving or screening

• Image analysis [115, 117, 118]

• Laser diffraction, although it is more commonly used off-line

• Laser analysis methods, including beam reflectance [37, 38, 68, 103, 110, 121]

• Other methods such as acoustic methods [110]

In any granulation process, regardless of the equipment, there are several input

parameters that need to be controlled. These include:

• the feed powder flowrate (for a continuous process)

• the liquid delivery flowrate [98]

• the total amount of liquid delivered (for a batch system)

• the spray pressure (if using a two fluid nozzle) to control the drop size [94, 97]

• the binder fluid concentration (if an ingredient is being delivered via the liquid

phase)

Additionally, it is feasible to measure the moisture content of a granulator

powder mass in real time using NIR sensors, and these have been widely applied

in pharmaceutical fluid bed granulation, where they are also used to determine the

drying endpoint [115–117, 119]. At-line loss on drying is also commonly used.

The level of agitation of the granulating powder mass also requires control. This

is usually achieved indirectly by controlling and/or manipulating the agitator speed,

the fluidisation velocity or the drum speed in mixers, fluidised beds and drum

granulators, respectively. With the exception of fluidisation air, most granulation

processes run at pre-set agitation conditions. Only fluidisation is frequently

adjusted, because the consequences of defluidisation would most likely be prob-

lematic. Direct measurement of the powder agitation and motion would be desir-

able, but is often difficult. For example, image analysis camera systems to measure

powder velocity often encounter issues with window fouling, or dust visibility

problems. Powder agitation measurements have been performed at lab scale

[61, 89] and in large scale production [28, 85].

Typical parameters controlled for continuous drum granulation, fluidised bed

granulation and batch mixer granulation are shown in Tables 4.2, 4.3, and 4.4. The

tables also indicate the main variable which is manipulated to achieve control.

Some granulation processes are also prone to building up heat due to exothermic

reactions, or simply due to friction and work over long process times. Temperature

control can be exerted via cooling jackets on mixer granulators, or using fan air in

fluidised beds or drums. Control of the environmental temperature and humidity is

generally desirable in all granulation processes, but can usually only realistically be
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achieved in pharmaceutical manufacturing suites where the ambient temperature

and relative humidity can be controlled within tight tolerances.

A realistic control scheme for a commercial scale drum granulator was published

by P&G [73], which involved measuring the exiting granule size by image analysis

and measuring the bulk density of the granules (as a proxy for granule density) at

the conclusion of the drying stage. This scheme, shown in Fig. 4.9, is able to

Table 4.2 Typical control parameters for continuous drum granulators

Controlled parameter Sensor Manipulated variables

Total throughput

Qsolids

Weight feeders Total throughput Qsolids

Recycle flowrate

Qrecycle

Weight feeders Drum speed s

Exiting granule size

distribution Dexit (rare)

Image analysis (advanced con-
trol examples only)

Liquid flowrate Q

Online bulk density

(rare)

Mass of dry granules in a cup of

known volume (P&G only)

Recycle flowrate R (perhaps with

some buffering to reduce surges)

Drum rotation speed Motor speed Residence time and holdup

Table 4.3 Typical control parameters for fluidised bed granulators

Controlled

parameter Sensor Manipulated variables

Fluidising air

temperature

Inlet air temperature Heater power

Fluidisation

intensity

Visual observation Fluidising air velocity

Drying rate Exit air temperature/relative

humidity

Inlet air flowrate and/or temperature

Granule size

distribution

Particle size (image analysis, or

FBRM)

Batch time (i.e., stop when granules

are large enough)

Granule mois-

ture content

NIR moisture probe, or loss on dry-

ing of small samples

Total drying time, plus inlet air

temperature/flowrate

Pressure drop Pressure gauges across filter bags Manual filter bag shake

Table 4.4 Typical control parameters for batch mixer granulators

Controlled

parameter Sensor Manipulated variables

Batch mass Msolids Weight feeders N/A

Liquid mass added

Viquid

Scales N/A

Liquid flowrate Q Flowmeter N/A

Granule size distri-

bution Dexit (rare)

Particle size (FBRM or image analy-

sis) (advanced control only)
Granulation batch time, or

impeller power consumption

Impeller rotation

speed

Motor speed Impeller speed
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successfully control the steady-state operation, but is unlikely to be able to handle

short term transients due to the long time lag between measuring the granule

properties at the end of granulation and feeding this back to the start of the process.

4.4 Industrial Applications

4.4.1 Pharmaceuticals

4.4.1.1 Overview of the Current State in the Industry

The pharmaceutical industry is currently undergoing a transition from recipe-

driven, batch processing with fixed conditions, towards continuous processing

with real time monitoring. This shift is largely due to the industry’s Quality by

Design (QbD) initiative, introduced in 2006 to improve the efficiency of pharma-

ceutical manufacturing based on science and engineering [52]. In alignment with

QbD, regime maps employing dimensionless groups are gaining traction in the

experimental design stage [52] as well as in troubleshooting [28] of pharmaceutical

wet granulation processes, which is an improvement over a purely statistical

Primary
binder
(paste)

Dil-
uent

Raw powders

Dilution rate, Q1.
density control

Mixer 1, high shear.
Dispersion of paste binder,

preliminary size growth

modify rheology,
yield stressPaste rate

(formulation)

Product Dryer

Mixer 2, medium shear.
Atomization of secondary binder
solution, growth to target size.

PSD
Camera:

Adjust Q2

size,
size distribution
shape factors,

Dilution rate, Q2.
size control

Soln. rate
(formulation)

Secondary
binder
(soln.)

Dilu-
ent

fine agglomerates

Bulk density cup:
Adjust Q1.

To classification, finished product, recycle. Feed forward control on recycle.

ÿ
ÿ

Fig. 4.9 Control scheme for a continuous detergent agglomeration process [73] (Reproduced with

permission from Elsevier)
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experimental design and trial and error. However, the end goal of fully predictive

models for wet granulation remains an active area of research.

Granulation is used in pharmaceutical manufacturing to create uniform dosage

forms, to densify, to improve flowability and appearance, to lessen dust, and to aid

in dispensing of doses [80]. Common granulators in this industry include high shear

mixers and fluidised beds. Twin screw granulation is a current extensive area of

research, seen as a way to continuously produce granular products which were

traditionally formed via batch high shear mixers [56].

4.4.1.2 Product Specifications and Quality

Important pharmaceutical granule characteristics include content uniformity, dis-

solution properties, bioavailability, chemical stability, and flowability [80]. Content

uniformity is of utmost importance in this industry, where it is imperative that the

solid dosage form contain the prescribed amount of active pharmaceutical ingredi-

ent (API). Flowability of the granules is also essential, since granulation is usually a

precursor to tabletting.

4.4.1.3 Raw Material Selection

Pharmaceutical solid dosage forms are generally comprised of an API and excip-

ients. Excipients can include inert fillers, binders, disintegrants, lubricants, color-

ants, and stabilizing agents [80]. Examples of different excipients are provided in

Table 4.5 [80].

The API and excipients are usually dry mixed prior to addition of the granulating

liquid, which can be water, ethanol, or a binder solution. The particulate binder is

often dissolved in water or ethanol to be used as the granulating liquid.

Table 4.5 Summary of typical pharmaceutical excipients

Excipient

type Common examples

Filler Lactose, dicalcium phosphate, starch, microcrystalline cellulose

Binder Sugars such as glucose, sucrose, and sorbitol; natural polymers such as gelatin,

starch, acacia, sodium alginate, and alginic acid; synthetic polymers such as

methylcellulose, hydroxypropylcellulose, hydroxypropylmethylcellulose,

ethylcellulose, sodium carboxymethylcellulose, polyethylene glycol, and

polyvinylpyrrolidone

Disintegrant Starch, microcrystalline cellulose, croscarmellose, crospovidone, sodium starch

glycolate, hydroxypropylcellulose

Lubricant Magnesium stearate, stearic acid, calcium stearate, talc, starch, wax
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4.4.2 Catalysts

4.4.2.1 Overview of the Current State in the Industry

Catalysts and absorbents are used in many industries, including chemicals, poly-

mers, refining, environmental, and fine chemicals [35]. Despite their prevalence,

there is a surprising lack of information regarding the processes involved in the

formation of catalysts, adsorbents, and supports. The industry seems to prefer to

keep most manufacturing knowledge in-house, and academics tend to focus more

on the catalysis chemistry rather than processing [35, 69, 70]. In terms of

manufacturing, there is some broad knowledge available about different types of

formation processes, desired granule attributes, equipment, and raw materials used.

In the manufacture of catalysts and adsorbents, granulation is typically used as a

forming process to produce granules of a specific shape, size, pore structure, and

strength. Mixers, fluid beds, and rotating granulators (e.g., pans) are all employed

[35]. The industry tends to prefer pan granulators, such as the Eirich model, and

often refer to the granulation process as “snowballing” [9, 13, 65, 69]. Other

forming processes include extrusion, compaction, tabletting, spray drying, and

sol-gel [13, 35]. Extrusion is the cheapest and most widely employed method of

manufacturing catalysts and supports [9]. After the forming stage, granules are

typically calcined [9, 13, 40, 69].

4.4.2.2 Product Specifications and Quality

Catalysts are produced to increase the rate, efficiency and selectivity of desired

chemical reactions. They typically consist of an active material on a porous support.

These supports are usually synthesized as micron sized particles. However, in order

to improve handling and processing, these support or catalyst powders are often

agglomerated and calcined into various millimetric shapes, depending on the

application. It is expected that the original properties be maintained through the

forming stage. A major challenge towards this end is in maintaining the pore

structure [35].

Granule attributes that are important in this field include pore volume, pore size

and size distribution, strength, specific surface area, bulk density, attrition resis-

tance, particle size and size distribution, and shape [13, 35, 65, 99, 107]. Large

specific surface area and pore volume, as well as a narrow pore size distribution, are

desirable for optimum catalytic behavior [13]. High porosity and strength are

essential, and it is difficult to achieve both of these opposing requirements. Unlike

detergents and pharmaceuticals, catalysts and absorbents are not designed to dis-

integrate. Rather, they need to withstand in the process for many years at high

pressures and temperatures, quick changes in process conditions, and should have

high attrition resistance and long shelf lives [35].
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Catalysts are used in fixed beds, fluid beds, and slurry reactors [9, 59, 65]. The

desired granule size depends on the reaction rate and the fluid used [35]. For fixed

beds, granules are usually 3–6 mm, and a narrow particle size distribution is

desirable to reduce the pressure drop [35, 107]. In slurry reactors, granules are

typically 50–1500 μm [35]. Fluidised beds require relatively large particle sizes,

since small particles are cohesive and therefore difficult to fluidise [9, 59]; typical

sizes are about 20–100 μm [9, 66].

Some common catalyst shapes include pellets, extrudates, spheres, beads, gran-

ules, and microspheres [9, 13]. The desired catalyst size and shape depends on the

type of process and reactor, as well as the hydrodynamics and mass and heat

transfer limitations within the reactor, and the resistance to attrition [9, 70]. Spher-

ical shape results in favorable transport properties, both internally for the reactions,

and externally for the bulk flow of material [40]. Spherical granules can be formed

via spray drying, sol-gel, and granulation [13]. With granulation, spherical granules

can be formed via layering in fluidised beds, such as by starting with inert core

seeds and layering the active shell on top [99].

A promising way to make smooth, strong, uniformly sized, spherical granules is

via oil-drop or sol-gel granulation, though this route is fairly expensive [13, 40]. -

Sol-gel formed granules are proportional in size to the size of the droplet needle

gauge, with a uniform size distribution, similar to granules formed in the drop

controlled regime in wet granulation [13, 17, 26]. Granules less than 3 mm in size

can be viably produced via this method, but it is difficult to maintain the spherical

shape of granules larger than this, which tend to deform [13].

4.4.2.3 Raw Material Selection

Some popular catalyst and catalyst support materials include alumina, diatomite,

and zeolites. Gamma alumina is a widely used support material due to its thermal

stability and high surface area [13, 40]. Diatomite, which is primarily composed of

silica, is a natural porous substance often employed as a catalyst support [65]. Zeo-

lites are also very common catalyst materials due to the possibility to design their

structured porosity [69].

Both inorganic and organic binders can be employed for granulation, depending

on the processing. Examples of inorganics include alumina, cement, clay, silica,

and silicates; organics include acrylic, cellulose, gum, polyethylene glycol, starch,

sugar, and vinyl [35, 69]. Other additives employed in addition to binders include

fillers, lubricants, modifiers, peptisers, plasticisers, and porogens [70]. Any added

organics are usually removed via calcination, creating an internal pore

structure [70].
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4.4.3 Detergents

4.4.3.1 Overview of the Current State in the Industry

Granulation is a key step in the manufacturing of many detergent powders

[5, 6]. The inclusion of the granulation process to the detergent industry is a

relatively recent innovation, driven in part due to the demand for compact detergent

powders and tablets. Until the late 1980s, the manufacture of detergent powders

relied primarily on spray drying, producing powders with low bulk density. The

introduction of granulation allowed the industry to produce compact formulations

with high bulk densities.

The agglomeration process in detergent manufacture varies across detergent

powder types, and across companies. Often, a combination of mixer granulators

are used [79]. The initial granulation step occurs in a high shear mixer, where the

highly viscous binder (typically linear alkybenzene sulphonic acid, LAS) is distrib-

uted throughout the powder mass. This is followed by a lower shear mixer granu-

lator, where the binder is further distributed, to create a more homogenous granular

bed. In addition to mixer granulators, fluidised bed granulators are also

commonly used.

In recent years, there has been a rise in the use of single dosage detergents, which

are convenient for the consumer, and also reduce overdosing. For powders, these

take the form of compacted tablets, which can often have multiple layers and

complex structures [79]. These tablets tend to be loosely compacted when com-

pared with pharmaceutical tablets, as quick dissolution of the tablet is key to the

final product performance.

4.4.3.2 Product Specifications and Quality

There are many characteristics of detergent powders which are controlled to ensure

a consistent product. The complex nature of the constituent materials can make

controlling the detergent manufacturing process a challenge.

A key product specification is granule size. Detergent granules typically average

around 500–710 μm [6]. Additionally, the bulk density of detergent granules are

monitored carefully, as detergents are usually dosed using a volume measure; by

controlling bulk density, the mass of detergent in each dose is consistent. Bulk

density can vary between products from 300 to 900 kg/m3.

Product homogeneity is carefully controlled, as it is important to ensure that

each dose delivers the desired active ingredients, and performs within narrow

limits. Disintegration and dissolution are also very important in detergent manu-

facture, as they can have a significant effect on the performance of the detergent.

Granule porosity has a significant effect on disintegration and dissolution, and

should be controlled.
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Powder flow issues and caking are common problems in the detergent industry,

and can have an effect on handling and packaging, and on product performance.

Detergent powders are often stored in silos and bins, and powder flow issues can

cause significant problems with the discharge from the silos. LAS is highly sensi-

tive to temperature, and can vary from a paste-like solid to a much lower viscosity

fluid in the temperature range from 20 to 40 �C. This means that in many cases the

mechanical strength and behaviour of the granules is strongly influenced by the

ambient temperature. The propensity for caking and the ability to store the powders

are often inferred by using compression tests [6].

4.4.3.3 Raw Material Selection

A range of materials with complex properties is used in the manufacture of

detergent powders. The primary active ingredients are ionic and non-ionic surfac-

tants. In addition, builders are often used, for example zeolite. These aid the

surfactant in the wash by reducing the water hardness [5]. Electrolytes are also

added, as are sodium carbonate and sodium silicate, which act as pH buffers [6]. In

addition, a range of ingredients is added in small quantities, such as enzymes,

perfumes, bleaching agents, and other materials. Dusting agents are sometimes used

to allow wet mixtures to form more stable agglomerates [6].

There tends to be a very high loading of active ingredients in detergent powders,

and this gives little flexibility in choosing or adding extra ingredients.

4.4.4 Foods

4.4.4.1 Overview of the Current State in the Industry

A wide variety of food products is granulated, from cereals and sweets to dairy,

beverage, and vegetable powders. The food industry typically uses both fluidised

bed and high-shear granulation, employing both batch and continuous processes

[78, 82]. A snapshot of various granulated food products is provided in Table 4.6.

Food products are also often formed via spray drying, extrusion, roller compac-

tion, and tabletting [78] (see also Chap. 5). Spray drying is one of the more cost

effective formation techniques for foods, producing small, porous, friable particles.

Spray-dried foods include beverage powders, infant formulas, instant coffee, pow-

dered flavors, dairy powders, and fruit and vegetable powders. Extruded foods

include seasonings, sweet beverages, and instant tea. Roller compacted foods

include vitamins, sucrose, dairy powders, encapsulated flavor powders, and soup

and seasoning powders. Tabletted foods include stocks, sweets, and vitamins.
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4.4.4.2 Product Specifications and Quality

The primary desired attributes of a food granulated product include flavor, texture,

appearance, shape, nutrition, content uniformity, shelf life, flowability, and attrition

resistance [78, 82]. Dissolution and compression properties may also be important,

depending on the application. Granulation of fine particles can improve their

dissolution rate.

The primary processing problems associated with food granulation include

sticking and caking [78]. Post-processing issues that may occur during storage

include caking and hardening. These problems can sometimes be mitigated by

careful control of temperature and humidity.

4.4.4.3 Raw Material Selection

For foods, the raw materials will depend on the desired product. Adding extra

ingredients that enhance granulation is not favorable in this industry where taste is

the primary objective. Food powders are generally comprised of proteins, lipids,

acids, carbohydrates, vitamins, minerals, flavors, additives, and water [78]. Possible

food binders include water, lecithin, melted fat, molasses, or water mixed with

hydrocolloids or carbohydrates [23]. The binder viscosity is usually higher than that

used in other industries. As an example, the creation of granola includes dry mixing

of grains and nuts which are granulated with a binder comprising of some combi-

nation of honey, water, oil, and molasses, and then baked [82].

Table 4.6 Summary of different granulated food products

Granulated

foods Examples Main ingredients Reason for granulation

Dairy

powders

Whole and skim milk

powders, infant for-

mulas, coffee

creamers, buttermilk

Lactose, proteins, fat, min-

erals, water

Quick dissolution in

warm or hot water

Dehydrated

convenience

foods

Seasonings, stocks,

sauces, soups,

mashed potatoes, rice

and pasta dishes

Flour, starch, sodium chlo-

ride, fat, oil, vegetable and

yeast extracts, meat pow-

der, flavors, spices, herbs

Improve flowability and

dissolution, dosage size,

increase color intensity

Beverage

powders

Coffee, cocoa, tea Pure components, milk

powder, flavors, sugar

Improve solubility in hot

or cold water

Sweets Sugars Dextrose, citric acid,

flavors, colorings

Dosage size, appealing

shape, increase shelf life,

improve dispensability,

improve compressibility

for tabletting

Cereals Granola, cereal bars Carbohydrates, grains,

dried fruit, often fortified

with vitamins and minerals

To combine multiple

ingredients
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Food materials are often sticky, which is a property influenced by their moisture

content and temperature [78]. Sweets especially tend to be sticky, and lubricants

such as magnesium or calcium stearate are often added to circumvent this.

4.5 Outlook for the Future

Granulation is executed in a wide variety of industries for mixing and agglomerat-

ing small ingredient particles into granules having sufficient strength in order to

improve the flow properties, to reduce explosion risks, as well as to give other

specific performance aspects of the granules. At this moment, improved control of

the processes still is a major challenge in view of their complexity and the

difficulties encountered in in- and on-line measurement of product parameters.

Granulators are a highly interactive system, where a small change to one

variable affects a number of process responses. This is one of the key difficulties

with granulation control. For instance, an increase in drum speed in a granulator

will increase the powder surface velocity in the spray zone, and reduce the spray

flux [60], creating smaller nuclei. The reduction in drum speed will also reduce the

energy of inter-particle collisions and reduce the rate of granule growth, the rate of

granule consolidation, and the rate of breakage. It is therefore difficult to predict the

net effect that reducing drum speed will have on the granule size, even at steady

state conditions. It is also possible for the granule size to experience strong transient

or even inverse responses [25, 92]. For example, if the drum speed is reduced, the

granule size may initially increase due to the reduction in breakage in the short

term, but may later decrease as the reduced growth rate works its way through

the drum.

The solution to this issue will come from more sophisticated control strategies

which control dimensionless groups (i.e., the ratio of several related variables at

once) rather than individual parameters, and applying model based control. Exam-

ples of dimensionless parameters than can be utilized in control are shown in

Table 4.1. Some work on this has begun to be reported: P&G have reported using

correlations of dimensionless groups to maintain the key product attributes [71, 73]

and an industry-funded drum granulation study has come closest to achieving

model based control [25, 84].

The second issue is to measure and control the porosity or density of the

granules, which is the best indicator of granule structure currently available.

Although there are several lab-based methods available, including bulk density

correlations [73]; X-ray tomography [11, 21, 86]; kerosene displacement [44]; and

mercury porosimetry [15, 21], these methods are all performed on individual

samples or even on individual granules, and are time-consuming and labor intensive

measurements. In addition, the granules must be dry prior to analysis. P&G [73]

collect detergent granules in a cup of known size, weigh them and use a bulk density

correlation to estimate the density of the granules – they then manipulate the liquid
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binder flowrate at the start of the process. New, fast and efficient granule density

sensors are yet to be developed.

4.6 Definitions, Abbreviations and Symbols

FBRM focused-beam reflectance method

NIR near-infrared

P&G Procter & Gamble

h liquid layer thickness

ha height of surface asperities

s pore saturation level

Stdef Stokes’ deformation number

Stv viscous Stokes’ number

St�v critical viscous Stokes’ number

tp drop penetration time

Φp dimensionless particle coating number

Ψ a dimensionless spray flux
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Chapter 5

Particulate Flow and Agglomeration
in Food Extrusion

Sajid Alavi and R.P. Kingsly Ambrose

Abstract The fundamental principles of extrusion, as applied to food processing,

are described. Basic extrusion theory, hardware, various commercial uses, and role

of process and design parameters in specific food applications are provided. Inno-

vations in food extrusion technology are enabling its rapid expansion and applica-

bility in diverse areas related to bioprocessing and value addition. Ongoing research

spans various cutting edge areas including nutrition and nanotechnology. As an

example of ongoing extrusion research that aligns with the main theme of this book,

a recent study is described that relates raw material particulate rheology to the

granular flow regime in a single screw food extruder. Corn meal and corn flour were

used as model particulate systems for the study. Various particulate-scale charac-

teristics and flow parameters of these two materials were determined using a

powder rheometer, which is a promising new off-line tool. Properties such as

basic flow energy (10.3 mJ/g for corn flour versus 8.7 mJ/g for corn meal), specific

energy (7.1 mJ/g versus 4.4 mJ/g), cohesion (1.9 kPa versus 0.8 kPa) and flow

function (3.4 versus 10.2) were good indicators of flowability in an extruder. These

results were validated in a particulate flow study involving the two model systems

in a pilot-scale single screw extruder. Visualization data, obtained using a trans-

parent Plexiglas window, confirmed that corn flour exhibited much higher flow

impedance as compared to corn meal during extrusion. It was concluded that

powder rheometry is a potentially valuable tool for design of screw metallurgy

and geometry, although further studies are needed in this area.
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5.1 Introduction

The technology of extrusion is centuries old. In fact, the first known application of

the principle of extrusion was more than 2000 years ago, with the invention of

Archimedes’ screw for pumping water in the third century B.C. It was only in the

late eighteenth century that extrusion was applied in the form of a piston press to

produce lead pipes, and in form of a single screw extruder in the late nineteenth

century for processing rubber. In the 1930s, twin screw extrusion was first used for

processing plastics. Thus in the early years of extrusion, industrial applications

were predominant, and even now extrusion plays a big role in processing metals,

rubber and plastics. The high pressure, temperature and shear based continuous

processing capability of extrusion, which has made it an attractive manufacturing

technology, was adapted to food applications only over the last few decades. The

use of extrusion in food processing, which has continued to evolve and expand

rapidly, is the focus of this chapter. The starting materials in food extrusion are

usually, though not always, grain-based and particulate in nature (examples: cereal

and legume flours, starches, protein fractions and concentrates, fibrous ingredients,

vitamin and mineral premixes, etc.) and the final output an agglomerated product

(examples: snacks, breakfast cereal, pasta, micronutrient fortified rice, etc.) [7]. An

overview of various products is provided in Fig. 5.1. This transformation from

particulate to agglomerated form is very complex and involves several overlapping

phenomena such as conveying, mixing, kneading, pressurization, cooking, shaping,

decompression, expansion and dehydration. The heterogeneous and biopolymeric

nature of ingredients only adds to the complexity.

Scientists have employed various fundamental and applied scientific principles

and tools to develop some understanding of the food extrusion process, including

heat, mass and momentum transfer, rheology, polymer science, and biochemis-

try [5]. However, there are vast gaps in knowledge and immense potential for

refinement and advancement of this technology for use in the fast growing global

commercial space for value-addition, nutrition and food security. One such area

that needs detailed study is the flow of particulate material in the extruder prior to

transformation to a fluidized melt. This chapter describes in detail the characteri-

zation of raw materials and their flow in a pilot-scale extrusion system, from this

point of view. Also provided are a primer on the basics principles of extrusion

processing applied to food systems, a summary of the transformations that bio-

polymers such as starch and protein undergo, a description of hardware, operations

and process parameters employed in modern food extruders, and details of various

commercial applications.
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Fig. 5.1 Examples of extruded food products – (a) pasta, (b) breakfast cereal, (c) fish feed, (d)
texturized vegetable protein, (e) pet food, (f) snacks and (g) fortified rice (Pictures courtesy

Wenger Manufacturing, Sabetha, Kansas, USA)
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5.2 Basics of Extrusion in Food Applications

The technology of extrusion was first applied to processing of food products in the

1930s in the form of single-screw extrusion processing of pasta (pasta press), ready-

to-eat (RTE) cereals, and expanded corn curls. In the 1950s dry expanded pet food

was added to the range of products processed using extrusion, and in the 1960s the

application of extrusion was extended to a variety of expanded breakfast cereal,

texturized plant protein products and even pre-gelatinized starches, leading to its

wide acceptance as a major food processing technology.

Extrusion is used for processing various raw materials based on grains ranging

from corn, wheat and rice to sorghum, oats, soybeans and other legumes. These raw

materials can either be in the form of whole grain flours, de-hulled flours, starches,

gluten proteins or bran. Ingredients based on meat, dairy, lipids, sugars and gums

are also very common. Vitamins, minerals and other ‘minor’ additives are often

used for micronutrient fortification and functional purposes such as flavor, color,

anti-caking action and shelf life. Typically the bulk of any extruded food matrix

consists of a mix of biopolymers such as starch and proteins that serve as the

continuous phase but can also exist in dispersed phase depending on the product,

nature of the ingredients and extent of processing.

From a very basic point-of-view, extrusion (derived from the Latin root

‘extrudere’ meaning ‘to thrust’) means to force and push out material or to shape

by forcing through a die. However modern-day food extruders not only transport

ingredients and shape a product using a combination of screws and dies, but also

transform the raw materials from a loosely flowing, granular mass to a well-mixed,

kneaded, cooked, fluidized biopolymeric melt that is often expanded or puffed on

discharge. Majority of these transformations occur along the length of the extruder

barrel in a very short amount of time (less than 2 min) as the screw continuously

conveys the raw material forward and mixes it with water. The latter serves

multiple and essential roles of plasticizer, puffing agent, and hydration of starch

and proteins to facilitate cooking. Typically, in-barrel moisture content ranges from

15 to 30 % wet basis, depending on the application. Steam can be injected as well to

provide thermal energy, which can be very important for foods with high protein

content. However, most of the energy required for kneading, heating, cooking and

expansion is delivered to the material by mechanical means (termed mechanical

energy) and generated due to friction between the screw, the barrel and the material

itself.

To better understand the physico-chemical transformations taking place inside

the extruder barrel, it is often considered to be a series of processing zones
depending on the state of the material inside (Fig. 5.2). These zones are:

1. Feeding or metering zone at the raw material inlet end, where the pressure is

atmospheric, and the material is granular (with individual particle size typically

<700 μm) and often loosely agglomerated due to surface moisture;
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2. Kneading or transition zone, where compaction starts to occur, pressure and

temperature rise, and the loosely flowing material transforms to a cohesive

dough; and

3. Cooking zone, typically at the discharge end where the temperature and pressure

can be around 180 �C and 500 psi (~30 atm), respectively, or even higher

depending on requirements.

The intense mechanical shear, in combination with high temperature and pres-

sure in the cooking zone, allows the extruder to serve as a fast and continuous

pressure cooking system. As the cooked, hot and pressurized dough exits the

extruder die, the water flashes off to steam and makes the product puff or expand.

This is how a highly expanded internal structure is achieved, which is common in

various puffed snacks, breakfast cereal and pet foods. A typical puffed snack

product might have as much as 85 % of void volume.

As a multi-faceted continuous processing technology, extrusion has several

advantages over conventional batch processing methods. Unlike in batch-

processing where several pieces of equipment might be needed to make the final

product, the same extrusion equipment performs several functions including mixing

and unitizing ingredients, cooking, forming of the product to the desired shape,

expansion, texture alteration, sterilization and dehydration (due-to steam flash-off).

There are literally no effluents in the extrusion process, unlike batch cooking using

kettles. The low range of processing moistures implies that extrusion requires much

less energy for cooking and also drying of the final product. Moreover, there is

better control over the process and product quality, and much greater processing
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Fig. 5.2 Typical processing zones inside a food extruder [19] (Copyright Taylor & Francis/CRC

Press; reproduced with permission)
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capacity (several tons per hour). These differences make the extrusion process

much more cost efficient, and also sustainable from energy and water usage point

of view.

5.3 Extrusion Hardware

Extrusion hardware has evolved considerably over the years. Technological

advances have led to single and twin-screw extruders with segmented screws and

barrels [13], further incremental improvements to hardware and design, highly

effective continuous preconditioning methods, and computer-controlled and fully

automated control systems. These developments have markedly improved the

variety, nutrition, quality and safety of extruded foods.

A conventional food extrusion system has several parts including a feeding
system, a pre-conditioner, followed by the ‘heart’ of the system comprising of a

barrel enclosing one or two screws (usually rotating in the same direction or

co-rotating), and finally a narrow opening or die and a knife. The feeding system,

consisting of a feed delivery screw, can be either volumetric or gravimetric. The

latter tends to deliver feed with greater accuracy relative to the set-point for the feed

rate. The pre-conditioning system adds water and steam to the floury ingredients

and serves to pre-moisten and partially cook them. This helps in reducing the motor

power required to drive the extruder screws, reduces abrasion of the screw and

barrel and thus increases their service-life, and also improves the texture and flavor

of the final product. The barrel is usually jacketed for circulation of steam or hot oil

to supply thermal energy to the material. Barrels can also be electrically heated. The

extruder screws are segmented and can be configured specifically for each appli-

cation or process by changing the selection and sequence of screw and kneading

elements (Fig. 5.2). The die at the discharge end serves to restrict flow and aids in

increasing the pressure inside the extruder barrel. A motor-driven knife rotates flush

with the die surface to continuously cut the product as it emerges from the extruder.

The product is then transferred to a drying oven and if needed to post-processing

equipment like drum coaters and enrobers for application of sugar, oil, flavors and/

or seasoning as required, and finally packaged.

5.4 Particulate Ingredients to Agglomerated Products:
Role of Process Parameters

Extrusion is a very versatile technology for processing food products. By altering

the processing conditions, the screw profile or the die, a wide variety of ingredients

can be processed via cooking, expansion and further down-stream processing into a

range of products using the same equipment. In essence, the technology is a very
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effective means of transforming raw materials in particulate form into agglomer-

ated products of various sizes, shapes, textures, composition and nutritional con-

tent. Extrusion process parameters, in combination with screw and die selection

tailored to the application, allow a high degree of flexibility that is very unique in

food processing. Some examples in commercial applications are provided below.

Pasta products are usually processed with minimal energy input (<100 kJ/kg)

adequate for just kneading and forming, achieved by a combination of relatively

high in-barrel moisture (>30 % wet basis), small screw diameter to channel height

ratio (D/H¼ 3�4) and low screw speed (50–60 rpm). Intermediate products such as

pellets, which can be expanded by frying to make third generation 3G snacks or
rolled to make flaked breakfast cereal, require higher energy input (100–200 kJ/kg)
to achieve complete cooking in addition to forming. This can be achieved by

lowering the in-barrel moisture to ~25 % wet basis, increasing the screw speed

(150–200 rpm) and D/H ratio (5–6), using thermal energy in the form of steam, and

employing the more versatile twin screw extrusion technology or a combination of

two extruders in series for cooking and forming the product. Ready-to-eat directly
expanded snacks and puffed breakfast cereal require even higher energy input

(200–300 kJ/kg), which is achieved by further lowering the in-barrel moisture to

15–18 % wet basis, and increasing the screw D/H (7–9) and speed (300–400 rpm).

High protein applications, such as dry expanded pet food, floating aquatic feed and
texturized vegetable protein require large amount of processing energy input

(>300 kJ/kg) and yet adequate moisture (25–30 % wet basis). This requires

supplementation of mechanical energy input with equal or higher amounts of

steam-based thermal energy in the preconditioner prior to the extruder. The extru-

sion system can similarly be adapted with relative ease for other applications,

including infant cereal, confectionery products, animal feed and industrial prod-
ucts (example, ethanol from starch and lingo-cellulosic substrates). Due to this

versatility and flexibility, today extruded products comprise of a multi-billion dollar

market in the U.S. alone. New applications and products based on extrusion are

being further researched and developed, and this will be described in Sect. 5.7.

5.5 Characterization of Particulate Rheology

Study of particulate flow and its impact on transport of materials in food delivery

systems is of great significance [8]. This is also true for the extruder screw,

especially in the feeding and transition zones, as described in the previous section.

For this reason, the design and operation of food extruders is at least partly a

function of particle-scale characteristics of ingredients and the resultant nature of

particulate flow [9, 11, 14, 16, 17, 23]. An understanding of these relationships can

aid in design of screw metallurgy and geometry that are tailored for higher

operational stability and flexibility of food extruders. This was the overall goal of

a preliminary study by our research group. Corn flour and corn meal were selected

as model materials representing fine and coarse particulate systems. Particle-scale
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properties were measured using various techniques including powder rheometry,

which characterizes flow parameters of granular materials in contact with a metal

surface. These physical properties were then related to particulate flow in a pilot-

scale single screw extruder.

The corn flour (de-germed yellow F75) and corn meal (de-germed medium

yellow M53) used in the study were obtained from Agricor (Marion, IN). Particle
size distribution was determined using a modified version of AACC 66-20.01

Ro-Tap Sieve Shaker standard method [1] developed by Stoerzinger [20]

(Fig. 5.3). Average particle size was 155 μm and 490 μm for individual or primary

particles of corn flour and corn meal, respectively.

Initial moisture content of the materials was determined using AOAC standard

method 925.10 [4]. Particulate properties were tested using a powder rheometer

(FT4, Freeman Technologies, Gloucestershire, UK) after adjusting the moisture to

20 % wet basis. The powder rheometer employs a relative new, unique and

reproducible dynamic methodology for measurement of resistance to flow whilst

the powder is in motion. It consists of a 48 mm blade or impeller designed for

helical movement through the test sample confined in a 50 mm	 160 ml cylindrical

vessel (Fig. 5.4a). In addition, the instrument has accessories for measuring shear

strength, wall friction and compressibility. The standard dynamic test consisted of

seven test cycles (tests 1–7) at a blade tip speed of 100 mm/s with anticlockwise

motion while traversing through the granular material from top to bottom

(Fig. 5.4b) and clockwise motion while retracting back to the top (Fig. 5.4c).

These identical test cycles were performed to achieve stabilization of flow energy

and characterize change in flow behavior due to attrition, agglomeration, segrega-

tion, etc. Subsequently four more test cycles were conducted (tests 8–11) with blade

tip speed decreasing in gradual steps (100 mm/s, 70 mm/s, 40 mm/s and 10 mm/s,

respectively), in order to evaluate sensitivity to different flow rates. Dynamic

Fig. 5.3 Cumulative oversize particle size distribution of corn flour and corn meal
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testing yields several parameters useful for characterizing flow of particulate

systems.

The Basic Flow Energy (BFE) is the energy required per unit mass to move the

blade through the powder column during confined or forced flow (from top to

bottom) after conditioning to achieve stabilization (test 7), as calculated below.

BFE J=gð Þ ¼

ðΔx
0

T _θ þ Fvx
� �

v�1
x dx

m
ð5:1Þ

where

T ¼ rotation resistance or torque experienced by the blade (N�m)

F ¼ vertical resistance or force experienced by the blade (N)
_θ ¼ angular speed of the blade (rad/s)

vx ¼ vertical speed of the blade (m/s)

Δx ¼ vertical distance traversed by the blade

m ¼ mass of test sample.

Specific Energy (SE) is the energy per unit mass needed to displace conditioned

powder during unconfined or low stress flow (upwards testing), as described below.

SE J=gð Þ ¼ FE6 þ FE7ð Þ=2
m

ð5:2Þ

where

FE6 ¼ flow energy measured for upward traverse of blade after test 6

FE7 ¼ flow energy measured for upward traverse of blade after test 7.

Fig. 5.4 (a) Powder rheometer set up showing the helical movement of the blade in the test vessel;

(b) downward traverse of blade for confined testing; and (c) upward traverse of blade during

unconfined testing
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Stability Index (SI) is a measure of flow energy changes during repeated testing

and is an indirect measure of the change in particulate compaction as the blade

traverses the samples multiple times, and is calculated as follows.

SI ¼ BFE7

BFE1

ð5:3Þ

where

BFE1 ¼ flow energy during test 1

BFE7 ¼ flow energy during test 7.

A stable particulate system would have SI ~1.0. whereas unstable systems would

have SI 
1.0 or SI �1.0 (Fig. 5.5).

Flow Rate Index (FRI) is the factor by which flow energy is changed when the

blade tip speed is reduced by a factor of 10. It evaluates the sensitivity of the powder

to different flow rates, and is measured as follows.

FRI ¼ BFE11

BFE8

ð5:4Þ

where

BFE8 ¼ flow energy during test 8 with blade tip speed ¼ 100 mm/s and

BFE11 ¼ flow energy during test 11 with blade tip speed ¼ 10 mm/s.

Dynamic flow parameters obtained for the two model particulate systems in this

study, viz. corn flour and corn meal, are shown in Table 5.1.

The basic flow energy and specific energy data indicate that corn meal has better

flow characteristics than corn flour, as the latter requires more energy to flow in

both confined and unconfined environments. The lower particle size of corn flour,

which allows higher compressibility as well as greater surface to surface electro-

static and other interactions, is a primary reason. Based on these data, corn flour and

corn meal can be classified as particulate materials with ‘moderate cohesion’ and
‘low cohesion’, respectively. Teunou et al. [22] found that the more cohesive wheat

flour had a low flow index of 2.71 while the more granular skim milk with average

particle size above 200 μm had a flow index of 11.04 which made it more of a free
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Fig. 5.5 Typical stability curves for powders
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flowing powder. Flow index is a parameter derived from shear testing and is similar

to flow function as described below in the Mohr circle analysis. Beside particle size

other factors that might have contributed to the differences in cohesion and

flowability include the surface chemistry and moisture of the wheat flour and

skim milk particles. The test results from this study follow a similar trend, that is,

the coarser corn meal flows easier than the finer corn flour. BFE is higher than SE

for both materials, which is expected as higher stress experienced under confined

systems will lead to higher cohesion and greater flow energy requirements. Both

corn flour and corn meal have stable behavior, as their stability index is close to

unity. This indicates that the energy required for bulk powder flow does not change

significantly during repeated testing. FRI data indicate that the sensitivity of corn

flour to variable impeller speeds is significantly higher than that of corn meal. This

implies that mechanical disruption of surface to surface particulate interactions

plays an important role during bulk flow.

After initial conditioning using the standard FT4 cylindrical vessel and blade set

up, compression tests were carried out using a vented piston assembly that applied

increasing normal stress on the samples (Fig. 5.6). The conditioned bulk density of
corn flour and corn meal at zero stress was 461 and 573 kg/m3, respectively.

Compressibility is a measure of change in bulk density as a function of applied

normal stress. Eleven compression steps were performed starting at 0.5 kPa and

increasing with each step to a final stress of 22 kPa (0.5, 1, 2, 4, 6, 8, 10, 12, 15,

18 and 22 kPa). Each normal stress was applied for about 25 s to reach equilibrium

at the target stress. Compressibility was calculated as a percentage change in

volume, based on the distance travelled by the piston under applied normal stress.

The compressibility data for corn flour and corn meal are shown in Fig. 5.7. Corn

flour was more easily compacted than corn meal. Higher particle size of corn meal

implied lesser surface area and reduced interfacial particulate interactions and less

cohesion. On the other hand, cohesive materials, that have poor flow characteristics,

Table 5.1 Dynamic flow parameters for corn flour and corn meal

BFE, mJ/g SE, mJ/g SI FRI

Corn flour 10.28� 0.16a 7.07� 0.10a 1.03� 0.03a 1.29� 0.02a

Corn meal 8.73� 0.24b 4.36� 0.05b 1.02� 0.13a 1.13� 0.02b

N¼ 3 (replicates); different superscript letters within a column indicate significant difference at

α¼ 0.05

Fig. 5.6 Compressibility tests for powders
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are more compressible as can be seen in the case of corn flour. The lower bulk

density of corn flour, and thus the presence of higher volume of air voids, is an

important factor in its greater compressibility.

During handling and processing, powders can constantly be subjected to con-

solidation stresses that lead to changes in density and inter-particulate forces. To

understand the yield point at which flow of powder initiates, shear testing of the

powder was carried out under consolidation. A rotational shear head, which induced

both vertical and rotational stresses, was used in a 50 mm sample holder vessel to

conduct the test (Fig. 5.8). As the powder bed resists rotation of the shear head, the

shear stress increases until the bed fails or shears, at which time a maximum shear

stress was observed. The normal stress is maintained constant throughout the

measurement. Mohr circle analysis (Fig. 5.9) was conducted on the yield loci

Fig. 5.7 Compressibility data for corn flour and corn meal

Fig. 5.8 Shear testing of

powders using a rotational

head attachment
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(relationship between applied and shear stress) to calculate the Cohesion (best fit

line intercepting y-axis), Unconfined Yield Strength or UYS (the greater of the two

values at which the smaller Mohr circle intercepts the x-axis), Flow Function or
FF (major principal stress/unconfined yield strength), and Angle of Internal
Friction or AIF (angle created by the best fit line with the horizontal axis). For

more information on general powder tests, shear tests and Mohr circles see also

Chaps. 13 and 15.

Wall friction measures the resistance to flow of powders, previously at rest, in

relation to the process equipment surface. The FT4 measures wall friction experi-

enced by particulate material in contact with a stainless steel wall, using a friction

head attachment that induces both vertical and rotational stresses on the samples

(Fig. 5.10). As the powder bed resists the rotation of the wall friction head, the

torque increases until the resistance is eventually overcome. The wall friction head

continues to rotate at a fixed velocity for a pre-determined period of time. The

torque required to maintain this rotational momentum is measured and used to

calculate a ‘steady-state’ shear stress. The normal stress is maintained constant

throughout the measurement. From the relationship between normal stress (σw) and
shear stress (τw), the wall friction angle (ϕ), is calculated using the following

relationship:

Fig. 5.9 Typical Mohr circle failure plot based on Jenike’s theory
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ϕ ¼ tan �1 τw
σw

� �
ð5:5Þ

Shear test and wall friction data are shown in Table 5.2. These results supported the

dynamic flow property results. Both cohesion and UYS data indicated that corn

flour was more cohesive than corn meal. The angle of internal friction and wall

friction angle reflected the effect of inter-particle contacts and particle-wall con-

tacts on flow of powders. The higher the angle of internal friction and wall friction

angle, the easier is the particulate flow under shear stress in contact with each other

and with a wall surface. The flowability function, derived from shear analyses, can

be used to classify powder flowability as described in Table 5.3. This will be further

discussed in Sect. 5.6.

Shear
Stress

Normal Stress

Fig. 5.10 Wall friction

measurement method

Table 5.2 Shear and wall friction properties of corn flour and corn meal

Cohesion, kPa UYS, kPa FF AIF, degrees Φ, degrees

Corn flour 1.92� 0.18a 6.07� 0.29a 3.43� 0.27a 35.09� 0.90a 30.24� 0.49a

Corn meal 0.75� 0.21b 3.54� 0.43b 10.16� 2.26b 40.58� 0.95b 31.30� 3.47a

N¼ 3; different superscript letters within a column indicate significant difference at α¼ 0.05

Table 5.3 Classification of

particulate flowability based

on flow function value

Type of flow Flow function value

Easy-flowing 10< FF

Free-flowing 4< FF <10

Cohesive 2< FF <4

Very cohesive and non-flowing FF <2
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5.6 Visualization of Particulate Flow During Extrusion

A pilot-scale X-20 single screw extruder (Wenger Manufacturing Inc., Sabetha,

KS) was used for experimental study of flow of the two model particulate

systems. The extruder screw diameter was 82.1 mm and L:D (length:diameter)

ratio 8:1. The extruder screw configuration is shown in Fig. 5.11. One half of the

extruder barrel was replaced by a clear Plexiglas window so the flow inside the

extruder could be visualized. The barrel was not heated for this study. Also the

discharge end of the barrel was open and without a die, thus no compression was

achieved and the test material was at atmospheric pressure through the length of

the barrel. A volumetric feeding system with feeder screw speed control was

calibrated to deliver the test materials to the extruder at a feed rate of 103 kg/h

after hydration in the preconditioner to 20 % wet basis to match the moisture

level in offline tests.

Flow of the two materials was monitored visually at two extruder screw speeds,

viz. 200 and 400 rpm through the observation window. Figure 5.12 is a schematic

representation of the snapshots of the particulate flows observed at steady state.

Fully filled sections of the barrel corresponded to maximum flow impedance.

Restrictive elements tended to obstruct flow the most as observed in the form of

material accumulation at the steam lock locations. For the same throughput and

screw geometry, corn meal experienced much lower flow impedance than corn

flour.

Measurements of filled length or the distance from the discharge end to the point

where the barrel was completely full, once the extruder was operating at steady

state, are shown in Table 5.4 (cf. [12]). At the same screw speed, filled length was

6–11 times higher for corn flour as compared to corn meal. Thus corn flour

exhibited substantially lower flowability. The classification of particulate

flowability based on flow function FF supported these results. Corn meal

(FF¼ 10.16) is placed in the easy flowing category while corn flour (FF¼ 3.43)

is in the cohesive or poor flow category. Increase in screw speed from 200 to

400 rpm led to 8 % and 50 % decrease in filled length for corn flour and corn meal.

Thus, as expected, higher screw speed leads to better flowability in the extruder.

Flow rate index FRI-values of greater than 1.0 for both corn meal and corn flour

also represented greater flowability at higher impeller speeds during off-line testing

of particulate rheology. The temperatures of the material at the inlet and discharge

Fig. 5.11 Screw profile used in pilot-scale extrusion experiments for particulate flow
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were also measured. Due to the absence of a die at the discharge end, there was

limited energy input and the temperature rise was in the range of 2.6–5.1 �C only

(Table 5.4). The particulate rheology is better represented by specific energy SE,

which is an unconfined flow parameter. SE for corn flour was higher and

corresponded with a higher flow impedance and temperature rise during particulate

flow in extruder as compared to corn meal.

5.7 Other Ongoing Research in Extrusion

The inherent economies of scale and process efficiency associated with extrusion,

make it a highly viable technology for delivery of enhanced nutrition to huge

populations, and addressing diverse health problems such as malnourishment and

obesity. Current research is targeting higher nutritional value of food products not

just for commercial market but also for addressing macro and micro nutrient

deficiencies and food security challenges worldwide [2, 6, 7]. Research is also

Fig. 5.12 Schematic representing experimental observation of unconfined particulate flow in a

single screw pilot-scale extruder (Visualization videos can be accessed from the links http://youtu.

be/g_6TWhizjNY for corn meal and http://youtu.be/ifRjF2_4HJw for corn flour)

Table 5.4 Extrusion flow parameters for corn flour and corn meal

Screw speed (rpm) Filled length (mm) Discharge temp.a (�C)
Corn flour 200 317.5 26.7

400 292.1 24.5

Corn meal 200 50.8 25.0

400 25.4 24.2
aMaterial temperature at inlet was 21.6 �C for all treatments
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addressing industrial applications such as pre-treatment of lignocellulosic feedstock

for fuel ethanol and development of bio-based nanocomposites for applications

such as packaging [21, 24]. Extrusion-based agglomeration is also being investi-

gated for developing high performance pelletized feed for livestock agriculture and

aquaculture [3, 15]. Simulations with discrete element modeling (DEM) have also

started to yield insight in the behavior of particulate products in extruders [10, 18].

5.8 Conclusions

Extrusion is a widely used process technology involving a multi-step and complex

transformation from particulate ingredients to diverse agglomerated end-products.

The versatility of the extrusion process makes it easy to adapt for various new food

and non-food applications, and there is immense potential to expand research and

development to extrusion in industry and academia. One such area is particulate

flow characterization, which is important for understanding transport of raw mate-

rials in a food extruder. The recently developed powder rheometry method for

measuring flow properties of particulate materials is very useful for understanding

flow during handling and processing operations including extrusion. Parameters,

such as specific energy, compressibility, cohesion and flow function, were found to

be good off-line identifiers for flowability in an extruder. This new tool also has the

potential for being employed for better design of metallurgy and geometry of

extrusion hardware.

5.9 Definitions, Abbreviations and Symbols

Angle of internal

friction

angle created by best fit line or yield locus with the horizontal

axis (Mohr circle, see Fig. 5.9)

Basic flow energy energy required per unit mass to move rheometer blade

through the powder column during confined flow

Cohesion intercept of the best fit line or yield locus with the vertical

axis (Mohr circle, see Fig. 5.9)

Compressibility percentage change in volume of powder column based on

distance travelled by rheometer piston under normal stress

Flow energy energy required for upward traverse of rheometer blade

through the powder column

Flow function ratio of major principal stress to unconfined yield strength

(Mohr circle, see Fig. 5.9)

Flow rate index factor by which basic flow energy changes when the

rheometer blade tip speed is reduced by a factor of 10

Specific energy energy required per unit mass to move rheometer blade

through the powder column during unconfined flow
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Stability index factor by which basic flow energy changes during repeated

testing

Yield locus best fit line for shear stress versus applied normal stress data

(Mohr circle, see Fig. 5.9)

AACCI American Association of Cereal Chemists International (professional

organization)

AIF angle of internal friction

AOAC The Association of Analytical Communities (professional organization)

BFE basic flow energy (see Eq. 5.1)

FE flow energy

FF flow function

FRI flow rate index (see Eq (5.4))

SE specific energy (see Eq. (5.2))

SI stability index (see Eq. (5.3))

UYS unconfined yield strength

D screw diameter of extruder

F vertical resistance or force experienced by the blade of the rheometer

H channel height of extruder

L length of extruder

m mass of test sample

T rotational resistance or torque experienced by the blade of the rheometer

vx vertical speed of the blade of the rheometer

δh distance travelled by rheometer piston under normal stress

Δx vertical distance traversed by the blade of a rheometer
_θ angular speed of the blade of a rheometer

Φ wall friction angle (see Eq. 5.5)

σw normal stress

τw shear stress
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Chapter 6

Comminution

Mohsen Yahyaei, Marko Hilden, Fengnian Shi, Lian X. Liu,

Grant Ballantyne, and Sam Palaniandy

Abstract Size reduction is an integral part of mineral processing which has

the largest contribution to the energy consumption of mineral processing plants.

This chapter provides an overview of size reduction theories and describes different

mechanisms of breakage which are relevant in the mineral processing context,

along with ore characterisation tests which measure the response of ore to different

mechanisms of breakage. The most common comminution machines found in

mineral processing are briefly described with explanations of how such equipment

are typically laid out in comminution circuits. Concepts of novel approaches

to designing flexible circuits are presented followed by process operation control

strategies. Fine grinding, becoming an integral part of many mineral processing

circuits, is also covered in this chapter along with appropriate placements

for applications of fine grinding machines and important operating parameters.

This chapter covers aspects of comminution which are relevant to mineral

processing only and does not extends to other areas such as food, chemical,

pharmaceutical, etc.

6.1 Introduction

Comminution is defined as the action of reducing a material, especially a mineral

ore, to minute particles or fragments [45]. In the minerals industry, breakage is

achieved through blasting, crushing and milling, while in the pharmaceutical and

chemical industries size reduction is usually through milling. In the minerals

industry, the goal of blasting is to reduce the in situ rock to a size that is readily

transportable, whereas crushing and milling aims to liberate the valuable mineral

grains from the waste (gangue) in preparation for separation, or to provide particles

of a required shape or size. Blasting is achieved via the ignition of explosive
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chemical compounds in the mine, whereas crushing and milling rely on mechanical

impacts to comminute the rock or agglomerates. At all levels, the degree of size

reduction is governed by the application of energy and the response of the rock in

terms of material toughness or strength.

In the pharmaceutical or chemical industries, the main objective of size reduc-

tion is usually to improve the properties or the efficient use of a product. Examples

are increasing the surface area of the materials so that the adsorption or dissolution

rate of the powders is increased significantly and reducing the size of pigments to

reach optimum hiding power and gloss of paints. Size reduction usually occurs in

stirred media mills.

This chapter covers topics in relation to comminution in the minerals industry.

Comminution in the pharmaceutical or chemical industries is not part of scope of

this chapter.

6.1.1 Comminution Energy

The process of comminution in mineral processing is dominated by the high energy

requirements of breaking rocks to liberate the valuable minerals. Calculating the

energy required to reduce the feed ore size to the desired product size is the first step

in selecting the appropriate size and installed power of equipment that underpins

the design of comminution circuits. According the study of Ballantyne and Powell

[1], comminution typically accounts for between 26 and 46 % of the utilised energy

on copper and gold mines (Fig. 6.1). Napier-Munn [39] calculated that approxi-

mately 1.8 % of global generated electrical energy is consumed in comminution.
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Curry et al. [10] found that the mill contributed between 43 % and 45 % of ongoing

operating costs on a mine.

6.2 Size Reduction Theories

The relationship between energy consumption and size reduction is integral to the

science of comminution. Three well-known theories have been proposed to

describe how the size reduction can be measured to obtain a linear relationship

with energy consumption. The relationship between surface area and energy,

commonly attributed to Rittinger [49], was first known and used in the design of

explosive charges in the Napoleonic wars [3, in 31]. Lynch and Rowland [27]

described the history of the Rittinger theory and how it evolved. Rittinger [49]

originally commented that “the throughput (of wet operated stamp mills) is pro-

portional to the 0.4 power of the linear dimension of the openings of the discharge

screen”. The new surface generated was used as an analogy to help clarify the

results. However, the theory that was attributed to him stated that the work done in

crushing is proportional to the area of new surface produced. Rittinger’s theory has
gained significant traction within the scientific community because it is supported

thermodynamically by the transfer of strain energy to bond potential energy on the

surface of the material. The surface of a material has a higher energy state than the

interior due to the balance of long-range chemical attractive forces and short-range

Coulomb repulsive forces [18].

The theory of Kick [23] is that the energy required to produce any given

reduction ratio in the volume is constant [27]. Tavares and King [67] proved

experimentally that Kick’s assumption is valid at large sizes where the surface

energy is negligible compared to the internal energy required. But this does not

exclude the Griffith [21] hypothesis that smaller particles are stronger because they

have less structural defects [64].

Bond [4] reasoned that comminution is concerned with both surface and volume;

therefore neither Rittinger nor Kick can be completely correct. Strain energy is

absorbed by the volume of the particle, but breakage begins with the formation of a

crack tip on the surface. Three assumptions from Rittinger [49] or Kick [23] were

questioned: neglect of the previous energy imparted on the particles, derivation

using cubes, and that the useful work input is equivalent to energy content.

Bond [4] assumed that the energy was equally absorbed by the surface area and

volume of a particle (midway between Rittinger [49] and Kick [23]); therefore, the

force is proportional not to D2 or D3 but D5/2. Where D is the size of the particles.

Therefore, the energy required to break a unit weight/volume should be propor-

tional to D5/2/D3 or 1=
ffiffiffiffi
D

p
. Bond [4] stated the third ‘theory’ of comminution in this

way: “The total work useful in breakage which has been applied to a stated weight

of homogeneous material is inversely proportional to the square root of the diameter

of the product particles”.
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Bond [4] claimed that although the Rittinger theory is concerned with the

measurement of surface areas and the Kick theory with the volumes of the product

particles, the third theory was proportional with the crack length formed. On the

other hand, Stamboliadis [64] stated that both Kick’s and Rittinger’s statements are

not mutually exclusive and Bond is only a partial case of a general expression of

Rittinger’s statement.

Walker [70] found that neither Rittinger’s nor Kick’s equation represented all

facts properly and gave a general comminution equation that encompassed both

theories:

dE ¼ �C
dx

xn
ð6:1Þ

where

E ¼ the work done

x ¼ the particle size

C, n ¼ constants.

Kick’s theory results for n¼ 1:

E ¼ �Cln
x2
x1

� �
ð6:2Þ

For n¼ 2 this becomes Rittinger’s equation:

E ¼ C
1

x2
� 1

x1

� �
ð6:3Þ

Later Hukki [22] included Bond’s third ‘law’ of comminution (n¼ 1.5):

E ¼ 2C
1ffiffiffiffiffi
x2

p � 1ffiffiffiffiffi
x1

p
� �

ð6:4Þ

There is some evidence that the three theories are not mutually exclusive and each

may be accurate within a proper relatively narrow size range. Hukki [22] suggested

that the exponent n in the general comminution equation is not in fact a constant,

but a variable dependant on the particle size (Fig. 6.2).

There are many experimental results in favour of the theory of Rittinger [49],

scant evidence for the theory of Kick [23] and the evidence for the third theory is

provided by Bond himself [22]. Generally, the size range covered by these exper-

iments is also relatively narrow [22]. Thus, it is strongly suggested that all the

comminution theories are actually incorrect and the increase in energy required

to break smaller particles is due to the reduction in internal flaws and weaknesses
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[41, 71]. Sch€onert [53] hypothesised that three factors combine to increase the

apparent strength of smaller particles:

– The presence of flaws is less probable with decreasing size.

– As particles reduce in size, so does their capacity for storing elastic energy.

– Smaller particles fail plastically rather than elastically.

The reduction in competence due to the presence of flaws is often related to the

Griffith [21] crack theory. Griffith [21] advanced the scientific concepts of the

proportionality between energy and surface area by taking a thermodynamic

approach to brittle fracture. He quite logically proposed that if the forces pulling

apart molecules in the immediate un-cracked area around the crack rim exceeded

the attraction between the molecules, the crack would enlarge until failure was

complete [31]. Sch€onert [53] found that due to plastic deformation at the crack tip,

extension of the crack requires at least ten times the energy predicted by the Griffith

theory.

The underlying truth of this system may be that the Rittinger [49] hypothesis

holds true across all sizes, but that internal free surfaces become external surfaces

through breakage. Therefore, for larger particles with a higher availability of

internal surfaces, the amount of energy required to generate ‘new’ external surfaces
is lower because of this conversion.

Many other size-reduction energy relationships exist, such as Starkey et al. [65]

and Morrell [37]. These are in general equipment specific, often parameterised

against a production database. Another specific parameter, the t10, that was
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developed by Narayanan and Whiten [43] to describe impact breakage, has been

applied for the characterization of ore breakage for many decades. t10 is the

percentage of progeny passing an aperture of one tenth of the original particle size.

Understanding the fundamentals of breakage processes, breakage mechanisms

and how the rock responds to different stressing conditions will enable us to study

and validate the underlying assumptions of comminution theories.

6.3 Breakage Mechanisms

As with any material, rock particles only break when the applied tensile stress

exceeds the tensile strength of the rock. However, in terms of comminution, the

main interest is to derive reliable ways of assessing how a particular material breaks

in a comminution device such as a crusher or a mill [41]. In general, the breakage of

rock particles is dependent on two factors: the “hardness” of the material, and the

specific equipment used for particle breakage. In the last few decades, attention has

been shifted to separate material property characterization from equipment param-

eters. This is essential for modelling and optimization of comminution processes in

a mineral processing plant [76].

In contrast to standard rock mechanics tests (e.g. uniaxial compressive strength,

fracture toughness, etc.) it is usually required in comminution testing to obtain the

product size distribution from applying a particular breakage mechanism that

relates to specific comminution equipment. Depending on the industrial comminu-

tion equipment used, rock particles are broken through three main breakage modes

[41]:

– compression

– impact

– shear (abrasion/attrition)

Some comminution equipment only exploit one major breakage mode whereas

ball mills, Autogenous Grinding [32] mills, and Semi-Autogenous Grinding (SAG)

mills impart both impact and shear breakage. The detailed description of each

breakage mechanism is presented in this section.

6.3.1 Compression

One form of load application during a comminution process is compression in

which rock particles are compressed slowly (Fig. 6.3) and the particles fail when the

uniaxial compressive strength has been exceeded. In terms of measurement

response, the main parameters obtained from single particle standard material

testing is Uniaxial Compressive Strength (UCS), Young’s modulus (€) and

Poisson’s Ratio (ν) and are often measured by using a cylindrical rock sample
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[41]. Measuring the particle size distribution from single particle compression tests

is less common due to the difficulties associated with the precise measurement of

specific input comminution energy for breakage. Multi-particle bed compression

tests are often carried out in a piston-die [16, 17] which relates the specific energy

input to size reduction.

Compression is one of the most common loading modes in crushers such as jaw,

gyratory and cone crushers as well as high pressure grinding rolls. The typical

applied strain rate is between 0.1 and 2 m/s (Table 6.1).

6.3.2 Impact

In impact breakage, the particles move perpendicularly to another surface, which

may be either a mill wall or another particle surface. Impact breakage has a much

higher applied strain rate than compression breakage and the impact speed ranges

from tens of meters per second in mills up to 400 m/s in high energy mills. When

particles are impacted in a comminution device, they can either have one-sided

Fig. 6.3 Schematics of different mode of breakage

Table 6.1 Summary of comminution devices and their stressing mode and rate

Comminution

equipment Main breakage mode – stressing method

Applied strain rate

(m/s) [66]

High pressure grind-

ing rolls

Compression Up to 0.1

Jaw crusher Compression 0.1–1

Gyratory and cone

crusher

Compression 0.1–2

Ball, rod, AG and

SAG mills

Single impact, double impact and abrasion/

attrition

Up to 15

Stirred media mills Shear between grinding media Up to 20

Impact crushers Single/double impact 20–200

Fluid energy mills Single impact and abrasion/attrition (rheology

also plays a part)

Up to 400
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impact or two-sided impact, as illustrated in Fig. 6.3. In addition, impact breakage

of particles can either occur in one single high energy impact or via multiple low

energy impacts [66].

6.3.3 Abrasion/Attrition

In abrasion breakage, the surface of particles experience shear while moving

parallel to their contact surface and fine particles are rubbed off the surface of the

particles. The damage caused by abrasion is not substantial to the body of the

particles. As illustrated in Fig. 6.3, attrition breakage has the same mechanism as

abrasion, while a small particle is nipped by two larger particles causing substantial

damage to the main body of the small particles [41].

With the same input specific energy, different breakage mechanisms lead to

different probability of breakage. An example from the work of Schubert [54] is

shown in Fig. 6.4. This is because different breakage mechanisms result from

application of different stress fields to the particles, even though the same specific

energy is applied.

For further information on the different breakage mechanisms, readers are

referred to the Powder Technology Handbook chapter by Tavares [66].

To understand response of rocks to different mechanisms of breakage it is useful

to develop an energy relationship between the breakage of a given size of particle

Fig. 6.4 Breakage probability distribution for 12 mm fire clay pellets for different stressing

modes. Single and double impact here refer to one-sided and two-sided impact of a particle

respectively [54]

164 M. Yahyaei et al.



and the product size distribution. Different breakage characterisation tests has been

developed to measure breakage characteristics of rocks. The next section summa-

rise the breakage characterization tests which are widely used in mineral

processing.

6.4 Breakage Characterization

Mining companies have long recognized that the performance of a size reduction

machine such as a crusher, an AG or a SAG mill depends not only on the machine

operating conditions, but also on the competence of the feed material to be broken.

This is very much exemplified at the OK Tedi Mine in Papua New Guinea, where

the SAG mill throughput varied from 700 to 3000 t/h due to variations in feed ore

competence (Bond work index 16–5 kWh/t) and in feed size distributions [62].

Particle breakage characterization aims to quantify the product size distribution

which results from the application of energy to a selected feed size via a specific

breakage mechanism. Specifically it aims to establish the relationship between

mass specific energy input and resultant product through some type of laboratory

test on a given ore. The outcomes from particle breakage characterization may be in

the form of a single competence or strength parameter, or a relationship describing

the level of size reduction with respect to the applied energy or other test conditions.

The result of breakage characterization is useful in assisting in comminution

equipment specification, circuit design, machine modelling, and process

optimization.

6.4.1 Bond Work Index

One of the most commonly used breakage characterization methods in the mining

and mineral industries is the Bond work index method, based on the so-called

“Third theory of comminution” [4], which is normally written as Eq. (6.5):

W ¼ Wi
10ffiffiffiffiffiffiffi
P80

p � 10ffiffiffiffiffiffiffi
F80

p
� �

ð6:5Þ

where:

W ¼ mass specific energy (kWh/t) calculated as power draw [52] divided by

throughput (t/h)

Wi ¼ Bond work index (kWh/t)

P80 ¼ aperture size where 80 % of product passing (μm)

F80 ¼ aperture size where 80 % of feed passing (μm).
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Note that the constant value 10 in the Eq. (6.5) is originally from a reference size

of 100 μm in the form
ffiffiffiffiffiffi
100
P80

q
so that the equation is dimensionally balanced. Bond

defined the work index Wi as a comminution parameter which expresses the

resistance of the material to crushing and grinding. The work index can be deter-

mined in two ways. If plant data (power draw, throughput, F80 and P80) are

available, Eq. (6.5) can be rearranged to calculate the work index, which is referred

to as the operating work index (OWi). If plant data are not available, laboratory test

needs to be conducted on the ore sample of interest. Bond developed crushing, rod

mill and ball mill laboratory tests.

In the popular Bond ball mill test [5, 6], the standard mill is 0.305 m diameter by

0.305 m length with rounded corners, running at 70 rpm. The grinding charge

consists of 285 balls of various sizes, the total weighing 20.125 kg. The standard

feed is prepared by stage crushing to pass a 3.35 mm sieve. A volume of 700 ml is

placed in the Bond ball mill and ground dry in a locked cycle mode. After the first

grinding period of 100 revolutions, the mill content is dumped, the ball charge is

screened out, and the ore is screened at a required closing size, typically 300 μm,

150 μm or 75 μm. The undersize is weighed and removed, and an equal mass of

fresh feed is added to mix with the oversize to maintain the original charge mass.

The second grinding is performed for a number of mill revolutions calculated to

produce a 250 % circulating load. The grinding cycles are continued until the net

grams of sieve undersize produced per mill revolution reach equilibrium and just

starts decreasing. The net grams of undersize product per mill revolution (Gbp) are
defined as the ball mill grindability. Closing sieve size (P1) is defined in microm-

eter. The ball mill work index of an ore sample is calculated by Eq. (6.6):

Wi ¼ 49:1

P0:23
1 Gbpð Þ0:82 10ffiffiffiffiffi

P80

p � 10ffiffiffiffiffi
F80

p
� � ð6:6Þ

The Bond work index can be used in two ways. The first is to differentiate ore

competence for a size reduction system. The typical Bond work indices for ores

processed in the mineral industry may vary through a range from below 10 kWh/t to

over 30 kWh/t; the larger value indicating the more competent ore. The second

application is to size a comminution unit. For a given ore F80 and a desired product

Eq. (6.6) can be used to calculate the specific energy from the measured Bond work

index. The multiplication of the specific energy (kWh/t) by the target throughput

(t/h) gives the required power draw [5, 6] of the mill. A mill is then selected

according to the equipment specifications, which can draw the required power

under the chosen operating conditions e.g. ball charge and speed.

The accuracy of the Bond equation has been criticised by various researchers in

the literature. Morrell [33] pointed out that the fundamental problem with the Bond
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equation is in the size exponent. Based on Hukki’s suggestion [22], Morrell

proposed an energy-size relationship:

W ¼ MiK x
f x2ð Þ
2 � x

f x1ð Þ
1

� �
ð6:7Þ

where

Mi ¼ the comminution index (kWh/t)

K ¼ constant chosen to balance the units of the equation

x2, x1 (μm) ¼ equivalent to P80 and F80, respectively

f(xj) takes the following form [35]:

f x j

� � ¼ � 0:295þ x j=1, 000, 000ð Þ ð6:8Þ

Morrell demonstrates that by taking the different values of K and Mi for coarse

grinding and fine grinding respectively, Eq. (6.8) is able to predict the total specific

energy requirement in a grinding circuit, with a 95 % confidence limit of �15 %.

Morrell also points out that the predictions of Eq. (6.8) for the individual grinding

stages may be very different to the observed values, due to the influence of ore

competence and operational conditions [36].

Another limitation of the Bond equation is its underlying requirement for the

feed and product size distributions to remain parallel and linear in log–log space, so

that one point sizing data (such as the F80 or P80) can represent the whole size

distribution. Experimental data show that the feed and product in crushing and

AG/SAG milling stages often do not meet this requirement. In addition, the

breakage mode in AG/SAG mills is predominantly impact, which is different to

the Bond ball mill testing conditions.

6.4.2 Single Particle Breakage Tests

To characterize particle breakage for crushing and AG/SAG milling, single-particle

impact tests are employed. Tavares [66] provides a detailed review on single-

particle fracture studies. Many researchers implement the single-particle breakage

to study the response of particles in a comminution environment, such as that

reported by Gilvarry and Bergstrom [20], Rumpf [50], Narayanan [42],

Marktscheffel and Sch€onert [29], Weichert [73], Tavares and King [67], Bourgeois

and Banini [7], Vogel and Peukert [69], Shi et al. [59].

Single-particle breakage can be classified into two groups: single contact point

breakage and double contact point breakage. Single contact breakage mimics the

breakage mode when a particle lands on a mill shell, hits another particle or is

impacted by a rotating shaft – such as in hammer mill or vertical shaft impact mill.

Double contact point breakage mimics the breakage mode in jaw/cone crushers and
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in a mill when a particle is compressed between an impacting balls or rock and the

mill shell or particle bed. The single contact point breakage tests are described in

Brown and Miles [8] who used a pneumatic gun to propel particles against a hard

surface, and in Marktscheffel and Sch€onert [29] who used a rotor to eject particles

against anvils. Double contact point breakage occurs in the drop weight tester [53]

and Hopkinson pressure bar test [67].

The Ultrafast Load Cell (UFLC) was developed at the Utah Comminution

Centre [74], combining the functions of the simple drop weight tester and the

Hopkinson pressure bar. The UFLC is equipped with solid-state strain gauges on

the rod, which allows the measurement of three fundamental deformation and

fracture characteristics of particulate materials: the particle fracture energy, the

particle strength and the particle stiffness [67]. The Short Impact Load Cell (SILC,

referring to [7]) is a revised version of the UFLC with a much shorter rod. The

typical particle size tested in the above mentioned single-particle breakage devices

is in the millimetre range, but has recently been extended to micrometre and

nanometre range. Schilde et al. [52] report the use of a nano-indentation device to

measure the micromechanical properties of aggregate. The samples are stressed by

a “Flat Punch” indenter tip of hardened steel with a diameter of 50 μm. The

displacement is controlled by a maximum indentation displacement of 500 nm

and a constant indentation velocity of 100 nm/s. One limitation associated with the

Hopkinson pressure bar, UFLC, SILC and nano-indenter is their relatively long

measurement time and data processing time. They can provide details of fracture

characteristics, but at the cost of a representative sample due to the limited number

of particles being tested.

Over the past three decades, the Julius Kruttschnitt Mineral Research Centre

(JKMRC) has dedicated significant resources to researching and developing tech-

niques to further this cause. These include the Twin pendulum [42], Drop Weight

Tester (DWT) [53], Mini-Drop Weight tester [28], Short Impact Load Cell [7] and

the Rotary Breakage Tester (JKRBT) [59].

The DWT is now an industry standard breakage characterization test. Figure 6.5

shows a photograph of the DWT installed at the JKMRC. The test apparatus

comprises an impactor, an anvil, and guide rails to control the drop path. The

mass of the impactor and the height from which it can be dropped are varied to

provide a range if impact energies. In a standard drop weight test, 10–30 particles in

each size fraction of
ffiffiffi
22

p
sieve series (i.e. þ53–63 mm, þ37.5–45 mm, þ26.5–

31.5 mm,þ19–22.4 mm,þ13.2–16 mm), are tested with three impact energy levels

ranging from 0.1 to 2.5 kWh/t. Each rock specimen is placed on an anvil and is

broken by the impactor. The broken pieces for each size fraction and energy level

are collected and sized. By varying the drop height and mass as well as the rock size

a range of specific impact energies can be generated.

The specific energy used in the drop weight test can be calculated by Eq. (6.9):

168 M. Yahyaei et al.



Ecs ¼ md � g � h
3600m

ð6:9Þ

where

Ecs ¼ specific energy (kWh/t)

md ¼ drop mass (kg)

g ¼ gravitational acceleration (i.e. 9.8 kg/s2)

h ¼ net drop height (m)

m ¼ particle mass (kg).

As a faster and more cost effective measurement of comparative rock hardness, a

reduced version of the drop weight test, the SMC Test was introduced [34]. The

SMC Test uses the DWT to break particles in one of the following narrow size

fraction: 26.5–31.5 mm or 22.4–19 mm or 16–13.2 mm from drill cores or crushed

rocks, with five specific energy levels. The results from conducting the SMC Test

are used to determine the so-called drop-weight index (DWi) which is used to

predict mill power requirement and throughput based on empirical equations

developed from plant operational databases [38]. The SMC test also provides

estimates of full drop weight test results. Over 32,000 SMC tests have been

conducted since 2004 [63]. Since particle strength is affected by particle size,

row SMC test data requires adjustment to represent the entire sample. The adjust-

ment is based on the impact resistance-particle size relationship measured by a drop

weight test or three SMC tests at different size on ore from the same domain. If

domain specific data are not available, the average of the SMC testing database

is used.

Fig. 6.5 JKMRC drop weight tester
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In 2006 the JKMRC developed a Rotary Breakage Tester (JKRBT, Fig. 6.6) for

rapid particle breakage characterization tests [59]. The JKRBT uses a rotor-stator

impacting system, in which particles gain a controlled kinetic energy while they are

spun in the rotor and are then ejected and impacted against the stator, causing

particle breakage. The industrialised JKRBT employs a rotor of 450 mm in diam-

eter. The rotor is direct driven by a three phase, 7.5 kW, 5000 rpm electric motor.

The motor is controlled by a variable frequency drive (VFD) unit via a Human

Machine Interface (HMI) in the control panel. This unit can treat particles in the

size range of 5–45 mm. Thus four of the five particle size fractions that are tested in

the standard DWT can be treated in the industrialised JKRBT (þ37.5–45 mm,

þ26.5–31.5 mm, þ19–22.4 mm and þ13.2–16 mm). The JKRBT has a wide range

of specific impact energies from 0.001 to 3.8 kWh/t.

The specific energy Ecs in the JKRBT test is determined from Eq. (6.10):

Ecs ¼ 0:5mV2
i

m
¼ 3:046	 10�6C2N2 r þ xg

2

� �2
ð6:10Þ

where

m ¼ feed particle mass (kg)

Vi ¼ impact velocity (m/s) on the anvil

r ¼ rotor radius (m)

xg ¼ geometric mean size of feed particles (m)

N ¼ rotor speed (rpm)

Vacuum unit

Recovery bin

Open lid

Stator/anvil

Linear actuator

Rotor

Safety rail

HMI control

Base frame assembly

Fig. 6.6 JK rotary breakage tester (JKRBT)
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C¼machine design constant that governs the maximum possible impact velocity at

a given rotor speed and set of operational conditions.

The constant C is calibrated from the impact velocity measured with a high

speed video camera. Note that particle mass has been cancelled in the JKRBT

specific energy calculation, hence it no longer affects the specific energy as is the

case with the DWT.

Features of the JKRBT include rapid characterization of particle breakage

properties; ability to test a large number of particles to offer statistically more

valid results; accurately controlled specific energy due to its independency of the

particle mass; achieving higher specific energy level than the DWT for coarse

particles; good repeatability in product size distribution. The JKRBT has been

deployed with some of the world’s major mining companies (Anglo American,

Barrick, BHP Billiton, Lonmin, Rio Tinto and Teck). JKTech uses it in standard

laboratory service and the researchers at the JKMRC use it as a research tool.

The DWT data are processed with Eq. (6.11) [43] to establish the relationship

between t10 and Ecs for impact breakage characterization:

t10 ¼ A 1� e�b:Ecs
� � ð6:11Þ

where

t10 ¼ breakage index defined as the percentage of progeny passing one tenth of the

original geometric mean size

A, b ¼ ore impact breakage parameters.

The product of A and b (A	 b) is often used as an ore competence index. It is

widely accepted by many mineral processing engineers and researchers worldwide

to use the A and b parameters in their comminution circuit design, simulation,

optimization and operation. In the JKTech database consisting of over 4000 DWT

data sets, the A	 b values are typically within the range of 20 and 300, with A	 b
close to 20 indicating extremely difficult to break, and any value above 150 very

easy to break.

As noted earlier, particle strength is affected by particle size – coarse particles

being easier to break than fine particles, possibly due to the difference in the

pre-existing crack/micro-crack density in particles. Subjected to the same specific

energy in the DWT, larger particles tend to produce larger t10 values. When fitting

the DWT data with Eq. (6.11), one set of A and b parameters is generated for all

sizes. This ‘average’ set of A and b parameters assumes that particles of different

sizes are broken in the same way when subjected to the same impact energy. This is

questionable, particularly in an AG/SAG mill where the feed may contain particles

from over 200 mm down to minus 1 mm.

A size-dependent breakage model was proposed by Shi and Kojovic [57] to

describe the degree of breakage (i.e. the breakage index t10) in relation to input

specific energy, particle size and particle breakage properties (Eq. 6.12). This size-

dependent breakage model was modified from the Vogel and Peukert [69] breakage
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probability model, which was developed from a generalised dimensional analysis

approach proposed by Rumpf [50], and a fracture mechanical model based on

Weibull statistics [72].

t10 ¼ M 1� exp � f mat: � xg � k E� Eminð Þ� 	� � ð6:12Þ

where

t10 ¼ as defined in Eq. (6.11) (%)

M ¼ maximum t10 for a material subject to breakage (%)

fmat ¼ material breakage property described by a size-dependent sub-model (kg/J/m)

xg ¼ geometric mean size of initial particles

k ¼ successive number of impacts with a single-impact energy

E ¼ mass-specific impact energy (J/kg)

Emin ¼ threshold energy below which breakage does not occur (J/kg).

The material parameter fmat and the energy threshold Emin can be determined

from single particle breakage testing experiments with a laboratory impact device

such as the DWT or JKRBT.

Figure 6.7 compares the results of the two equations (Eqs. 6.11 and 6.12) fitted to

the same set of DWT data, which demonstrates that the size effect on particle

breakage can be well described by the size-dependent model. As the two models

have a similar structure, the parameters of the two equations are convertible. The

ore competence indicator A	 b can be calculated from the parameters in Eq. (6.12),

which allows the mining companies to continue the use of their existing A	 b
database.

A	 b ¼ 3600 �M � f mat: � xg ð6:13Þ

By using Eq. (6.12) and accounting for differences in loading mechanisms (break-

age contact points and strain rate) between the DWT and the JKRBT, it has been

Fig. 6.7 The results using the JKMRC (a) the prior-art (Eq. 6.11) and (b) the size-dependent

breakage models (Eq. 6.12) fitted to the same DWT data of a quarry sample conducted by

Banini [2]
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shown that the JKRBT can generate similar A	 b values for the same ores as the

DWT – established using 54 sets of parallel samples tested by the various mining

companies [58].

In addition to the typical use for impact breakage data reduction, Eq. (6.12) has

been employed to describe the energy-size reduction relationship for ball mill

grinding [60]. Its use has been extended from the mineral industry to the coal

industry for processing coal grinding data using a JK Fine-particle Breakage

Characteriser (JKFBC) [61], and further expanded as a multi-component breakage

model incorporating the coal particle size and density effects [56].

The particle breakage characteristic parameters determined from the DWT,

JKRBT or JKFBC tests find two major types of applications. The first type of

application is to differentiate ore competence for establishment of a geometallurgy

database, for engineering design of comminution circuits and for crushing and

grinding operation trouble-shooting and improvement. The second type of appli-

cation is to provide ore-specific parameters for comminution models. In the past

half century, the JKMRC has developed various comminution unit models for

crushers, screens, AG/SAG mills, ball mills, HPGR, hydrocyclones, etc., which

have been implemented in a comminution process simulation software package,

JKSimMet. This package has been widely used by design engineers, plant metal-

lurgists and researchers for plant survey data processing, mass balancing, model

parameter fitting, operational trouble-shooting and circuit optimisation. All the

models for size reduction machines incorporate ore breakage characteristic param-

eters in various forms. The models, together with the ore breakage characteristic

parameters, are able to accurately predict power requirements, throughput and size

distributions of different streams in a circuit for a specific ore.

6.5 Comminution Machines

A wide range of industries and applications demand efficient size reduction equip-

ment. Numerous designs of size reduction equipment are available. Equipment

selection depends on specific requirements such as:

– feed size and throughput requirements

– required product size, size distribution and product shape specifications

– material hardness and abrasiveness

– batch or continuous processing

– wet or dry processing

– whether contamination from steel or grinding media is detrimental to product

quality

– whether heating or chemical reactions need to be performed simultaneously

– simplicity of maintenance and reliability, and

– capital and operating costs.
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Size reduction equipment is characterised here according to the mechanisms

employed to break particles.

6.5.1 Crushers

Preparation of materials to a size that can be milled is generally performed by

crushers. The breakage mechanism in crushing devices can be both single-particle

compression and bed-breakage. Crushers apply high forces to fracture the particles:

crushers have been designed to break hard rocks up to a compressive strength of

350 MPa. Crushers can be operated with a reduction ratio of up to approximately

5:1 and sometimes more.

– Jaw crushers compress material between two plates, usually one which is static

and one that moves with an oscillating motion (Fig. 6.8). Progressive size

reduction takes place as the particles work down the crushing chamber. The

minimum gap between the plates is referred to as the closed side setting (CSS).

Jaw crushers are available from small bench-scale units capable of processing

several kg per hour to industrial units able to crush 2000 t/h of run-of-mine ore.

– Gyratory crushers work on a similar principle to jaw crushers but have a

circular gap (Fig. 6.9). Rock is compressed between a static conical bowl and

a concave mantle which oscillates about the central axis. These are generally

designed for primary crushing in large-scale rock crushing applications up to

6000 t/h. Typically a mining haul truck will empty its load into the gyratory

crusher and reduce the feed with a top-size of up to a few meters down to below

around 250 mm.

Fig. 6.8 Cross section of a Sandvik CJ Jaw crusher (Courtesy of Sandvik)
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– Cone crushers have a static bowl and eccentrically driven mantle between

which particles are crushed (Fig. 6.10). In minerals applications, these are

predominantly used in secondary and tertiary crushing applications producing

particles with a top-size of between 50 and 5 mm.

– Rolls crushers are manufactured in single-roll and double-roll varieties. Fig-

ure 6.11 shows a Sandvik double roll crusher. The rotation draws material into

the crushing zone. Toothed rolls crushers have metallic teeth to help draw the

material into the gap. In addition to compressive breakage, some shearing can

take place. Rolls crushers are more commonly selected for soft to medium

hardness rocks and coal applications where they have high capacity in a rela-

tively small plant footprint. These crushers can accept feed size up to 2500 mm.

6.5.2 Compressed-Bed Breakage

Compressed bed breakage devices apply high compressive forces to crush particles

that are typically smaller than the crushing gap.

– High pressure grinding rolls (HPGR), also known as roller presses are oper-

ated at a pre-set crushing pressure through loading a ‘floating’ roll with pistons

Fig. 6.9 Cross section of a Sandvik gyratory crusher (Courtesy of Sandvik)
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to provide a compression pressure as high as 200 MPa that compresses the feed

material in a bed of particles (Fig. 6.12). A wide distribution of particles in the

feed is needed for a continuous bed to form, and the pressure reduces the void

fraction between particles to approximately 15–25 % often forming flakes

(or cake) which may need to be de-agglomerated. Originally developed for

cement applications, advances in the manufacture and design of the roller

Fig. 6.11 A Sandvik CR810/14-30 double roll crusher (Courtesy of Sandvik)

Fig. 6.10 Cross section of a Sandvik cone crusher (Courtesy of Sandvik)
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surfaces have allowed the HPGR to be used successfully in hard rock applica-

tions. HPGR accept feed sizes up to 80 mm.

– Vertical roller mills (VRM) contain a series of rollers that press down on a layer

of particles on a circular table, either flat or grooved. Widely used in the cement

industry, VRM’s usually contain an integrated dry air classification system to

draw fines from the grinding zone and return oversize material back to the

grinding table (Fig. 6.13). Large size reduction ratios are achieved; however a

significant proportion of the energy can be used in drying and by the air

classification process.

6.5.3 Impactors

Impactors accelerate particles to collide with either a solid steel surface or a bed of

particles; or particles are struck by rotating impactors. Impact breakage devices are

generally selected for less abrasive and softer materials with compressive strength

less than 100–150 MPa. Impactors generally produce a more cubic particle shape,

which can be a desirable quality in the product material.

– Hammer mills or horizontal shaft impactors have a horizontal shaft with

multiple radial strikers which impact against steel surfaces or other particles

Fig. 6.12 The high pressure grinding rolls (HPGR) (Courtesy of Weir Minerals)
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(Fig. 6.14). Hammer mills often contain a grate which retains particles until they

are small enough to pass through.

– Vertical shaft impactors (VSI) use a vertical spinning shaft to accelerate

particles outwards onto the impacting wall. Their designs usually promote

rock-on-rock fragmentation. Figure 6.15 illustrates cross section of a VSI from

Terex®.

– Cage mills consist of one or more concentric rows of pins rotating in opposite

directions. Fed from the centre, material is struck by the rotating cage and

impacted onto the next row of pins. Cage mills are well suited to sticky and

damp materials and achieve a high reduction ratio.

Fig. 6.13 A PFEIFFER VRM vertical roller mill (Courtesy of Gebr. Pfeiffer)
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6.5.4 Tumbling Mills

In most size reduction circuits, the greatest proportion of the comminution power is

used in tumbling or stirred mills. Milling devices can be categorised in a number of

ways depending on whether they are operated with or without grinding media (most

commonly spherical steel or ceramic balls), continuously or in batch mode, and wet

or dry.

– Semi-autogenous grinding (SAG) and autogenous grinding [32] mills are

cylindrical tumbling mills predominantly operated wet in a continuous mode,

however milling rates without media (autogenous grinding) are generally sig-

nificantly lower. SAG mills can accept particles up to 300 mm and the P80

(aperture size that 80 % of product pass that size) of product is in the range of

800–500 μm. SAG mills are usually operated with a charge containing rock and

steel balls in an approximate ratio 1:1 by volume, resulting in breakage between

rock and steel as well as rock and rock. SAG and AGmills are generally installed

in a primary milling duty receiving primary crushed (�250 mm) feed. The

largest units in the minerals industry have shells up to 12.6 m in diameter, driven

with motors up to 28 MW and able to process up to 6000 t/h. Figure 6.16

Delivery
device

Hammers

Rod

Rotor

Screen

Take-away

Fig. 6.14 Cross section of

a hammer mill
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Fig. 6.15 A Terex® Canica VSI (Courtesy of Terex® )

Fig. 6.16 Discrete element model (DEM) simulation of charge motion in a SAGmill (Courtesy of

JKMRC (Nirmal Weerasekara) )



illustrates Discreet Element Model (DEM( simulation of charge motion in an

industrial SAG mill.

– Ball mills are cylindrical tumbling mills with steel balls as the grinding media

and a small fraction of ore feed material that is far smaller than the balls. They

contain a high proportion of grinding media in the charge, often approximately

30 % of the mill volume. Use of smaller grinding media will increase surface

area available for grinding, but will have less force for breaking larger particles.

Ball mills are used in a wide range of industries. Particle size reduction is

efficient down to around 100 μm when operated in closed circuit, but are

commonly used to produce product of 60 μm and sometimes even as fine as

20 μm.

6.5.5 Stirred Mills

There are many types of fine grinding devices used in industry such as ball mills,

stirred mills, jet mills, planetary mill and Kelsey Axial Displacement (KAD) mill.

Stirred mills use a static vessel with either a vertical or horizontal agitator to impart

motion to the grinding media contained in the vessel. These mills are commonly

used for wet grinding duties where the product size is below 100 μm and as small as

20 nm. The stirred mills are well known to produce a steeper particle size distribu-

tion that enhances flotation and leaching [9, 46].

Stirred mills can be categorised into two groups i.e. gravity induced and fluidised

mills. These mills are grouped based on the stirrer speed. Typically the gravity

induce mill has the tip speed of 3 m/s whilst the fluidised mill ranges from 10 to

23 m/s. These mills can be further categorised based on orientation i.e. vertical and

horizontal. Table 6.2 shows the grouping of the stirred mills that are commonly

used in mining industry.

Stirred mills can be grouped into low intensity and high intensity mills:

– Low intensity mills are typically continuous gravity induced vertical stirred

mills, meaning that the grinding media is contained within the mill by gravity.

Examples include the Tower mill, VertiMill® and HIGmills™. Using a lower

stirrer speed and lower energy intensity, low cost media can be used. Grind sizes

down to approximately 20 μm can be achieved at a high throughput. Figure 6.17

shows a Metso VertiMill®.

Table 6.2 Stirred mill

category
Gravity induced mill Fluidised mill

Vertical orientation Vertical orientation

VertiMill® Stirred media detritor

Tower mill Outotec HIGmills™

CITIC vertical mill VXP mill

Horizontal orientation

IsaMill
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– High intensity mills, known as agitated bead mills or agitated media mills, are

vertical or horizontal stirred mills with fine grinding media, usually ceramic,

from around 6 mm to 50 μm in size. These mills are used in a wide range of

industries from pharmaceuticals, food industry and pigments to minerals. Mills

can be operated in batch mode at a laboratory through to 10 m3 continuous

industrial units. Sub-micron products can be produced. Continuous units such as

the IsaMill™ have an internal centrifugal classifier for removing fine product

from the mill while retaining the grinding media (Fig. 6.18).

6.5.6 Other Mills

Grinding and size reduction can be accomplished in numerous other ways. These

are often used for processing relatively small volumes of material.

– Planetary ball mills achieve size reduction by vibrating the entire vessel

containing the grinding media and particles. These are usually operated in

batch mode (Fig. 6.19).

– Vibratory disc mills have a single grinding disc or a series of concentric

grinding rings inside a circular mill which is vibrated with a circular motion.

Fig. 6.17 A Metso VertiMill® (Courtesy of Metso)
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These are suited to crushing and pulverising material in a short time. Figure 6.20

shows a laboratory vibratory disc mill.

– Jet mills use fine streams of particles driven by high-speed gas flow to break

particles by autogenous impacts down to 1–10 μm (Fig. 6.21). These mills have

advantages of minimal contamination or heating of particles; while narrow

product size distributions can be achieved due to the internal classification.

Fig. 6.18 A IsaMill™ (Courtesy of Glencore Xstrata)

Fig. 6.19 Retsch PM 100 planetary ball mill (Courtesy of Retsch)
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Fig. 6.20 Vibratory disc mill RS 200 (Courtesy of Retsch)

Fig. 6.21 Cross section of a jet pulverizer (Courtesy of Sturtevant)
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– Disc and pin mills are type of vertical shaft impactor mill, consisting of two

rotating disks with pins embedded on one face. The disks are arrayed parallel to

each other so that the pins of one disk face those of the other. The substance to be

homogenized is fed into the space between the disks and either one or both disks

are rotated at high speeds. Pin mills can be used on both dry substances and

liquid suspensions [51]. Pin mills are commonly use in the manufacture of

pharmaceuticals, as they can achieve particle sizes as fine as a few micrometers

[51]. However, heat generated by friction can sometimes be a concern. A manual

form of the mill is commonly used to grind marijuana to a useful consistency.

6.5.7 Non-mechanical Breakage

Several techniques have been developed for size reduction using non-mechanical

methods. While application of direct mechanical force to particles is often the most

effective, non-mechanical methods usually aim to selectively target particular

phases within particles. Non-mechanical methods which generate regions of high

temperature have the potential to alter the properties of the material being broken.

– It has been known since ancient times that certain rocks are weakened by simple

thermal heating and quenching. The energy requirements have been shown to

be significantly greater than for mechanical methods.

– Microwave energy excites certain minerals preferentially while silicate min-

erals are typically transparent to microwaves. This allows heating energy to be

applied selectively. By exploiting differences in heating rate and thermal expan-

sion, inter-granular fracture can be promoted thus causing preferential liberation

of target minerals.

– High-voltage electrical discharge breakage uses repeated plasma discharges

exploiting differences in dielectric properties of the material phases to achieve

inter-granular fracturing. The effectiveness of this method is dependent on the

material being processed.

6.6 Comminution Circuits

The purpose of comminution circuits may be [26]:

– Liberating valuable minerals for downstream concentration processes such as

flotation, gravity separation, magnetic separation, etc.;

– Introduce fractures or increase the surface area available for chemical or

bio-chemical reactions such as leaching or bio leaching;

– Produce particles of required size and shape such as in aggregates and cement

industry.
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A typical comminution circuit consists of a number of unit operations connected

together with material handling units. Materials enter the circuit and pass succes-

sively through the size reduction and classification units to reach the desired

quality. The crushing section of a comminution circuit treats dry materials while

grinding can be conducted either in dry or wet mode. In mining context, process

units found in a typical comminution circuits include crushing, milling, size

classification, and materials handling and storage [24, 40]. Some common equip-

ment in each operation unit are summarised in Table 6.3.

6.6.1 Typical Comminution Circuits

A comminution circuit generally starts with one or more stages of crushing and

screening in dry mode. A typical flow sheet of a crushing circuit to produce feed for

ball mills is illustrated in Fig. 6.22.

The grizzly screen prevents fine material entering the Jaw crusher. A double

deck screen provides appropriate sizes to be fed to secondary and tertiary cone

crushers. Material fine enough to be fed to the ball mill circuit (generally smaller

than 12 mm [75]) will leave the circuit as the screen undersize.

AG and SAG mills require coarse particles (i.e. þ100 mm) as grinding media,

therefore secondary and tertiary crushing stages are not required and the product of

the primary crusher can fed directly to the AG/SAGmills. Figure 6.23 illustrates the

layout of a primary crushing unit followed by a typical SAGmill, Ball mill grinding

circuit closed with Cyclones – known as an SABC circuit.

After successful implementation of HPGR grinding in the cement industry,

application of this equipment in base metal processing circuits has increased

Table 6.3 Common comminution unit operations in mining context [24, 40]

Crushers Tumbling mills Stirred mills

Jaw crushers AG and SAG mills Tower mills

Gyratory crushers Ball mills Vertical shaft mills

Cone crushers Rod mills Horizontal pin mills

Roll crushers Vertical roller mills

HPGR

Impact crushers

Size classification Materials handling

Screens Bins

Sieve bends Sumps

Hydrocyclones Feeders

Air classifiers Conveyor belts

Pumps

Combiners

Separators
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significantly during past years. An HPGR can accept feed size smaller than 90 mm

and produce product finer than 4 mm [68]. For a finer top-size, below 40, the

product can have a P80 of under 1 mm when closed with a screen. Therefore, the

HPGR is usually implemented after a secondary crushing stage, or tertiary for a

finer feed top size, to produce material in the right size range for ball mills or stirred

media mills. Figure 6.24 illustrates a typical crusher, HPGR circuit followed by ball

mill grinding. Primary crushed ore is sent to a secondary cone crusher closed with a

screen to prevent coarse particles passing to the HPGR.

A feed stock pile ensures fluctuations from the crushing circuit do not pass to the

HPGR. It is possible to use a screening stage after the HPGR to recycle coarse

material to the HPGR and provide feed with appropriate size distribution for ball

mill circuit.

Fig. 6.22 Typical three-stage crushing circuit before ball mill grinding

Fig. 6.23 A typical primary crushing unit followed by a SABC comminution circuit
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6.6.2 Flexible Circuit

The increasing demand for natural resources along with the decreasing the grade of

ore bodies has driven the plant designers and operators to seek a new approach in

designing more efficient mineral processing circuits. Powell and Bye [48] proposed

a new approach in circuit design which allows for multi-stream and multi-grade

circuits. Flexible circuit design incorporates current technology into the structure of

a flexible process which allows the uptake of future advances in processing capa-

bilities. This is unlike the current approach in expansion of the projects through

doubling up the existing circuit.

An example of a flexible circuit design is illustrated in Fig. 6.25. The circuit has

a standard SABC circuit, but with a screen section added upfront and a HPGR. The

screening allows for waste sorting, narrows down the feed sizes for the SAG mill

and cone crusher, and incorporates a variable split of finer feed to the SAG mill or

HPGR. At different stages of the circuit, waste sorting can allow the rejection of

coarse waste. Variable splitters are key control points to deal with variations of ore

competence and size. Comminution equipment with different capabilities provides

flexibility to handle fluctuations in feed characteristics [48].

Flexible circuits allows balancing the comminution work among comminution

units as the feed characteristics fluctuates. Controlling the operation using the

concept of flexible circuits provides the ability to maintain the metal production

while the ore type changes [19].

Fig. 6.24 A typical crusher, HPGR circuit followed by ball mill grinding
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6.6.3 Process Operation Control

Developing successful process control strategies depends on having access to

sensors that are capable of providing accurate and robust measurements. In the

mineral processing context a variety of sensors are in use.

In crushing circuits sensors are implemented to measure bins and chute levels,

frequency of feeders, lubrication flow rate and temperature, crusher power draw,

mass flow rate, particle size distribution (not common), etc.

In grinding circuits the sensors measure parameters such as: pulp density,

volumetric flow rate, sump levels, cyclone pressure, mill bearing pressure, mill

noise, mill speed, mill power draw, particle size distribution (usually at cyclone

overflow), etc.

In the primary crushing circuit, generally the process control objective is pro-

tection of the equipment. Sensors of lubrication flow and temperature along with

high and low level alarms of bins and crusher chutes are implemented for protection

purposes. Secondary and tertiary crushers usually are controlled to maintain the

optimum throughput of the circuit while providing product at the required size.

Throughput, crusher CSS and feed top size are the three factors affecting crusher

performance. An effective method to maximize throughput, is to operate the

crusher close to maximum possible power draw. In crushing which is closed with

Fig. 6.25 A flexible circuit [48]
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a screen, there is an optimum CSS which maximizes throughput at a certain power

draw. Opening the CSS increases the crusher throughput, however due to an

increasing recirculating load the throughput only increases up to a certain point

before dropping off.

Operating a crusher in choke fed condition and even distribution of feed

enhances performance of crushing. This can be controlled by adjusting feeder

speed by monitoring crusher power draw and level of material in the crusher

bowl, while ensuring that the feed material drops vertically onto the center of the

crusher feed chamber.

Controlling the operation of SAG mills depends on available instruments as well

as available control elements. In AG/SAG mills with fixed speed, power draw can

be controlled by adjusting the mill filling through manipulating feed rate. Factors

such as ratio of coarse (þ100 mm) to fine particles, ore competence, ball filling and

ball size affect the operation. Variable speed mills provide mill speed as another

control element in addition to feed rate. Interactions between mill speed, mill filling

and power draw are complex and their relationships are different at different

operations. In a normal operation, increasing mill speed increases the power draw

while producing coarser product and increased throughput. On the other hand,

reducing mill speed will result in finer product at a reduced throughput.

Ball mill circuits are usually closed with a classification stage to control the size

distribution of product according to the requirements of downstream process. The

main objective in closed circuits is to remove final product as quick as possible to

prevent overgrinding of final product. Therefore, performance of the classification

stage has a significant impact on grinding performance. Ball filling and top size of

balls control the energy input and grinding rate for coarse and fine sizes. Reducing

the ball size will increase throughput due to providing more surface area at the cost

of higher media wear rate. Increasing the ball load improves the power draw and

throughput. Water addition to the mill controls the pulp viscosity – which affects

grinding efficiency – being the key on-line control parameter along with control of

the cut size of the classification circuit that closes the ball mill circuit.

6.7 Fine Grinding Circuits

Fine grinding is an essential process in many industries such as minerals for

valuable mineral liberation, pharmaceutical to increase the medicine reactivity

and paint for producing ultrafine fillers. This section will focus on stirred mills

which are widely used in the mineral industry for fine grinding duty.

Stirred mills were initially installed for regrinding duties (i.e. regrinding rougher

concentrate), but lately gravity induced stirred mills have been installed for sec-

ondary and tertiary grinding duties [47]. Figure 6.26 shows the application of stirred

mills in a typical gold-copper concentration circuit. In order to provide extra

grinding power and finer grind size it is possible to install stirred mills in secondary,

tertiary and regrind milling duties in a typical SABC circuit [46].
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Gravity induced mills are suitable for all the three grinding duties

(i.e. secondary, tertiary and regrind) whilst the fluidised mill is commonly used

for ultra-fine grinding of rougher concentrate. Table 6.4 shows the feed and product

size distribution of the stirred mill. These results indicate that stirred mills have the

capability to grind in a size range overlapping with the ball milling regime. Gravity

induced mills have the capability to receive feed up to 6 mm with coarser media

(40 mm).

6.7.1 Operational Variables of Stirred Mills

Table 6.5 shows the typical operational variables of a stirred milling circuit. The

variables can be categorised into process variables and mill configuration.

Fig. 6.26 Application of stirred mills as secondary, tertiary and regrind mills in a typical SABC

circuit

Table 6.4 Feed and product

size of stirred mills
Grinding duty F80 (μm) P80 (μm)

Secondary 450 175

Tertiary 150 90

Regrind 40 7
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6.7.2 Effect of Operation Variables

Many operational parameters affect the performance of fine grinding circuits.

– Feed size

The feed size is essential as the stirred mills operate in a narrow particle size

distribution. For example, gravity induced mills are capable of grinding 6 mm

particles whilst the fluidised mill can only accept feed below 500 μm. It is

essential to control the top size entering the mill as coarse particles in the feed

could build up in the mill which is detrimental to mill performance. Therefore a

protection screen is essential to prevent coarse particles entering the circuit.

– Slurry density

Typically the appropriate solid content for gravity induced mills is 65–75 %

while for fluidised mills it is 50 %. If the slurry density is too high, the mill losing

its grinding efficiency as the kinetic energy of the media will be reduced, whilst

low slurry density results in higher media wear.

– Feed rate

There is a critical feed rate for any size of stirred mills. If the feed rate is above

that value, due to shorter residence time of particles the mill will start losing its

efficiency which leads to a coarse product. Low feed rates will lead to finer

particle size distribution as the particles have longer residence time in the

grinding zone, but if too low then grinding power is wasted.

– Rheology of slurry
Rheology is mainly controlled by solid content and amount of fines. High slurry

viscosity will lead to a reduction in media kinetic energy which consequently

reduces grinding efficiency.

– Stirrer type

Figure 6.27 shows different stirrer configurations in stirred mills. The gravity

induced mill uses a screw type stirrer whilst the fluidised mill uses pin and disc

type stirrers. The stirrer agitates the media for grinding purposes.

– Stirrer tip speed
Stirrer tip speed is a key parameter to control the power draw – increase in tip

speed will increase mill power draw, leading to finer grind size.

– Grinding media

Typically grinding media fills approximately 70–80 % of the mill volume. The

amount of media in the mill is another of the parameters that control the power

draw. The choice of appropriate media is essential to achieve a targeted grind

Table 6.5 Operational variables of stirred milling circuit

Process Mill configuration

Particle size and shape distribution Stirrer design

Slurry density Tip speed

Feed rate Media size/type/density

Rheology
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size. Type of media (steel or ceramic) is also important in applications where

contamination of product is a problem. There are three important media criteria:

1. Media size: The choice of media size depends on its ability to break the top

particle size. Small media might have capability to produce fine particles but

may not be able to break the top size particles.

2. Media type: The shape of media has an effect on the product size distribu-

tion. Recent studies show cylpebs (i.e. slightly tapered cylindrical grinding

media with a ratio of length to diameter of unity) have the ability to break the

top size with reduced generation of fines compared to spherical media [55].

3. Media density: Gravity induced mills use steel grinding media whilst

fluidised mills can use either steel or ceramic media. Media density affects

the stressing intensity of collisions between media and particles. Higher

media density will provide higher stressing conditions in the mill – leading

to finer grind size. The media density ranges from 2.7 to 6.2 g/cm3.

6.7.3 Configuration of Stirred Mills

Figure 6.28 shows the typical circuit configuration of a stirred mill unit. Stirred mills

are typically operated in closed circuit either with hydrocyclones or fine screens.

Fig. 6.27 Stirrer types in different stirred mills
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Stirred mills can be fed either from top or bottom of the mill. Furthermore, it can be

installed with or without a separating tank. A portion of mill discharge can be

recycled to the feed of the mill. Cyclone overflow or screen undersize is the unit

product.

The fluidised mills are normally operated in an open circuit configuration.

Figure 6.29 shows the typical circuit configuration of three types of fluidised

Fig. 6.28 Gravity induced stirred mill circuit configuration [11]

Fig. 6.29 Fluidised mills circuit configuration. (a) SMD circuit. (b) IsaMill™ circuit. (c) HIG
mill circuit [9, 11]
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mills. There is an option to install scalping cyclones to remove fines before entering

the mills. The cyclone overflow combines with mill discharge as the circuit product.

6.8 Definitions, Abbreviations and Symbols

Comminution the action of reducing size of mineral ore

Gangue invaluable or waste materials

AG mill autogenous grinding mill (a mill uses coarse rock particles as

grinding media)

CSS close side setting

Cylpebs slightly tapered cylindrical grinding media with a ratio of length to

diameter of unity

DWT drop weight tester

HIGmillTM high intensity grinding mill (Outotec)

HMI human machine interface

HPGR high pressure grinding rolls

JKFBC JK Fine-particle Breakage Characteriser

JKMRC Julius Kruttschnitt Mineral Research Centre

JKRBT JK Rotary breakage tester

KAD Kelsey Axial Displacement

SABC SAG mill, ball mill grinding closed with cyclone

SAG mill semi-autogenous grinding mill (a grinding mill uses mixture of

coarse rocks and balls as grinding media)

SILC short impact load cell

SMC test a reduced version of the drop weight tester

UCS uniaxial compressive strength

UFLC ultrafast load cell

VFD variable frequency drive

VRM vertical roller mills

VSI vertical shaft impactor

A, b ore impact breakage parameters determined from the twin pendulum or

DWT results

C machine design constant that governs the maximum possible impact

velocity at a given rotor speed and set of operational conditions

D particle size

Dwi drop-weight index

E mass-specific impact energy (J/kg)

Emin threshold energy below which breakage does not occur (J/kg)

F80 aperture size, for which 80 % of feed passing (μm)

fmat material breakage property described by a size-dependent sub-model (kg/J/m)
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k successive number of impacts with a single-impact energy

K constant in Morrell’s energy-size equation (Eq. 6.7)

m particle mass (kg)

M maximum t10 for a material subject to breakage (%)

Mi comminution index (kWh/t) in Morrell’s energy-size equation (Eq. 6.7)

N rotor speed (rpm)

Owi operating work index (kWh/t)

P1 closing sieve size in Bond ball mill work index test (μm)

P80 aperture size, for which 80 % of product is passing (μm)

r rotor radius (m)

t10 percentage of progeny passing an aperture of on tenth of the original particle

size

Vi impact velocity (m/s)

W mass specific energy (kWh/t) calculated as power draw divided by

throughput (t/h)

Wi bond work index (kWh/t)

x aperture size or a particle passing that size

x1 equivalent to F80 size (μm)

x2 equivalent to P80 size (μm)

xg geometric mean size of feed particle (m)

€ Young’s modulus

ν Poisson’s ratio
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Chapter 7

Atomization, Spraying, and Nebulization

Tevfik Gemci and Norman Chigier

Abstract An overview and current state-of-the-art of new developments in atom-

ization, spraying and nebulization for the production of particulate materials are

presented. The fundamental mechanisms of atomization physics, Newtonian and

non-Newtonian atomization, primary and secondary breakups and disintegration of

liquid jets and liquid sheets are briefly introduced, based on the up-to-date litera-

ture. The atomizers based on the energy input used to cause atomization are

explained with their widely used application areas and their limitations. Spraying

processes have a wide variety of industrial applications (automotive, aerospace,

combustion, power, agriculture, food, metallurgy, environmental, and others) but in

this book we focused only on the explanation of the spraying processes such as

spray drying, thermal spraying and nebulization used in the production of particu-

late materials. Finally we provided a summary of the spray measurement techniques

for the spray characterization and visualization.

7.1 Introduction

Liquid atomization is the transformation of Newtonian or Non-Newtonian fluids

into liquid spray droplets. Disintegration of liquid or sheets into droplets (atomiza-

tion process) can be achieved by the kinetic energy of the liquid itself (pressure

atomizers), or by exposure to high-velocity air or gas (air-assist or twin-fluid

atomizers), or by applying external mechanical energy through a rotating (rotary

atomizers) or vibrating device (ultrasonic atomizers), or through the use of elec-

trostatic charge (electrostatic atomizers). The cohesive and disruptive forces acting

on the free surface of the jet emerging from the nozzle give rise to oscillations and
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disturbances (instabilities). Under appropriate conditions, such perturbations grow

and the liquid jet disintegrates into droplets. This process is called atomization

[11, 24, 27, 59].

The design, testing and analysis of spray combustion for combustors of gas

turbine aircraft engines have reached the highest levels in the overall field of spray

science and technology to meet the new challenges for (1) high-thrust, low-weight

engines for fighter aircraft and (2) low NOx, high-thrust, low-weight engines for

advanced commercial supersonic aircraft.

Agricultural spraying of herbicides, fungicides and insecticides is carried out on

a huge scale in all countries using aircraft and tractors. If the drop size and velocity

impingement are too large, the crop may be damaged. If the drop size and velocity

are too small, the spray is carried by the wind away from the target and may cause

damage to a neighboring crop. Foliage is usually dense and there is a requirement to

cover both the top and underside of foliage in order to achieve complete coverage of

the plants. For insect control, drops must impact directly on insects and penetrate

vital organs in order to kill insects.

In the metal processing industry, arc and plasma guns are used to melt metals and

other materials and to generate liquid metal and ceramic sprays. To avoid oxidation,

liquid metal sprays are introduced into inert gas environments (usually nitrogen).

By controlling heat transfer from the gas to the drops, rates of crystal growth during

rapid solidification are also controlled. Metal, alloy and ceramic powders are

collected and then by sintering and fusing, materials are produced with special

material properties which have important applications in the aerospace industry.

Liquid metals and ceramic sprays are used to manufacture tools, dyes, gear wheels

and a wide variety of objects with complex shapes. Instead of casting and machin-

ing materials, material shapes are formed by spraying layer upon layer of materials

onto substrates. Robots are used in mass production for forming metal, alloy,

ceramic and composite material products. Drop size, velocity, number density,

flux and temperature all have critical and determining influences, film formation,

adhesion and crystal growth. The material properties, ductility and tensile strengths

are all directly related to spray characteristics in the impingement zone.

Spray painting and coating constitute huge industries. Automobiles and other

vehicles are painted by robots. Up to 30 % of the spray paint may miss its target. As

the spray approaches the coating surface, the air jet is deflected and carries small

paint particles away from the surface.

In the carbon-black industries, heavy fuel oil is burned under rich equivalence

ratio conditions to promote the formation of soot. There are several hundred

different types of soot that are required for applications such as the manufacture

of tires and rubber products. In addition to temperature and air/fuel ratio, the spray

characteristics play a crucial role in the quantity and quality of soot that is produced.

Only recently has this industry begun to use advanced laser diagnostic instrumen-

tation for measurement of spray characteristics. There are very many other chem-

ical processing plants that use spray drying and other spraying processes.

In the food processing industry, spray-drying is used very extensively to remove

moisture and produce dry-packaged foods and powders. These foods in liquid form

are usually non-Newtonian slurries of solids and liquids and include long-chain
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polymers. The atomization of non-Newtonian liquid is significantly different from

the atomization of Newtonian liquids. Shear and elongational viscosities can be

several orders of magnitude larger. Very little is known about the influence of

rheological properties on the atomization of non-Newtonian liquids, but fundamen-

tal research studies have been initiated.

In the field of medicine, oral and nasal sprays are used very extensively by

millions of persons. Meter-dosed and other type inhalers are used by patients

suffering from bronchial and pulmonary illnesses. Drops and particles of inhaled

medication are expected to pass through the throat and bronchial air passageways

and deposit onto the surface of the lungs. If inhaled particles are too large (larger

than 5 μm), they will deposit onto the walls of the mouth, throat or bronchial tubes

and will not reach the lung surfaces. If particles are too small (less than 0.5 μm),

they may be inhaled and exhaled due to the very high drag/momentum ratio.

Inhalation velocities of air vary over a very wide range of the spectra of individuals

including newborn infants, athletes, the elderly and patients too ill to be able to

breathe effectively. Physicians are encouraging patients who require daily dosages

of medications (such as diabetics) to employ administration by inhalation instead of

by injection into the bloodstream or by swallowing pills. Hospitalized patients

suffering from respiratory diseases are housed in tents where they continuously

inhale air laden with drops or particles of medication.

Workers in the aluminum and steel industry are researching the production of

plates by direct spraying of molten metals. Plates could be produced more effi-

ciently and less expensively in the future by planar sheet spraying instead of the

current practice of casting billets, followed by rolling.

Spraying is used extensively in the electronic packaging industry, where layers

of material are sprayed onto moving boards. In the nuclear power industry, spray

cooling systems are installed for use in case of emergency. Cooling and evaporative

systems employ spraying.

Workers in the hair and domestic spray industries have used propellants which

contain chlorofluorocarbons, which are banned because of their reaction with the

ozone layer in the stratosphere (Montreal Treaty). The quality and characteristics of

these hair sprays changed adversely when the banned CFC propellants were

replaced by alternative means of atomization.

Fires are usually extinguished by liquid sprays. Some large-scale fires cannot be

extinguished, even with large quantities of liquid spray; other fires have been

extinguishedwith relatively small quantities of liquid spray. The production of artificial

snow on ski slopes employs compressed air for atomization to simulate natural

snowfall. Chemical warfare can be conducted by spraying poisonous chemicals.

Removal of oxides of sulfur, oxides of nitrogen and particulate dusts from flue

gases of electric utility, coal power plants, industrial boilers and furnaces are

carried out in wet scrubbers, swirl tubes, packed bed separators, cyclones, and

wave-plate separators where the combustion exhaust gases are passed through

liquid sprays. The encapsulation and microencapsulation of pharmaceuticals and

fertilizers are achieved by spraying. In CIP (clean-in-place) and/or COP (clean-out-

of-place) techniques, the sanitary cleaning of pharmaceutical and food manufactur-

ing vessels and equipment parts are realized by applying the high pressure water
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jets with cleaning agents and rinsing with the purified USP water. Pharmaceutical

cabinet washers are also used to clean the equipment parts and glassware exten-

sively in the biotechnology and pharmaceutical industries and in testing

laboratories.

The list of industrial and domestic applications that use spraying is very long.

Most industries use some form of spraying for production, operation, maintenance

or cooling processes. Workers in most of these industries have paid little attention,

in the past, to atomizer design and control of spray characteristics. For many

applications there is no knowledge of optimal or suitable drop size, velocity and

number density. Engineers are, however, aware of the influence of changes in

atomizer design and flow rates on overall performance of the system. If measure-

ments were to be made of spray characteristics, performance, control and overall

cost of production could be improved significantly.

7.1.1 Newtonian and Non-Newtonian Atomization

Atomization of viscous Newtonian fluids has been widely established through many

experimental works which have been performed in order to understand the atom-

ization processes such as disintegration, primary and secondary droplet breakups,

droplet coalescence and droplet evaporation and condensation, wall impingement

and splashes.

Atomization of viscoelastic non-Newtonian fluids is typically complex because

the non-Newtonian fluids may contain polymers, surfactants and large concentra-

tions of insoluble solids in suspension. To understand why non-Newtonian fluids

differ so dramatically, one must recognize that the hydrodynamics of capillary

breakup and atomization are governed by an independent material function – the

extensional viscosity – [71]. The jet breakup length increases with increasing

extensional viscosity and under these conditions the process of secondary breakup

of drop formation is also suppressed [27]. Non-Newtonian fluid atomization has a

wide variety of applications, such as in pharmaceutical manufacturing processes,

pharmaceutical tablet coating, spray-drying, aerospace propellants, spray painting,

fertilizer and pesticide sprays, delivery of airborne drugs, ink-jet printing, metal

sprays and many more other applications.

Researches into the atomization of non-Newtonian liquids have recently

increased to understand the viscoelastic atomization phenomena [3, 14, 27, 45,

67, 93, 100].

7.1.2 Primary and Secondary Breakup

Basically, atomization can be considered as a disruption of the consolidating

influence of surface tension by the action of internal and external forces. In the
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absence of such disruptive forces, surface tension tends to pull liquid into the form

of a sphere, since this configuration has minimum surface energy. The viscosity of

liquids exerts a stabilizing influence by opposing any change in system geometry.

On the other hand, aerodynamic forces acting on the liquid surface may promote the

disruptive process by applying an external distorting force to the bulk liquid.

Breakup occurs when the magnitude of the disruptive force just exceeds the

consolidating surface tension force [59].

Primary breakup involves the initial formation of drops and other liquid frag-

ments at the surface of a liquid. Primary breakup is important because it controls the

initial dispersion of liquid into gas phase and, through the strong effect of drop sizes

on interphase transport rates, subsequent mixing properties of sprays. Secondary

breakup involves any subsequent breakup of drops or liquid fragments present as

dispersed liquids. Secondary breakup is important because drops after primary

breakup are intrinsically unstable to secondary breakup, which affects subsequent

mixing rates by influencing drop sizes as well [108].

Many theoretical and experimental studies are concluded in the non-dimensional

parameters (such as Weber number, Ohnesorge number, Deborah number, and

Weissenberg number) to describe the secondary breakup atomization process.

Weber number measures the shear forces acting on a drop relative to its surface

tension. Depending on the Weber number, a drop will exhibit different breakup

modes resulting in different final drop sizes. Newtonian liquids have five distinct

breakup modes [84] as illustrated in Fig. 7.1. These are (1) vibrational, (2) bag,

(3) multimode, (4) sheet-thinning and (5) catastrophic [93]. Weber number for a

liquid drop is defined asWeL ¼ ρGVrel
2d0=σ. Breakup modes of Newtonian drops

can be characterized by Weber numbers with Ohnesorge (Oh) numbers less than

Vibrational

Bag

Multimode

Sheet-thinning

Catastrophic

Fig. 7.1 Newtonian liquid drop breakup morphology (Modified from Pilch and Erdman

[84]. Copyright Elsevier; reproduced with permission)
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0.1. Oh number is a measure of the viscosity of a liquid relative to its surface

tension. The transition Weber number WeL increases from vibrational to cata-

strophic modes for Newtonian drops with Ohnesorge (Oh) numbers less than 0.1

as shown in Table 7.1 [43].

In addition to the breakup morphology of non-Newtonian fluids, the dimension-

less initiation time and total times for secondary atomization processes are also of

importance. Pilch and Erdman [84] developed equations for dimensionless initia-

tion times based on Weber and Ohnesorge numbers:

Tini ¼ 1:9 WeL�Wecð Þ�0:25
1 þ 2:2Oh1:6
� �

withWeL < 104,Oh < 1:5 ð7:1Þ

Initiation time has been defined as the time elapsed from the last perfectly spherical

drop to the point at which the drop has deformed just beyond an oblate spheroidal

shape. Total breakup time is that required for all drop fragmentation to have ceased

[93]. Snyder et al. [93] studied elastic non-Newtonian drop morphology experi-

mentally and observed that the breakup modes were the same as those for the

Newtonian liquids and for inelastic non-Newtonians ones. Breakup mechanics were

similar to those for Newtonian liquids, but with more bag growth and presence of

ligaments. This behavior has recently been observed for inelastic non-Newtonian

drops. In contrast to previous results for Newtonian and inelastic non-Newtonian

liquids, the traditional dimensionless groups of Weber and Ohnesorge number fail

to characterize suitably the secondary breakup of elastic non-Newtonian fluids [93].

7.1.3 Disintegration of Liquid Jets and Liquid Sheets

G. I. Taylor [101] studied the formation of liquid sheets by the impingement of two

opposing jets and by the impingement of a single jet on a plate. The thickness of the

liquid sheet decreases due to the radial spreading of the liquid. Viscous shear forces

at the plate surface decrease the fluid momentum continuously as the fluid expands

radially on the plate and this causes additional reduction in sheet thickness. For the

case of Weber numbers (Wejet <800), there is a balance between the momentum

force of the liquid and the opposing surface tensile force. At the higher Weber

numbers (800< Wejet <30,000), large amplitude antisymmetric waves are gener-

ated, causing premature disintegration of the liquid sheet. These waves are induced

by aerodynamic forces acting on the air/liquid interface. As the amplitude of the

waves increases, strands are torn from the crests and holes are blown through

Table 7.1 Transition WeL
for Newtonian drop breakup

modes with Oh <0.1

Vibrational 0< WeL <11

Bag ~11< WeL < ~35

Multimode ~35< WeL < ~80

Sheet-thinning ~80< WeL < ~350

Catastrophic WeL > ~350
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sheets. Drops are shed from the expanding rims. Fraser et al. [35] described the

following idealized wave disintegration mechanism. A single, optimally growing

wave increases in amplitude with position downstream. When this wave reaches its

critical amplitude, sheet segments are torn off at half-wavelength intervals to form

bands of liquid. Surface tension forces rapidly contract these bands into cylindrical

strands which ultimately break up into drops.

The air/liquid interface of the liquid sheet can be perturbed by aerodynamic,

turbulent, inertial, surface tension, viscous, acoustic or electrical forces. The sta-

bility of the sheet and the growth rate of unstable disturbances are determined by

the relative magnitude of these forces.

Figure 7.2 shows the breakup of a plain circular jet. First oscillation of the jet

causes formation of a neck and then the neck thins and breaks due to the surface

tension. Finally, spherical drops form after the neck breaks down and sometimes

satellite drops form.

Triggering mechanisms for initiation of liquid surface disturbances can be found

in pulsations and disturbances in the liquid and air supply lines to the atomizer, in

sharp edges causing separated flows, wall surface roughness, boundary layer

growth, turbulence generation and cavitation inside the atomizer and at the orifice

exit, and in interaction of the liquid surface with surrounding air flows downstream

of the atomizer exit. Once the disturbances have been triggered, further wave

growth will largely depend on interactions of the liquid surface with the surround-

ing air flows. Once the wave growth characteristics have been identified for any

particular group of atomizers, means can be found for interfering with wave growth.

Aerodynamic, acoustic, and electromagnetic fields could be applied. In-phase fields

would result in augmentation of growth rate resulting in more rapid and improved

atomization. Out-of-phase fields would be used for damping the growth of

Fig. 7.2 Breakup of a plain

circular jet [24]

7 Atomization, Spraying, and Nebulization 207



hydrodynamic waves that can resonate with acoustic waves in rocket and space

shuttle combustion chambers [23].

Haenlein [44] identified four distinct regimes of breakup in the disintegration of

a liquid jet:

1. Drop formation without the influence of air (Fig. 7.3a)

2. Drop formation with air influence (jet with rotationally symmetric disturbance)

(Fig. 7.3b)

3. Drop formation due to waviness of the jet (jet disturbance causing sinuous wave

formation) (Fig. 7.3c)

4. Complete disintegration of the jet, i.e., atomization.

Perhaps the most commonly quoted criteria for classifying jet disintegration are

those proposed by Ohnesorge [78]. From photographic records of jet disintegration,

Ohnesorge classified the data according to the relative importance of gravitational,

inertial, surface tension, and viscous forces [59]. Another popular categorization of

jet disintegration is the jet stability curve. Ohnesorge showed that the various

mechanisms of jet breakup could be divided into three regions on a graph of

Ohnesorge number Oh ¼ μL= ρLσ d0ð Þ0:5
h i

versus Reynolds number

ReL ¼ ρLVLd0=μLð Þ according to the rapidity of drop formation:

Region I. At low Reynolds numbers, the jet disintegrates into large drops of fairly

uniform size (Rayleigh breakup mechanism),

Oscillations cause jet breakup. No air friction.

Oscillations with air friction.

Wave-like breakup caused by air friction.

L

λ

λ

λ

a

b

c

Fig. 7.3 Mechanism of

drop formation from a

liquid jet [24]
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Region II. At intermediate Reynolds numbers, the jet breakup is by jet oscillations

with respect to the jet axis, and

Region III. At high Reynolds numbers, atomization is complete within a short

distance from the discharge orifice.

At low Reynolds numbers (region I) the jet structure is predominantly varicose

and the mode of breakup follows the Rayleigh mechanism (which is characterized

by the lower jet velocities, small surface disturbances, and negligible aerodynamic

effects). With increasing Reynolds number, the drop formation mode moves into

region II, where the jet oscillates about its axis, having a twisted or sinuous

appearance (Fig. 7.3). Passing through the narrow band of region II, region III is

reached, in which atomization occurs at the orifice from which the jet emerges.

In a more recent study, Reitz [88] attempted to resolve some of the uncertainties

surrounding the Ohnesorge chart. According to Reitz [88], the following four breakup

regimes are encountered as the liquid injection velocity is progressively increased:

1. Rayleigh Jet Breakup Regime (also called varicose or dilational regime)
(Fig. 7.4a). It is caused by the growth of axisymmetric oscillations of the jet

surface, induced by the surface tension. Drop diameters exceed the jet diameter;

2. First Wind-Induced Breakup Regime (also called sinuous regime, see in

Fig. 7.4b). At the intermediate Reynolds number, the surface tension effect is

augmented by the relative velocity between the jet and the ambient gas, which

produces a static pressure distribution across the jet. Drop diameters are com-

parable to the size of the jet diameter;

3. Second Wind-Induced Breakup Regime (Fig. 7.4c). Drops are produced by the

unstable growth of short-wavelength surface waves on the jet surface caused by

the relative motion of the jet and the ambient gas. This wave growth is opposed by

the surface tension. Breakup occurs several diameters downstream of the nozzle

exit and the resulting average drop diameters are smaller than the jet diameter;
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Fig. 7.4 Classification of jet disintegration modes modified from Reitz [88] and jet breakup

regime photographs (Modified from Chigier and Reitz [25])
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4. Atomization Breakup Regime (Fig. 7.4d). The jet disrupts completely at the

nozzle exit and it is characterized by very high velocities. Average drop diam-

eters are much smaller than the jet diameter [15, 59].

Ohnesorge’s jet breakup classification may be alternatively defined by the

magnitudes of liquid properties (liquid Weber number WeL) and ambient gas

properties (gas Weber number,WeG) as described in Table 7.2 based on the studies
of Chigier and Reitz [25], Lin and Reitz [65], and Birouk and Lekic [15].

An alternative way of classifying jet breakup mechanisms is based on the graph

of the jet breakup length (LB) versus jet velocity (VJ), which is known as the jet

stability curve. The jet stability curve is divided into the five regions: (1) dripping
region; (2) laminar region; (3) transition region; (4) turbulent region and (5) fully
developed spray region. Figure 7.5 shows the jet stability curve indicating change

of breakup length with jet velocity.

Birouk and Lekic [15] concluded in their review paper that the breakup of a

liquid jet is not completely understood. The typical mechanisms of the breakup

Table 7.2 Ohnesorge’s jet
breakup classification based

on liquid and gas Weber

numbers

Jet breakup regime Weber number range

Rayleigh breakup WeL >8 and WeG <0.4

First wind-induced breakup 0.4< WeG <13

Second wind-induced breakup 13< WeG <40

Atomization breakup WeG ̴ >40

DRIPPING FLOW
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Fig. 7.5 Jet stability curve [24]
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associated with various regimes are generally known; however, there is a very

limited amount of theoretical framework required to incorporate experimental data.

The shortcomings of most of the theories that deal with jet breakup are due to the

fact that the influence of the nozzle geometry (and internal flow) on the jet breakup

is generally ignored. Furthermore, those theories that incorporate nozzle effects do

so empirically [65]. Omission of geometry effects from the theoretical framework is

a very important problem because recent studies mentioned by Birouk and Lekic

[15] indicate that nozzle geometry (such as contraction ratio, aspect ratio, contrac-

tion angle, streamlining related to the cavitation and hydraulic flip and surface

roughness) and internal flow have a profound impact on jet characteristics and

breakup. The absence of details pertaining to nozzle geometry in the classic

literature is a source of confusion and contradiction in many studies. Numerous

authors do not report sufficiently detailed descriptions of the nozzles they employ in

experiments. Consequently, the reader may encounter two dissimilar observations/

conclusions obtained from similar experimental conditions. For example, some

classic stability curves experience hysteresis, while others do not [15].

7.2 Atomizers

The atomization of a liquid into a multiplicity of small drops is a process that is

fairly easy to accomplish. For most liquids, all that is needed is a high relative

velocity between the liquid to be atomized and the surrounding gaseous medium.

Some atomizers accomplish this by discharging the liquid at high velocity into a

relatively slow-moving stream of air or gas. Notable examples include the various

forms of pressure atomizers, and also rotary atomizers which eject the liquid at high

velocity from the periphery of a rotating cup or disk. An alternative approach is to

expose a relatively slow-moving liquid to a high-velocity airstream. The latter

method is generally known as twin-fluid, air-assist, or air-blast atomization. The

general classification of atomizers is [11, 13, 24, 56, 59]:

1. Pressure atomizers (jet atomizers, swirl atomizers, jet-swirl atomizers);

2. Rotary atomizers;

3. Air-assist atomizers (twin-fluid atomizers) and air-blast atomizers;

4. Effervescent atomizers;

5. Acoustic atomizers;

6. Electrostatic atomizers;

7. Ultrasonic atomizers; and

8. Whistle atomizers.

An ideal atomizer would possess all the following characteristics:

– Ability to provide good atomization over a wide range of liquid flow rates;

– Rapid response to changes in liquid flow rate;

– Freedom from flow instabilities;
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– Low power requirements;

– Capability for scaling, to provide design flexibility;

– Low cost, light weight, ease of manufacture, and ease of removal for servicing;

– Low susceptibility to damage during manufacture and installation;

– Low susceptibility to blockage by contaminants and to carbon buildup on the

nozzle face for fuel nozzles;

– Low susceptibility to gum formation by heat soakage for fuel nozzles; and

– Uniform radial and circumferential fuel distribution in fuel nozzles [24, 59].

7.2.1 Pressure Atomizers

As their name suggests, these atomizers rely on the conversion of pressure into

kinetic energy to achieve a high relative velocity between the liquid and the

surrounding gas. Most of the atomizers in general use are of this type. They include

plain orifice and simplex nozzles (pressure-swirl nozzles), as well as various wide-

range designs, such as variable geometry, doublex, and dual-orifice injectors

[11, 24, 56, 59].

The sprays produced by plain-orifice atomizers have a cone angle that usually

lies between 5 and 15�. The cone angle is only slightly affected by the diameter and

length/diameter ratio of the orifice and is mainly dependent on the viscosity and

surface tension of the liquid and the turbulence of the issuing jet. An increase in

turbulence increases the ratio of the radial to the axial component of velocity in the

jet and thereby increases the cone angle [59].

The narrow spray cone angles exhibited by plain-orifice atomizers are disadvan-

tageous for most practical applications. Much wider cone angles are achieved in the

simplex or pressure-swirl atomizer, in which a swirling motion is imparted to the

liquid so that, under the action of centrifugal force, it spreads out in the form of a

conical sheet as soon as it leaves the orifice. There are two basic types of simplex

(pressure-swirl) nozzles: solid-cone spray and hollow-cone spray. The main draw-

back of solid-cone spray nozzles is relatively coarse atomization, the drops at the

center of the spray being larger than those near the periphery. Hollow-cone spray

nozzles provide better atomization and their radial liquid distribution is also

preferred for many industrial purposes, especially for combustion applications

[24, 47, 59]. Especially Khavkin’s book covers the theory and application of

swirl atomizers in aspect of original theory developed by Khavkin, novel excellent

correlation for drop size and evaporation time calculation, as well as review of swirl

atomizer construction [56]. A schematic view of a simplex (pressure-swirl) atom-

izer and sprays produced by swirl atomizers are shown in Fig. 7.6.
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7.2.2 Rotary Atomizers

In the rotary atomizer, liquid is fed onto a rotating surface, where it spreads out

fairly uniformly under the action of centrifugal force. The rotating surface may take

the form of a flat disk, vaned disk, cup, bowl, impeller or slotted wheel. A rotating

cup design is shown schematically in Fig. 7.7 [24]. The general advantages of rotary

atomizers are as follows:

1. Very viscous and contaminated liquids can be atomized;

2. Liquid can be fed with low pressure;

3. Good atomization can be assured, in some instances close to monodisperse

atomization;

4. Possibility of flow rate control without affecting the atomization quality;

5. Rotary atomizers display minimal flow blockage;

6. High flow rates can be used;

7. Rotary atomizers can readily be cleaned;

8. Power consumption is relatively low.

The general disadvantages of rotary atomizers are as follows:

1. Design is complex, including a rotating element, drive with a transmission,

bearings, and lubrication system;

2. High rotational speed is required to ensure high atomization quality;

3. High rotational speed reduces the reliability and requires appropriate

protections;

HOLLOW CONE

SOLID CONE

Lp

Dp

d0

L0

Ds

Ls

28

Fig. 7.6 Schematic view of

a simplex (pressure-swirl)

atomizer (left) and sprays

produced by swirl atomizers

(right) [24]
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4. Rotary atomizers generate large lateral spray cloud dispersion. In many

instances this hinders spray utilization;

5. Rotary atomizers have an air pumping effect.

Rotary atomizers reached a high level of design development and found wide

industrial application, mainly spray drying, boiler furnaces, air conditioning etc.

Rotors with diameters up to 0.44 m or more are built with rotational speed up to

32,000 rpm and flow rate up to 100 m3/h [11].

7.2.3 Air-Assist (Pneumatic Twin-Fluid) Atomizers and Air-
Blast Atomizers

Pneumatic twin-fluid or air-assist atomizers are atomizers in which the energy of

the gas, in most cases air or steam, is used for liquid disintegration. There has been

intensive development of these atomizers for application to very viscous liquids,

oil-in-water fuel mixtures, liquid metals etc. [11]. In all air-assist atomizer designs a

high-velocity gas stream impinges on a relatively low-velocity liquid stream, either

internally as shown in Fig. 7.8 or externally as shown in Fig. 7.9 [24]. In the

internal-mixing type, the spray cone angle is a minimum for a maximum airflow,

and the spray widens as the airflow is reduced. This type of atomizer is very suitable

for highly viscous liquids, and good atomization can be obtained down to very low

liquid flow rates. External-mixing types can be designed to give a constant spray

LIQUID FEED

LIQUID
FILM

AIR ROTATING
CUP

Fig. 7.7 Rotating cup

atomizer [24]
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angle at all liquid flow rates, and they have the advantage that there is no danger of

liquid finding its way into the air line. However, their utilization of air is less

efficient, and consequently their power requirements are higher [59].

In principle, the air-blast atomizer functions in exactly the same manner as the

air-assist atomizer; both employ the kinetic energy of a flowing airstream to shatter

the fuel jet or sheet into ligaments and then drops. The main difference between the

two systems lies in the quantity of air employed and its atomization velocity. With

the air-assist nozzle, where the air is supplied from a compressor or a high-pressure

cylinder, it is important to keep the airflow rate down to a minimum. However, as

there is no special restriction on air pressure, the atomizing air velocity can be made

very high. Thus air-assist atomizers are characterized by their use of a relatively

small quantity of very high velocity air. However, because the air velocity through

an air-blast atomizer is limited to a maximum value (usually around 120 m/s),

corresponding to a pressure differential across the combustion liner, a larger

amount of air is required to achieve good atomization. However, this air is not

wasted, because after atomizing the fuel, it conveys the drops into the combustion

zone where it meets and mixes with the additional air needed for complete com-

bustion. Air-blast atomizers have many advantages over pressure atomizers, espe-

cially in their application to combustion systems operating at high pressures. They

require lower fuel pump pressure and produce a finer spray. Moreover, because the

air-blast atomization process ensures thorough mixing of air and fuel, the ensuing

combustion process is characterized by very low soot formation and a blue flame of

low luminosity, resulting in relatively low flame radiation and a minimum of

exhaust smoke [24, 59, 73].
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Fig. 7.8 Internal-mixing

air-assist atomizer [24]
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Fig. 7.9 External-mixing air-assist atomizer [24]
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7.2.4 Effervescent Atomizers

All the twin-fluid atomizers described before, in which air is used either to augment

atomization or as the primary driving force for atomization, have one important

feature in common: the bulk liquid to be atomized is first transformed into a jet or

sheet before being exposed to high-velocity air. An alternative approach is to

introduce the air or gas directly into the bulk liquid at some point upstream of the

nozzle discharge orifice and it is known as effervescent atomizer. One such method

is supercritical injection, which relies on the flashing of dissolved gas in the liquid.
The schematic drawing of effervescent flow atomizer is shown in Fig. 7.10 which

comprises a plain-orifice atomizer with means for injecting air (or gas) into the bulk

liquid at some point upstream of the injector orifice [24, 59].

Flashing dissolved gas systems have been studied by Sher and Elata [92], who

developed a correlation of atomization properties in terms of bubble growth rates.

Flash atomization of a hydrocarbon solution containing n-hexadecane and n-butane
with nitrogen as the propellant gas was studied by Gemci et al. [40] to obtain a

correlation for the Sauter mean diameter with dimensionless degree of superheating

and the cavitation number.

7.2.5 Acoustic Atomizers

Acoustic atomizers operate on the principle of superposition of the acoustic vibra-

tions generated by a gas flowing with supersonic velocity on the fluid. The vibration

frequency in the audible range equals 0.016–20 kHz. Acoustic atomizers require

that the gas be used as in pneumatic atomizers, but there are the following

differences between those two types:

1. Acoustic atomizers use a different form of gas energy than pneumatic atomizers;

2. Acoustic atomizers ensure better quality and uniformity of atomization for the

same conditions;

3. Acoustic atomizers are more economic and have better prospects in the future;

4. Design of acoustic atomizers is more complex [11].

GAS
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Fig. 7.10 Schematic drawing of effervescent flow atomizer [24]
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7.2.6 Electrostatic Atomizers

The application of an electrostatic field to liquid emerging from a capillary tube

provides a means for generating small droplets without the need for a small orifice

and high pressure, as discovered experimentally by Zeleny [111]. Under the opti-

mum conditions, namely with the optimum combination of rheological/electrical

properties, voltage, flow rate and system geometry, the fluid forms a conical shape at

the exit of the capillary. A fine jet emerges from the tip of this cone, resulting in

droplets that are nearly uniform in size and are significantly smaller than the

diameter of the capillary itself. This method of atomization shall be referred to as

an “electrospray” or “cone-jet” [28]. The microjet breaks up due to varicose wave

instabilities into a stream of charged droplets, having diameters roughly twice as

large as the jet diameter, similarly to the behavior of electrically neutral jets

[38]. The electric field generated in the capillary tube, the charged liquid and the

ground electrode cause extensional forces in the liquid, resulting in a liquid cone and

a thin jet at the tip of the cone. The potential gradient along the liquid jet generates a

tangential electric field, acting on the surface charges. These surface forces stabilize

the jet and enable Rayleigh break-up of the jet with generation of nearly monosized,

charged droplets, which migrate toward an electrically grounded counter-electrode

plate [39]. A simple diagram of the electrospray setup is shown in Fig. 7.11.

The main factors affecting the process are the applied potential-difference, the

flow rate and the liquid properties. The use of electric forces on charged droplets

provides enhancements in spray atomization that include improved uniformity of

deposition, lower energy requirements for atomization, and better control of spray

patterns. Applications of electrostatic atomizers in different fields are given in

Lefebvre [59], Chigier [24], and Bayvel and Orzechowski [11]. For example

production of fine metal powders can be based on electrostatic atomization. A

wire is introduced into a region where it is bombarded by electrons generated in a

thermoionic emitter. The wire melts and is atomized into particles of the desired

sizes. Particles with diameters smaller than 0.01 μm as well as particles with

diameters of 10–100 μm can be generated. Use of many such atomizers allows

the production of 0.5 ton of powder per day [10]. The very low liquid flow rates that

are generally associated with electrostatic atomization have tended to restrict

practical applications to electrostatic painting and nonimpact printing. However,
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Fig. 7.11 Schematic

diagram of an electrospray

setup for a capillary orifice

(Modified from Gemci

et al. [39])

7 Atomization, Spraying, and Nebulization 217



an invention by Kelly [55] called the spray triode, shown schematically in Fig. 7.12,

appears to have great promise for the development of electrostatic atomizers

capable of handling the high fuel flow rates required by most practical combustion

devices [24].

7.2.7 Ultrasonic Atomizers

An ultrasonic nozzle is a device designed to generate vibrations of the amplitude

required to produce the unstable capillary waves that characterize ultrasonic atom-

ization. One embodiment of an ultrasonic nozzle is shown in Fig. 7.13.

1

2

3

4

5

6

Fig. 7.12 Schematic

diagram of electrospray

triode atomizer: 1, emitter

electrode; 2, blunt
electrode; 3, collector
electrode; 4, liquid supply;

5, voltage source; 6, resistor
[24]

Fig. 7.13 Ultrasonic nozzle assembly [24]

218 T. Gemci and N. Chigier



The nozzle is an acoustically resonant device consisting of a pair of piezoelectric

transducer elements sandwiched between a pair of titanium horn sections [24]. The

transducers are capable of converting high-frequency electrical energy into high-

frequency mechanical motion. A pair of tin-plated copper electrodes provides the

path through which high-frequency electrical energy is introduced into the device.

If the piezo-element is in contact with a liquid in which it generates ultrasonic

waves [12, 13].

Ultrasonic nozzle spray technology is used in a wide range of industrial (elec-

tronics, medical/biological, combustion, spray drying etc.) and research applica-

tions. A brief summary of these applications is as follows [13]:

1. Electronic industry applications

(a) Applying solder flux to printed circuit assemblies

(b) Applying solder flux in selective soldering processes such as are used in

flip-chip assembly, ball-grid array (BGA) technology, soldering of selected

components on a printed circuit assembly, and the soldering of tape-and-

reel components

(c) Coating silicon wafers with photoresist and photoresist developer as part of

the photolithography process

(d) Depositing thin-film coatings using a chemical vapor deposition process on

materials intended for use as semiconductors and high-temperature

superconductors

(e) Coating the interior of illumination devices using electrostatic spray

principles

2. Medical/biological industry applications

(a) Coating the interior of blood-collection tubes and related devices with

various reagents such as clotting agents, anti-coagulants (such as heparin),

and EDTA

(b) Lubricating syringe barrels with silicones

(c) Applying cyanoacrylate adhesives to sutures

(d) Dispensing reagents into well-plates intended for diagnostic testing

(e) Spraying latex bead suspensions that are used as coatings for test tubes,

plates, or paddles in order to attach proteins

(f) Micro-encapsulating active pharmaceutical ingredients for purposes such

as time-release dosing

(g) Spray-drying pharmaceutical products

(h) Spraying both soluble and particulate antigens

(i) Spraying blood and blood plasma in cryo-precipitation processes

(j) Applying both monoclonal and polyclonal antibodies to surfaces such as

membranes

(k) Spraying a suspension containing bacteria

3. Spray-Drying, Combustion, and other industrial applications

(a) Web coating such as float glass, paper, and fabrics

(b) Spray-drying of pharmaceuticals, ceramics, and food products
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(c) Slurry and suspension atomization

(d) Fragrance and flavor coatings

(e) Solvent and adhesive bonding

(f) Chemical reaction chambers

(g) Moisturization

(h) Internal combustion engines

(i) Stirling cycle engines

(j) Rankine cycle engines

(k) Fuel cells

(l) Thermoelectric generators

(m) Flame dynamic studies

7.2.8 Whistle Atomizers

As in an ultrasonic atomizer using a transducer, liquid can also be disintegrated into

drops by directing high-pressure gas into the center of a liquid jet, as shown in

Fig. 7.14. Due to the strong sound waves created inside the nozzle by the focusing

airflow, this atomizer is frequently called a whistle or stem-cavity type. It generally

operates at a sound frequency of about 10 kHz and produces droplets around 50 μm
in diameter at flow rates up to 1.25 l/s [24, 59].

7.3 Spraying Processes

Liquid atomization became popular over 100 years ago and was associated with

crude oil refining. At present, it is used in all branches of industry. Power engi-

neering is the largest area of application of devices using atomized liquid. These

devices are used in processes such as combustion, steam attemperation, water

cooling, water treatment, oil burners, diesel fuel injection, gas turbines, and rocket

AIR

DEFLECTOR LIQUID

LIQUID

Fig. 7.14 Schematic

diagram of whistle-type

atomizer [24]
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fuel injection etc. Production and process engineering applications are spray drying

(dairy products, bakery products, coffee and tea, starch pharmaceuticals, soaps and

detergents), distillation, liquid absorption and desorption, injection crystallization,

gas elution, spray cooling, powdered metals. Treatment and environmental protec-

tion applications are gas scrubbing, fire protection, evaporation and aeration, spray

towers, air and gas washing, industrial washing and cleaning, humidification and

misting, and air conditioning. Metallurgy and coating industry applications are

surface treatment, spray painting, thermal spraying, insulation, fibers, undercoating

materials, multicomponent resins, particle coating and encapsulation. Other appli-

cations can be listed as medicinal sprays, dispersion of chemical agents, agricultural

spraying, foam and fog suppression, printing, and acid etching etc. [11, 24, 59].

The spraying processes such as spray-drying, thermal spraying, and nebulization

are explained more in detail because of their specific applications in production and

handling of particulate materials.

7.3.1 Spray-Drying Process

Spray-drying is a broadly used manufacturing process which uses the aerosol phase

to dry particles. The spray drying technology has been applied in many engineering

fields such as the food, ceramic, polymer, pharmaceutical, chemical, and biomed-

ical industries. In food-processing technology, spray-drying methods are widely

used in manufacturing of dried eggs, powdered milk, animal feeds, cake mixes,

citrus juices, corn syrup, creamers, fish concentrates, infant formulas, potatoes,

shortening, starch derivatives, tomato puree, yeast, yogurt, coffee, starch, flavor-

ings, colorings, vitamins, and enzymes. In pharmaceutical industry the spray-drying

method is used for the manufacturing of antibiotics and medical ingredients addi-

tives. One of the pharmaceutical applications in spray-drying is to manufacture

particles that form the basis for dry dosage forms for parental, nasal, or pulmonary

delivery, and are administered as suspensions, powders, or aerosols. These particles

must be able to stabilize the active pharmaceutical ingredient and provide physical

stability for the dosage form on storage. They must have adequate powder flow

properties and dispersibility, and, in the case of respiratory delivery, suitable

aerodynamic properties [105]. Other pharmaceutical applications of spray-drying

are microencapsulation, drying of heat-sensitive materials and the production of

amorphous solid dispersions.

Controlled morphology ultrafine particles and nanoparticles produced by spray-

drying and spray pyrolysis have great potential for use in applications in the

electronic, chemical or mechanical industries, as well as technologies with them,

including superconductors, catalyst, sensors, magnetic and optical materials, drug

carriers, pigments, and in structural and electronic materials [51, 76, 79, 80]. In

catalyst technology, particles having very high porosity (and very large surface

area) are required for developing efficient catalysts. The spray-drying of a colloidal

mixture of silica nanoparticles and polystyrene latex (PSL) nanoparticles permit the
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production of particles with porosities as high as 0.81. For electronic/optoelectronic

technologies, this highly porous material exhibits a very low dielectric constant, as

low as 1.2, which has great potential for developing ultrahigh memory devices.

One major trend for future medical technology is the use of nanoparticles in

treating diseased tissues in the human body such as cancerous tumors, where

nanoparticles are introduced into the body through an inhalation process. Their

low inertia problem, which results in most of the nanoparticles being exhaled from

the lung after inhalation, can be overcome by developing micrometer-sized pow-

ders from nanoparticles using the spray-drying method. These could be in the form

of large porous particles that microencapsulate nanoparticles [80]. Towards this

objective, Sham et al. [91] investigated the feasibility of developing carrier particles

to deliver nanoparticles to the lung by incorporating nanoparticles into micropar-

ticle carriers. This approach is illustrated in Fig. 7.15. The mass median aerody-

namic diameter of such carriers can be adjusted to ensure sufficient lung deposition

in the desired upper or lower parts of the lung (either the bronchial region or the

alveolar region). After deposition in the lung, the carrier matrix dissolves, releasing

the nanoparticles [80].

Another type of carrier particle suitable for drug delivery are large porous

particles (LPPs) composed of nanoparticles. This type of particle is characterized

by geometrical sizes larger than 5 μm and densities of 0.1 g/cm3 or less [80]. LPPs

have recently become popular for use as carriers for drugs that need to be delivered

to the lungs for local and systemic applications [31]. A principal advantage of LPPs

over conventional inhaled therapeutic aerosol particles is their aerosolization effi-

ciency [36]. In addition, LPPs possess the potential to avoid alveolar macrophage

clearance [97], enabling sustained releases of a drug in the lung [104].

In the conventional aerosol decomposition (CAD) spray-pyrolysis route, each

spray-pyrolyzed particle has multiple nanosized crystallites under typical process

Fig. 7.15 Spray-drying method for producing micrometer-sized particles comprised of

nanoparticles for drug delivery where MMAD is mass median aerodynamic diameter [80] (Copy-

right Elsevier; reproduced with permission)
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conditions, but they are virtually inseparable due to the formation of the three-

dimensional network. Xia et al. [109] proposed a salt-assisted aerosol decomposi-

tion (SAD) spray-pyrolysis method which focused on a strategy for separating these

nanocrystallites by introducing some compounds that can be distributed on the

nanocrystallite surfaces to prevent them from agglomerating and are then easy to

remove, so that a single droplet can produce many finer particles. During the SAD

process, in which the particle temperature exceeds the melting point of the salts, the

salts melt and act as high-temperature solvents. The material or its components can

then dissolve, undergo reactions, and, upon exceeding the solubility limit, precip-

itate in the solvent. These processes can enhance remarkably the mass transfer due

to the liquid-state solvent, in contrast to the very small solid-state diffusion coef-

ficients in the case of the CAD processes. Within an aerosol particle, the dissolu-

tion/precipitation cycle can lead to the dissolution of some nanocrystallites and the

growth of other crystallites by precipitation. This may break up the three-

dimensional network and disintegrate the nanocrystallites, which has been observed

in the experiments by Okuyama and Lenggoro [79]. This SAD spray-pyrolysis

route can offer good controllability of particle size, chemical composition and

material crystallinity, all of which are important to advanced materials. On the

other hand, the electrospray-pyrolysis and a low-pressure spray-pyrolysis using the

filter expansion aerosol generator are capable of generating nanoparticles and of

fragmenting particles to give nanoparticles. Figure 7.16 shows the morphology of

particle preparation by a spray method based on the characteristic times of solvent

evaporation (τsv) and solute diffusion (τsl) from Okuyama and Lenggoro [79].

Properties of precursor, carrier gas flow rate (i.e., residence time of heating or

solvent evaporation) and temperature are the main parameters which affect the

morphology of particles generated by the spray-pyrolysis. Concerning the evolution

of particle morphology during spray-pyrolysis, spherical particles, hollow or

fragmented particles, are often formed (Fig. 7.16) in addition to solid (dense) particles.

These morphological conditions are undesirable for most applications. Single-crystal

or polycrystal particles are also formed, depending on the conditions of operation. A

representative system used for the preparation of fine particles by spray-pyrolysis is

shown schematically in Fig. 7.17. The main equipment consists of:

1. An atomizer or nebulizer that converts the starting solution into droplets;

2. Carrier gas;

3. Tubular furnace/reactor;

4. Instruments for online measurement of particle size such as a differential

mobility analyzer (DMA) and a condensation nucleus/particle counter

(CNC/CPC);

5. Sampler or precipitator, and

6. Off-line particle measurements such as X-ray diffraction (XRD), scanning/

transmission electron microscopy (SEM/TEM), and luminescence [79].

Figure 7.18 shows the schematic illustration of the experimental apparatus and

an illustration of particle formation both for the CAD and the SAD processes, where

the solution droplets were generated by an atomizer and were carried by a gas into a
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tube reactor typically heated between 300 and 1,600 �C. The resulting particles

were collected in a precipitator [109].

One of the microencapsulation techniques for producing microspheres is spray-

drying. The purpose of encapsulation includes achieving controlled/remote drug

release, making active materials easier/safer to handle, compartmentalizing multi-

ple component systems, protecting sensitive materials from their environment and
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Fig. 7.16 Morphology of particle preparing by spray method [79] (Copyright Elsevier;

reproduced with permission)
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turning liquids into powders or solids. Commercial applications of microcapsules

can be found in various formulations such as fertilizers, pesticides, toothpaste,

shampoo, bath salts, extended relief pharmaceuticals, carbonless paper, detergents

and bleaches, air fresheners, vacuum cleaner bags, fire retardants, and facial tissues

Gas-1
(carrier)

Flow
meter

atomizer

Starting
solution

Furnace

T1

T2

T3

T4

T5

Precipitator/
Sampler

On Line

Partice sizer
instruments Off Line

XRD,
SEM/TEM,

Luminescence

Gas-2

Fig. 7.17 Representative spray-pyrolysis system used for particle preparation [79] (Copyright

Elsevier; reproduced with permission)

Fig. 7.18 Experimental spray-pyrolysis apparatus and illustration of particle formation for the

conventional aerosol decomposition (CAD) and the salt-assisted aerosol decomposition (SAD)

processes [79] (Copyright Elsevier; reproduced with permission)
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[80]. The spray-drying process has been used to produce drug-loaded microspheres

of poly(lactide) and poly(lactide-co-glycolide) (PLGA) due to its advantages with

respect to the water-in-oil emulsion process [81]. PLGA microspheres are degraded

to oligo- and monomers over prolonged periods of time, slowly releasing the

entrapped active component [102]. These microspheres also protect the active

entities from destructive action by enzymes and the low pH environment of the

stomach [32].

In a review article, Nandiyanto and Okuyama [76] defined eight different

particle morphologies prepared using the spray-drying method from which the

images in Fig. 7.19 were adapted and reprinted from publications by Widiyastuti

et al. [106], Okuyama et al. [80], Chang and Okuyama [20], Iskandar et al. [49],

Iskandar et al. [50], Nandiyanto et al. [74], and Nandiyanto et al. [75]. These eight

controlled morphological particles are named according to their shape or structure

as following: (1) dense particle; (2) doughnut particle; (3) raspberry particle;

(4) encapsulated particle; (5) well-mixed component particle; (6) hairy particle;

(7) porous particle, and (8) hollow particle. Production methods for nano-structured

Hollow particle

Porous particle

Hairy particle

Dense particle

Doughnut particle

Raspberry particle

Encapsulated
particle

Well-mixed
component
particle

Fig. 7.19 Various particle morphologies prepared using the spray-drying method. Nandiyanto

and Okuyama [76] have adapted images from [20, 49, 50, 74, 75, 80, 106] (Copyright Elsevier;

reproduced with permission)
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particles through using different types of atomizers (ultrasonic nebulizer, two-fluid

nozzle, and rotating atomizer), solvent evaporators (electrical furnace, flame evap-

orator, and diffusion dryer) and particle collectors (bag filter, electrical precipitator,

and cyclone collector) are also illustrated schematically in Fig. 7.20.

Vehring et al. [105] conducted an experimental study to generate controlled

monodisperse particles (hollow, low-density particles with controlled surface mor-

phology, particles with functional layers, or particles comprising smaller subunits

such as nanoparticles or defined voids). A modified vibrating orifice generator head

was used as an atomizer in a custom benchtop spray-dryer. The generator was fed

with a syringe pump and produced monodisperse droplets in a size range from 10 to

100 μm at production frequencies of 105–106 Hz. Vehring et al. [105] found that

two dimensionless parameters can influence particle formation in a spray-drying

process: the Peclet number (ratio of the diffusion coefficient of the solute to the

evaporation rate) and the initial saturation of the excipients. Vehring et al. [105]

showed that the morphology of dried particles in a spray-drying process can be

controlled by varying the air-drying temperature (Fig. 7.21). The gradual increase

of the drying gas temperature resulted in a trend of producing more hollow

particles. The particles shown consist of a glycoprotein with a molecular weight

of 51 kDa.

7.3.2 Thermal Spraying Processes

Thermal spraying is a particulate deposition process whereby solid ceramic parti-

cles are injected into a high-temperature gas in which they are heated, eventually

melted, and then accelerated and sprayed at relatively high velocity onto a substrate

which they impact and on which they form a coating consisting of many layers of

overlapping thin lenticular particles, or splats. Fritsching [37] covers in his book the

latest development in spray simulation of spray forming metals and spray coatings

processes.

Thermal spray processes can be classified into three broad families:

1. The use of combustion heat sources; namely the flame, detonation gun and high

velocity oxygen fuel spray (HVOF) processes,

2. By other uses of electrical energy; either in the form of plasma or as an arc, and

3. Use of the energy that evolves from gas expansion and is known as cold spray,

kinetic spray or hypersonic spray [4].

Table 7.3 shows the classification of the thermal spray processes according to

these energy sources. Figure 7.22 depicts the relationship among the achievable

particle velocity, particle temperature and the typical feedstock size [4].

This process map is different from the conventional map of the flame jet

temperature and particle velocity (TV relationship) in three respects:
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– The temperature and velocity are represented in terms of the optimized particle

properties rather than the effluent environment,

– There is an overlay for material class on the right-hand side, and

Fig. 7.21 Monodisperse, monomorph glycoprotein particles generated by the spray-drying tech-

nique. Gas drying temperatures from top to bottom: 25 �C, 50 �C, 125 �C [105] (Copyright

Elsevier; reproduced with permission)
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– A logarithmic scale for the feedstock particle size is used.

Pierlot et al. [85] reviewed the methods of designs of experiments applied in

thermal spraying and associated processes. The designs enable one to determine a

polynomial regression equation which expresses the influence of the process

parameters on the response.

Thermally sprayed alumina-based materials, e.g., alumina-titania (Al2O3-TiO2),

are commonly applied as wear-resistant coatings in industrial applications. Prop-

erties of the coatings depend on the spray process, powder morphology, and

Table 7.3 Classification of thermal spray processes according to the energy sources

Electrical energy Combustion heat energy Kinetic energy

1. Plasma spray (PS) 1. Flame spray (FS) 1. Cold spray

a. Atmospheric plasma spray (APS) 2. Detonation Gun

(D-Gun)

2. Warm spray (kinetic

spray or hypersonic spray)b. Vacuum plasma spray (VPS) or low

pressure plasma spray (LPPS) 3. High velocity oxy-

gen fuel (HVOF) sprayc. Controlled atmospheric plasma

spray (CAPS)

2. Wire arc spray (twin wire arc –

TWA)
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Fig. 7.22 Classification of thermal spray processes in accordance with particle velocity, particle
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correspond to each spray process [4] (Copyright Maney Publishing; reproduced with permission)
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chemical composition of the powder. Matikainen et al. [69] have compared exper-

imentally the atmospheric plasma spray (APS) and HVOF spray processes for the

wear-resistant coatings from Al2O3 and Al2O3-13TiO2 powders. They concluded

that the improved coating properties were achieved when agglomerated and

sintered nanostructured Al2O3-13TiO2 powder was used in plasma spraying.

Coatings with the highest wear resistance in all tests were produced by HVOF

spraying from fused and crushed powders because higher velocity and small

particle size resulted in dense and fine microstructure, which provided coatings

with high wear resistance comparable to bulk Al2O3.

In a review article on testing methods for thermal spray coatings, Ang and

Berndt [4] highlighted the extrinsic nature of mechanical property measurements

with regard to thermal spray coatings. Thermal spray coatings exhibit anisotropic

behavior and microstructural artefacts, such as porosity and the splat structure of

coatings. These influence the mechanical characterization methods. Ang and

Berndt [4] summarized the mutual relationship between thermal spray process

inputs, the anisotropic microstructure and mechanical properties in Fig. 7.23.

Thermal spray coatings and their mechanical properties are influenced by the

fundamental factors of (1) jet temperature, (2) particle velocity and (3) characteris-

tics of the feedstock.

Pawlowski [82] in his review article discussed the technology, microstructure

and properties of nanostructured thermal spray coatings obtained using different

feedstocks including: (1) powders composed of agglomerated nanocrystals;

(2) solutions and (3) suspensions. The thermal phenomena in flight of these

different feedstocks influence the size of crystal. Figure 7.24 gives the summary

of major thermal effects at flight of different types of nanophased feedstock in a jet

or flame.

Porous structured agglomerated solids at flight have a slower diffusion of heat

than do the densely structured particles. Liquid precursors at flight will first have

droplets which may experience break-up after being injected into turbulent flow or

flame, and can then start to evaporate. Thereafter, the precipitation into a solid

phase occurs. Three possible precipitation routes are considered: (1) uniform con-

centration of solute and volume precipitation leading to solid particles; (2) super-

saturation near the droplet surface that leads to the formation of a thick solid shell,

which can be entire, fragmented or broken up (the liquid contained inside the

broken shells forms small solid spheres); (3) super-saturation near the droplet

surface leading to the formation to an elastic shell that initially becomes inflated

and then deflates. There is not a lot of specific literature available on the thermal

behavior of slurries in flight in jet or flames. However, slurry suspension thermal

spraying has the following significant differences with regard to spray-drying:

(1) particularly hot heating medium; (2) boiling of the suspension liquid; (3) very

short heating time in milliseconds; (4) lack of a binder in the liquid [83].
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7.3.2.1 Plasma Spraying (PS) Process

PS processing is a well-established and proven technology, which is already in

widespread industrial use (aerospace, automotive, medical devices etc.) for a

variety of applications (coatings on structural materials for protection against

high temperatures such as thermal barrier coatings for exhaust heat management,

corrosion, erosion, and wear) due to the low cost and simplicity of the processes.

Energy sources for the plasma spraying are usually the direct current

(DC) electric arc or radio-frequency (RF) discharge that create arc energies of

72–720 MJ/h (20–200 kW) [29]. Plasma temperatures in the heating region range

from 6,000 to 15,000�K, which are significantly above the melting point of any

known materials. The powder of the material to be sprayed is introduced into the

plasma where it is melted and projected with a high velocity onto the substrate

where it spreads [19]. Coatings can be achieved by different plasma techniques

such as atmospheric plasma-spraying (APS), vacuum plasma-spraying (VPS;

also called low-pressure plasma spraying, LPPS), and controlled atmospheric

plasma-spraying (CAPS) processes [4]. The main parts of the plasma torch are

the electrodes and Fig. 7.25 shows a simple schematic diagram of a plasma torch.
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The cathode is usually a bar of thoriated tungsten and the anode nozzle is usually

made of electrolytic copper that is water-cooled. The water-cooling removes

the heat dissipated at the anode in order to avoid its destruction. Moreover, the
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Fig. 7.24 Thermal phenomena occurring at flight of different types of feedstock in jet or flame

[82] (Copyright Elsevier; reproduced with permission)

Fig. 7.25 Schematic diagram of a plasma torch [19] (Copyright Elsevier; reproduced with

permission)
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water-cooling stabilizes the arc and the hot gases in the nozzle. When the gas

crosses the strong electric field prevailing between the electrodes, it is dissociated

and ionized. The atom-atom and electron-ion recombination produce the plasma jet

which blows out of the nozzle anode with lengths varying between 30 and 150 mm.

In relation to the gas mixture and pressure, the ejection velocity of the gases can

vary from a few hundred meters per second to almost 1,000 m/s. The injection

velocity of the particles must be perfectly adapted because, as the plasma is very

viscous, if the injection velocity is too low, the powders tend to rebound from the jet

and pass to its periphery in the cold zone where they are not melted. On the

contrary, if the injection velocity is too high, the particles may cross through the

jet and again travel into a cold zone of its periphery. This difficulty of introducing

the particles into the viscous plasma with its thermophoresis forces (due to the

thermal gradients of up to 4,000�K/mm – tending to eject the particles out of the

flame) is certainly one of the main problems inherent in the plasma-spraying

process in which the injection velocity and thus the pressure of the carrier gas

must be adjusted for each type and each granulometry of the sprayed powders [19].

The feedstock particle temperature and velocity during plasma spraying are also

sensitive to the parameters of the torch such as input power, arc gas flow, carrier

gas, spray distance and type of plasma arc gases used. Gerdeman and Hecht [41]

have compiled a summary of the plasma spray-process parameters which is shown

in Fig. 7.26. Mash et al. [68] have schematically illustrated the effects of some

plasma-spraying process variables on the coating deposition efficiency which has

been redrawn by Ang and Berndt [4] and presented in Fig. 7.27.
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Fig. 7.26 Summary of plasma spray process parameters (Ang and Berndt [4] modified from

Gerdeman and Hecht [41]. Copyright Maney Publishing; reproduced with permission)
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Rampon et al. [87] studied the influence of the suspension characteristics (i.e.,

the viscosity and surface tension) on the microstructure of coatings obtained from

suspension plasma-spraying. Suspension plasma-spraying consists in injecting a

suspension of sub-micrometer particles into a plasma torch which leads to coatings

with fine microstructures. When using a conventional DC plasma torch, a suspen-

sion can be injected as a straight jet of liquid or as a stream of atomized droplets.

The resulting stream of droplets or the jet is commonly injected radially into the DC

plasma jet in which the drops are heated. Rampon et al. [87] observed that the

nature of the solvent has proven to have great influence on the first breakup:

monomodal drop-sized distributions with aqueous suspensions and bimodal drop-

size distributions with alcoholic slurries. This means that the aqueous suspensions

are more difficult to atomize. In the same way, increased viscosity tends to hinder

the atomization, but the effect is less important as it is the surface tension that

controls the breakup. It is assumed that above a threshold temperature sufficient to

melt the whole particle, the velocity is the key parameter controlling suitable

particle spreading and thus the corresponding porosity. Increasing the viscosity of

the alcoholic suspension is also a way to decrease the porosity, but it is less effective

than the surface tension change. Coatings produced from aqueous suspensions are

denser than those elaborated from alcoholic suspensions, whatever the viscosity. So

suspension plasma-spraying process is an alternative technique to manufacture the

solid oxide fuel cells (SOFCs) in a more effective and less expensive way [87].

Recently also Hui et al. [48] reviewed the applications, potential advantages and

challenges of thermal plasma spray (PS) processing for nanopowder production and

cell fabrication of SOFCs. Nano-scale powders (1–100 nm in size) are becoming

increasingly critical to the innovations in numerous applications, including

Spray distance

Powder feed rate

Power input

Torch transverse rate

Powder gas flow Arc gas flow
or

Enthalpy

Variable

D
ep

os
iti

on
 e

ffi
ce

ie
nc

y

Fig. 7.27 Effect of plasma spraying process parameters on deposition efficiency (Ang and Berndt

[4] redrawn from Mash et al. [68]. Copyright Maney Publishing; reproduced with permission)
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catalysis, coatings, cosmetics, electronics, sensors, and drug delivery.

Nanopowders offer controlled functionality over coarser materials, such as higher

surface area, catalytic activity, and sinterability. Nanomaterials in particular are of

considerable interest for use in SOFCs due to their potential to increase the surface

area of active sites on which the electrode reactions take place, thereby improving

reaction kinetics. SOFC electrode reactions occur mainly at the interfaces between

phases that conduct oxygen ions, gases, and electrons, commonly referred to as

triple-phase-boundaries (TPBs). Therefore, an extended reaction surface area with

an optimized porous microstructure will enhance the electrode performance. Nano-

structured materials also possess the enhanced electrical conductivity that is

required for SOFC components, either ionic or electronic conductivity. A schematic

diagram of a plasma-spray (PS) system for nanopowder synthesis is shown in

Fig. 7.28 [48] which consists of (1) precursor feedstock and delivery system,

(2) plasma-spraying system (plasma-forming, plasma gas injection nozzle, fuel

and oxygen mixtures, plasma reaction, and plasma outlet), and (3) powder collec-

tion system (nucleation, particle growth, and filters, cyclones, or cooled surfaces for

particle separation from the material flow stream).

7.3.2.2 Wire Arc Spray Process

In the wire arc spray process, a direct current electric arc is formed between two

consumable electrode wires and a high-velocity gas jet propels the molten materials

towards the substrate. It is a reliable, economical and commonly used method for

depositing metal coatings for corrosion protection applications. The temperature

Fig. 7.28 Schematic diagram of a plasma-spray (PS) system for nanopowder synthesis [48]

(Copyright Elsevier; reproduced with permission)
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within the arch jet (~7,000�K) is sufficient to melt the consumable electrodes,

which are atomized into particles, accelerated and then deposited onto the substrate.

Thus, the thermal efficiency of the wire arc spray is greater than other thermal spray

processes because the particles are in a fully molten state when they enter the spray

jet. The molten particles start cooling immediately after leaving the arc zone.

Therefore, coating properties such as porosity and adhesion can be effected.

Developments of this process, such as high-velocity nozzle caps, have opened up

new applications with particle velocities similar to those experienced for HVOF

spray processes. Wire arc spraying is not limited to metal wires; for instance, cored

wires consist of powdered materials such as carbides or amorphous alloys that are

contained within a nickel- or iron-based metal sheath [4].

7.3.2.3 Flame Spray Process

In the flame-spray (FS) process, a stream of fuel and oxygen is combusted exter-

nally at the nozzle tip, while powders are introduced axially into the flame via an

inert gas such as argon or nitrogen. The feedstock can also be in the form of sticks,

wires or rods, for which a carrier gas is not needed [4]. The FS powder systems are

similar to Verneuil’s burner which is used in the manufacturing of synthetic gems.

The commonly used gases are mixtures of O2-H2 and O2-C2H2 which give maxi-

mum flame temperatures of 2,600 �C and 3,000 �C respectively. Another possibility

is to use the O2-C2N2 mixture which generates a flame temperature of 4,700 �C. In
the FS stick burner, the combustive-combustible mixture is fed into a circular

burner whose apertures are disposed in a crown around the pipe containing the

stick as shown in the left-hand frame of Fig. 7.29. The stick, continuously advanced

by a variable speed engine, is melted a few millimeters after its exit from the pipe.

Then a droplet of liquid material is dragged out as well by the flame as by the

compressed air flow which is used to avoid back-flash. The FS stick burner has the

best spraying efficiency because the material is sprayed only once it is melted [19].

In the powder burner FS processes, there are three common methods to introduce

the coating powder into the flame: (1) a fluidized bed using additional air flow;

(2) gravity, and; (3) a fluidized bed using one of the gases of the burner. A FS

powder burner with a gravitic powder feeder of a very simple construction is shown

in the right frame of Fig. 7.29 [19].

stick

airO2

O2

powder

C2H2

C2H2

Fig. 7.29 Schematic diagrams of a FS stick burner (left) and a FS powder burner (right) [19]
(Copyright Elsevier; reproduced with permission)
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7.3.2.4 Detonation Gun (D-Gun) Process

The working principle of the D-Gun torch is based on generating a high-energy

pressure wave through repeated ignition of an explosive mixture, usually acetylene

(C2H2) and oxygen (O2), within a long, constricted tube. The thermal output and

detonation pressure waves, operating at 3–15 Hz, are intense and represent the TV

(flame-jet temperature and particle velocity) source that heats and accelerates the

powder particles towards the substrate [4]. Figure 7.30 shows schematically the

principle of a D-Gun process. D-Gun coatings have achieved dense coatings with

high bond strength [103, 98] and they have been compared to plasma-spray coatings

under conditions of abrasion and erosive wear resistance [77]. In general, D-Gun

coatings outperform plasma-spray (PS) coatings in niche markets, but they are not

as versatile as other thermal spray coatings with regard to materials selection,

equipment availability and engineering design of the component [4].

7.3.2.5 High Velocity Oxygen Fuel (HVOF) Spray Process

The operating characteristics of HVOF spray are based on a continuous combustion

of the fuel gas mixture supplied at high volumetric flow to the burning chamber of

the torch. Figure 7.31 shows a schematic representation of a commonly used HVOF

spray process including the combustion chamber, convergent-divergent nozzle, and

barrel [89]. In the combustion chamber, continuous combustion of oxygen and fuel

occurs under high pressure (0.5–2 MPa). The hot combustion gases are then

accelerated to supersonic velocities using a converging-diverging nozzle. The

coating powder particles are injected into the gas jet inside the torch and are

simultaneously heated and propelled towards the substrate [21].

Process gas selections include propylene, propane, hydrogen or natural gas used

in gas-fuelled systems and kerosene in liquid-fuelled systems [53]. Ang and Berndt

[4] compiled the summary of typical HVOF fuels and torch combinations in

Table 7.4 based on the equipment manufacturers published technical data and

typical spray tables provided from feedstock suppliers. Recent developments of

coating

substrate

sparking-plug

powder

N2 O2 C2H2

Fig. 7.30 Schematic principle of a detonation gun [19] (Copyright Elsevier; reproduced with

permission)
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HVOF spray systems have been aimed predominantly at optimizing the combus-

tion, minimizing fuel combustion and increasing the particle acceleration [4].

Depending on the fuel gas and torch design used, the combustion jet temperatures

can reach 4,000�Kwith energies in the order of 288–1,000MJ/h, 989–278 kW). After

Fuel

Oxygen

Ignition Spark

Water out

Water out

Throat

Cooling
Water in

Powder
Injection

BarrelNozzleCombustion

Chamber

Cooling
Water in

Hot Exhaust
Gas and
Particles

Fig. 7.31 Schematic diagram of a commonly used HVOF spray process [21] redrawn from

Richter [89] (© IOP Publishing; reproduced by permission of IOP Publishing. All rights reserved)

Table 7.4 Properties of HVOF fuels and torch combinations* [4] (Copyright Maney Publishing;

reproduced with permission)

Torch (year)

Fuel gas

option

Fuel flow/L

min�1

Oxygen flow/

L min�1

Air flow/L

min�1

Oxygen to

fuel ratioa

JetKote®, Deloro
Stellite (1982)

Hydrogen 432 302 � 0.7

Propane 50 350 � 7.0

Ethylene 80 337 � 4.2

Top Gun, UTP

(1989)

Hydrogen 432 217 � 0.5

Propane 50 250 � 5.0

Ethylene 80 240 � 3.0

DJ2600, Sulzer

Metco (1989)

Hydrogen 613 214 344 0.47

DJ2700, Sulzer

Metco (1994)

Propane 189 278 391 1.90

Ethylene 111 247 360 2.91

Propane 68 240 375 4.67

JP-5000®, Praxair
(1992)

Kerosene 0.379 876 � 2,314

WokaStar™, Sulzer

Metco (2004)

Kerosene 0.379 876 � 2,314

GTV K2, GTV

(2005)

Kerosene 0.372 820 � 2,204

*Compiled from (i) equipment manufacturers published technical data and (ii) typical spray tables

provided from feedstock suppliers
aThe values for the liquid feed processes are high since the liquid flow rates are comparatively low

7 Atomization, Spraying, and Nebulization 239



passing through the nozzle, gas velocities exceed 1,800 m/s, resulting in the forma-

tion of a “shock” diamond pattern within the exiting flame jet. The feedstock, in

powdered form, is usually fed axially through the torch using an inert carrier gas such

as nitrogen. The ignited gases surround and heat the powdered spray material as it

exits the torch. Particle velocities may reach 800 m/s [30, 62]. As a result of the high

kinetic energy transferred to the particles through the HVOF process, the coating

materials generally do not need to be fully molten [52, 62]. Instead, the powder

particles can be in a semi-molten state so that they flatten plastically on impact

against the work piece [4].

HVOF spray coatings often exhibit densities of >95 % and adhesion values

greater than 10,000 psi (69 MPa) [29, 61]. HVOF spray coatings demonstrate lower

residual internal stresses [16, 60] compared to air plasma-spray (PS) coatings

because the coating deposition temperatures are significantly lower; and hence

reduce the tensile quenching stresses experienced by the splats as they cool and

solidify [4]. In addition, peening stresses are generated when particles impact at

high velocity. These stresses induce compressive stresses that superimpose on and

reduce the previously formed tensile quenching stresses [57]. In this way, dense

HVOF coatings of up to 2 mm can be deposited [86, 95]. The feedstock undergoes a

short flame residence time, measured in milliseconds [114], that minimizes exces-

sive metal oxidation, decarburization or phase changes [54, 64]. Additional advan-

tages of the HVOF spray process over conventional plasma-spraying (PS) include

higher coating bond strength, higher deposition rates, higher hardness, lower oxide

content, and improved wear resistance due to a homogeneous distribution of

particles [5, 94].

7.3.2.6 Cold Spray Process

Unfortunately, in typical applications of the thermal spray processes, the feedstock

materials experience high temperatures that can lead to undesired phase change and

oxidation in the coating material. Cold spray is a fast growing coating deposition

developed in the last decade due to its ability to deposit coatings without any

change in chemical compositions compared with feedstocks and shows excellent

flexibility for designing the coating compositions through feedstock [66]. The cold

spray deposition process involves the acceleration of solid particles which are

maintained at temperatures lower than the melting point of the particle material

and at high velocities using a carrier gas which is often supersonic. The subsequent

impingement of this high velocity, particle-laden jet onto a substrate is shown in

Fig. 7.32 [2].

Intensive investigations revealed that many different types of coatings can be

deposited by cold spray. Typical coating materials include ductile materials such as

copper, aluminum, zinc, titanium, iron-based alloys and nickel-based superalloys,

metallic glass materials, intermetallic materials, ceramic particles dispersed metal

matrix composites such as WC-Co, SiC/Al, bronze-diamond, cubic BN/NiCrAl

[66]. During cold spray, to build up a deposit successively, upon the impact of a
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high velocity solid particle on a substrate plastic deformation is required for both

particle and substrate, which creates a bond to make the particle adhere on the

substrate. The features of high velocity and low processing temperature signifi-

cantly limit the reaction, such as oxidation of metallic materials, of spray particles

with the atmosphere gas species. The low particle temperature eliminates melting

prior to impact. It also benefits by eliminating the melting-induced deteriorating

effect on the microstructure of deposits in terms of grain growth and thus possibly

retains the microstructure of spray materials in coatings. Therefore, the cold spray

process provides the possibility to design the deposit microstructure through feed-

stock powders [66]. In a cold spray review article, Luo et al. [66] examined the

evolution mechanisms of metastable microstructure in terms of in situ densification,

residual stress, dislocation multiplication, grain refining, phase transformation and

amorphization through typical materials. Proper feedstock microstructure design,

in-process control and material selection are essential factors needed to acquire the

cold spray coatings with a desired microstructure.

7.3.3 Nebulization Process

Nebulization of liquids or solutions into fine mist, aerosol or fine powders can be

achieved by jet nebulizers, ultrasonic (piezoelectric) nebulizers (atomizers), elec-

trostatic atomizers. Nebulizers such as ultrasonic inhalers, dry powder inhalers,

metered dose inhalers, and jet inhalers are used in the biomedical field to administer

the medications in aerosol, nano or micro size powders or fine mist droplets form

into the deep lung region using the upper respiratory tract. Additionally the

Gas-Heater

Gas
Inlet

Powder-Feeder

Convergent-Divergent
Nozzle

Su
bs

tr
at

e

Fig. 7.32 Cold spray process [2] (Copyright Springer Science þ Business Media; reproduced

with permission)
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nebulization process is widely used in thin film powder coatings [42, 90, 99,

107]. Recently, Yeo and Friend [110] provided a summary of the ultrasonic

nebulizer techniques used in microfluidic devices.

Selim et al. [90] studied the nebulized spray pyrolysis technique employed to

prepare pure and Al-doped ZnO films on single crystalline silicon substrates. They

concluded that this nebulization technique generated better-oriented thin films

compared to other methods reported in the literature. Gowthami et al. [42] studied

nickel oxide thin film prepared by simple nebulizer spray technique. This technique

allowed a good quality film growth at different substrate temperatures. The nebu-

lizer technique can be utilized for film preparation with lower volume of solutions

under various preparation parameters. In their study, nickel oxide thin films were

deposited on glass substrates at temperature 400 �C. The film thickness increased

from 1,070 to 2,940 nm as the volume of spraying solution was varied from 1 to

20 ml. The XRD (X-ray diffractometer) results showed that all the prepared films

were NiO (cubic phase) of high crystalline quality with the (1 1 1) preferred

orientation and the average crystallite size was around 24–12 nm [42].

Suresh et al. [99] studied the deposition of nano crystalline, uniform and crack-

free cerium oxide thin films on glass substrates by simple and low cost effective

nebulizer spray pyrolysis technique at different substrate temperatures using cerium

nitrate as the source material. All films were found to be single phase and well

crystalline with most prominent (200) reflection. Crystallinity of the film was found

to be increased with increasing substrate temperature up to 400 �C which then

decreases. The calculated crystalline size was found to vary in the range of 9–

21 nm. Optical analysis revealed that the films were highly transparent (70 %) in the

visible region. The high refractive index and band gap were observed as 2.35 and

3.52 eV, respectively. SEM images exhibited the formation of uniform and porous

films with golf ball like structure. The conductivity lies in the range

1.65�2.90	 10�6 S/cm. The best film was formed at 400 �C with better crystal-

linity, high refractive index and smooth morphology. Substrate temperature

strongly affected the optical, structural and electrical properties of CeO2 films

due to the decrease of sprayed droplet diameter, presence of unevaporated precursor

and densification of the films [99].

Slurry nebulization in plasmas for ICP (inductively coupled plasma) spectrom-

etry has advantages of simplicity, high speed, low cost, minimized analyte loss, and

low risk of sample contamination, but it has not been very widely adopted. Wang

and Yang [107] surveyed the current state of research on slurry nebulization in

plasmas for the analysis of advanced materials. Ceramic samples should be ground

to micron-sized or even submicron-sized particles and prepared as slurry with an

appropriate amount of a stabilization agent. In theory, addition of the stabilization

agent increases the zeta potential between the particles in the chosen medium to

improve the slurry stability. A zeta potential of zero means that the slurry particles

will agglomerate, and thus the slurry is unstable. The different nebulizers used for

the slurry nebulization into plasma are shown in Fig. 7.33. The most popular

designs for handling slurries are based on the V-groove Babington-type nebulizer

(Fig. 7.33a). The slurry sample flows along a V-groove that has a small orifice

through which the carrier gas blows out at high flow rates. This causes the sample to
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shatter into an aerosol of small droplets. The high pressure of the argon gas ensures

efficient nebulization and prevents blocking of the small orifice. The glass expan-

sion concentric (GEC) nebulizer (Fig. 7.33b) is known to create a very fine mist

with small droplets; whereas the Burgener nebulizer (Fig. 7.33d) allows larger

droplets to form because of its wider inner diameter. The cross-flow (Fig. 7.33c)

and Burgener nebulizers each yielded about the same sensitivity when the same

instrument settings were used [107].

The most common medical nebulizer type is the jet nebulizer, which generates

aerosols from the liquid medicament using a source of compressed gas. Although

relatively inexpensive, treatment with jet nebulizers has long treatment time, the air

compressors are bulky and noisy, and expensive medications are wasted in consid-

erable residual volumes. Other types of liquid aerosol generation systems include

the Respimat® SoftMist™ Inhaler and AERx® systems, which generate liquid

aerosol by mechanically forcing a drug solution through a nozzle array [113]. Ultra-

sonic nebulizers generally have a higher output rate than jet nebulizers, but a larger

average particle size. A metered-dose inhaler (MDI) is a device that delivers a

specific amount of medication to the lungs, in the form of a short burst of aerosol-

ized medicine that is usually self-administered by the patient via inhalation. A

metered-dose inhaler consists of three major components; the canister which is

produced in aluminum or stainless steel by means of deep drawing, where the

formulation resides; the metering valve, which allows a metered quantity of the

formulation to be dispensed with each actuation; and an actuator (or mouthpiece)

which allows the patient to operate the device and directs the aerosol into the

patient’s lungs [46].
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Fig. 7.33 Structural schematics of several nebulization devices: a V-groove Babington-type,

b glass expansion concentric (GEC) type, c cross-flow type, and d Burgener type nebulizers

[107] (Copyright The Royal Society of Chemistry; reproduced with permission)
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The amount of fine drug particles delivered to the lungs is governed by the

balance of varying forces including inter-particulate forces within powders, disper-

sion forces by airflow through an inhaler device and deposition forces in airways.

Fine powders generated through micronization generally have high surface energy

and hence are notoriously cohesive. An inhaler device is necessary to disperse such

powders into inhalable aerosols. Aerosolization behavior of a dry powder inhaler

(DPI) thus depends on both the powder formulations and the inhaler devices. The

powder dispersion mechanisms in DPIs are complex, depending on the specific

device, and involving air turbulence and impaction. Recent inhaler designs attempt

to enhance powder de-agglomeration or drug-carrier detachment by increasing air

turbulence and particulate collisions [113].

7.4 Spray Measurements

Sprays represent complex physical processes including the spray formation, the

re-distribution of the spray as it enters into the flow field generated by the spray

itself due to entrained air flow and the ambient flow, drop collisions and coales-

cence and evaporation. Thus from the experimental diagnostic viewpoint, the spray

formation and distribution constitute a very dynamic and complex process, espe-

cially when the spray is injected into a highly turbulent flow wherein the aerody-

namics plays an even greater role in the redistribution of the spray [7].

7.4.1 Spray and Particle Characterization Techniques

A wide range of instruments is available for measurement of spray systems,

including high-speed motion photography, laser diffraction analyzer, particle

image velocimetry (PIV), phase Doppler particle analyzers (PDPA), digital pho-

tography, optical interferometry, laser-induced fluorescence, elastic and laser

absorption scattering, Mie scattering and shadowgraphy, spontaneous Raman,

ultraviolet laser absorption, laser-induced fluorescence and high-energy X-ray

radiography [8, 22, 26].

A variety of diagnostic strategies is available to measure particle parameters in

the thermal spray processes. The principal objectives of these diagnostic devices are

to measure the spray plume characteristics namely, the particle velocities, temper-

atures, trajectories, and size distributions. These strategies include measurement of

individual particle parameters within the spray stream (e.g. Tecnar DVP 2000 and

Inflight™ integrated particle sensor) as well as ensemble particle sensors for group

measurements of particle velocities and temperatures (e.g. Tecnar Accuraspray,

Oseir Spraywatch, Inflight Particle Pyrometer, Stratonics Thermaviz, etc.) [1, 17,

33, 34, 58, 96]. Many of these sensors measure particle temperatures through the

use of thermal emission emanating from a molten/semi-molten traveling particle

Time-of-flight measurements are used to extract the particle velocities [112].
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Mauer et al. [70] summarized the plasma and particle temperature measurement

techniques in plasma sprays: (1) the optical emission spectroscopy to measure the

optical emission spectrum of plasma allowing the qualitative analysis of the

emitting gas species including vaporized particle material and gaseous decomposed

constituents of powderous and liquid feedstock and (2) particle diagnostics systems

distinguished by their detecting elements of the fiber-optic-based sensors and CCD

arrays. The number of available particle diagnostic systems for thermal sprays is

small: (2a) DPV-2000 by TECNAR Automation Ltd; (2b) Accuraspray-g3 by

TECNAR Automation Ltd.; (2c) Inflight Particle Pyrometer (IPP) sensor by Inflight

Ltd.; (2d) ThermaViz by Stratonics Inc.; (2e) SprayWatch by Oseir Ltd.; (2f) Flux

Sentinel by Cyber Materials LLC., (2f) NIR Sensor by GTV Verschleissschutz

Gmbh [70].

7.4.2 Measurements of Droplet Size and Velocity

The drop-sizing methods may be grouped conveniently into three broad categories

[59]:

1. Mechanical

(a) Drop collection on slides or in cells

(b) Molten-wax and frozen-drop techniques

2. Electrical

(a) Charged-wire and hot-wire techniques

3. Optical

(a) Imaging (photography, holography)

(b) Nonimaging (single particle counters, light scattering, Malvern particle

analyzer)

Optical drop-sizing techniques can be subdivided into three categories: imaging

(photography, cinematography, and holography), single drop counting, and ensem-

ble multi drop-sizing. On the other hand, all optical drop-sizing methods can be

divided into two classes; one representing spatial averaging (imaging techniques

and ensemble drop-sizing) and the second temporal averaging (single drop-

counting). The choice of a technique and an instrument for measurement of drop-

size distributions that are most appropriate for a particular spray system depends on

the application [11, 22].

Whatever measurement technique is applied, a major challenge is to perform the

measurements on representative samples or through the whole spray, since both

droplet size and velocity often depend upon their location in the spray.
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7.4.2.1 Imaging Systems

Digital imaging systems utilize CCD-array detectors to capture the particle images.

The instrument is based on the principle of gaining a shadow image for the particles

passing through the intersection of two laser beams that form the probe volume. The

general set-up of the imaging device is similar to that of the two-component laser

Doppler Velocimetry (LDV) or Phase Doppler Particle Analyzer (PDPA) with the

imaging components added. With this method, the two beams are transferred to a

CCD camera and imaged onto the sensitive area of the CCD camera. Because the

image capture must be very fast, a microscope objective is used to magnify the image

onto the photocathode of the gated image intensifier. The intensifier amplifies the

intensity of the image and acts as a shutter with a 6 ns gate time. The optical set-up of

a high-speed imaging system is shown in Fig. 7.34 [7]. As can be seen, an argon ion

continuous wave laser is used to produce the laser beams. The standard LDV

transmitter optics are used to form a pair of beams which is then caused to focus

and intersect using a transmitter lens. Beyond the beam intersection, the beams

continue into the imaging receiver where they pass a series of lenses and a spatial

filter to remove spurious laser light, and then are focused on the image intensifier.

Thus, the lenses continue to transmit the image to the CCD camera. A frame-grabber

is used to transfer the image to the computer for image processing. The off-axis

PDPA receiver is used as a trigger signal to determine when a particle has passed

through the center of the measurement volume and can also be used to measure the

particle velocity and the particle size if the particle is spherical. Thus, the imaging

system acts like a single particle counter with high spatial resolution. Because crossed

beams are used, it eliminates or at least mitigates the depth-of-field problem. The data

rate capability of the system is expected to be on the order of 1,000 particles per

Fig. 7.34 System components for the crossed-beam imaging system [7]
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second. This capability depends on the number of pixels used for each frame and on

the type of camera used in the system [7].

Holographic imaging of particle fields using pulsed lasers offers an intermediate

step which serves to freeze a three-dimensional (volume) of the particle field

optically. The hologram essentially serves to extend the depth-of-field of the

imaging system greatly. The depth-of-field is limited by the need to record the

cones of light from each particle before the particle can be resolved in the

reconstructed image. Since the particles are generally moving in the recording

space, a very short duration, high power laser pulse is needed. Typically,

Q-switched ruby lasers (λ¼ 0.694 μm) or frequency-doubled Nd:YAG lasers

(λ¼ 0.53 μm) are used in holography as portrayed in Fig. 7.35. There are two

basic choices in the recording systems: in-line or off-axis [7].

7.4.2.2 Laser Diffraction Analyzer

The laser diffraction method, also known as Fraunhofer diffraction, ensemble light

scatter detection, etc. was one of the first optical methods capable of probing sprays

with realistic droplet number densities. Single particle-counting systems available

at that time were based on forward scatter light detection. This resulted in sample

volumes that were too large to handle spray drop number densities, even in

relatively dilute sprays. Ensemble methods succeeded since they were able to

measure sprays with relatively higher droplet number densities. The method utilizes

the scattered light energy produced by particles throughout the exposed laser beam,

which is integrated over multiple detectors located in the Fourier transform plane of

the receiver lens (Fig. 7.36). Through the use of an appropriate optical light

scattering model (based on either Fraunhofer or Mie theory for spherical particles)

and an appropriate deconvolution method, the scattered light intensity distribution

is converted to a droplet size distribution [7, 26, 72]. Li et al. [63] used a laser

diffraction analyzer (Mastersizer 2000, Malvern Instruments) to measure the size

distribution of a gas-atomized spherical Cu powder.

Fig. 7.35 Schematic showing the components of a holographic imaging system [7]
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7.4.2.3 Laser Doppler Velocimetry

The laser Doppler velocimetry (LDV), also known as laser Doppler Anemometry

(LDA), is the technique of using the Doppler shift in a laser beam to measure the

velocity of fluid flows [7, 11, 59]. Although there is a number of optical configu-

rations developed for LDV including the reference beam approach, the simple dual-

beam method is most commonly used because the approach is rugged, lends itself to

frequency-shifting and the use of fiber optics, and has the least systematic errors

associated with it [7]. When using the dual-beam approach, the intersection of two

laser beams from a common source defines the region from which measurements

can be obtained. The actual measurement region may be a subset of the beam

intersection reduced by the field of view of the receiver optics and the detection

limits of the signal processor. Particles crossing the measurement region scatter

light, which is collected by a receiver probe. The light signal is converted into an

electrical “Doppler burst” signal with a frequency related to the particle velocity. In

an LDV system, particle velocity and not gas velocity is the actual measured

quantity [7]. The most basic one-component system (a single vector component

of velocity) LDV system is depicted in Fig. 7.37.

7.4.2.4 Phase Doppler Particle Analyzer

The Phase Doppler Particle Analyzer (PDPA) is an extension of the well-known

LDV instrument, which is an advanced laser-based diagnostic instrument that is

used for simultaneously measuring the size and velocity of individual spherical

particles in polydisperse flow environments [11, 22, 59]. The method was first

introduced by [6]. The PDPA makes use of two intersecting beams to measure the

particle or drop velocity from the Doppler difference frequency of the scattered

light and the drop size interferometrically from the phase shift of the signals

produced by pairs of detectors spatially separated by a known distance, as portrayed

in Fig. 7.38 [7–9]. Cetegen and Yu [18] used a PDPA instrument to measure the

particle size and velocity in DC arc plasma thermal sprays with two different 7 wt%

YSZ powders.

Transmitter

Spray

Receiver

Annular Array Detector

Fig. 7.36 Optical configuration of laser diffraction analyzer [7]
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7.5 Definitions, Abbreviations and Symbols

Aerodynamic

diameter

Diameter of a sphere with density 1,000 kg/m3 having the

same aerodynamic property as the particle of interest

Atomization Process whereby a volume of liquid is disintegrated into a

multiplicity of small drops

Critical Weber

number

Represents the criterion for deformations that lead to

secondary breakup of a drop where the critical drop diameter is

the maximum drop diameter (dmax) that can exist under given

conditions, since all drops bigger than dmax should disintegrate
(breakup)

Fig. 7.37 Basic one-component LDV system [7]

Transmitter Lens
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Fig. 7.38 Schematic of the basic PDPA system [7]
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Deborah number Ratio of the relaxation time of a material (characteristic time

for material to adjust to applied stresses) to the characteristic

time scale of observing the response of the material; it

characterizes the fluidity of materials generated by their stress

history

Mass median

diameter

Median particle diameter of a mass- (or volume-) based size

distribution

Nebulization Process whereby a volume of liquid or solution is disintegrated

into fine mist, aerosol or fine powders

Ohnesorge

number

Indicator of jet or sheet stability; ratio of viscous forces to the

square root of the product of inertia and surface tension;

obtained also by dividing the square root of Weber number by

Reynolds number, which eliminates velocity from both

Reynolds

number

Ratio of inertial forces to viscous forces; for particles, it

characterizes the nature of their flow in a liquid (laminar or

turbulent)

Sauter mean

diameter

Area-weighted mean particle diameter

Spraying Application of a liquid in the form of small droplets ejected

from an atomizer

Weber number Ratio of disruptive forces to the stabilizing surface tension

force; it characterizes the relative importance of a fluid’s
inertia

Weissenberg

number

Ratio of relaxation time of a fluid to a specific process time; it

indicates the degree of orientation generated by simple stress

APS Atmospheric plasma spraying

CAPS Controlled atmospheric plasma spraying

CAD Conventional aerosol decomposition

CNC Condensation nucleus counter

CPC Condensation particle counter

FC Flame spraying

DC Direct current

D-Gun Detonation gun

DMA Differential mobility analyzer

DPI Dry particle inhaler

EDTA Ethylene-diamine-tetra-acetate

GEC Glass expansion concentric

HVOF High-velocity oxygen fuel

ICP Inductively coupled plasma

LDV Laser doppler velocimeter

LPP Large porous particles

LPPS Low pressure plasma spraying

PDPA Phase doppler particle analyzer
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PIV Particle image velocimeter

PS Plasma spraying

SAD Salt-assisted aerosol decomposition

SEM Scanning electron microscopy

SOFC Solid oxide fuel cell

TPB Triple-phase boundary

TEM Transmission electron microscopy

TWA Twin wire arc

VPS Vacuum plasma spraying

XRD X-ray diffraction

d0 Diameter of initial droplet

djet Liquid jet diameter at the jet exit

dmax Maximum drop diameter for critical Weber number

<D3,2> Sauter mean diameter

De Deborah number ¼τc/τp
LB Jet breakup length

Oh Ohnesorge number ¼μL/(ρL�σ�d0)0.5¼We0.5/Re

ReL Droplet Reynolds number ¼ ρL�vL�d0/μL
vj Liquid jet velocity

vL Liquid droplet velocity

vrel Relative velocity of droplet and gas

Wec Critical Weber number ¼ρG�vrel2�dmax/σ
Wejet Liquid jet Weber number ¼ρG�vrel2�djet/σ
WeL Liquid droplet Weber number ¼ρG�vrel2�d0/σ
μL Liquid viscosity

ρG Gas density

ρL Liquid density

σ Surface tension

τc Stress relaxation time

τp Time scale of observation

τSV Characteristic time for solvent evaporation

τsl Characteristic time for solute diffusion
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Chapter 8

Emulsification: Established and Future
Technologies

Karin Schroën and Claire C. Berton-Carabin

Abstract Oil and water don’t mix, that is what everyone knows. . ..but if you are

able to convince them; it is very well possible to produce stable emulsions. For this

you need the right technology, of which examples will be presented in this chapter,

focusing both on established equipment (high pressure homogenization, rotor-stator

systems, ultrasound) and technology that is currently developed (microfluidic

technology, hybrid systems). Based on the droplet size that is generated and the

energy that is required to do so, the technologies will be compared. Besides,

attention is given to the emulsion ingredients that stabilize the oil-water interface,

and prevent instability of the emulsion through sedimentation, flocculation, and/or

coalescence. The chapter concludes with a short outlook on methods that are

currently developed to determine emulsion stability, which we expect to become

very useful, not only for emulsions but also for derived products.

8.1 Introduction

8.1.1 What Are Emulsions?

Emulsions are dispersions of fluids that are considered immiscible, e.g., oil and

water. The basic forms of emulsions are oil-in-water (abbreviated as O/W), and

water-in-oil (W/O) emulsions. The droplet phase is called the dispersed phase

(prior to emulsification, we will use the term to-be-dispersed phase), the surround-

ing phase is the continuous phase. Some important examples of emulsions in our
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daily life are paints, cosmetic crèmes, pharmaceutical ointments, and many food

products (Fig. 8.1) of which we present a few in detail to give you a taste of what an

emulsion is, how it is made, and in some cases how you could make them

yourselves.

• In raw milk, the fat is present in the form of milk fat globules, which are

surrounded by a membrane consisting of a tri-layer of phospholipids, and

many proteins derived from the lactating cell. When milk is homogenized in

the factory, the globules are broken, and the fat is dispersed into smaller droplets.

For stabilization of these newly formed droplets, the material that is initially

present at the interface is not sufficient, and components from the plasma such as

proteins adsorb and act as emulsifiers. The same processes also occur in cream,

and various culinary products, which are concentrated milk fat emulsions; the fat

concentration depends on the type of cream.

• Salad dressings are made by whisking vegetable oil in an aqueous mixture that

contains acid (e.g. vinegar or lemon) and other taste components such as

mustard. When made at home, this emulsion is rather unstable because mustard

is not a very efficient emulsifier: the droplets coalesce relatively quickly so one

has to prepare just before use. Commercial variants are usually stabilized by

other components that do keep the emulsion stable; in some cases also unstable

mixtures may be found that need to be shaken before use.

Low Fat
Margarine

Liquid Margarine

HIGH WATER

HIGH OIL

HIGH WATER

HIGH OIL

W/O
O/W

Margarine Mayonnaise

Dressing
Sauce

Soup

Non-Dairy
Cream

Ice CreamFresh Cheese

VLF Dairy
Spread

Fig. 8.1 Examples of food emulsions with different oil/fat content (high concentrations are found

on the top) and with either the water phase as the continuous phase (left part of the image), or the

oil phase as the continuous phase (right part of the image)
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• Mayonnaise is a highly concentrated emulsion of oil droplets in an acidified water

phase (lemon or vinegar are mostly used due to the low pH they create), which is

stabilized by proteins from egg yolk (amongst others lecithin) that are maximally

charged due to the acidic conditions of the water phase. Mayonnaise is very

concentrated (70–80 % v/v), and in most recipes it is recommended to whisk in

the oil drop by drop until completely dispersed. If the process does not go according

to plan, at some stage the emulsionmay even convert to awater-in-oil emulsion, and

in that case the consistency is irreversibly lost. In a proper mayonnaise, the droplets

are squeezed together but do not coalesce due to the charge of the stabilizers, which

gives themayonnaise its nice thick consistency. Note that the previously mentioned

egg yolk is an emulsion of its own right; it consists of egg fat (and cholesterol) and

protein in an aqueous solution, stabilized by a mixture of phospholipids.

• Margarine is an emulsion of water droplets in fat, stabilized by a packing of needle-

like crystals of fat inside the continuous fat phase. The same is also true for butter,

although it should bementioned that this product is obtained through phase inversion.

Various other examples of (food) emulsions have been described in literature, for

further reference see e.g. the Encyclopedia of Emulsion Technology [5, 34, 92, 93].

8.1.2 Examples of Complex Emulsions and Other Related
Colloidal Systems

Besides single emulsions (O/W, and W/O), it is possible to make water droplets in

an oil phase that is subsequently emulsified into another water phase; this is called a

water-in-oil-in-water emulsion (W/O/W), and it is also possible to make the reverse

(O/W/O) emulsion. Such double or duplex emulsions are used in some medical

applications (encapsulation of drugs), and in foods, to enhance the perception of for

example fat, but also to mask the taste of for example bitter peptides that are encap-

sulated in the inner water phase, and to reduce the caloric load. These double or duplex

emulsions tend to be very fragile and are very difficult to produce with the technology

that is classically used for single emulsions. However, for microfluidic techniques

many examples are reported in literature. Good and extensive reviews have been

written by Vladisavljevic and Williams [88] and Vladisavljević and co-workers [89].

Foams are closely related to emulsions, and sometimes products contain both to

give them a ‘lighter’ perception. In foams, the dispersed phase is a gas, and one can

use similar techniques as applied for emulsion preparation. Well-known examples

are e.g. whipped cream containing small air bubbles that are stabilized by small fat

crystals which from a structure at the air interface, or ice cream, which consists of

cream with a stabilizer (mostly gelatin) that captures the air bubbles incorporated in

the liquid ice cream mix, and that is further stabilized by crystals [46, 62].

Finally, liposomes are also colloidal systems that may be used for encapsulation

purposes in food or pharmaceutical applications. Liposomes are vesicles consisting

of one or more bilayers of phospholipids that encapsulate an inner aqueous
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compartment. A few applications of liposomes are reported, for example, the

encapsulation of water-soluble flavors [15] or the encapsulation of enzymes [24]

or antimicrobials [7] in cheese technology.

8.1.3 Main Physical Characteristics of Emulsions

The most important physical characteristics of emulsions are the volume fraction of

disperse phase and the droplet size distribution (see also section on stability). The

dispersed phase volume fraction (or the concentration of droplets) determines to a

large extent the macroscopic properties of emulsions, such as their appearance,

texture and rheological behavior. The droplet size is also of great importance, as it

affects the emulsion’s appearance, and also its flavor, stability, and shelf life. In

food emulsions, the droplet size is often expressed as a droplet size distribution,

since not all droplets have the same size (i.e., polydisperse emulsions).

Various techniques may be applied to determine particle size distributions; for a

detailed reviewed please consult [45]. Briefly, microscopy techniques may be used,

often to give a qualitative overview of the emulsion’s morphology and range of

droplet sizes present. Depending on the emulsion sample and on the type of

microscopy applied, none to elaborate sample preparation may be required. Light

scattering is probably the most widely used technique to characterize particle size

distributions in emulsions. Here we can distinguish between (i) static light scatter-

ing (also called laser diffraction), where the angular pattern and extent of light

scattering by an emulsion sample can be related to the droplet size distribution,

using a mathematical model; and (ii) dynamic light scattering, where the diffusion

movement of small particles (typically, submicron emulsion droplets) causes fluc-

tuations in the light scattering pattern in time, from which the droplet size distri-

bution can be calculated using the Stokes-Einstein equation. Both these light

scattering techniques generally require some emulsion dilution prior to the mea-

surement, which should be carefully considered as any change in the emulsion

droplet environment may alter the physical state and stability of emulsions.

Average droplet diameters can be calculated from the particle size distributions.

Several calculations can be performed, that will give more or less weight to the

largest or the smallest droplets. Probably most widely used in emulsion science is

the area-volume mean diameter (or surface mean diameter, or Sauter diameter,

noted d32), and for foams the volume-length diameter (or volume-weighted mean,

noted d43) is found of greater importance. These values are calculated as follows:

d32 ¼
X

i¼1
nid

3
iX

i¼1
nid

2
i

ð8:1Þ
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d43 ¼
X

i¼1
nid

4
iX

i¼1
nid

3
i

ð8:2Þ

Where di is the diameter of droplets in each size-class, and ni is the number of

particles in each size-class, for a given volume of emulsion. In principle, various

average diameters can be calculated, and for emulsions mostly the d32 is used,

which is also convenient to calculate the required amount of surfactant.

Regarding instability, the largest droplets (or bubbles) will have the greatest

effect; see also later sections in which instability in emulsions is discussed in

greater detail. Here it is still relevant to mention that in foams unlike in emulsions,

instability occurs mostly through Ostwald ripening, and in that process the largest

droplets have even greater influence and that is why in that case the d43 is preferred.
From this it is clear that besides the average value, it is also important to charac-

terize the width of the particle size distribution. For this, for example, the polydis-

persity value (P) of an emulsion [37] can be used:

P ¼ 1

d50,V

X
i
nid

3
i d50,V � dij jX
i
nid

3
i

ð8:3Þ

Where d50,V is the median diameter, i.e., the diameter for which the cumulative

volume fraction is equal to 50 %. Although there is to the best of our knowledge, no

fixed convention to set the limit between monodisperse and polydisperse emulsions,

it has been considered that emulsions can reasonably be considered monodisperse

for a polydispersity value below 25 % [37].

As mentioned above, many food emulsions are highly polydisperse. This can be

a cause of emulsion instability, notably when a population of very large droplets is

present (the detailed mechanisms of some instability phenomena are explained in

the following paragraphs). A high polydispersity also makes it very difficult to

understand the connection between the structural characteristics of emulsions (such

as the droplet size) and their end-up properties in great detail [43, 44]. Some

examples of average and ranges of droplet sizes in common foods are presented

in Table 8.1.

A more physical chemical aspect is related to the properties of the interfacial

layer that surrounds the emulsion droplets. This interfacial region, typically a few

nm thick, is the preferred location for molecules that have dual affinity for oil and

water (i.e., amphiphilic, or surface-active molecules). Therefore, the properties and

structure of the interface (e.g., electrostatic charge, thickness, and fluidity) are

largely governed by the type and concentration of adsorbed amphiphilic molecules.

These properties can, in turn, tremendously affect the physical and chemical

stability of emulsions as described in the following sections.
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8.2 Emulsion Stability and Ingredients

Emulsions are, in essence, thermodynamically instable systems, because of the

molecular incompatibility of both involved liquid phases. This incompatibility is

responsible for the existence of an interfacial tension, denoted as σ (N/m). The total

free energy of an emulsion (ΔG, J) thus depends on the total interfacial area (ΔA,
m2), and on the interfacial tension:

ΔG ¼ σΔA ð8:4Þ

ΔG is almost always positive, meaning that emulsions almost always tend to

physically destabilize and go back to their demixed state. However, it is possible

to retard destabilization and to obtain metastable emulsions (i.e., stable for a

‘reasonable’ period of time). This can be achieved, for example, by using emulsi-

fiers. Emulsifiers are surface-active molecules (e.g., amphiphilic biopolymers or

surfactants), which can adsorb at the oil-water interface and thereby reduce the

interfacial tension.

Yet, emulsions can physically destabilize through a number of phenomena, such

as creaming/sedimentation, agglomeration/flocculation and coalescence of drop-

lets. In this section, these three aspects are discussed in some detail, and common

methods to determine and quantify the level of destabilization are presented; we are

very aware that we cannot be complete in our description of emulsion stability due

to the variety of interactions that components may have. Still these selected aspects

are the most prominent reasons why emulsions are or may become unstable.

8.2.1 Creaming/Sedimentation

The main reason why small droplets are required in emulsions is their creaming/

sedimentation behavior, which is caused by the density difference between the two

phases that normally is present in emulsion (only very few density matched

Table 8.1 Examples of mean and extreme droplet sizes encountered in some food emulsions

Food product (emulsion

type)

Mean droplet size

(d32, μm)

Typical droplet size

range (μm) Sources

Raw milk (O/W) 1–2 0.1–10 McClements

[43]

Homogenized milk

(O/W)

0.25 0.05–0.5 McClements

[43]

Salad dressings (O/W) 30–125 A few to >200 Perrechil

et al. [56]

Mayonnaise (O/W) 6–20 A few to >50 Langton

et al. [36]

Fat spreads (W/O) 2–5 1–10 van Dalen [75]
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emulsions have practical value). Obviously, this train of thought only holds for free

flowing emulsions, and not for (partially) crystallized emulsions or gelled emul-

sions that exhibit a high enough yield stress to keep the droplets captured (see later

sections). For simplicity reasons, we will use the term sedimentation from now on,

but obviously, the same principle holds for creaming. For a droplet in a surrounding

liquid the sedimentation velocity can be estimated using Stokes law:

vs ¼ gΔρd2d
18ηc

ð8:5Þ

where:

vs¼ sedimentation velocity (m/s)

g¼ gravitation constant (m/s2)

Δρ¼ density difference between the phases (kg/m3)

dd¼ droplet diameter (m)

ηc¼ viscosity of the continuous phase (Pa s or kg/(m s)).

This equation directly shows that smaller droplets sediment less fast; that highly

viscous continuous phases slow down sedimentation, and as mentioned before, that

emulsions with a zero density difference between the two phases do not sediment.

This also explains why the emulsions that are currently in the market have very

small droplets, and mostly have a very viscous continuous phase. Moreover it

should be mentioned that small droplets (<0.1 μm) also will move due to Brownian

motion. This effect can substantially decrease the creaming/sedimentation rate in

emulsions [43].

Besides, it is known that in emulsions with large numbers of droplets sedimen-

tation slows down. This behavior has been described by multiple authors; good

summaries can be found in the work of Walstra [91, 92]. Here, we illustrate the

effect of multiple droplets on the sedimentation velocity through the so-called

Krieger-Dougherty equation:

v

vs
� 1� φ

φmax

� �kφmax

ð8:6Þ

where:

v¼ velocity in a swarm of droplets (m/s)

vs¼ Stokes velocity for a single droplet (m/s)

φ¼ volume fraction of dispersed phase (�)

φmax¼maximum volume fraction of dispersed phase, i.e. the volume fraction at

which the droplets become closely packed (�) (for spherical, non-deformable

droplets, φmax¼ 0.585)

k¼ proportionality constant. For a k-value of 6.5, this equation has been validated

for volume fractions up to 40 %, and has shown to be good compared to other

models [91].
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A basic method to monitor creaming or sedimentation in emulsions consists of

placing a certain volume of emulsion in a transparent test tube that is then left

immobile for a certain period of time (or even brought under enhanced gravity for

very stable emulsions). In the case of creaming, for instance, the droplets will move

upwards over time, leading to the formation of a clear, droplet-depleted phase at the

bottom of the tube (the serum layer), whereas oil droplets accumulate on the top of

the sample, forming a creamed layer. The creaming index (CI, %) can be calculated

as follows:

CI ¼ hs=htð Þ 	 100 ð8:7Þ

where:

hs¼ height of the serum layer

ht¼ total height of emulsion in the tube.

A more sophisticated way of quantifying the creaming (or sedimentation) of

emulsions is to measure the amount of transmitted light throughout a transparent

tube filled with emulsion, over time (possibly under accelerated gravity conditions),

and all along the tube’s height. This is possible with automated instruments, such as

the LUMiFuge® stability analyzer.

8.2.2 Bridging and Depletion Flocculation

To improve the physical stability of emulsions, it is of great importance to cover the

available droplet surface that is formed during emulsification, and give it a protec-

tive coating. Yet, even if stabilizing components (in particular, emulsifiers) are

present in the interface, this does not necessarily mean that the emulsion will be

stable; this depends on the ‘quality’ of the coating. Various short-range interactions
as described in the DLVO theory can allow droplets to approach and flocculate in a

primary and secondary minimum [39], and these effects may become pronounced if

multiple components (that, e.g., carry opposite charges) are used to stabilize an

emulsion. Describing these systems is complex, and still part of an on-going debate

in literature. Here we will describe the main effects that can be used to establish a

good starting point for emulsion preparation; whether this will also work in practice

will always have to be tested.

There are two situations that will lead to flocculation, namely one in which the

surface is not sufficiently covered, and a surface-active molecule can attach to two

or even more droplets (Fig. 8.2, left). The other occurs if a non-adsorbing molecule

is overwhelmingly present; this is termed depletion flocculation (Fig. 8.2, middle

and right) as described in, e.g., the work of Walstra [91]. The non-adsorbing

component cannot come as close to the surface as an adsorbing species would.

E.g., a polymer, will mostly remain the distance of its gyration radius away from the

interface, and because of that, there will be a lower polymer concentration in this
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area (depicted by the dotted line in Fig. 8.2). The concentration difference implies

that there is also an osmotic pressure difference in the system; the system will strive

to minimize this effect and can do so through minimization of the area that is free of

polymer, i.e. it does that through aggregation. For spherical droplets this energy

gain may be not very big (but still sufficient), but for platelets this effect can be

over-dominating.

In the group of Julian McClements (University of Massachusetts, USA) these

effects have been very practically translated into so-called stability maps that are

very useful in choosing appropriate compositions for emulsions prepared with

multiple components, in particular in emulsions stabilized by multiple polyelectro-

lyte layers. In Fig. 8.3, examples are shown from the field of food, but that we

recommend to be taken as a starting point for preparation of any emulsion. The first

map (Fig. 8.3a) shows a plot of the critical polyelectrolyte concentration as a

function of the dispersed phase fraction (ϕ). It was assumed that the droplets had

a radius of 0.3 μm, and the non-adsorbed polyelectrolyte had a molecular weight of

100 kDa and effective radius of 30 nm. The second map (Fig. 8.3b) plots the critical

polyelectrolyte concentration as a function of the droplet radius. It was assumed

that the droplets had a volume fraction of 0.03 (3 vol.%), and the non-adsorbed

polyelectrolyte had a molecular weight of 100 kDa and effective radius of 30 nm.

The shaded area in both maps highlights the range of conditions where it should be

possible to produce non-flocculated droplets. These plots nicely illustrate that a

proper formulation strategy should be taken into account to identify not only the

minimum concentration of surface-active molecules needed to cover the entire

oil-water interface (CAds), but also the maximum concentration of such compounds

beyond which any more excess induces depletion flocculation (CDep).

8.2.3 Droplet Coalescence and Emulsion Ingredients

In order for droplets to coalesce, the interfacial film between them needs to drain,

and subsequently the film needs to break. Various components that can be present in

emulsions will prevent the droplets from approaching this closely that the film can

Fig. 8.2 Left: Schematic representation of bridging flocculation; one molecule attaches to two or

more droplets due to insufficient surface coverage. Middle and right: illustration of depletion

flocculation by non-adsorbing component. This component will have a non-accessible area near

the droplets (indicated by the dotted line) that corresponds to the gyration radius of the component,

and because of that, there is an osmotic pressure difference that may lead to aggregation (see text

for further explanation)
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break. This can occur through steric repulsion, or charge interactions of similarly

charged components.

Various components are used in practice to prepare emulsions, and they may

induce both steric and charge effects. Surfactants are mostly low molecular weight

components that have both a hydrophilic and hydrophobic part. The special struc-

ture of the surfactants causes that most of them cannot dissolve molecularly in one

of the two phases of an emulsion. Often, a surfactant will form micelles; for

example in water, the hydrophobic parts are clustered in the center and the polar

parts are at the outside, in oil reversed micelles are formed. In an emulsion, only a

limited amount of surfactant can reside in the interface (typically in the order of

0.1–10 mg/m2, depending on the surfactant and the available surface area). As soon

as the surface is filled, the surplus of surfactant will remain in that phase for which it

has most affinity.

In general, a suitable surfactant should be better soluble in the continuous phase

of the emulsion. This is the basis of the so-called Bancroft rule. The solubility of a

surfactant in oil or in water depends on its molecular structure, and can be

quantified through the hydrophilic-lipophilic balance (HLB). This is an empirical

value, which takes into account the type and amount of polar and non-polar groups

present in the surfactant’s molecular structure. Low-HLB surfactants (e.g.,

polyglycerol polyricinoleate, HLB~ 3) are more oil-soluble, and suitable for stabi-

lizing W/O emulsions; whereas high-HLB surfactants (e.g., polysorbate

20, HLB~ 16) are more water-soluble, and suitable for stabilizing O/W emulsions.

An excess of surfactant/stabilizer will be used to fill the interface rapidly when

formed; and therewith prevent coalescence. When adsorbed onto an interface, ionic

surfactants give mostly rise to electrostatic repulsion, and if they are bulky possibly

also to steric repulsion between the droplets. Besides they lower the interfacial

tension therewith reducing the energy of the system (Eq. 8.4).
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Fig. 8.3 (a) Stability map showing the influence of droplet concentration on the critical poly-

electrolyte concentrations for saturation, depletion, and adsorption. (b) Stability map showing the

influence of droplet radius on the critical polyelectrolyte concentrations for saturation, depletion,

and adsorption (Reprinted with permission by Elsevier, from Guzey and McClements [18])
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A special class of surface active components is block copolymers, of which one

part of the molecule has affinity to the interface, while the other part is extended in

the continuous phase. Mostly these molecules form a steric barrier on the interface.

Possibly also proteins could qualify as block-copolymers since they contain repet-

itive units but in this case many different amino acids would be present as units;

however, these components are also known to be able to form viscoelastic films on

the interface, therewith leading to very stable emulsions. Besides they are able to

interact with other surface active components, and form networks that enhance

stability. On the other hand, they may also be replaced by surfactants from the

interface, and this may induce emulsion instability at longer time scales [93].

Polymers increase the viscosity of the continuous phase, which will reduce the

droplet sedimentation velocity (Eq. 8.5), reduce film drainage, and increase through

both effects the shelf life of the product. Alternatively, they may also give the

product a yield stress, and if the strength of the weak gel is high enough, it can even

prevent creaming.

Last but not least, also small particles that are partially wetted by both phases of

the emulsion can accumulate in the interface, and give so-called Pickering stabili-

zation, which is mostly a steric effect (recently reviewed by Berton-Carabin and

Schroën [9]). Alternatively, in very few cases, it is possible to match the densities of

both liquids, and therewith prevent creaming. Still, contact between droplets due to

Brownian motion should be prevented in order to prevent coalescence.

More information on surfactants and their behavior can be found, e.g., in the

work of Walstra [92], Walstra et al. [93], Lucassen-Reynders [38], and Guzey and

McClements [18].

The coalescence of emulsion droplets can be monitored by measuring the

particle size distribution (e.g., with a static light scattering instrument) at various

time intervals. It should be pointed out that if the measured average particle size

increases as compared to an initial value, it may be not only due to coalescence, but

also to flocculation (in fact, such an instrument will consider a flock of emulsion

droplets as one large particle). To distinguish between flocculation and coalescence,

two simple strategies can be used. First, O/W emulsions can be diluted in a

concentrated sodium dodecyl sulfate (SDS) solution prior to the measurement.

SDS, an anionic surfactant, will rapidly cover the surface of emulsion droplets,

providing them with a strong negative surface charge that will disrupt flocs of

droplets, if any. Therefore, if a similar average particle size is measured without and

with dilution of the emulsion in the SDS solution, most likely, coalescence

occurred. Conversely, if the dilution of the emulsion in the SDS solution leads to

a smaller particle size compared to the measurement on the non-diluted emulsion,

most likely, flocculation occurred. Another strategy can simply be to observe the

emulsion morphology under an optical microscope, which is often sufficient to

assess whether the size of individual droplets did increase as compared to the initial

sample, or if agglomerates (flocs) of small droplets are present. However, a

limitation here is the resolution of optical microscopes and the number of droplets

that can be viewed, which prevents obtaining accurate details on the structure and

morphology of submicron particles.
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8.3 Droplet Formation Mechanisms

As can be deduced from Eq. (8.4), making small droplets is hard, because it

involves creating a large interfacial area, and a lot of energy is needed to do

so. This is also caused by the fact that different time scales are relevant for the

various droplet formation mechanisms that occur simultaneously and in relation to

the stabilization of the interfaces, as will be discussed in the next section. Now, we

focus first on the various mechanisms for droplet formation, both under laminar and

turbulent conditions.

In general, when a continuous liquid flows around a discrete droplet, it induces a

shear force onto the droplet, which may break the droplet if the exerted force is

sufficiently large. That is also why most emulsification methods are designed to

generate a very strong flow field that acts on a very small volume through which the

emulsion passes.

As stated in Eq. (8.4), the amount of energy needed to create an interface between

two phases costs an amount of energy that is proportional to the amount of interface

generated, and that in turn is also related to the volume of oil that is present (V, m3)

and with the droplet diameter (dd, m) this leads to A/V¼ 6/dd. It is also immediately

makes clear that producing small droplets is more energy consuming.

In practice, much more energy than the minimal amount of energy from Eq. (8.4)

is needed, because interfaces are not duly stabilized, and because energy will be lost

due to heating up of the product. For more information on surface phenomena we

recommend, e.g., the work of Hiemenz [19], Hiemenz and Rajagopalan [20] and

Lyklema [39].

8.3.1 Interfacial Tension and Shear Forces

In order to break-up a large droplet into smaller droplets, the interfacial tension

force that keeps the large droplet together needs to be exceeded by (any) shear

force, be it laminar or turbulent. The interfacial tension force is related to the

Laplace pressure (ΔPLaplace, Pa) which is defined as:

ΔPLaplace ¼ σ
1

R1

þ 1

R2

� �
ð8:8Þ

with R1 and R2, the respective radii of curvature of an ellipsoid, and σ the interfacial
tension (N/m). For a spherical droplet both curvature radii are equal to the droplet

radius, Rd, and the resulting Laplace pressure is equal to:

ΔPLaplace ¼ 2σ

Rd
ð8:9Þ

For any other oddly shaped droplet the Laplace pressure can be calculated using the

actual curvatures.
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As mentioned, the interfacial tension force needs to be overcome by shear forces

exerted by the emulsification device. Often the Weber number, which is the ratio

between the external disruptive stress and the internal coherent stress, is used to

characterize droplet formation. Droplet size can be reduced under various condi-

tions. Here we distinguish droplet break-up due to rotation, and elongation both

under laminar conditions, or turbulent conditions.

8.3.2 Laminar Plain Shear Flow

In simple laminar flow, a droplet will be subjected to a flow field that leads to

rotation of the droplet, and/or to its extension, as indicated in Fig. 8.4. In simple

shear flow, the droplet is subjected to the flow field which initially rotates the

droplet, which leads to distortion, and eventually the droplet will break up into

smaller droplets.

The internal, coherent stress can be estimated with the help of the Laplace

pressure in the droplets, equal to 2σ/Rd as previously discussed (Eq. 8.9). The

disruptive stress follows from:

τext ¼ ηc
dv

dz
¼ ηc _γ ð8:10Þ

where:

_γ ¼ shear rate that is applied (1/s)

ηc¼ viscosity of the continuous phase (Pa s)

v¼ velocity of the continuous phase (m/s)

z¼ position of the droplet (m) perpendicular to the solid surface, which is depicted

in the bottom of Fig. 8.4a.

This leads to the following definition of the Weber number:

We ¼ ηc _γRd

2σ
ð8:11Þ

z

y

Fig. 8.4 Simple shear flow (a) and extensional flow (b)
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In order to achieve droplet break-up, this We-number should exceed a value, called

the critical We-number. It was found that the critical Weber number is a function of

the viscosity ratio of the water and oil phases. This is because the droplet will

deform more when the dispersed phase viscosity is lower, which will give a higher

Laplace pressure and a lower external stress, as is also shown in Fig. 8.5

[17, 92]. The figure will be discussed in detail in the section on extensional flow,

where both flow patterns are compared.

8.3.3 Laminar Extensional Flow

This type of flow occurs when the liquid is squeezed through a small opening,

during which the droplet is extended in the direction of flow, as could be the case in

high pressure homogenization (under non-turbulent conditions). In general, during

passage through the opening the droplet is extended to form a thread that breaks into

many small droplets due to Rayleigh instabilities. In this case, the external force

exerted on the droplet is equal to ηc(dv/dy), where y is the coordinate in the direction
of the extension, and the definition of the Weber number is the same as for simple

shear flow.

In simple shear, energy is used to rotate the droplet, and besides the effective

viscosity is a factor of two higher in extensional flow [92], leading to more efficient

break-up in extensional flow. Therefore, the critical Weber number for extensional

flow is lower than for simple shear flow. Figure 8.5 gives an impression of the

values for both simple shear flow and for extensional flow; these curves are also

known as the ‘Grace’ curves after the first author to publish them.

10

Wecr

1

0.1

10−4 10−2 102
hD /hC

1

Fig. 8.5 Critical

We-numbers (Wecr) for
laminar flow conditions –

plain shear flow (upper
curve), and for extensional

flow (lower curve)
[17, 92]. ηD/ηC is the ratio of
the dispersed phase

viscosity over the

continuous phase viscosity

(Reprinted with permission

from Walstra)
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For simple shear, the critical Weber number goes through a minimum. At high

viscosity ratio it is difficult to make droplets due to the internal viscosity of the

droplets that resists deformation, while at low viscosity ratio the droplets may be

first deformed into very long threads before they break. Note that the lowest

viscosity ratios in Fig. 8.5 correspond to the situation in foams.

In practice, one will always have a mixture of the two types of flow; and the

critical We-number will have an intermediate value. Still the diagram is very useful

to calculate best- and worst-case scenarios.

8.3.4 Turbulent Flow

As is clear from Figs. 8.7 and 8.8, under turbulent conditions that occur e.g. in high

pressure homogenizers, the flow is much more erratic than described for laminar

flow (Fig. 8.4). The liquid will start moving in a chaotic way and form swirls and

eddies. As will be discussed later, the transition from laminar to turbulent condi-

tions is related to the Reynolds number, and the critical values for transition may be

different for different emulsification equipment, as discussed in the conventional

emulsification devices section.

Given the chaotic nature of the process, it is more difficult to find a critical

Weber-number, since the exact local flow-conditions cannot be determined,

because experimentation and simulation on this scale is very difficult. Therefore

an average value, the power density (symbol ε, with unit W/m3 or Pa/s), is taken as a

measure for the intensity of the swirls and eddies.

At relatively low turbulence, the surrounding eddies impose shear on the drop-

lets. The external disruptive force can be calculated with the Kolmogorov theory for

turbulent flow. This force (τ, Pa) can be estimated as:

τ ¼ ffiffiffiffiffiffiffiffiffiffi
ε � ηc

p ð8:12Þ

where:

ε ¼ power density (Pa/s)

ηc ¼ viscosity of the continuous phase (Pa s).

The Weber number can be defined as before and the critical value now

becomes [92]:

Wecr ¼ τRd

2σ
�

ffiffiffiffiffiffiffi
εηc

p
Rd

2σ
ð8:13Þ

where:

τ¼ external stress

Rd¼ droplet radius

σ¼ interfacial tension (N/m)
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ε¼ power density (Pa/s)

ηc¼ viscosity of the continuous phase (Pa s).

Assuming that the critical Weber number is one, the droplet size can be

estimated.

When the turbulence becomes very intense, the inertia of the liquid surrounding

the droplets becomes the dominant factor. In this case the external disruptive force

can be calculated with the aid of the Bernouilli equation as [92]:

τ ¼ ε2=3R5=3
d ρ1=3c ð8:14Þ

Again this external disruptive force can be substituted in the Weber equation, and

by assuming that the critical Weber number will be around unity, one can estimate

the droplet radius. The transition from viscosity-dominated break-up to inertia-

dominated break-up takes place when the droplets are larger than [92]:

Rd >
η2c
σρc

ð8:15Þ

These flow types relate as follows to the emulsification techniques that are

presented in the next section. Flow in a colloid mill can be laminar or turbulent,

depending on the viscosity of the product, and the lay-out of the machine (toothed

versus regular). Large-scale high-pressure homogenizers operate under turbulent

flow and inertial forces dominate, while laboratory scale homogenizers operate in

the laminar regime; therefore, translation of results obtained on laboratory scale is

not straight forward [69, 94]. Emulsification with ultrasound is always based on

inertial forces, created by cavitation of the vapor bubbles.

8.4 Conventional Emulsification Devices

There are many different machines available for emulsification, and they are

reviewed in literature by e.g. Walstra (general review [92]), Behrend and Schubert

(ultrasound [6]), Schubert and Armbruster (general review [66]), Arbuckle (general

review [3]), Brennan (mechanical methods [10]), Karbstein and Schubert (contin-

uous systems [22]). For more detailed information, we would like to refer to these

papers. To make an emulsion, mostly all ingredients are mixed (very coarsely),

after which a macro-emulsion is obtained that is not stable due to the large size of

the droplets (Eq. 8.5). This emulsion needs to be further refined, by passage through

an emulsification device. The resulting tiny droplets need rapid stabilization by

surfactants in order to prevent coalescence. In industry, high-pressure homoge-

nizers, rotor-stator systems, and ultrasound treatment are mostly used for this

purpose (schematic representations are shown in Fig. 8.6), and depending on the

formulation, multiple passages may be needed. In the high pressure homogenizer
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Fig. 8.6 Schematic representation of classic emulsification methods, from left to right, high
pressure homogenizer, rotor-stator system, ultrasound ([80]; reprinted with permission from the

author)

Fig. 8.7 Cavitating fluid leaving a homogenization orifice at different homogenization pressure

differences (Images recorded with a VKT Fastcam SAS; record rate, 50,000 fps; shutter speed,

1/216,000 s; total frame, 2001. Reprinted with permission from the author [57])
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depicted on the left in Fig. 8.6, the premix emulsion is pushed through a constric-

tion, which results amongst others in shear to break up the droplets. The rotor-stator

system in the middle of Fig. 8.6 consists of two concave elements, of which one

rotates and one is static. The velocity difference between elements creates the

necessary shear for droplet break-up. In the ultrasound equipment on the right in

Fig. 8.6, the ultrasound creates cavitation bubbles that collapse, and through which

droplets are submitted to shear and break-up. More details are given in the respec-

tive sections.

8.4.1 High Pressure Homogenizers

In the high-pressure homogenizer depicted on the left in Fig. 8.6, the pre-emulsion

is pressurized and pushed through a tiny orifice. This creates local shear, while the

liquid is subjected in addition to turbulence, and possibly cavitation (see Fig. 8.10),

which all result in droplet break-up.

Since high pressures are used ranging from 10 to 50 MPa, very intense fields can

be reached, that lead to submicron droplets [68]. Where small, lab-scale homoge-

nizers still operate in the laminar flow regime, industrial-scale systems operate in

the turbulent regime, which makes it difficult to translate results obtained in the lab

to full-scale industrial emulsification. The transition between the two regimes can

be derived from the Reynolds number (Re):

Re ¼ ρvL

η
Transition from laminar to turbulent is at Ree1500� 3000 ð8:16Þ

where:

ρ¼ liquid density (kg/m3)

v¼ average liquid velocity in the gap (m/s)

L¼ gap width (m)

Η¼ viscosity (Pa s).

From experiments it was deduced that transition from laminar to turbulent

occurs at Re-number 1,500–3,000. The most used designs in industry are valve

and nozzle systems. In a valve, a small gap is created by pressurizing the valve with

a spring. In lab-scale systems, the gap width will be of the order of 1 μm; for

industrial-scale systems, it will be 10–40 μm [69]. In the nozzle system, there is

only a small hole through which the pre-mix emulsion is pushed, and in some cases

there are a number of openings placed in series, or the liquid is split and recombined

in the machine. Also in some cases the emulsion is passed repeatedly through the

nozzle. This is all done to create as much shear as possible, and depending on the

composition of the emulsion, different lay-outs of the high pressure homogenizers

can be applied.
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A lot of nice work in this field is carried out in the University of Karlsruhe, in

Germany, within the group of prof. Schuchmann, formerly headed by prof. Schu-

bert, and within the group of prof. Windhab at ETH Zurich, in Switzerland.

Amongst others, the flow fields in various geometries are visualized, either through

experimentation by, e.g., PIV, or through modeling. Both are very challenging,

given the obviously extreme conditions in the machine. Besides there are limita-

tions in simulations for which the Navier-Stokes equations need to be solved at a

local level, using mathematical grids of nanometer scale [29, 67]. That, combined

with the fact that droplets influence each other and local flow in their surroundings,

makes these simulations very challenging.

Using local flow velocities, stresses acting on droplets may be calculated. This is

illustrated in Fig. 8.8 for single phase flow through a spherical shaped orifice of

200 μm diameter, at 100-bar homogenization pressure [28]. These stresses can be

compared to the critical values for the capillary number, which links the exerted

shear to the interfacial tension force that resists deformation [17, 90]. The capillary

and Weber number are discussed in more detail in the mechanisms section; it is

important to remember that the critical capillary number is exceeded by far within

microseconds in high pressure homogenizers, and oil-water interface will be readily

made. Since interface formation is so rapid, surface active components will not

(or hardly) have time to stabilize the formed interface (e.g., [8]), and this may lead

to instability in the product unless droplet interactions can be delayed as long as is

needed to cover the interface sufficiently. In high pressure homogenizers, this is not

likely to be the case given the turbulent nature of the liquid flow (although the

turbulent nature will favor rapid transport of surfactants as well). Calculating

droplet size distributions that result from a widely distributed field of stresses is

therefore one of the main challenges to food (and chemical) process engineers. An

indication of the average size can be obtained using the estimates in the droplet

formation mechanisms section.

8.4.2 Rotor-Stator Systems

By definition, rotor-systems consist of one part that is immobile and one that

rotates; such as stirred vessels but also colloid mills qualify as such. The technology

has been extensively reviewed by Urban and co-workers [74], and various exam-

ples can be found there by the interested reader.

In a stirred vessel, the liquid movement is rather chaotic and hard to predict,

leading to very polydisperse emulsions with droplets typically larger than 10 μm,

that are in general not very stable (Eq. 8.5). The energy density of stirrers is low;

therefore, making very small droplets is outside the reach of this equipment. In a

colloid mill, the central cone is static, while the outside cone rotates at high speed

(see Fig. 8.9).

This system can be operated in continuous mode with the pre-emulsion entering

from the bottom and the fine emulsion leaving from the top. The distance between
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both parts is small in order to generate high shear rates. A variation to the colloid

mill is the so-called toothed mill; in this case, both the rotor and stator have

openings, which generate turbulent conditions through which smaller droplets can

be made, also at the high throughput that is required at industrial scale.

Since the distance between rotor and stator is very narrow (sometimes much less

than a millimeter), the shear forces are very intense. Depending on the viscosity of

the emulsion, the flow will be laminar (viscous liquids) or turbulent. The transition

towards turbulent flow is again related to the Reynolds number, which characterizes

the flow.

Re ¼ ρvL

η
Transition from laminar to turbulent is at Ree370 ð8:17Þ

where:

L¼ gap width between rotor and stator (m)

v¼ tangential speed of the rotor (m/s)

ρ¼ density of the mixture (kg/m3)

η¼ viscosity of the mixture (Pa s).

At Re <370 the flow will be laminar, and at higher values turbulent. This is an

experimental finding, as was the case for high pressure homogenizers.

8.4.3 Ultrasound

A third important emulsification method used in industry is ultrasound. At frequen-

cies higher than 20 kHz and up till 100 kHz it can cause physical and chemical

changes in matter. The sound is generated by an actuator resulting in pressure

fluctuations (standing waves). When the sound is sufficiently intense, the pressure

fluctuations become so large that in small regions, the pressure becomes lower than

the vapor pressure of water, which induces the formation of small bubbles that

implode almost immediately and cause intense, local turbulence (Fig. 8.10). The

technology was reviewed by Canselier et al. [11]; the interested reader will find

Fig. 8.9 Handheld rotor stator system and its parts. In the middle, the assembled rotor-stator unit,

on the right both parts individually (Images taken from the internet)
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many relevant details there. Besides, various demonstrations can be found on the

internet, with separated liquids being finely dispersed by ultrasound action.

The effect of ultrasound is very local, so the premix emulsion needs to be

brought into close proximity of the actuator where the field is strongest. As soon

as the emulsion is led away from the actuator, the effect rapidly becomes less, and

this also implies that the treatment chamber should be small in order to be efficient.

Besides physical changes also chemical changes can be a result of ultrasound

treatment; especially unsaturated fatty acids and oils are notoriously unstable in

ultrasound. This technology is rarely used for large scale operation, but if the

emulsion components allow, it can generate very small and stable droplets in

specialty products.

The energy efficiency of all classic emulsification technologies in regard to the

generated droplet size will be compared with those presented for emerging tech-

nologies in the following section, and the results can be found at the end of this

chapter in the comparison paragraph.

8.5 Emerging Emulsification Technologies

Besides the established technologies that were presented earlier, there is a very

lively field of research in which micro-structured devices are used to prepare

emulsions, and also derived products, such as double emulsions, bubbles, particles,

capsules etc. Mostly these emulsions are fairly monodisperse in droplet size; also

the energy efficiency of these methods is rather high. However, these methods are

currently not at such a level of development that they can be applied at large scale,

although some are promising and closer to large scale application than others [65].

In this section, we will discuss various membrane emulsification techniques that

use shear forces to make emulsions, together with microfluidic techniques that may

use either shear-based or spontaneous droplet formation mechanisms. At the end of

Acoustic wave

Oil

Water1st Stage

2nd Stage

Fig. 8.10 Schematic representation of ultrasound effect. First the oil is dispersed into the water

through surface waves, where it undergoes a second stage during which the droplets are further

refined due to cavitation (Kendall [23]; image taken from the internet)
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this chapter we will compare all presented methods based on their energy effi-

ciency, but also on their ease of scale-up.

8.5.1 Membrane Emulsification

A membrane is a porous structure mostly used for separation but it is also used to

make emulsions and related products. The two membranes that are most frequently

applied for emulsification are the Shirazu Porous Glass membrane (SPG; [48]) and

the ceramic membrane [63, 64, 86]; see Fig. 8.11, left and middle images. The SPG

membrane consists of a matrix of interconnected pores that have similar size all

through the membrane, while the ceramic membrane consists of a carrier with large

pores onto which a layer with small pores is deposited. The right image in Fig. 8.11

is a microsieve, which has very uniform and also very thin pores. These microsieve

membranes are made through photolytic techniques in a clean room environment.

The typical pore sizes that can be made are from 0.1 to 100 μm (Aquamarijn

microfiltration BV, http://www.aquamarijn.nl/).

The membranes can be used in cross-flow mode [48] or in pre-mix mode

(reviewed by Nazir et al. [50]). During cross-flow emulsification (see Fig. 8.12; left

image), the to-be-dispersed phase is pressed through the membrane where it forms

small droplets on top of the membrane, that are consecutively sheared off by the

cross-flowing continuous phase once they have reached a certain size. During

pre-mix emulsification, the large droplets of a pre-mix emulsion are broken up into

smaller ones as the liquid passes through the membrane, and are sheared off while

doing so. The situation is rather similar to what happens with classic emulsification

techniques, but now multiple ‘nozzles’ work in tandem (see Fig. 8.12, scheme on the

right).

For both cross-flow and premix emulsification, the membrane needs to be wetted

by the continuous phase of the emulsion. This implies using a hydrophilic mem-

brane for O/W emulsions, and a hydrophobic membrane for W/O emulsions; and

Fig. 8.11 (Left) Shirazu Porous Glass (SPG) membrane with interconnected tortuous pores of

similar size all through the membrane (Image taken from internet). (Middle) Ceramic membrane

with an open support structure and much finer top-layer. (Right) Microsieve made from silicon

with a silicon nitride top layer, with uniform tailor-made pores ([85]; reprinted with permission

from Aquamarijn Microfiltration BV)
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most importantly the wettability of the membrane should not change during oper-

ation, e.g., because of adsorption of surface-active components that are present in

the emulsion.

In very limited cases, it is possible to induce phase inversion during pre-mix

emulsification. To achieve this, the membrane should be compatible with the to-be-

dispersed phase. Starting from an O/W pre-mix, the membrane needs to be hydro-

phobic; the oil droplets will wet the membrane, and the continuous water phase will

be converted into the dispersed phase during passage through the membrane [73]. If

this mode of operation is possible, emulsions with very high dispersed phase

fraction may be obtained, but this strongly depends on the components in the

emulsion mix, and on their interaction with the membrane.

To generate the required shear for droplet detachment, alternative designs have

also been suggested, such as by Stillwell and co-workers [71], who investigated a

stirred cell that generated rather polydisperse emulsions due to the differences in

shear across the membrane. Eisner [14], Schadler [61], Aryantia and co-workers

[4], and Yuan and co-workers [95] used a different approach and rotated (metal)

membranes to shear off the droplets. As a result, better control over droplet size is

achieved, although it should also be mentioned that compared to regular cross-flow

emulsification, the droplets are much larger due to the larger pores in the metal

sieves that are used; the mechanical stability required for rotating membranes

requires this construction material.

For now, we focus on regular membrane emulsification that was invented in the

group of prof. Nakashima in Japan [49]. Various good reviews have been published,

and we recommend those by Joscelyne and Trägårdh ([21], general review),

Charcosset and co-workers ([13] general review), Vladisavljevic and Williams

([88], general overview with many products), van der Graaf and co-workers

([77], double emulsions), and Charcosset ([12], specific for food). Most information

on membrane emulsification is available for O/W emulsions, but also some authors

Fig. 8.12 Schematic representations of (a) cross-flow membrane emulsification, in which the

cross-flowing continuous phase shears-off the droplets that are formed. (b) Pre-mix emulsification,

in which the droplets of a coarse emulsion are broken up into smaller upon passage through a

membrane
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have shown work on W/O emulsions, e.g., Vladisavljevic et al. [87]. On the other

hand, pre-mix emulsification is not well documented; only very recently, a review

became available by Nazir and co-workers [50], and not much is known about the

droplet formation mechanisms.

The droplet formation mechanism during cross-flow membrane emulsification

can also be described as a balance between the interfacial tension force that keeps the

droplet connected to the pore, and the shear force that tries to remove the droplet, as

was the case for the classic emulsification techniques. The first ones to describe this

balance were Peng and Williams [55]. Later also more complex droplet formation

mechanisms were reported in which two stages were distinguished. During stage

one, a certain volume of liquid is pushed into the cross-flowing continuous phase and

one reaching a certain value the droplet snap-off process starts. However, during this

phase the droplet still grows due to its connection to the pore, and its size is not only

determined by the cross-flowing continuous phase, but also by the applied pressure

on the to-be-dispersed phase. In general, it can be said that the droplets that are

generated are between two and ten times the diameters of the pore.

8.5.2 Microfluidic Techniques

Examples of microfluidic devices. Within the field of microfluidics, both shear

based (T-shaped junctions, e.g., [78]; Y-shaped junctions, [70]; flow focusing

devices, [1]) and spontaneous droplet formation (e.g., [72]) are used to generate

droplets. A very extensive review, covering all these devices, has recently been

published by Vladisavljević et al. [89]. In the present chapter we only touch briefly

upon these devices since they seem to be still far away from large-scale application,

although some may be used for the production of specialty products in the field of

pharma.

In the top part of Fig. 8.13, droplet formation in a T-junction is shown together

with a simulation result obtained for the same system [76]. At the bottom, an artist’s
impression is shown of droplet formation in a microchannel due to Laplace pressure

differences in the system [79]. As was the case for cross-flow membrane emulsi-

fication, the droplet formation mechanisms in microfluidic devices mostly consist

of two stages, one formation phase and a snap-off phase during which the droplet

can still grow before actually being detached.

When comparing shear-based and spontaneous droplet generation, it is impor-

tant to notice that the size of the droplets is determined by flow of both phases in the

shear-based systems. Both need to be monitored very carefully in order to have

monodisperse droplets, which in general are produced at much higher throughput

than in the spontaneous systems. In spontaneous droplet formation systems, the

continuous phase does not need to flow, and only the dispersed phase should be

controlled. Mostly there is a range of disperse phase pressures for which the droplet

size is not affected. The droplet formation time in spontaneous systems is in general

much longer as in shear-based systems, so the throughput is also accordingly lower.
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Scalability of microfluidic emulsification devices. Although most of the investi-

gations on emulsification in microfluidic devices are focused on single droplet

formation units, also some examples are known in which multiple droplet formation

units work in tandem as is the case is in straight through microchannels

(e.g. [26, 27]), microsieves ([16, 84, 85]; see Fig. 8.11 right image), parallelised

flow focusing devices [54] or even work simultaneously, as is the case in so-called

EDGE chips [81–83]. These devices have also been prepared partly in metal to

comply with industrial demands [37, 38], and it was demonstrated that these

systems even have better pressure stability than the original EDGE design. Besides

some derived systems have been proposed in which metal sieves as such or in

combination with a glass bead bed are used for pre-mix emulsification, which can

be operated at very high flux and reasonable monodispersity [51–53, 80].

Currently, these methods can only be applied on rather small scale, but consid-

erable effort is put into surface modification methods that allow for stable wetting

of Si-based surfaces that are used in microfluidics (e.g. [2, 58]). Besides, within our

own research group we also work on bringing microfluidics toward metal devices,

which are the material of choice in industry. Our first attempts were directed

towards semi-metal chips, and they could successfully be applied [40–42]. The

next step towards a completely metal chip still needs to be made; making microm-

eter structures at high precision in metal is a great challenge, but the results on semi-

metal systems make us optimistic.

Fig. 8.13 Top left row, images taken during cross-flow emulsification in a T-shaped junction. The

to-be-dispersed phase is pushed through the top channel into the cross-flowing continuous phase

that moves the to-be-dispersed phase into the direction of flow until the shear-force exceeds the

interfacial tension force, and a droplet is formed (Reprinted with permission from Van der Graaf

et al. [78]. Copyright 2005, American Chemical Society). Top right row, simulation results of the

system shown on the left ([76]; reprinted with permission from Elsevier). Bottom image, the three

stages of droplet formation in a spontaneous microchannel, stage A being intrusion onto the

shallow terrace. At stage B, the to-be-dispersed liquid leaps from the terrace into a deeper channel,

and at stage C the size of the droplet is such that the Laplace pressures in the system lead to droplet

formation ([79]; reprinted with permission from the author)
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8.6 Comparison of Emulsification Techniques

All emulsification methods can be compared based on their energy usage in relation

to the droplet size that is generated. Amongst others in the work of Nazir and

co-workers [50], an illustrative diagram is shown that summarizes these effects; see

Fig. 8.14. When comparing microfluidic emulsification with the more classic

techniques, it is clear, that cross-flow emulsification is a much less energy consum-

ing technique than the high pressure homogenizers reported by Lambrich and

Schubert [35]. For dilute emulsions, the energy density may be even orders of

magnitude smaller. The energy density of cross-flow membrane emulsification is

determined by the number of droplets that need to be produced; each volume

fraction having its own corresponding line, unlike other emulsification techniques,

in which pressurization of the whole volume determines the amount of energy

needed. Pre-mix emulsification seems to be more in line with the traditional

techniques, but may be useful in the production of relatively large droplets,

which could correspond to better defined pre-mixes that can be used in classic

emulsification. Regarding microfluidic devices, they are expected to be similar in

energy density as cross-flow emulsification. But given the large variety in designs

and mode of operation, and also the relatively large droplets that are made com-

pared to classic emulsification devices, it is hard to pinpoint them to the diagram.

Fig. 8.14 Energy efficiencies of various emulsifying processes: cross-flow emulsification [35],

(○) 1, (●) 5, (□) 10, (■) 20 and (◊) 50 vol.%; (	) pre-mix emulsification (5 vol.%) [80]; high

pressure homogenization [35], (◆) orifice valve, (~) flat valve homogenizer and (Δ) Microfluidizer

(all 30 vol.%); (Reprinted with permission from Elsevier, from Nazir et al. [50])
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8.7 Concluding Remarks

Various emulsification methods are available. Some are established, such as high

pressure homogenization, others are still in their early stages of development, such

as microfluidic devices. With all methods stable emulsions may be prepared, but

only if the time scales of droplet formation are adequately matched with the time

scale related to stabilization of the interface. This match can be reached by using

stabilizing components that are able to lower the interfacial tension (surfactants),

create a steric barrier (e.g. block co-polymers, particles), give rise to repulsive

charge interactions (e.g. proteins, depending on the pH), or form a network (mostly

through interactions of components).

It is very difficult to predict ab-initio which combination of emulsification

device and emulsion composition needs to be chosen. In this chapter, some guide-

lines are given, such as the stability maps in Fig. 8.3. Still, this is far from perfect. In

this light, the new developments in the field of microfluidics that allow emulsion

stability testing, both under flow and under enhanced gravity, are very interesting

methods that may lead to high-throughput testing of both ingredients and process

conditions [31–33]. This is not only important for emulsions, but also for derived

products such as double emulsions (a good review is by Muschiolik [47], capsules

[59], particles [60], ultrasound contrast agents [30] and many more.

8.8 Definitions, Abbreviations and Symbols

Term Definition

DLVO theory Theory describing the various interactions that play a role for colloidal

particles

Double
emulsion:

Emulsion with three distinct phases, internal-, shell, and continuous phase.

These emulsions are O/W/O or W/O/W

Emulsion Mixture of oil (O) and water (W) in which one phase is finely dispersed as

droplets into the other. Emulsions can be oil in water (O/W) or water in oil

(W/O)

HLB balance Indication of hydrophobicity/hydrophilicity of surfactant molecules. Is used in

regard to their suitability to make O/W or W/O emulsion

Interfacial
tension

The energy related to a liquid/liquid interface

Liposome Water phase surrounded by a double layer of surfactant that can be used for

encapsulation purposes
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Abbreviation

Ca Capillary

number

Dimensionless ratio of viscous effects to interfacial tension effects

Re Reynolds

number

Dimensionless ratio of inertial to viscous effects

Recr is the critical value at which transition from laminar to turbulent

flow occurs

We Weber number Dimensionless ratio of fluid inertia effects to interfacial tension

Wecr is the critical value that has to be overcome to get droplet break-up

Symbol Meaning Unit Remarks

A Interfacial area m2

ΔG Gibbs free energy J

L Width m

P Polydispersity

ΔPLaplace Laplace pressure

difference

Pa

Rd Droplet radius m

dd Droplet diameter m

di Diameter of particles in

each size-class

m

d32 Area-volume mean

diameter

m Also called: Sauter diameter, or surface-

weighted mean diameter

d43 Volume-length mean

diameter

m Also called volume-weighted mean size

d50,V Median diameter of

vol.-based distribution

m

g Gravity acceleration N/kg

or m/s2

ni Number of particles in

each size-class

m

v Rate/velocity/speed m/s

z Height m

ε Power density W/m3

_γ Shear rate/velocity

gradient

1/s _γ ¼ dv=dz

η Viscosity Pa s ηc refers to the viscosity of the continuous

phase; ηd refers to the dispersed phase

ρ Density kg/m3 ρc refers to the density of the continuous phase;
ρd refers to the dispersed phase

σ Interfacial tension N/m

τ Disruptive stress Pa
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31. Krebs, T., Schroën, K., Boom, R.: Coalescence dynamics of surfactant-stabilized emulsions

studied with microfluidics. Soft Matter 8(41), 10650–10657 (2012)

32. Krebs, T., Ershov, D., Schroen, C.G.P.H., et al.: Coalescence and compression in centrifuged

emulsions studied with in situ optical microscopy. Soft Matter 9(15), 4026–4035 (2013)

33. Krebs, T., Schroen, K., Boom, R.: A microfluidic method to study demulsification kinetics.

Lab Chip 12(6), 1060–1070 (2012)

34. Krog, N.J., Riisom, T.H., Larson, K.: Applications in food industry. In: Becher, P. (ed.)

Encyclopedia of Emulsion Technology. Applications, vol. 2, pp. 58–127. Marcel Dekker,

New York (1985)

35. Lambrich, U., Schubert, H.: Emulsification using microporous systems. J. Membr. Sci. 257,
76–84 (2005)

36. Langton, M., Jordansson, E., Altskar, A., et al.: Microstructure and image analysis of mayon-

naises. Food Hydrocoll. 13, 113–125 (1999)

37. Leal-Calderon, F., Schmitt, V., Bibette, J.: Emulsion Science – Basic Principles, 2nd edn.

Springer, New York (2007)

38. Lucassen-Reynders, E.H.: Dynamic interfacial properties in emulsification. In: Becher, P. (ed.)

Encyclopedia of Emulsion Technology, vol. 4, pp. 63–90. Marcel Dekker, New York (1996)

39. Lyklema, J.: Fundamentals of Interface and Colloid Science. Academic, London (1991)
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286 K. Schroën and C.C. Berton-Carabin



48. Nakashima, T., Shimizu, M.: Porous glass from calcium alumino boro-silicate glass. Ceram.

Jpn. 21, 408 (1986)

49. Nakashima, T., Shimizu, M., Kukizaki, M.: Membrane emulsification by microporous glass.

Key Eng. Mater. 61–62, 513 (1991)
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Chapter 9

Mixing of Solid Materials

Ralf Weinek€otter

Abstract The chapter focuses on the practical and theoretical aspects of mixing of

solids. Dispersion and convection create the process of mixing. The result is

endangered by segregating effects if the components of the mixture have very

different flow characteristics. The definition of degree of mixing, the measurement

methods and statistical evaluation of the data are presented. Classical off-line

sampling and analysis of the samples and on-line methods are compared. A

classification for the broad range of industrial mixers is established. Design and

operational features of batch and continuous mixing processes are highlighted. The

efficiency of continuous mixing processes is determined by the interaction of high

precision gravimetric feeders with the residence time distribution of the mixer; the

concept of the variance reduction ratio is explained. New application of continuous

mixing in the pharmaceutical industry is presented.

9.1 Introduction

The mixing of powders, particles, flakes and granules has gained substantial

economic importance in a broad range of industries, including for example the

mixing of human and animal foodstuffs, pharmaceutical products, detergents,

chemicals and plastics. Mixing is achieved while the particles of the ingredients

move relative to each other. This particle motion has to be forced by external forces

since unlike gas molecules dry particles have no Brownian motion. However,

especially for free-flow materials the quality of the mix is endangered by segrega-

tion. This segregation is caused by different flow paths of the particles within the

mixtures e.g. due to differences in particle size or density. This chapter will present

mixing mechanisms and how mixture quality is described with e.g. the variance of
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concentration. The range of industrial mixers is very large; a classification and

checklist will be presented which will help the selection and design of mixing

machines. The principle and functionality of batch and continuous mixing pro-

cesses will be compared.

9.2 Industrial Relevance of Solids Mixing

The mixing of powders, particles, flakes and granules has gained substantial

economic importance in a broad range of industries, including for example foods,

pharmaceutical products, detergents, chemicals, plastics, etc. As in most cases the

mixing process adds significant value to the product, it can be regarded as a key unit

operation to the overall process stream.

The term mixing is used for the blending of several ingredients as well as for the

homogenization of a batch of one ingredient only. By far the most important use of

mixing is the production of a homogenous blend of several ingredients which

neutralizes variations in concentration. But if the volume of material consists of

one ingredient or compound exhibiting fluctuating properties caused by an

upstream production process, or inherent to the raw material itself, the term

homogenization is used for the neutralization of these fluctuations. By mixing a

new product or intermediate is created, for which the quality and price of this

product is very often dependent upon the efficiency of the mixing process. This

efficiency is determined both by the materials to be mixed, e.g. particle size and

particle size distribution, density and surface roughness, and the process and

equipment used for performing the mixing. The design and operation of the mixing

unit itself has a strong influence on the quality produced, but upstream material

handling process steps like feeding, sifting, weighing and transport determine also

both quality and capacity of the mixing process. Downstream processing may also

destroy the product quality due to segregation (demixing). Continuous mixing is

one solution which limits segregation by avoiding storage equipment.

The technical process of mixing is performed by a multitude of equipment

available on the market. However, mixing processes are not always designed with

the appropriate care. This causes a significant financial loss which arises in two

ways:

(a) The quality of the mix is poor: In cases where the mixing produces the end

product, this will be noticed immediately at the product’s quality inspection.

Frequently, however, mixing is only one in a series of further processing

stages. In this case, the effects of unsatisfactory blending are less apparent,

and might possibly be overlooked to the detriment for final product quality.

(b) The homogeneity is satisfactory but the effort employed is too great
(OVERMIXING): Overmixing in batch blending is induced by an overlong

mixing time or too long residence time in the case of continuous blending.

This leads to increased strain on the mixture which can have an adverse effect
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on the quality of sensitive products. Furthermore, larger or more numerous

pieces of equipment must be used than would be necessary in the case of an

optimally configured mixing process.

9.3 Mixing Mechanisms: Dispersive and Convective
Mixing

The mixing process can be observed in diagrammatic form as an overlap of

dispersion and convection (Fig. 9.1). Movement of the particulate materials is a

prerequisite of both mechanisms. Dispersion is understood to mean the completely

random change of place of the individual particles. The frequency with which the

particles of ingredient A change place with those of another ingredient is related to

the number of particles of the other ingredients in the direct vicinity of the particles
of ingredient A. Dispersion is therefore a local effect (micromixing) taking place in

the case of premix systems where a number of particles of different ingredients are

in proximity, leading to a fine mix localized to very small areas [7]. If the

ingredients are spatially separated at the beginning of the process, long times

would be required to mix them through dispersion alone, since there is a very low

number of assorted neighbors. Dispersion corresponds to diffusion in liquid mix-

tures. However in contrast to diffusion, mixing in the case of dispersion is not

Fig. 9.1 The mixing process can be observed in diagrammatic form as an overlap of dispersion

and convection. Mixture is consisting of two components A and B: A symbolized by the white
blocks and B by the hatched blocks. Dispersion results in a random arrangement of the particles,

convection results in a regular pattern
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caused by any concentration gradient. The particles have to be in motion for getting

dispersed, e.g. by vibration.

Convection causes a movement of large groups of particles relative to each

other (macromixing). The whole volume of material is continuously divided up

and then mixed again after the portions have changed places (Fig. 9.1). This forced

convection can be achieved by rotating elements. The dimension of the groups,

which are composed of just one unmixed ingredient, is determined by the contin-

uously reduced splitting action of the rotating paddles. Convection increases the

number of assorted neighbors and thereby promotes the exchange processes of

dispersive mixing. A material mass is divided up or convectively mixed through the

rearrangement of a solid’s layers by rotating devices in the mixer or by the fall of a

stream of material in a static gravity mixer, as discussed below.

9.4 Segregation and Demixing in Solids

If the components in a solids mixture possess a selective, individual motional

behavior, the mixture’s quality can be reduced as a result of segregation. As yet

only a partial understanding of such behavior exists, with particle movement

behavior being influenced by particle properties such as size, shape, density, surface

roughness, forces of attraction and friction. In addition, industrial mixers each

possess their own specific flow conditions. Particle size is, however, the dominant

influence in segregation [25]. Since there is a divergence of particle sizes in even a

single ingredient, nearly all industrial powders can be considered as solid mixtures

of particles of different size, and segregation is one of the characteristic problems of

solids processing which must be overcome for successful processing. If mixtures

are unsuitably stored or transported, they will separate according to particle size and

thus segregate Fig. 9.2 illustrates typical mechanisms of segregation.

9.4.1 Agglomeration Segregation

Agglomeration segregation arises through the preferential self-agglomeration of

one component in two-ingredient mixtures (Fig. 9.2a). Agglomerates form when

there are strong inter-particle forces and for these forces to have an effect the

particles must be brought into close contact. In the case of agglomerates the

particles stick to each other as a result, for example, of liquid bridges formed in

solids, if a small quantity of moisture or other fluid is present. Electrostatic and Van

der Waals forces likewise induce cohesion of agglomerates. Van der Waals forces,

reciprocally induced and dipolar, operate particularly upon finer grains smaller than

30 μm. High speed impellers or knives are utilized in the mixing chamber to create
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shear forces during mixing to break up these agglomerates. Agglomeration can

however have a positive effect on mixing. If a solids mix contains a very fine

ingredient with particles in the submicron range (e.g. pigments), these fine particles

may adsorb to the coarser ones. An ordered mixture occurs which is stabilized by

the Van der Waals forces and is thereby protected from segregation.

a

b

c

d

Fig. 9.2 Four mechanism of segregation following [25]
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9.4.2 Flotation Segregation

Flotation segregation can occur if a solids mix is vibrated, where the coarser

particles float up against the gravity force and collect near the top surface, as

illustrated in Fig. 9.2b for the case of a large particle in a mix of finer material

(the ‘Brazil Nut Effect’). During vibration, smaller particles flow into the vacant

space created underneath the large particle, thus preventing the larger from

reclaiming its original position. If the large particle has a higher density than the

fines, it will compact the fines, further reducing their mobility, and the ability of the

large particle to sink. Solely because of the blocking effect of the larger particle’s
geometry there is little probability that this effect will run in reverse and that a

bigger particle will take over the place left by a smaller one which has been lifted

up. The large particle would in this case have to displace several smaller ones. As a

result the probability is higher that coarse particles will climb upwards with

vibration.

9.4.3 Percolation Segregation

Percolation segregation is by far the most important segregational effect, which

occurs when finer particles trickle down through the gaps between the larger ones

(Fig. 9.2c). These gaps act like a sieve. If a solids mixture is moved, gaps between

the grains briefly open up, allowing finer particles to selectively pass through the

particle bed. Granted a single layer has a low degree of separation, but a bed of

powder consists of many layers and interconnecting grades of particles which taken

together can produce a significant division between fine and coarse grains, resulting

in widespread segregation. Furthermore, percolation occurs even where there is but

a small difference in the size of the particles (e.g. 250 and 300 μm particles)

[24]. This is most significant in the poured heap appearing, for example, when

filling and discharging bunkers or silos. A mobile layer with a high speed gradient

forms on the surface of such a cone, which, like a sieve, bars larger particles from

passing into the cone’s core. Large grains on the cone’s mantle obviously slide or

roll downwards. However, large, poorly mixed areas occur even inside the cone.

Thus, filling a silo or emptying it from a central discharge point is particularly

critical. Remixing of such segregated heaps can be achieved through mass flow
discharge, i.e. the silo’s content’s move downwards in blocks, slipping at the walls,

rather than emptying from the central core (funnel flow) (see Chap. 13).
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9.4.4 Transport Segregation

Transport segregation encompasses several effects which share the common factor

of a gas contributing to the segregation processes. Trajectory and fluidized segre-

gation can be defined, first occurring in cyclones or conveying into a silo where the

particles are following the individual trajectories, and second in fluidization. During

fluidization particles are exposed to drag and gravity forces which may lead to a

segregation.

Williams [25] gives an overview of the literature on the subject and suggests the

following measures to counter segregation:

– The addition of a small quantity of water forms water bridges between the

particles, reducing their mobility and thus stabilizing the condition of the

mixture.

– The tendency to segregate decreases below a grain size of about 30 μm (ρs¼ 2–

3 kg/l), because of the cohesive behavior of these particles.

– Inclined planes down which the particles can roll should be avoided.

– In general, having ingredients of a uniform grain size is an advantage in

blending.

9.5 Mixture Quality: The Statistical Definition
of Homogeneity

To judge the efficiency of a solids blender or of a mixing process in general, the

status of mixing has to be quantified, thus a degree of mixing has to be defined. Here
one has to specify what property characterizes a mixture, examples being compo-

sition, particle size and temperature. The end goal of a mixing process is uniformity

of this property throughout the volume of material in the mixer. There are circum-

stances where a good mix requires uniformity of several properties, e.g. particle

size and composition. The mixture’s condition is traditionally checked by taking a

number of samples, after which these samples are examined for uniformity of the

property of interest. The quantity of material sampled or sample size and the

location of these samples are essential elements in evaluating a solids mixture.

9.5.1 Degree of Mixing and Scale of Scrutiny

Sample size thus represents the resolution by which a mixture can be judged. The

smaller the size of sample the more closely the condition of the mixture will be

scrutinized (see Fig. 9.3).
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Dankwerts terms this the scale of scrutiny [2]. Specifying the size of the sample

is therefore an essential step in analyzing a mixture’s quality, since it quantifies the
mixing task from the outset. The size of the sample can only be meaningfully

specified in connection with the mixture’s further application. In pharmaceutical

production, active ingredients must be equally distributed e.g. within the individual

tablets in a production batch, the sample size for testing the condition of a mixture is

one tablet. In less critical industries the sample size can be in the tons. The

traditional and general procedure is to take identically sized samples of the mixture

from various points at random and to analyze them in an off-line analysis. Multi-

element mixtures can also be described as twin ingredient mixes when a particu-

larly important ingredient, e.g. the active agent in pharmaceutical products, is

viewed as a tracer element and all the other constituents are combined into one

common ingredient. This is a simplification of the statistical description of solids

mixtures. When two-element mixtures are being examined it is sufficient to just

trace the concentration path of just one ingredient, the tracer. There will be a

complementary concentration of the other ingredients. The description is

completely analogous when the property or characteristic feature in which we are

interested is not the concentration but e.g. moisture, temperature or the particle’s
shape. If the tracer’s concentration in the mixture is p and that of the other

ingredients is q, we have the following relationship: pþ q¼ 1. If you take samples

of a specified size from the mixture and analyze them for their content of the tracer,

the concentration of tracer xi in the samples will fluctuate randomly around that the

Fig. 9.3 The influence of the size of the sample on the numerical value of the degree of mixing
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tracer’s concentration p in the whole mixture (the “population”). Therefore a
mixture’s quality can only be described using statistical means. The smaller the

fluctuations in the samples’ concentration xi around the mixture’s concentration

p the better its quality. This can be quantified by the statistical variance of sample

concentration σ2p, which consequently is frequently defined as the degree of

mixing. There are many more definitions of mix quality in literature on the subject

but in most instances these relate to an initial or final variance and are frequently too

complicated for industrial application [18]. The theoretical variance for a finite

sample number Ng is calculated as follows:

σ2p ¼
1

Ng

XNg

i¼1

xi � pð Þ2 ð9:1Þ

where: xi is the concentration in the sample i.

The relative standard deviation is used as well for judging mixture quality. It is

defined by

RSD p ¼
ffiffiffiffi
σ2p

p .
p

ð9:2Þ

The variance is obtained by dividing up the whole mix, the population, into Ng

samples of the same size and determining the concentration xi in each sample.

Figure 9.3 illustrates that smaller samples will cause a larger variance or degree of

mixing due to the smaller number of particles in the samples (see also pp. 302–304

for size of samples).

If one analyses not the whole mix but a number n of randomly distributed

samples across the population, one determines instead the sample or empirical
variance S2. If this procedure is repeated several times a new value for the sample

variance will be produced on each occasion resulting in a statistical distribution of

the sample variance. Thus, each S2 represents an estimated value for the unknown

variance σ2. In many cases the concentration p is likewise unknown and the random
sample variance is then defined using the arithmetical average <x> of the

sample’s concentration xi.

S2 ¼ 1

n� 1

Xn

i¼1
xi� < x >ð Þ2; < x >¼ 1

n

Xn

i¼1
xi ð9:3Þ

Sample variance data is of little utility without knowing how accurately it describes

the unknown, true variance σ2p. The variance is therefore best stated as a desired

confidence interval for σ2 (compare Eq. 9.4). Φ(χ2) is the summation of the χ2

distribution. χ21 designates lower limit. Φ(χ2) is tabled in statistical text books. The

confidence interval used in mixing is mostly a unilateral one, derived by the χ2

distribution. Interest is focused on the upper confidence limit, which, with a given
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degree of probability, will not be exceeded by the variance (Eq. 9.4) [15], which is

given by:

W σ p < n� 1ð Þ S
2

χ21

� �
¼ 1�Φ χ21

� � ð9:4Þ

Figure 9.4 illustrates how the size of the confidence interval normalized with the

sample variance decreases as the number of random samples n increases. The

confidence interval depicts the accuracy of the analysis. The smaller the interval

the better the mix quality can be estimated from the measured sample variance. If

there are few samples the mix quality’s confidence interval is very large. An

evaluation of the mix quality with a high degree of accuracy (a small confidence

interval) requires that a large number of samples be taken and analyzed, which can

be expensive and requires large effort. Accuracy and cost of analysis must therefore

be balanced for the process at hand.

Example Three tons of a sand (80 % by weight) and cement (20 % by weight) mix

have been produced. The quality of this mix has to be checked. Thirty samples at

2 kg of the material mixture have been taken at random and the sand content in

these samples established.

The mass fraction of the sand xi [kgsand/kgmix] in the samples comes to:

3 samples @ 0:75; 7 @ 0:77; 5 @ 0:79; 6 @ 0:81; 7 @ 0:83; 2 @ 0:85

The degree of mixing defined as the variance of the mass fraction of sand in the mix

needs to be determined. It has to be compared with the variance for a fully

segregated system and the ideal variance of a random mix. First of all the random

sample variance S2 (Eq. 9.3) is calculated and with it an upper limit for the true

variance σ2 can then be laid down. The sand’s average concentration p in the whole
3 ton mix is estimated using the random sample average <x>:

< x >¼ 1

n

Xn
i¼1

xi ¼ 1

30

X30
i¼1

xi ¼ 0, 797

and:

S2 ¼ 1

n� 1

Xn
i¼1

xi� < x >ð Þ2 ¼ 1

29

X30
1

xi � 0,797ð Þ2

¼ 1

29
3 � 0, 0472 þ 7 � 0, 0272 þ 5 � 0, 0072 þ 6 � 0, 0132 þ 7 � 0, 0332 þ 2 � 0, 0532� �

¼ 9, 04 � 10�4
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Ninety five percent is set as the probabilityW determining the size of the confidence

interval for the variance σ2p. An upper limit (unilateral confidence interval) is then

calculated for variance σ2p:

W σ2p < n� 1ð Þ S
2

χ2l

� �
¼ 0, 95 ¼ 1�Φ χ21

� �) Φ χ21
� � ¼ 0, 05

From the table of the χ2 distribution summation function (in statistical books),

Φ χ2l ; n� 1
� �

, the value 17.7 is derived for a degree of freedom of 29 (¼ n�1).

Figure 9.4, showing values for n� 1ð Þ=χ21 for different number of samples n, allows
a fast judgment of these values.

σ2 < n� 1ð Þ S
2

χ21
¼ 29 � 9, 04 � 10

�4

17, 7
¼ 14, 8 � 10�4 ð9:5Þ

It can therefore be conclusively stated with a probability of 95 % that the mix

quality σ2p is smaller than 14.8 · 10�4. Thus, σ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
14:810�4
� �q

¼ 3:810�2 and

RSD ¼ 3:8 � 10�2=0:797 ¼ 4:8 � 10�2 ¼ 4:8%:

0.00 40.00 80.00 120.00

Number of samples n [-]

1.00

2.00

3.00

4.00

5.00

 c 2

l

n -1

Fig. 9.4 The size of the unilateral confidence interval (95 %) as a function of the number n of

samples taken, measured in multiples of S2 (cf. Eq. 9.5). Example: if 31 samples are taken the

upper limit of the variance’s confidence interval assumes a value 1.6 times that of the experimental

sample variance S2
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9.5.2 Ideal Mixtures

A perfect mixture is when the concentration at any randomly selected point in the

mix in a sample of any size is the same as that of the overall concentration. The

variance of a perfect mixture has a value of zero. This is only possible with gases and

liquids which can be mixed molecularly and where sample volumes of the mixture

are many times larger than its ingredients, i.e. molecules. In the case of solids

mixtures, perfect mixtures do not exist and variance must be considered in compar-

ison to both sample size and sensor area in relation to particle size. σ2p thus depends on

the size of the sample (Fig. 9.5).
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Fig. 9.5 Degree of Mixing expressed as RSD ¼
ffiffiffi
σ2

p �
p
for a random mixture calculated following

Sommer. The two components have the same particle size distribution, dp(50)¼ 50 μm,

dmax¼ 130 μm,m¼ 0.7 (exponent of the power density distribution of the particle size) parameter:

sample size ranging from 10 to 100 g [23]
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There are two limiting conditions of optimum homogeneity which are the

equivalent of a minimum variance: an ordered and a random mixture.

9.5.3 Ordered Mixtures

The components align themselves according to a defined pattern. Whether this ever

happens in practice is debatable. There exists the notion that because of inter-

particle processes of attraction, this mix condition can be achieved. The inter-

particle forces find themselves in an interplay with those of gravity and other

dispersive forces, which would prevent this type of ordered mix in the case of

coarser particles. Inter-particle forces predominate in the case of finer particles,

i.e. cohesive powders. Ordered agglomerates or layered particles can arise. Some-

times not only the mix condition but also the mixing of powders in which these

forces of attraction are significant is termed ordered mixing [6]. However,

Egermann [3] points to the fact that one should only use ordered mixing to describe

the condition and not the mixing of fine particles using powerful inter-particle

forces. Note that both the number of adsorbed small particles to the surface of larger

ones and the number of particles in agglomerates will in practice show some

variation.

9.5.4 Random Mixtures

A random mixture also represents an optimum condition. It is defined as follows: A

uniform random mix occurs when the probability of coming across an ingredient of

the mix in any subsection of the area being examined is equal to any other point in

time for all subsections of the same size, provided that the condition exists that the

particles can move freely.

The variance of a random mixture σ2z is calculated as follows for a (quasi-)

two-ingredient blend [9, 12, 17]:

σ2z ¼
p*q

n p
ð9:6Þ

p is the concentration of one of the ingredients in the mix, q is the other (q¼ 1�p)
and np is total number of particles in the sample. It should be noted that the variance

of the random mix grows if the sample size, i.e. the number of particles np in the

9 Mixing of Solid Materials 303



sample, decreases. The variance for a completely segregated system is eq. given

by:

σ2segregated ¼ p � q ð9:7Þ

For application of Eq. (9.6) it is a practical disadvantage that the number of particles

in the sample has to be known in order to calculate the variance, rather than the

usually specified, sample mass. Stange [19] calculated the variance of a randommix

on the basis of the mass of both fractions. His approach is based on the fact that an

ingredient possessing a distribution in particle size by necessity also has a distri-

bution in particle mass. He made an assumption for the average mass mp and mq of

the particles in each component and the particle mass’s standard deviation σp and
σq. He designated the variability c as the quotient of the standard deviation and

average particle mass, or:

c p ¼ σ p

m p

; cq ¼ σq
mq

ð9:8Þ

Variability is a measure for the width of the particle size distribution. The higher the

value of c the broader the particle size distribution.

The size of the sample is now specified in practice by its mass M and no longer

by the number of particles np as shown in Eq. (9.6). The variance in random mixture

for the case of (quasi-) two-component mixes can be given by:

σ2 ¼ p*q

Ms
* p * mq 1þ c2q

� �
þ q * m p 1þ c2p

� �h i
ð9:9Þ

Equation 9.9 estimates the variance of a random mixture, even if the components

have different particle size distributions. If the components have a small size

(i.e. small mean particle mass) or a narrow particle size distribution, i.e. cq and cp
are low, the random mix’s variance falls. Sommer has presented mathematical

models for calculating the variance of random mixtures for particulate systems

with a particle size distribution [17]. This model has been used for deriving Fig. 9.5.

9.6 Measuring the Degree of Mixing and the Mixing Time

The mixing process aims at uniformly distributing one or more properties within a

quantity of material. These can be physically recordable properties such as e.g. size,

shape, moisture, temperature, or color. Frequently it is the mixing of chemically

differing components which forms the subject under examination. Off-line and

on-line procedures are used to for this examination. In off-line procedures, specified

portions are (randomly or systematically) taken from the volume of material. These

samples are often too large for a subsequent analysis and must then be split. Many
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analytical processes, e.g. the chemical analysis of solids using infrared spectros-

copy, require the samples to be prepared beforehand. At all of these stages there

exists the danger that the mix status within the samples will be changed. As a

consequence, when examining a mixing process, whose efficiency can be charac-

terized by the variance expression σ2process, all off- and on-line procedures only give

this variance indirectly:

σ2observed ¼ σ2process þ σ2measurement ð9:10Þ

The observed variance σ2observed also contains the variance σ
2
measurement resulting from

the test procedure and which arises from errors in the systematic or random taking,

splitting and preparation of the samples and from the actual analysis. A lot of

attention is often paid to the accuracy of an analyzer when it is being bought.

However, the preceding steps of sampling and preparation also have to fulfill

exacting requirements so that the following can apply:

σ2process 
 σ2measurement ) σ2process ¼ σ2observed ð9:11Þ

Figure 9.6 illustrates the impact of precision of the determination of mixing time for

batch mixers. It is not yet possible to theoretically forecast mixing times for solids

and therefore these have to be ascertained by experiments. The traditional method

of determining mixing times is once again sampling followed by off-line analysis.

Mixing Time

Observed Variance

Fig. 9.6 Illustration of the influence of the measurements’ accuracy on the variance as a function

of the mixing time following Sommer [16]. A set of samples have been taken at different mixing

times for computing the sample variance. Special attention has to be paid whether the experimental

sample variance monitors the errors of the analysis procedure (x) or detects really the mixing

process (*). Confidence intervals for the final status σ2E are shown as hatched sections
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The mixer is loaded and started. After the mixer has been loaded with the ingredi-

ents in accordance with a defined procedure it is run and samples are taken at set

time intervals. To do this the mixer usually has to be halted. The concentration of

the tracer in the samples is established and the random sample variance S2

ascertained. This random sample variance serves as an estimated value for the

variance σ2p which defines the mixture’s condition. All analyses are burdened by

errors and this is expressed in a variance σ2M derived from the sampling itself and

from the analysis procedure. Initially there is a sharp fall in the random sample

variance and it runs asymptotically towards a final value of σ2E as the mixing time

increases. This stationary end value σ2E is set by the variance of the mix in the

stationary condition σ2Z, for which the minimum would be the variance of an ideal

random mix, and the variance S2M caused by errors in the analyzing process. The

mixing time denotes that period in which the experimental random sample variance

S2 falls within the confidence interval of the stationary final condition σ2E. Two cases
can be considered [16]. In the first case with large measurement errors, σ2E is

determined by the analyzing process itself since for sufficient mixing time the

mixing process fluctuations in its stationary condition are much smaller than

those arising out of the analysis or σ2p � σ2M. In this case, the mixing process can

only be tracked at its commencement, where σ2p > σ2M. The “mixing time” tx
(compare Fig. 9.6) obtained under these conditions does not characterize the

process. In the second case where the measurement errors are small, or σ2p 
 σ2M,

the analyzing process is sufficiently accurate for the mixing process to be followed

through to its stationary condition. This allows an accurate determination of the true

mixing time t*. The “mixing time” tx obtained on the basis of an unsatisfactory

analysis is always deceptively shorter than the true time t*.

9.6.1 On-Line Procedures

Advances in sensor technology and data processing are enabling an increased

number of process parameters to be completely monitored using on-line proce-

dures. The great leap forward from off-line to on-line procedures lies in the fact that

the whole process of preparing and analyzing samples has been automated. As a

result of this automation the amount of collectable test data has risen considerably,

thereby enabling a more comprehensive statistical analysis and, in ideal cases, even

regulation of the process. On-line procedures must in most cases be precisely

matched to the process and the expense in terms of equipment and investment is

disparately higher. The accuracy of laboratory analyses in the case off-line pro-

cedures cannot be produced using on-line processes. There are as yet few on-line

procedures for chemically analyzing solids. Near-infrared (NIR) spectrometers

fitted with fiber optic sensors are used solely in the field of foodstuffs and for

identifying raw materials in the pharmaceuticals industry and have also been

306 R. Weinek€otter



applied to mixtures [26; 20]. For pharmaceutical mixes the NIR method has been

proposed for the control of mixing efficiency [14]. This method records the specific

NIR absorption of functional chemical groups. If these spectrometers are based on

modern diode array technology a spectrum covering the whole wavelength range is

obtained in a fraction of a second. The exact sample size of a fiber optic probe

which detects the reflected light can only be estimated [8, 22]. In addition it is very

small, thus few particles will be detected. However, in recent years bigger probes

have been developed e.g. by Bruker instruments.

9.6.2 Sampling Procedures

The purpose of taking samples is to record the properties of the whole volume of

material from a small, analyzed portion of it. This is difficult to achieve with solids

since industrial mixes in particular always present a distribution of grain sizes,

shape or density and specific grains may be selectively sampled on account of the

ingredients’ specific motional behavior. Two basic ‘golden’ rules should be handled
for sampling (see further Chap. 15):

1. A powder should be sampled when in motion.

2. The whole of the process stream should be taken for short increments of time in

preference of the stream being taken for a prolonged period.

9.7 Equipment for Mixing of Solids

A wide variety of equipment is commercially available to suit a multiplicity of

mixing tasks. In this overview mixers and devices for mixing solids are divided into

four groups as follows: (1) mixed stockpiles; (2) bunker mixers, (3) rotating mixers

or mixers with rotating tools, and (4) direct mixing of feeding streams.

9.7.1 Mixing Stockpiles

Many bulk goods, which are often stored in very large stockpiles, do not possess

uniform material properties within these stockpiles. In the case of raw materials this

may be caused by natural variations in deposits or in the case of primary material by

variations between different production batches; e.g. in the iron and steel industry

there are fluctuations in the ore and carbon content of the finished material. If these

stockpiles are emptied in the “first-in-first-out” principle, material with a variance

in its properties will find its way into the subsequent process and reduce its

efficiency. To provide a uniform finished material a mix is obtained by following
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a defined scheme for building up and emptying large stockpiles (Fig. 9.7). Such

mixing processes are also called homogenization. As in any mixing process the

volume of material is homogenized by moving portions of it relative to each other.

A long stockpile is built up by a movable conveyor belt or other corresponding

device travelling lengthwise. During loading the belt continuously travels up and

down the whole length. In the strata thereby created a temporal record, is stored of

the material’s delivery. If the material is now systematically removed crosswise to
these layers, each portion removed from the stockpile (Fig. 9.7) will contain

material from all the strata and therefore from the times it was supplied. Since

such bins are built up over days or weeks, mixed stockpiles reduce the degree of

long term fluctuations in the material’s properties.

9.7.2 Bunker and Silo Mixers

Bunker and silo mixers (Fig. 9.8) are sealed vessels, the biggest of which may

likewise serve to homogenize large quantities of solids. They are operated

batchwise, continuously or with partial recirculation of the mixture. Their sealed

construction also enables material to be conditioned, e.g. humidified, granulated,

dried or rendered inert, as well as mixed. In gravity mixers, granular material is

simultaneously drawn off by a system of tubes at various heights and radial

locations, brought together and mixed. Other types of construction use a central

take-off tube into which the solids travel through openings arranged at various

Fig. 9.7 Recovery of the fine homogenized coal by system Chevron (Central Coking Plant Saar

GmbH, Germany); width of the bridge scraper: 57.5 m; capacity 1200 t/h; (Courtesy PWH – Krupp

Engineering)
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heights up this pipe. If the quality of the mix does not meet requirements, the

withdrawn material is fed back into the bunker [4]. In this fashion the bunker’s
entire contents are recirculated several times and thus homogenized. The material

drawn off is in most cases carried to the top of the bunker by air pressure (using an

external circulation system). Gravity mixers are designed for free-flowing powders

and are offered in volumes ranging between 5 and 200 m3. The specific energy

consumption, i.e. the energy input per product mass, is very low at under 1–3 kWh/

t. Silo screw mixers are silos with a special funnel mixer at their outlet and are

grouped with the gravity mixers. A concentric double cone gives a different

residence time period for the material in the inner and outer cones, inducing

remixing. Such mixers are available for quantities of material between 3 and

100 m3. In the case of granulate mixers, material from various areas of the vessel

is brought together in its lower section and then carried upwards by air pressure in a

central pipe (using an internal circulating system) where the solids are separated

from the gas and at the same time distributed on the surface. Design sizes reach up

to 600 m3 and the specific energy input, like that of gravity mixers, is low. The

rotating screw of a conical screw mixer transports the material upwards from the

bottom. This screw is at the same time driven along the wall of the vessel by a

Fig. 9.8 Classification of bunker or silo mixers following [13]
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swiveling arm. This type of mixer processes also both pastes and cohesive powders.

The solids at the container wall are continuously replaced by the action of the screw

so that the mix can be indirectly heated or cooled through the container’s outer wall.
It is also used for granulation and drying. Mixers of this design are offered in

capacities of between 25 l and 60 m3.

In blast air or air jet mixers, air is blown in through jets arranged around the

circumference of a mixing head placed in the bottom of the vessel. The specific air

consumption is 10–30 Nm3/t and the largest mixers have a capacity of 100 m3. If a

fluid flowing through a bed of particles against the force of gravity reaches a critical

speed (minimum fluidization velocity), the particles become suspended or fluidized

by the fluid.

Through increased particle mobility, fluidized beds possess excellent mix prop-

erties for solids in both a vertical and radial axis. In circulating fluidized beds

often used in reaction processes, this is combined with elevated heat transfer and

material circulation as a result of the high relative velocities of the gas and solids.

Lower fluidizing speeds to limit air consumption are generally used if the fluidized

bed only serves the purpose of mixing. Furthermore, differing volumes of air are fed

to the air permeable segments installed in the container’s floor which serve to

distribute air. The largest fluidized bed mixers as used in cement making reach a

capacity of 104 m3. The material must be fluidizable, i.e. free flowing (with a

particle size greater than 50 μm) and dry. The specific power input lies between

1 and 2 kWh/t, but air consumption rises sharply in the case of particle sizes above

500 μm. Fluidized bed granulators utilize the mixing properties of fluidization for

granulation, atomized fluid distribution, and drying.

9.7.3 Rotating Mixers or Mixers with Rotating Component

Figure 9.9 shows four categories of mixers where the mix is agitated by rotating the

whole unit or where movement in the mix is produced by rotating components built

into the apparatus. These mixers are classified according to their Froude number

(Fr):

Fr ¼ rω2

g
¼ rnrev

24π2

g
ð9:12Þ

Here r denotes the mixer’s radius or that of the mixer’s agitators, g the gravitational
acceleration and ω the angular velocity. The Froude number therefore represents a

dimensionless rotating frequency. The Froude number is the relationship between

centrifugal and gravitational acceleration. No material properties are accounted for

in the Froude number: Subject to this limitation, a distinction is drawn in Fig. 9.9

between Fr <1, Fr >1 and Fr 
1.
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Free fall mixers are only suitable for free-flowing solids. Familiar examples of

free fall units are drum mixers and V-blenders. However, as the solids are free-

flowing, demixing and segregation may also occur, leading to separation of the

ingredients. Since drums are also used in related processes such as rotary tubular

kilns or granulating drums for solids, these processes may also be prone to size

segregation. In some cases, this may even be intentional, as for example with

rotating disc granulators common in iron ore processing. Despite these risks of

segregation, mixers without built in agitators are particularly widely used in the

pharmaceuticals and foodstuffs industries since they can be cleaned very

thoroughly.

Fig. 9.9 Classification of mixers – movement of material by rotating agitators or revolving

containers. * Specific output data applies to batch mixers [13]
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Asymmetrically moved mixers in which for example a cylinder is tilted

obliquely to the main axis, turning over the mix, also belong in the free fall

category, e.g. in fertilizer drum granulation processes. Mixing is done gently.

Because of the material’s distance from the central axis, high torques have to be

applied by the drive motor and these moments have to be supported by the mixer’s
bearings and bed. Units with a capacity of 5000 l are offered. There are also mixers

operating range Fr<1, where the work of moving the mix is undertaken by rotating

agitators. The particles of solids are displaced relative to each other by agitators

inside the mixer. This design is suitable for both cohesive, moist products and those

which are free flowing.

Examples of displacement mixers are ribbon blenders or paddle mixers.

Because of their low rpm the load on the machine is slight but the mixing process

is relatively slow. The specific energy input is low and lies under 5 kW/m3.

Ploughshear and centrifugal mixers operate in a range with Fr >1. The

consequence is that at least in the vicinity of the outer edge of the agitator the

centrifugal forces exceed that of gravity and the particles are spun off. Thus, instead

of a pushing motion there is a flying one. This accelerates the mixing process both

radially and axially. If the ingredients still need to be de-agglomerated, high speed

cutters are brought into the mixing space to de-agglomerate the mix by impact. At

very high Froude number ranges (Fr>7) there is a sharp increase in the shear forces

acting on the mix. The impact load is large and sufficient to heats the product as a

result of dissipated energy. The heat is caused by friction between the mixer’s tools
and the solids as well as by friction amongst the solids’ particles. As well as simple

mixing, here the mixer’s task is often de-agglomeration, agglomeration, moistening

and sintering. Such mixers are especially used for producing plastics and in

pharmaceutical industry for granulation.

9.7.4 Mixing by Feeding

Direct mixing of feed streams represents a continuous mixing process (Fig. 9.10).

The solids are blended by metering in each ingredient and bringing these streams of

solids together locally. There is no axial mixing (transverse or back mixing) or as

such it is very low, with the result that the quality of the metering determines the

mix’s homogeneity. Metered feeder units should therefore ideally be used, prefer-

ably operated gravimetrically with appropriate feedback control of weight loss.

According to the requirements of the case in question, mixing is also required

obliquely to the direction of travel. If the ingredients are brought together in a

perpendicular fall, this is achieved by their merging together. If this oblique mixing

is not sufficient, static mixers can be used for free flowing powders or granules

where, for example, the stream of solids is repeatedly divided up and brought back

together by baffles as it drops down a tube. The energy input into the mixer is very

low but such systems need sufficient height to achieve mix quality.
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It was shown that the efficiency for radial mixing depends on the gas phase as

well [5]. At best they operate with low volume concentration and for particles in the

size range between 20 and 200 μm. Static mixers have been used for very abrasive

free-flow materials like Silicon Carbide. Since any rotating equipment is avoided

inside static mixers, abrasion is limited. As it will be shown below mixture quality

is dependent upon feed consistency and residence time within the static mixer.

Since the latter is very short in static mixers (seconds or fractions of a second), short

time feeding precision has to be very high for achieving high quality mix.

9.8 Designing Solids Mixing Processes

9.8.1 Goal and Task Formulation

An essential prerequisite for the efficient design of a mixing process is a clear, exact

and comprehensive formulation of the task and objective. Applying Table 9.1 as a

check list guarantees a systematic formulation of the mixing task along with the

major formative conditions. Priority objectives covering the economic require-

ments, quality targets and operating conditions have to be met when engineering

a mixing system. Besides a definition of the stipulated quality of the mix and an

average production throughput (minimum or maximum) the quality target can also

include additional physical (moisture, grain size, temperature) and chemical prop-

erties required of the mixed product. Furthermore, the general principles of quality

assurance frequently demand production documentation. This means that material

batches must be coded, mixture recipes recorded and the flow of materials in and

out balanced out against their inventories and consumption. Clearly formative
economic conditions such as investment, maintenance requirements and utilization

of existing space often determine the actual technical features of a design when it is

put into practice. Specifications arising from the mixing system’s operation are

Fig. 9.10 Direct mixing by merging of feeder streams
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Table 9.1 Check list for formulating a mixing task

A Mix recipes (mixture composition)

Number and designation of the recipes

The preparation’s composition (the ingredients’ percentages and margins of accuracy to be

observed, particularly in the case of low dosage ingredients)

The percentage of each recipe as part of the total production output

The frequency with which the recipe is changed and any desired sequence

Cleaning operations when a recipe is changed (dry, wet, cleaning in place CIP)

Sampling and analyses

B Ingredients

Designation

Origin, supplier, packaging

Bulk density, solids density

Grain size (grain size distribution) and shape

Flow properties, gradient

Abrasiveness

Moistness (damp, hygroscopic, dry)

Temperature, sensitivity to thermal stress

Sensitivity to mechanical stress (crushing, abrasion, fracture)

C Product (mixture)

Mix quality

Bulk density

Fluidizability (air take-up during mixing)

Tendency to segregation

The mix’s flow properties

Agglomeration, de-agglomeration required

D The mixer performance

Mix performance: production volume per unit of production (average, minimum, maximum)

For batch mixers:

Batch mix size (final volume after mixing)

Start-up filling level

The filled mixer’s idle time

For continuous mixers:

The production volume with an unchanged recipe

Feed/mix output tolerance range

E Integrating the mixers into the system

Material flow diagram (average, maximum and minimum figures)

The ingredients’ in and outflow

Spatial requirements, height, layout

The mixture’s usage

Storing, feeding and weighing devices

The type of process inspection, process control, storage and data exchange

Safety requirements

(continued)
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grouped together under formative operating conditions. These set the requirements

on, for example:

– Staff numbers and training

– Process monitoring, process management system design and the degree of

automation

– Operating, cleaning, maintenance

– Safety, dust, explosion, emission protection and the alarm system.

Sometimes, raw material costs exceed the processing cost by far; or manufactur-

ing contributes a negligible part of the overall cost, if e.g. the marketing and R&D

determine the manufacturing cost of a newly patented pharmaceutical product.

9.8.2 The Choice: Mixing with Batch or Continuous Mixers

Mixing processes can be designed as batch or continuous process. Table 9.2 gives a

detailed comparison of discontinuous and continuous mixing processes, to help

guide the selection of the mixing method.

9.8.3 Batch Mixing

Batch or discontinuous mixing is characterized by the fact that the mixer is filled

with the ingredients and after a certainmixing time, the mixture is discharged. The

feeding (or filling), mixing and discharging operations are performed one after the
other. Batch processing presents advantages for small quantities of material

because of its lower investment costs and greater flexibility. Batch mixers are

used even when very large volumes of material are being homogenized since

continuous mixers are limited by their lower volume. However, in the batch mixer’s
very flexibility lies the danger that it is not being optimally utilized. For example,

Table 9.1 (continued)

F Mixer design

Raw material, surfaces and the inflow and outflow configuration

Heating, cooling, inertizing, pressurization, vacuum

The addition of liquid into the mixer

De-agglomeration

Current, steam and water connections, adjutants, types of protection, protection against

explosion

G Formative economic conditions

Investment costs

Maintenance, running and staff costs

Profitability
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overmixing can occur, whereby the product could be damaged and the process’s
effectiveness suffers.

9.8.4 Feeding and Weighing Equipment for a Batch Mixing
Process

The number of mix cycles multiplied by the usable mixer capacity gives the set

mixture output per hour. The mix cycle consists of the filling, mixing, discharge and

idle times (Fig. 9.11). To this is added in special cases the time taken for sampling

and analysis and that for associated processes such as de-agglomeration and

granulation. The capacity (throughput rate) of a batch mixing process having a

mixture charge with a mass Mbatch gives the following as shown in Eq. (9.13):

Table 9.2 Comparison of discontinuous and continuous mixing processes

Implementation

data Discontinuous Continuous

Number of

ingredients

As many as wanted 2–10. Any more ingredients are

usually combined in a premix.

Frequency with

which the recipe is

changed

Several times per hour A recipe must remain

unchanged for several hours

Cleaning fre-

quency or idle

time

Several times a day Once a day or less

Production output,

throughput

Any rate More than 100 kg/h. Excep-

tion: feeding laboratory

extrusions

Risk of separation Present, therefore there must be short

transportation paths, few intermediate

silos

Low risk when the material is

taken directly to the next

processing stage or directly

drawn off

Spatial

requirement

Large amount of space and intermediate

silos required for machines with a

throughput greater than 5000 kg/h

Low spatial requirement even

for machines with a high

throughput

Requirements

placed on the

equipment

Simple feeding but high demands on the

mixer

Accurate continuous feeding

(feeding scales necessary) but

low demands on the mixer

Safety Steps have to be taken in the case of

materials with a risk of explosion

The small quantities of mate-

rial present during processing

have a low potential risk,

which simplifies safety design

Automation Variable degree of automation Contained in the processing
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_m ¼ Mbatch

t f þ tm þ td þ ti

kg

s


 �
ð9:13Þ

The mixing time tm depends on the selected mixer design and size, the filling time tf
on the system’s configuration whilst the discharge time td depends on both the

mixer’s design and the system’s layout. The idle time is ti. The choice of feed and

weighing devices is determined by the number of ingredients, their mass and

proportions, the throughput volume, the stocking and mode of delivery, the spatial

circumstances, degree of automation etc. In the simplest case the ingredients are

manually weighed into the mixer. In some cases, sandwiching of specific ingredi-

ents may be desirable, i.e. staged delivery of multiple layers of key ingredients

between other excipients. Where there are higher requirements in respect of accu-

racy, safety and recording, a hopper scale represents a simple device for weighing

and releasing the components into the mixing equipment (Fig. 9.12).

Fig. 9.11 Classical

automated batch mixing

installation. The

components are stored in

small silos shown at the top

of picture. The materials are

extracted from these

hoppers into a downstream

weighing hopper according

to the recipe. Once all

component are fed into this

weighing hopper, a valve is

opened and the exact batch

falls into the downstream

batch mixer (Courtesy

Gericke AG)
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Besides speed and precision of batch mixing installation, adequate hygienic

design (Fig. 9.13) is required in food and infant formula installations.

9.8.5 Continuous Mixing

In a continuous mixing process (compare Figs. 9.14 and 9.15) the ingredients are

continuously fed into the mixer, then mixed and prepared for the next processing

stage. The operations of feeding, mixing and discharging follow each other locally

but occur simultaneously. In continuous mixing the weighing and filling of a batch

mixer are replaced by the ingredients’ controlled continuous addition. The blending
time in a continuous mixer is in fact the material’s residence time, which is

determined by the feed rate to the mixer. Losses of product during start up or

measurement section

Fig. 9.12 Weighing hopper with additive weighing for feeding a batch mixer; 1.1 storage silos;

1.2 big bag, bag, drum; 2.1–2.2 dischargers; 3.1–3.3 feeder units; 4 cut-off; 5 flexible connections;
6weighing hopper; 7 support for gravity force; 8 gravity operated sensor (load cell); 9 set point; 10
weighing analysis and regulation; 11.1measured value indicator or output; 11.2 recorder (printer);
12 cut-off; 13 flexible connection; 14 mixer; 15 discharger; 16 dust extraction and weighing

hopper ventilation; 17 mixer ventilation
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shut down added to this lower degree of flexibility come as further disadvantages of

the continuous process. Yet it possesses considerable advances over batch

processing both in financial terms and in respect of process control. Even high-

throughput continuous mixers are compact. A smaller volume scale provides short

mixing paths and ease of mixing. When integrated into a continuous production

system, a continuous mixing process saves on reservoirs or silos and automating the

Fig. 9.13 Batch mixing installation for nutritional products. Hygienic design principles have been

applied to minimize the risk of cross contamination between batches (Courtesy Gericke AG)

Peclet (Bodenstein) number Bo  = 

Fig. 9.14 Continuous mixing of two ingredients. Axial mixing or dispersion shows up as well as

residence time distribution of the product inside the mixer
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course of the process is simplified. In the case of dangerous products or base

materials there is less potential risk with a continuous process since only a small

quantity of material accumulates in the mixer. Segregation can be limited in a

continuous mixer by its smaller required scale. A continuous mixer, which on

account of its compact construction can be positioned before the next station in

the processing chain, guarantees that a mix of a higher quality will in fact be made

available to that next stage of the process, with smaller material handling distances.

Due to axial dispersion D the product is exposed to a distributed mixing time, the

residence time distribution. However, due to the much smaller dimension, the stress

pattern of the product is far more uniform than in large batch blender.

9.8.6 Axial Dispersion, Residence Time Distribution
and Variance Reduction Ratio

The continuous mixer has principally two tasks (Fig. 9.14): (1) The ingredients,

which in an extreme case arrive in the mixer side by side, have to be radially mixed

(r). In this case radial means lateral to the direction of the material’s conveyance
into the mixer. (2) If in addition there are large feed rate fluctuations or the

ingredients are themselves unhomogenized, the mixer must also minimize any

differences in concentration in an axial direction (z), i.e. in the direction of the

material’s conveyance, or the mixture must be axially mixed as well.

Fig. 9.15 Continuous mixing for the production of milk powder mixers: Continuous gravimetric

solids feeder (loss-in-weight feeding) supply at constant rate the components (base powder and

micro ingredients) directly to the continuous mixer (Courtesy Gericke AG)
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If a mixer only has to perform its task radially, it can have a very compact

structure, since slim line mixers with a high rpm very quickly equalize concentra-

tions radially over short mixing paths. Feed fluctuations (see Fig. 9.16) are damped

by the residence time distribution of the material inside the mixer [20]. The

residence time distribution describes the degree of axial dispersion occurring in

the mixer. The Bodenstein (¼ Péclet) number Bo (Fig. 9.14) characterizes the ratio

of axial transport velocity and axial dispersion coefficient D. The capability to

reduce incoming fluctuations (thus variance) inside continuous mixers depends on

the ratio of period-of-entrance fluctuation to the mean residence time as well as the

residence time distribution (Fig. 9.16). Besides the quality of a continuously
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Fig. 9.16 Dampening of feed fluctuation in a continuous mixer – the Variance Reduction Ratio

(VRR) describes the efficiency of continuous mixing processes; it compares the variances in

concentration of inlet and outlet. Tracer-feed oscillating with different periods Tp, main compo-

nent feed at constant rate (20 g/s), mean residence time in the continuous mixer tv¼ 44 s. (a)
Variation in time of SiC concentration: dotted line at the entrance of the continuous mixer, bold
line at the outlet of the continuous mixer. (b) Power density spectrum of SiC concentration
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produced mix, it is also of great interest to what extent by axial mixing a continuous

mixer can remove inconsistencies in the ingredients being fed in or fluctuations in

the feeding. Dankwerts [2] put forward the term “variance reduction ratio” or VRR

to describe this extent. It is defined as the ratio of the variances at the mixer’s inlet
and outlet:

VRR ¼ σ2in
σ2out

ð9:14Þ

This concept developed for liquid mixer was extended to solid mixers [21]. Thus

the variance reduction ratio compares the mix quality at the machine’s inlet and
outlet and thereby distinguishes the efficiency of a continuous mixer.

Besides the number of ingredients in the mix, a decisive feature in selecting the

process is the individual component’s flow rates. Since the feed’s constancy can

only be maintained with a limited degree of accuracy at continuous feeding rates

below 300 g/h, ingredients with low flow rates necessitate a premixing operation.

There is an increasing trend towards continuous mixing installations. Widely used

are continuous processes in plastics industry, detergents and foodstuffs. Although

less common, pharmaceutical processes utilizing continuous mixing are growing in

appeal due to the small volume of the apparatus. The US Food and Drug Admin-

istration for example has promoted a Process Analytical Technology (PAT) Initia-

tive with the objective of facilitating continuous processing to improve efficiency

and manage variability [1, 11, 27].

High Variance Reduction Ratios are achieved if the oscillation period of the

tracer feed Tp is small compared to the mean residence time in the mixer (Fig. 9.17).

9.9 Protective Measures for Avoiding Dust Explosions
in Mixing Installations

Organic and other powders that are sensitive to oxidation and have a particle size of

<300 μm can be explosive if they are distributed in the atmosphere within a

specified concentration range (between lower and upper explosion limit). Then,

protective measures against the occurrence of explosions are necessary [10]. The

can be divided into primary and secondary measures.

Primary Measures

It has to be assured that no sources of ignition are present in the equipment. Ignition

is caused by sparks produced mechanically, by heat produced from friction, by

static charges, by electrical sparks, by too high a temperature in the material or in

parts of the equipment and by chemical reactions. Therefore mixers are designed in

a safe manner to exclude contact of e.g. paddles with the housing, by limiting the

circumferential velocity of rotating components in general to less than 1 m/s, or are

equipped with temperatures sensors in the area of drive or shaft sealing.
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Inertization serves to avoid a potentially explosive atmosphere. Atmospheric

oxygen can be replaced by a protective inert gas, mainly nitrogen, so that the

reduced O2 content no longer enables any combustion. With many dusts a reduction

of the oxygen concentration to below 10 % by volume is sufficient. Monitoring the

oxygen level in the equipment is necessary.

Secondary Measures

An explosion resistant mixer, silo and container design is a possible secondary

measure. There are two types of construction, pressure proof or pressure shock

proof.

9.10 Definitions, Abbreviations and Symbols

Bodenstein number dimensionless ratio of convective to diffusive transport forces

Froude number dimensionless ratio of inertial to centrifugal

(or gravitational) forces

Péclet number see Bodenstein number

Variance

Reduction Ratio

dimensionless ratio of the variances in inlet and outlet

concentration of a mixer

Bo Bodenstein number (compare Fig. 9.14)

Fr Froude number (compare Eq. 9.12)

Pe Péclet number (compare Fig. 9.14)

Fig. 9.17 Continuous

feeding and mixing

installation for

pharmaceutical ingredients.

These elements are used for

continuous manufacturing

production upstream direct

compact, dry or wet

granulation and hot melt

extrusion (Courtesy Gericke

AG)
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RSD Relative standard deviation (compare Eq. 9.2)

VRR Variance reduction ratio (compare Fig. 9.14)

d mixer diameter

dp50 median particle diameter, represents the 50 % point in the cumulative

undersized particle size distribution

dmax maximal particle diameter

D axial coefficient of dispersion

EMix mixing energy

g gravitational acceleration

H height of the fluidized bed

L mixer length

m the exponent of the power distribution used for characterizing the

cumulative screen size distribution

mp, mq average particle weight of the two components p and q in the mixture

Mbatch mass of a batch

Ms mass of a sample

n number of samples randomly taken in the population

np number of particles in a sample

nrev rotational frequency

Ng number of samples of the total population

p fractional concentration tracer component in the population

pg fractional mass of the coarse ingredient

P power

q 1-p
r mixer radius

S empirical standard deviation

S2 random sample variance

t, t0 time

tv mean residence time

tf,tm,te,
ti

filling, mixing, discharging and idle time

t* mixing time

Tp feed fluctuation period

v axial velocity

W{} probability

x concentration of the tracer component

xi concentration in the ‘i’-th sample

<x> mean concentration

ρbulk bulk density

ρs density of the solids

σp, σq standard deviation of the particle weight for the two ingredients in the

mix

σ2 variance
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σ2z variance of a random mix

Φ(χ2) cumulative function of Chi-squared distribution

χ2 chi-squared distribution

χ2 l;χ2u lower (l ) and upper (u) limit of a two-sided confidence interval in a

chi-squared distribution

ω angular velocity
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Chapter 10

Particle Separations by Filtration
and Sedimentation

Steve Tarleton and Richard Wakeman

Abstract This chapter presents an overview of methods for separating particles

(and the like) from fluids by filtration and sedimentation. Focussing primarily on

separations from liquids involving recovery of the dispersed ‘solids’ phase and

thickening, features of the types of equipment available are provided together with

their advantages, limitations etc., and indicative process models for predicting or

characterising their performance. A section on membranes, which are frequently

used for the separation of sub-micron (micrometre) particles and nano-sized

materials, is also included.

10.1 Introduction

The separation of solids (particles) from fluids by filtration and sedimentation is

practised in almost every industry sector including chemical, oil and gas, pharma-

ceutical, food, water, aeronautical and automotive as well as pollution control. The

product may be the particles themselves, the liquid phase, a solute dissolved within

the liquid, and sometimes all three components. Cake filtration and sedimentation

are common methods for the handling and recovery of particles and this chapter

concentrates on descriptions of these two processes.
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10.1.1 Cake Filtration Processes

Industrial filters are available in forms ranging from units capable of handling

different filtration applications to those restricted to use with specific fluids and

process conditions, from very small to very large scale, and for either continuous or

batch operation. Continuous filters are essentially capable of carrying out filter cake

formation, deliquoring, washing and discharge, sequentially without interrupting

flow of the process feed. Conversely, batch filters can perform the same range of

functions but need to be stopped in order to discharge the cake. The surfaces on

which separation takes place, the filter media, may be orientated horizontally or

vertically, and be either planar or cylindrical. Woven media are frequently used in

cake filters, but there are many alternatives and the range of variants is considerable

[see 18]. The driving force may be pressure, either a positive pressure or a vacuum,

centrifugal or in a few cases just gravity. Photographs of some industrial filters and

a typical filter medium are shown in Fig. 10.1.

The above and other factors have led to a bewildering choice in filter design, but

even so the underlying principles of all cake filters are similar. In cake filtration a

particulate deposit, the cake, accumulates on the surface of the semi-permeable

filter medium whilst liquid passes through. Ideally, particles bridge over the pores

in the medium and thus limit so called ‘blinding’ where pores can be blocked by

particle ingress. Particle bridging is promoted by a raised feed concentration (see

Fig. 10.2). After an initial period of deposition the cake itself starts to act as the filter

medium whilst further particles are deposited. This accumulation continues until

the pressure drop across the cake exceeds the maximum permitted by economic or

technical considerations, or until the filtrate (liquid) flow rate falls to an unaccept-

able level. Provided that cakes are of sufficient thickness to discharge efficiently

and any washing/gas deliquoring can be carried out to the required level without

cracking, it is generally more productive to operate a filter with thinner cakes.

The most important factor in cake filtration is permeability of the filter cake.

Fundamental understanding, as well as the development of useable process models,

is conventionally based upon Darcy’s Law which describes the flow of fluid through

a porous medium such that

Fig. 10.1 A 92 m2 roller discharge rotary vacuum filter (left, Courtesy of Dorr-Oliver Eimco) and

a vertical leaf pressure vessel filter (middle, Courtesy of LFC). Micrograph of a typical woven filter

medium (right, Courtesy of Sefar)
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u ¼ �k

μ

d p

dz
ð10:1Þ

where dp is the dynamic (hydraulic) pressure difference across thickness dz of

porous medium of permeability k, and u the filtrate flux (superficial velocity) of

fluid with a viscosity μ flowing through the bed. Those factors which determine the

permeability, the porosity of the filter cake (ε) and size of particles (x) in the cake,

together with the particle size distribution and state of aggregation of the particles,

are fundamental parameters. They dictate the ease with which any filtration process,

and post-treatment process such as compression deliquoring (where pressure is

directly applied to the cake to compress it and thereby improve its homogeneity),

displacement washing (where clean liquid is passed through the cake to remove

solute(s) and, for instance, ‘clean’ the constituent particles) and gas deliquoring

(where gas displaces the liquid in the pores of the cake to ‘dry’ it), will be

accomplished. The combination of sequences shown in Fig. 10.2, together with

cake discharge, is known as the filter cycle.

In cake filtration, the cake permeability is most often interpreted via specific

resistance (α)

k ¼ 1

ρs 1� εð Þα ð10:2Þ

where ρs is the true solids density. Important terms such as α, ε and x can be related
through, for example, Eq. (10.2) and the Kozeny-Carman equation which is

expressed in terms of specific surface (S0) as

Fig. 10.2 The basic processes involved in deadend cake filters. As water is often the process

liquid, the term ‘dewatering’ is often used interchangeably with deliquoring (Courtesy of Filtration
Solutions, UK)
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k ¼ ε3

5S20 1� εð Þ2 ) α ¼ 180

ρsx2
1� ε

ε3
¼ 180

ρsx2
C

1� Cð Þ3 ð10:3Þ

where C is the solids concentration in the cake (¼1 – ε) and spherical particles are

assumed (S0 ¼ 6/x). In reality the relationship between variables is complex and

made more difficult because of filter cake compressibility which makes a separation

more difficult. Here, the cake structure, and hence α and ε, are variant with pressure
and generally variant with spatial position in the cake and with time. The conse-

quence is that average values of cake resistance and porosity (or solids concentra-

tion) often need to be used in modelling. Despite the inherent complexities, the

following general observations can be made:

• Particle size and size distribution. Greater rates of filtration can be expected with
larger particles in the feed and narrower size distributions are usually favoured.

Particles may vary in size from very fine or colloidal matter or molecular

aggregates to coarse granular solids.

• Solution environment and particle surface charge. Particles less than about

50 μm have a tendency to aggregate and form more compressible filter cakes.

Aggregation may arise as a result of the chemical composition of the suspension,

or it may be induced/changed by the addition of chemical coagulants (e.g. acids,

alkalis, metal salts) or flocculants (e.g. polyelectrolytes) prior to filtration; with

chemical addition the particle charge is generally altered. The resulting aggre-

gates are referred to as flocs which can range from being relatively compact and

strong assemblies to fragile and ‘stringy’ collections of loosely bound particles

depending on the chosen conditions, particle/liquid interactions etc. The effects

of particle charge become more pronounced below 5–10 μm and tend to dom-

inate over hydrodynamic effects below (say) 1 μm. Around the isoelectric point

(IEP) of the suspension, i.e. the point of net zero surface charge, more rapid filter

cake formation (lower cake resistance) and faster settling rates can be expected.

• Particle shape. The majority of particles are of irregular shape, but it is a

property that is often difficult to control, and characterise/account for in filtration

(and sedimentation) processes. Particle shape affects the volume and surface

area of a particle, and hence the specific surface. In general, extremes of particle

shape have undesirable effects in filtration.

10.1.2 Sedimentation Processes

Sedimentation is a term that is used to describe particle settling phenomena in

suspensions, where particles or aggregates are suspended by hydrodynamic or

particle-particle interaction forces with compression being absent. Initially, the

particles or aggregates, which are most often more dense than the suspending

liquid, settle with return (upward) flow of liquid between the downward moving

particles. Eventually the aggregates come into close proximity of one another and
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those at lower levels feel compressive forces due to the presence of those higher in

the mixture; the settled material is known as sediment. Gravity driven sedimenta-

tion processes are frequently carried out industrially on a continuous basis at large

scale in order to ideally separate the feed suspension into an overflow of clear

liquid, the supernatant which is removed toward the top of the unit, and an

underflow of more concentrated solids, the particles, that are removed in the form

of a sludge/paste toward the bottom (see Figs. 10.3 and 10.4).

In order to increase the settling rate of smaller particles, the force applied to the

particles must be increased. One way to do this is to use a centrifugal force.

Whereas in a gravity force field particle motion is upwards or downwards,

depending on whether the particle is less or more dense than its suspending liquid,

in a centrifugal field the motion is radial through the liquid either inwards or

outwards, again depending on relative densities. Centrifugal sedimentation can be

Fig. 10.3 A view of two thickeners showing the central driveheads which drive submerged

rotating arms (left, Courtesy of Dorr-Oliver Eimco) and a vane decanter centrifuge with the

motor drive and gearbox being visible at the right hand end of the unit (right, Courtesy of

Mitsubishi Kakoki Kaisha)

Fig. 10.4 Single particle and hindered settling (left) and the typical form of a batch settling curve

(right) (Courtesy of Filtration Solutions, UK)
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performed industrially either batchwise or on a continuous basis and units generally

occupy a smaller footprint than gravity driven variants.

Particle size, particle density and fluid viscosity are the primary factors to be

considered in a sedimentation process, but suspension concentration and particle

shape can also have a significant influence. Suspensions with particle diameters of

the order of microns settle too slowly for most practical operations. So, to increase

their settling rate, the particles are aggregated or flocculated into relatively larger

particles known as flocs. Fundamental considerations of sedimentation are nor-

mally based upon Stokes Law which relates the drag force on a sphere (FD) for a

low Reynolds number (Re) to liquid properties and particle size such that

FD ¼ 3πμux ð10:4Þ

where μ is the viscosity of the liquid and u the particle-liquid relative velocity. A

single (discrete) spherical particle settling in a gravity field at low concentration is

subjected primarily to drag and gravity forces and buoyancy, and a force balance

gives:

m
du

dt
¼ mg � m

ρ

ρs
g � FD

inertial

force

� �
¼ gravity

force

� �
- buoyancyf g- drag

force

� � ð10:5Þ

where m is the particle mass, g the acceleration due to gravity and t the time.

Incorporating Stokes’ law for FD, integrating and considering longer times gives the

terminal (or Stokes) settling velocity (ut) which is achieved rapidly for small

particles:

ut ¼ x2 ρs � ρlð Þg
18μ

ð10:6Þ

where ρl is the liquid density. If the settling occurs in a centrifugal force field, such

as in the spinning basket of a centrifuge, then the particle never reaches a terminal

velocity (because the value of r continually increases) and its equation of motion

can be written as

dr

dt
¼ x2 ρs � ρlð Þrω2

18μ
¼ ut

rω2

g
ð10:7Þ

where r is the radius relative to the basket centreline and ω the angular velocity of

the basket. That is, the instantaneous velocity of the particle is equal to the terminal

velocity in a gravitational field increased by rω2/g. The term rω2/g is known as the

g-factor and is a basic measure of the separating power in an industrial centrifuge.

When the concentration of the feed suspension increases (say>1 % by volume),

the particles are closer together and the motion of any single particle is usually
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affected by the motion of neighbouring particles. For most practical suspensions the

settling rate declines with increasing concentration and the process is referred to as

hindered settling. Although there are alternative approaches, for non-flocculated

systems Richardson and Zaki [20] showed that the hindered settling velocity (uh)
can be equated to the product of ut and εn, where ε is the voidage or porosity of the

suspension and n can take a range of values dependent upon x, D (the diameter of

the vessel in which the sedimentation is taking place) and Ret (the Reynolds number

based on ut); by way of example, for Ret <0.2, n¼ 4.6þ 20x/D.

10.1.3 Overview of the Chapter

The many forms of solid/liquid separator developed over the years encompass a

wide range of variants which manufacturers claim to give productivity and/or cost

benefits. Whilst it is not possible to describe all variants or aspects, Sects. 10.2,

10.3, 10.4, 10.5, 10.6, and 10.7 give a descriptive overview of exemplar equipment

types with advantages and limitations highlighted. Typical values for filter sizes,

operating parameters etc. are provided, however, the reader should be aware that

exceptions are likely to exist. Capital costing equations are given where available

and whilst these should be used with some caution, they do provide some basis for

comparison; no attempt has been made to correct costings for inflation.

Tables are used to show a range of information, including the solids concentra-

tion and particle size found in a typical feed; n/a is used to indicate where

information is not available. Process indices give relative values between 0 and

9 for cake dryness (and state), washing performance, liquid product clarity and

particle breakage where 9 represents the best performance currently available; a ‘�’
indicates that either a rating is not applicable or the equipment is not capable of

performing the operation. For instance, the ‘1 S, 2, 5, 9’ ratings shown in Table 10.6
for the circular basin thickener signify a wet solids discharge in the form of a slurry

(‘C’ designates a cake and ‘S’ a slurry), poor washing performance, near average

liquid product clarity and minimal breakage of particles/aggregates. These indices,

and knowledge of typical solids concentration and particle size, can be used as an

aid to equipment selection [8].

Figure 10.5 shows the broad classifications of filtration and sedimentation

equipment.

In Sects. 10.2, 10.3, 10.4, and 10.5 the principal equations for process models are

also presented. Whilst these models can facilitate equipment sizing and predictions

of equipment performance in terms of the solids, liquid and solute throughputs, it

should be recognised that their successful implementation often requires the exper-

imental measurement of characterising parameters. Such empirical relationships

are necessary as it is not currently possible to routinely predict the behaviour of

suspension, sediment and cake properties from a knowledge of fundamental particle

(e.g. size, shape, charge) and liquid (e.g. viscosity, pH) properties. The interested

reader is directed to texts such as Tarleton and Wakeman [27] where full
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descriptions and worked examples of model implementations in filters are provided.

See also Wakeman and Tarleton [32] for more details about filtration, washing,

deliquoring and sedimentation fundamentals, and Wakeman and Tarleton [33] for

details of scale-up procedures for filters, centrifuges and membrane separators.

10.2 Pressure Filters and Presses

Pressure filters/presses most often operate in a batchwise manner and use positive

pressure above the semi-permeable separating surface(s) to remove liquid and

retain solids in the form of cakes. They are used in a wide range of chemical and

process industries for the separation of suspensions which contain finer particles

that settle slowly and exhibit poor filterability, and/or suspensions that contain

Fig. 10.5 Broad classifications that highlight some of the many forms of solid/liquid separator

(not all are described in this chapter)

334 S. Tarleton and R. Wakeman



higher solids contents. Filtration pressures are typically in the range from 0 to

800 kPa, but can be higher, and usually provided by centrifugal or positive

displacement pumps. Smaller units employ compressed gas as the driving medium.

Many types can be fully automated to sequence cake formation, washing and

deliquoring operations. Some filter processes allow for cake consolidation through

the inclusion of flexible diaphragms and several pressure filters have been designed

for semi-continuous and continuous operation.

Table 10.1 shows some typical characteristics whilst capital equipment costs for

some filters can be estimated over the specified filter area ranges using equations

adapted from Couper et al. [6]:

Leaf filter A ¼ 3� 230m2ð Þ : 4600A0:7 $

Plateand frame filterpress A ¼ 1� 100m2ð Þ : 2070A0:55 $
ð10:8Þ

10.2.1 Single Leaf (Nutsche)

Typical uses: Fully enclosed batch processing of a wide range of feeds requiring

good solids washing.

The Nutsche is a versatile batch filter comprising of a cylindrical pressure vessel

with a single planar filter medium (leaf) at the bottom (see Fig. 10.6). The feed

suspension, which may be toxic, volatile or flammable, is introduced to the fully

enclosed vessel and a constant pressure (typically up to 800 kPa but can be higher)

is applied within the vessel to initiate downward filtration. Cake formation may be

followed by deliquoring (by gas-blowing) and cake washing (by displacement or

reslurry, where the latter involves a repeated cycle of clean wash liquid addition,

cake redispersion and subsequent filtration to reform the cake). Smaller Nutsche

filters utilise a manual cake discharge and are generally able to operate at higher

pressures, whilst larger machines employ mechanical ploughs or rakes to discharge

the cake either centrally or through a side port. Fully automated versions of the

pressure Nutsche filter are readily available and most include cake smoothing

devices to help reduce the problems of cake cracking. A range of filter media can

be accommodated with filter areas up to a maximum of 30 m2, although up to 15 m2

is more normal.

10.2.2 Multi-element Leaf or Candle

Typical uses: Batch operations with solids forming lower compressibility or incom-

pressible cakes.

Multi-element pressure filters find widespread use and comprise of a cylindrical

vessel inside which many horizontal or vertical permeable elements covered by

filter cloths are placed (see Figs. 10.1, 10.7, and 10.8). The process suspension,

which may be toxic, volatile or flammable is pumped into the vessel at pressures
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typically up to 600 kPa, although this can be higher in special units. The positive

pressure induces cakes to grow on the outer surfaces of the cloths and filtrate is

transported away through the elements via a suitable manifold system. Either flat

elements, in the form of square, circular or rectangular leaves, or tubular candles are

used. These are spaced sufficiently far apart (up to 20 cm) to avoid the possibility of

cakes touching on adjacent elements.

The pressure vessel can be jacketed for operation at elevated (or lowered)

temperatures. Up to 150 �C is a typical limit, but this very much depends upon

the integrity of the filter medium at the raised temperature. Filter leaves can be

automatically extracted for cake discharge if adequate floor/height provisions are

made. Relatively frequent cake discharge is normally required and solids are

usually removed with the filter leaves in-situ either by vibration, rotating blades,

centrifugal force (horizontal elements only) or liquid sluicing to give a wet dis-

charge. Element precoating can be used to, for instance, help prevent particle

ingress into the filter medium, and for more extreme duties metallic or ceramic

filter elements can be employed.

Vertically mounted vessels: These filters contain either horizontal or vertical

leaves with a normal maximum filter area of 120 m2 (see Fig. 10.7); a specialist

filter that is used in alumina processing has a significantly larger filtration area of

440 m2. They utilise floor area economically but can require excessive height

allowance, particularly when leaves need to be withdrawn vertically for cake

discharge or cloth cleaning. Horizontal leaves are preferred when either washing

is required, rapidly settling feeds are processed or intermittent operation is envis-

aged, however, the installed cost can be higher as filtration takes place only on the

upper surfaces. Multi-element filters having vertical rectangular leaves are best

suited to the processing of feeds with a particle settling velocity less than 3 cm s�1

but give relatively poor washing performance as cakes tend to prematurely fall off

the filter leaves. With tubular candles, cakes form on the outer surfaces of the

candle elements and this arrangement is most frequently used when washing is not

required.

Fig. 10.6 Filtration (left) and side port cake discharge (middle) in a single leaf (Nutsche) filter

(Courtesy of Filtration Solutions, UK). Photograph (right) shows a fully assembled 0.15 m2

Nutsche filter (Courtesy of Pope Scientific). Units can be pressure, vacuum or gravity driven
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Horizontally mounted vessels: These filters contain vertically mounted flat

elements with filtration areas up to 300 m2 (see Figs. 10.1 and 10.8). Whilst needing

little height, a large floor space can be required, particularly where filter elements

are withdrawn for cake discharge or cloth cleaning. Washing, although possible,

can be troublesome if cakes fall off the filter leaves prematurely.

Fig. 10.7 Cross-sectional views of vertical vessel, multi-element pressure filters with horizontal

(left) and vertical (right) leaves (Courtesy of Filtration Solutions, UK)

Fig. 10.8 Cross-sectional view of a horizontal vessel, multi-element pressure filter with vertical

leaves showing the in-situ and extracted positions of the filter leaves (Courtesy of Filtration

Solutions, UK)
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10.2.3 Filter Presses

Typical uses: Batch processing of solids forming incompressible and moderately

compressible filter cakes.

Although variants exist, the basic unit shown in Fig. 10.9 comprises of many

narrow vertical chambers lined on both sides by filter cloths. The chambers, formed

between hollow frames and flat filter plates or between adjacent recessed plates,

allow for filter cake formations as well as washing and gas-blown deliquoring

operations. Suspension is fed to the square, rectangular or circular chambers

through a variety of plate porting arrangements and a suitable positive displacement

or centrifugal pump. The cakes grow inside each chamber until they meet. Pres-

sures, typically limited to a maximum of 800–1000 kPa, are sufficient to allow

centre ported plates to deliver higher solids content feeds whilst bottom and top fed

plates generally facilitate more even cake formations and the processing of faster

settling suspensions, respectively. Some specially reinforced presses utilise filtra-

tion pressures up to 7000 kPa.

Although filter cakes can be removed by reslurrying, they are usually discharged

by releasing the mechanical/hydraulic clamping pressure on the press and manually

or automatically separating the plates and/or frames. Good cake/cloth release

properties are thus preferable, particularly in an automated press. Cloth washing

using sprays can also be performed when the filter plates are separated. Modern

filter plates are made from either polymers or steel with polymer coatings and

formed to provide good drainage surfaces for the covering filter cloths. Plates with

dimensions up to 4	 5 m are used and filter cloth areas can be as large as 2000 m2,

however, plates up to 2	 2 m and cloth areas in the range 50–1000 m2 are far more

typical.

Filter presses are available in two basic forms as shown schematically in Fig. 10.10:

Fig. 10.9 Schematic of a typical overhead bar horizontal filter press showing aspects of filter

cycle operations (Courtesy of Filtration Solutions, UK)
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Plate and frame press: The basic arrangement comprises an alternating sequence of flat

filter plates and frames to facilitate cake formations, normally up to 50 mm thick.

The feed suspension andwash liquor enter through the same ports to allowfiltration

and ‘simple’washing, respectively. Amore sophisticated arrangement incorporates

flat wash plates where suspension and wash liquor enter through separate ports to

facilitate improved ‘through’ washing. In the context of filter presses, plate and

frame units offer the advantages of longer cloth life, easily replaced cloths, more

uniform cakes and an ability to accommodate alternative filter media such as paper.

Their disadvantages include higher capital cost, inlet ports which are prone to

blockage at higher feed concentrations and a tendency towards leakage.

Recessed plate press: Here, the functions of the plate and frame are combined such that

cake is formed within a recess on each plate. Unlike the plate and frame press, cake

thickness is restricted to 32 mm unless additional frames are used as spacers. Feed

suspension usually enters through centrally ported plates. The inherent advantages

of recessed plate presses include lower initial costs, less tendency towards leakage,

an ability to process higher concentration feeds and ease of automation. Their

disadvantages include shorter cloth life, longer cloth change times, a tendency to

form uneven cakes and an inability to accommodate filter papers.

10.2.4 Variable Volume Filters and Presses

These comprise a family of filters devised to handle suspensions of finer solids

which are difficult to pump and/or filter. Typical feeds include suspensions of

gelatinous and fibrous materials and those particulates containing occluded liquid

within an inherently porous structure.

Fig. 10.10 Examples of a top ported plate and frame (left) and a centrally ported recessed filter

plate (right); only one corner of each square/rectangular plate is shown (Courtesy of Filtration

Solutions, UK)
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10.2.4.1 Horizontal Diaphragm Filter Press

Typical uses: Batch processing of suspensions forming compressible filter cakes

where dry cakes and/or efficient post-treatment are required.

These machines are similar in form and general operation to filter presses (see

Sect. 10.2.3 and Fig. 10.11). However, the plate surfaces are modified by the

addition of flexible diaphragms to form ‘membrane plates’. Although different

processing conditions are employed, feed pumping can be stopped after ~80 % of

the required volume of filtrate has been produced. In this state the chambers in the

press are partially filled with cake and residual unfiltered suspension. The dia-

phragms on each membrane plate are then inflated from behind to induce pressures

up to 1600 kPa which filters the remaining suspension and squeezes the now joined

cakes in each chamber. The combination of compression by the diaphragms and

subsequent gas deliquoring reduces cake moisture content by up to ~25 % more

than that achieved in a conventional filter press. The compression process also tends

to produce more uniform cake with improved washing characteristics and release

properties; the latter also being aided by the correct choice of filter cloth. Although

diaphragm presses are significantly more expensive than conventional filter presses

the additional capital and operating costs are often justified by shorter cycle times

and the beneficial properties of the final cake.

10.2.4.2 Vertical Diaphragm Filter Press

Typical uses: Semi-continuous processing of solids forming compressible filter

cakes that require efficient post-treatment.

Fig. 10.11 A sidebar diaphragm press installation (Copyright © Outotec)
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The vertical diaphragm filter press (or tower press, see Fig. 10.12), may be

thought of as a conventional horizontal diaphragm press mounted on its end. In

place of the fixed filter cloths, a continuous cloth zigzags through the plate pack and

is supported on grids within the horizontal chambers. After hydraulically closing

and sealing the plate pack, pressure driven cake filtration takes place in the

downward direction via a pump. Compression with elastomer diaphragms at up

to 1600 kPa, cake washing, and gas-blown deliquoring can then performed in

sequence within each chamber. At the end of the cycle the plate pack opens and

the cloth is driven forward to discharge the cakes without manual assistance. At the

same time, the filter cloth leaving the plate pack is washed by high pressure water

sprays to help maintain its permeability.

The largest available units can produce in excess of 200 te h�1 (metric tonnes per

hour) of dry solids and offer significantly better washing characteristics due to the

preferable orientation of the cakes. A filtration area up to 234 m2 is technically

feasible whilst individual plate areas are in the range 0.4–9 m2. Although filtration

usually takes place only on the upward facing part of the filter cloth, this disadvan-

tage is reduced by complete automation and short down-times. Some more complex

machines have a filter cloth on both sides of each chamber to form so called ‘double
sided presses’, however, particle sizes must be toward the lower end of the

allowable range to prevent excessive sedimentation.

Fig. 10.12 Schematic of

the vertical diaphragm filter

press (Courtesy of Filtration

Solutions, UK)

342 S. Tarleton and R. Wakeman



10.2.4.3 Tube Press

Typical uses: Batch processing of compressible materials where drier cakes are

required.

A tube press comprises of two concentric cylinders where a permeable tube

covered with a filter cloth is positioned centrally within a solid outer tube lined by

an elastomer diaphragm. The filter cycle is initiated by pumping the feed suspen-

sion into the annular space so formed and with sufficient suspension in the press,

pressure is applied to induce filtration in the radial direction. This process is most

often performed at constant pressure via the diaphragm in two stages where a lower

pressure is used initially to promote more even cake formation. When filtration is

complete the elastomer diaphragm is further inflated (hydraulically) to compression

deliquor the cake.

The most widely used version, the vertical axis tube press, is usually used in

parallel groups to give the desired filter area as individual units are limited to ~3 m2.

Squeeze pressures are high, up to 10,000 kPa, and thus very low moisture content

cakes can be obtained. Cake discharge is achieved by automatically opening the

bottom end cover, lowering the central element by ~0.3 m and applying a reverse

back pulse of compressed air to dislodge the cake. Although capital and running

costs can be higher, tube presses offer the potential for short cycle times, near

optimum cake thickness and reduced thermal drying requirements for the

discharged cake.

10.2.4.4 Expression Press

Typical uses: Batch or continuous deliquoring of finer particle suspensions forming

compressible filter cakes.

Batch units are characterised by series of cylindrical or square boxes containing

semi-permeable cloths at their closed ends. The feed is introduced to the boxes and

a moving piston expresses liquid through the cloth at pressures up to 40,000 kPa to

leave the deliquored solids. Although many variants exist, the continuous expres-

sion press, which may also be classed as a continuous pressure filter, is typified by

the most widely used screw press shown schematically in Fig. 10.13. This com-

prises a variable pitch helical screw rotating at up to 2 rpm inside a perforated

cylindrical or conical screen surround. As the (usually flocculated) feed moves

through the unit, pressure is progressively increased to continuously express the

liquid phase and discharge cake through a variable orifice nozzle. Larger units can

have a length and screen diameter in excess of 8 m and 1 m, respectively, and are

capable of dry solids throughputs greater than 1 te h�1.
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10.2.5 Continuous Pressure Filters

Continuous pressure filters are often inherently complex and some are based on

vacuum driven filters with the addition of an enclosing pressurised shell.

10.2.5.1 Belt Press

Typical uses: Flocculated sludge deliquoring, wastewater treatment.

The belt press shown in Fig. 10.14 was originally conceived to deliquor highly

flocculated materials but may be used to process a range of feeds. Although several

variants exist, belt presses are characterised by two continuous, tensioned belts.

Flocculated material is introduced onto the lower semi-permeable cloth (belt) and

then progressively squeezed under pressure as the belts move over a sequence of

successively smaller diameter rollers. Liquor is removed through the cloth by a

combination of gravity drainage and mechanical squeezing to (ideally) produce a

dry, crumbly cake. Filter cloth washing, to help recover initial permeability, may be

performed using water sprays at a convenient place after cake discharge. Whilst

power consumptions are relatively low, these complex machines have several

inherent disadvantages including high flocculant use (dependent on the nature of

the feed), relatively low squeeze pressures and a need to use long, strong filter

cloths which can be expensive to replace. A guideline (maximum) feed flow rate is

10–15 m3 h�1 per metre width of filter cloth which typically equates to ca. 850 kg

h�1 m�1 of dry solids loading.

Fig. 10.13 Schematic of a typical expression press (Courtesy of Filtration Solutions, UK)
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10.2.5.2 Rotary Pressure Drum

Typical uses: Continuous separation of finer particle suspensions where cakes

require post treatment.

The rotary pressure drum filter is similar in principle and basic form to the rotary

vacuum drum filter (see Sect. 10.3.3). It comprises a rotating, bottom fed drum of

area up to 40 m2 enclosed within a sealed housing (see Fig. 10.15). Rather than

applying a vacuum inside the compartments of the drum, the pressure inside the

housing is raised by compressed gas up to 700 kPa and this facilitates constant

pressure filtration at the outer drum surfaces. Raised temperatures can be accom-

modated as can volatile and toxic feeds. Both cake deliquoring by gas blowing and

displacement washing can be performed reasonably effectively at different pres-

sures through a multi-compartment arrangement within the housing. Cake dis-

charge usually occurs at atmospheric pressure.

10.2.5.3 Rotary Pressure Disc

Typical uses: Continuous, generally larger scale, separation of finer particle sus-

pensions where cake washing is not required.

The rotary pressure disc filter is again similar in form and general operation to its

vacuum driven counterpart (see Sect. 10.3.4) with the addition of an enclosing

housing. Rotating cloth covered discs, having a total filtration area of between 2 and

170 m2, are pressurised externally up to 700 kPa to promote cake formations and

Fig. 10.14 Photograph of a belt filter press (Courtesy of Sernagiotto)
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generally higher throughputs than equivalent size vacuum units. Although able to

handle volatile liquids more readily, the pressure disc filter’s inherent advantages
are offset by increased costs and the difficulties which can be experienced in cake

discharge; the latter is usually achieved by either reslurrying or the use of helical

screw conveyors.

10.2.6 Modelling of Filtration

The most widely used process design models for pressure (and vacuum) cake

filtration are based on the general filtration equation which is derived from Darcy’s
Law, Eq. (10.1). The general filtration equation relates the cumulative volume of

filtrate (Vf), i.e. the amount of liquid removed, to the filtration time (tf) and is usually
stated as:

dV f

dt f
¼ A2

fΔ p f

μl αavcV f þ A fR
� � ð10:9Þ

where Af is the filter medium area devoted to filtration, Δpf the filtration pressure, μl
the viscosity of liquid, c the effective feed concentration and R the filter medium

resistance. As most filter cakes are compressible the cake properties, which are

characterised by average values of specific cake resistance (αav) and cake solids

concentration (Cav), are invariably taken to be functions of filtration pressure alone

such that:

αav ¼ α0 1� nð ÞΔ pn
f ð10:10Þ

Fig. 10.15 Schematic of a continuous rotary pressure drum filter with belt discharge (left,
Courtesy of Filtration Solutions, UK) and photograph of a multi-cell pressure drum filter (right,
Courtesy of Andritz)

346 S. Tarleton and R. Wakeman



Cav ¼ C0Δ pβ
f ð10:11Þ

c ¼ sρl
1� mavs

¼ sρl

1� 1þ ρl
ρs

1� Cav

Cav

� �� �
s

ð10:12Þ

where mav is the ratio of mass wet/dry cake and s the mass fraction of solids in the

feed. The empirical scale-up constants α0, n, C0 and β are most often derived from

sequences of constant pressure or vacuum experiments. A value of αav�109 m kg�1

is representative of a very easy to filter material whereas αav 
1013 m kg�1

represents a very difficult to filter material. The value of n is often taken to be the

characteristic measure of cake compressibility, i.e. the extent to which a filter cake

will compress when it is subjected to a compressive force. When n� 1 a cake is

regarded as very compressible and n< 0.2 indicates essentially incompressible.

The cake thickness (Lf) can be related to the cumulative volume of filtrate and

cake/particle properties through a mass balance. For example, in the single leaf

(Nutsche) filter and filter presses

L f ¼ V f

A f

s ρs mav � 1ð Þ þ ρlð Þ
ρs 1� mavsð Þ ð10:13Þ

A general feature of pressure driven batch filters is that cake formation is not

generally limited by time, but rather by the dimensions and capacity of the filter itself.

10.2.6.1 Cake Formation at Constant Pressure

For a single leaf (Nutsche) filter the filtration pressure is fixed such that αav, Cav,mav

and c remain constant throughout cake formation as given by Eqs. (10.10), (10.11),

and (10.12). Equation (10.9) is then integrated at constant pressure to give:

t f ¼ αavcμl
2A2

fΔ p f

V2
f þ

μlR

A fΔ p f

V f ð10:14Þ

With curved elements, such as in the candle filter and the tube press, a modified

version of Eq. (10.9) gives:

t f ¼ V f
αavcμl

2A2
fΔ p f

V f þ μlR

A fΔ p f

þ 4c

dρcA f

αavcμl
3A2

fΔ p f

V2
f þ

μlR

2A fΔ p f

V f

 ! !
ð10:15Þ

where d is the element diameter and ρc the bulk density of the filter cake. In both

cases the filtrate flux reduces with time as the cake builds. Cake formation on rotary

pressure disc and drum filters is modelled in a similar manner to that described for

the corresponding vacuum filter in Sect. 10.3.5.
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10.2.6.2 Cake Formation at Variable Pressure

In the case of, for instance, filter and diaphragm presses and multi-element leaf

filters, the pressure generally increases throughout cake formation according to a

pump curve. That is, the Δpf vs. q relationship for a positive displacement pump

(i.e. constant flow filtration where the flow rate of filtrate is constant with time) or a

centrifugal pump (i.e. variable pressure-variable flow filtration where both pressure

and flow rate are variant). Substituting q ¼ dVf /dtf into Eq. (10.9) and rearranging

gives an expression for the volume of filtrate:

V f ¼ A f

αavμlc
A f

Δ p f

q
� μlR

� �
ð10:16Þ

As the pressure varies several parameters are time variant whereby αav, Cav,mav and

c change throughout filtration to an extent dictated by Eqs. (10.10), (10.11), and

(10.12). The pressure is specified by a given position on the pump curve and the

filtration time is obtained from:

t f ¼
ðV f

0

1=qð ÞdV f ð10:17Þ

It is generally necessary to solve Eqs. (10.16) and (10.17) using numerical tech-

niques in conjunction with a knowledge of the pump characteristics in order to find

sequential values of Vf and tf, and consequently the amount of solids processed.

10.2.7 Modelling of Compression Deliquoring

In the tube press and all variants of the diaphragm press, flexible diaphragms can be

inflated at a constant pressure to facilitate compression deliquoring of the filter cake

(s). This consolidation is most frequently performed immediately after cake for-

mation to remove unwanted liquor and/or improve the distribution of cake solids to

aid any subsequent cake washing and gas deliquoring. As a rule-of-thumb, the

duration of cake compression equals the total filtration time.

The cake properties during compression deliquoring are related to the compres-

sion pressure (Δpc) by:

Ce ¼ Ce0Δ p γ
c ð10:18Þ

Cavð Þ1 ¼ C0Δ pβ
c ð10:19Þ

where Ce is the modified consolidation coefficient which characterises the process,

(Cav)1 the equilibrium cake solids volume fraction at infinite consolidation time,

and Ce0, γ, C0 and β are empirical scale-up constants derived from sequences of
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constant pressure consolidation experiments. Process design calculations for com-

pression deliquoring are primarily based on the theories of Shirato et al. [22, 23]

where the cake thickness (Lc) at a given time (tc) is related to a dimensionless

consolidation time (Tc) by:

Lc ¼ L0 � L0 � L1ð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 jIIð Þ2Tc

π

s

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 jIIð Þ2Tc

π

s0@ 1A2v
0B@

1CA
1=2v

ð10:20Þ

Tc ¼ i2Cetc
ω2
0

¼ i2Cetc
Acρs
Ms

� �2

ð10:21Þ

L1 ¼ Ms

Acρs Cavð Þ1
ð10:22Þ

where L1 is the cake height at infinite consolidation time, jII is a factor that

accounts for any filter element curvature, i the number of drainage surfaces

(normally¼ 1), Ms the mass of solids in the cake, ω0 the volume of solids per

unit filter area, Ac the active filter area during consolidation and v is an empirical

scale-up constant. Values for i, Ac and jII vary according to the type of press, but use
of Eq. (10.20) allows the change in cake thickness with time to be evaluated.

10.2.8 Modelling of Cake Washing

Design equations for the most frequently used displacement washing process are

usually based on the dispersion model [see 30]. The model requires the determination

of a dispersion number (Dn) that characterises the washing process and use of a

design chart (Fig. 10.16) which allows the amount of wash liquid used (specified as

the number of wash ratios, W) and the amount of solute removed from the cake

(e.g. fractional solute recovery, F) to be found. The pressure (Δpw) is fixed through-

out washing and cake properties such as specific resistance, solids concentration and

thickness (Lw) are normally assumed to remain constant.

In the dispersion model the superficial velocity (u) and pore velocity (v) of wash
liquor are related to the intrinsic properties of the cake through a version of Darcy’s Law

u ¼ Δ pw
μw αavρsLwCav þ Rð Þ ð10:23Þ

v ¼ u

εav
¼ u

1� Cav
ð10:24Þ

where μw is the viscosity of the wash liquor. For the solute, the ratio of the

molecular diffusion coefficient (D) to the axial dispersion coefficient (DL) is
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dependent on the product of the Reynolds number (Re) and Schmidt number (Sc) as

well as the cake thickness. For instance, with ReSc (¼ vx/D) >1 and Lw <10 cm

DL

D
¼ 0:707þ 55:5 ReScð Þ0:96 ð10:25Þ

and hence

Dn ¼ ReSc
Lw
x

D

DL
ð10:26Þ

Depending on whether tw, W or F are specified the other values can be found with

Eqs. (10.23,) (10.24), (10.25), and (10.26) and use of Fig. 10.16.

10.2.9 Modelling of Cake Gas Deliquoring

Process design calculations for the gas deliquoring of filter cakes require the

specification of a threshold pressure/vacuum ( pb), which is the pressure or vacuum

required to start deliquoring, and an irreducible saturation (S1), which is the cake

saturation where deliquoring due to liquid displacement stops [see 31]. These can

be either measured in a capillary pressure experiment or the former can be calcu-

lated with some confidence using:

Fig. 10.16 Variation of the fraction of solute removed (F) from a saturated filter cake with wash

ratio (W ) and dispersion number (Dn)
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pb ¼
4:6Cavσ

x 1� Cavð Þ ð10:27Þ

where σ is the cake liquid surface tension. Knowledge of pb and S1, together with

the intrinsic properties of the cake and two design charts (Fig. 10.17), allows the

evaluation of cake moisture content (M ) or deliquoring time (td) as well as the flux
of gas (or gas/air rate) required to deliquor the cake. The applied gas pressure (Δpd)
is fixed and properties of the cake such as thickness (Ld), solids concentration and

specific resistance are assumed to remain constant.

The basis of the approach requires the calculation of a dimensionless time (θ) or
reduced saturation (SR) depending on whether time (td) or the required saturation

(S) is known, respectively, whereby

θ p* ¼ td pb

αavρsCav 1� Cavð Þμl Ldð Þ2 1� S1ð Þ

 !
Δ pd
pb

� �
ð10:28Þ

SR ¼ S� S1
1� S1

ð10:29Þ

In this way the unknown value (either td or S) can be determined with the aid of

Fig. 10.17 (right) and the cake moisture content (M ) can be calculated using

M ¼ 100

1þ ρs
Sρl

Cav

1� Cav

� � ð10:30Þ

Calculations for the amount of gas/air required to drive the gas deliquoring are more

complex and best described by worked example [see 27]. In general, calculations

Fig. 10.17 Reduced saturation of a filter cake as a function of dimensionless deliquoring time

(left) and the dimensionless air/gas flow rate through a filter cake as a function of dimensionless

pressure p* (right). In both cases deliquoring is by or pressure (or vacuum) applied in the gas phase
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for air rate tend to over-estimate requirements which leads to an over-specification

of compressor (or vacuum pump) requirements.

10.3 Vacuum Filters

A category of filter that uses vacuum induced driving forces and semi-permeable

media to facilitate a separation. Whilst pressure differences across a filter are

limited to less than 85 kPa (usually <75 kPa), most units are capable of processing

a wide range of (coarser particle size) feed materials in a continuous manner. Many

types employ a rotary valve arrangement to set different vacuum levels over

sequential phases in a filter cycle thus facilitating more control over cake formation,

deliquoring and washing; any given phase is operated at a constant vacuum level.

Several vacuum filters have counter-current washing capability where the washings

from downstream are used to wash filter cakes further upstream in order to reduce

overall wash liquor consumption. Although it is possible to enclose some types to

conserve heat and/or vapours the processing of more volatile constituents at higher

altitudes can cause significant problems. Most variants have a minimum cake

thickness requirement to help ensure adequate cake discharge. Woven filter cloths

or specially developed coated media are used almost exclusively.

Table 10.2 shows typical characteristics of the most common continuous vac-

uum filters; some batch variants are listed in Fig. 10.5. Capital costs for continuous

vacuum filters can be estimated over the specified filter area ranges using equations

adapted from Couper et al. [6]:

Horizontal belt A ¼ 1� 110m2ð Þ : 1:1	 105A0:5 $

Rotary disc A ¼ 10� 300m2ð Þ : 3:2	 104A0:43 $

Rotary drum, knife discharge A ¼ 1� 140m2ð Þ : �2:9A2 þ 2470Aþ 65100 $

Rotary drum, belt discharge A ¼ 1� 75m2ð Þ : �14A2 þ 3710Aþ 72800 $

ð10:31Þ

10.3.1 Horizontal Belt

Typical uses: Separation of relatively free filtering solids where good post treatment

is required.

The horizontal belt is a continuous filter with an endless cloth supported on a

perforated belt (see Fig. 10.18). The belt and cloth are driven around two rollers and

across a sequence of evacuated suction boxes at linear speeds up to 0.5 m s�1. The

feed suspension is introduced at one end and filtered to produce a cake. The length

of the filter, which can be in excess of 60 m, is arranged to allow adequate cake

formation as well as the chosen number of deliquoring and washing operations. Due

to the ease with which wash liquors can be segregated, it is relatively simple to

perform counter-current washing to exacting requirements provided wash liquor
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Table 10.2 Typical characteristics of some industrial continuous vacuum filters

Rotary

drum

Horizontal

belt

Rotary

table

Rotary

tilting pan

Rotary

disc

Max. submergence

(% of cycle)

30a As req’d As req’d As req’d 28a

Area under active vacuum

(% of cycle)

75–80e,b As req’d 80 75 75b

Max. for washing (% of cycle) 29c As req’d As req’d As req’d None

Max. for deliquoring only

(% of cycle)(d)
45–60e As req’d As req’d As req’d 45–50

Cake discharge (% of cycle) 10–25e 0 20 25 25

Min. cake discharge

thickness (mm)

1–6e 3–5 20 20–25 10–13

Filter area (m2) 0.1–180 3–170 5–320 5–200 1–300

Solids dryness index 6 C 7 C 7 C 7 C 4 C

Washing index 7 9 8 9 –

Liquid clarity index 7 7 7 7 6

Particle breakage index 8 8 8 8 8

Particle size in feed (μm) 1–200e 20–80,000 20–

80,000

20–80,000 1–700

Feed conc. (%w/w) 1–20e 5–30þ 10–30þ 5–30þ 5–20

Motor drive power (kW) 0.5–20f 1–90 n/a 3–45 5–60f

Power to generate

vacuum (kW)

� (filter area in m2)1.25

aHigher submergence (cake formation period) is available, consult manufacturer
bAssumes no trunnion stuffing boxes
cWashing starts at the horizontal centreline on the rising side and extends up to 15� past top dead

centre
dDeliquoring means drainage of liquor from cake formed during submergence
eDepends on variant
fIncluding agitator

Fig. 10.18 Photograph of a vacuum driven horizontal belt filter (left, Courtesy of Clear Edge) and
a typical filter cycle (right, Courtesy of Filtration Solutions, UK)
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carry-over into the next suction box is avoided. The final cake is naturally

discharged as it passes over the second roller and separation of the belt and cloth

beneath the filter allows the cloth to be cleaned by sprays as it returns.

Horizontal belt filters are best suited to the larger scale filtration of medium and

faster settling slurries. Although they occupy a large floor space and the cost of

installation per unit filter area is relatively high, these disadvantages are generally

offset by full automation, flexibility, high capacity and relatively high speeds of

operation. Filters may be sealed to prevent the escape of heat and/or vapours,

however, should the belt or cloth be damaged then replacement of either component

can be expensive. Some units are programmed to operate semi-continuously via

intermittent motion of the belt.

10.3.2 Horizontal Rotary Filters

Typical uses: Processing of fast settling slurries where good washing is required.

The two forms of horizontal rotary filter differ primarily in the manner in which

the filter cloth is arranged around the periphery of the circular separation surface

(see Fig. 10.19).

Table: A filter comprising of a rotating horizontal table with an annular filter cloth.

Vacuum is applied over individual segments of the table to initiate filtration and

the formed cake is subsequently deliquored and/or washed by sprays according

to requirements. The final cake is continuously discharged via a screw conveyor

to typically leave a 3–4 mm residual heel of cake on the cloth. Dependent on the

properties of the solids, the presence of the heel can have undesirable conse-

quences for future cycles and necessitates the use of more open filter media with

the potential for cloudier filtrates. As the cloth surface is not physically divided

into individual sectors some short-circuiting of the feed may occur as well as

Fig. 10.19 Photograph of a table filter undergoing refurbishment (left, Courtesy of Dorr-Oliver

Eimco). 1 individual segments on which the cloth is mounted; 2 feed trough; 3 wash liquor

delivery or additional feed points; 4 screw conveyor for cake discharge. The schematic (right)
shows a tilting pan filter (Courtesy of Filtration Solutions, UK)
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unwanted mixing of the wash and mother liquors. Although cloth area can be up

to 320 m2, alignment difficulties usually restrict machine size and the available

area to below 100 m2.

Tilting pan: A filter that is similar in general form to the table filter, except the cloth

is replaced by a series of annular sectors or pans, each one of which is lined along

its perforated bottom by an individual filter cloth. After suspension is introduced

to a pan, filtration, deliquoring and washing can take place under the applied

vacuum before cake discharge is achieved by a relatively complex tilting

mechanism that inverts the pan. The discharge procedure, which may be assisted

by air blow-back, leaves no heel of cake and thus in-situ cloth medium cleaning

is readily performed using sprays. As all liquors are kept separate, there is little

unwanted mixing of mother and wash liquors and counter-current washing can

be very good. Tilting pan filters are available with total filter cloth areas up to

200 m2, however, many of their inherent advantages are offset by their mechan-

ical complexity and higher capital cost.

10.3.3 Rotary Drum Filters

Typical uses: Separation of relatively easy to filter suspensions, the efficiency of

cake post treatment depends on the type of drum.

The versatile rotary drum filter (or rotary vacuum filter, RVF) is perhaps the

most widely used of the continuous vacuum filters (see Figs. 10.1 and 10.20). The

generic type is characterised by a rotating, multi-compartment drum covered

externally by a fixed filter cloth of total surface area between 0.1 and 180 m2;

most commercial units are in the range 1–80 m2. The drum on bottom fed units

rotates about a horizontal shaft at speeds up to 5 rpm and is partially submerged in a

mechanically agitated tank of constantly replenished suspension. A vacuum is

applied inside the drum via a control valve to initiate upward filtration over the

submerged region. As the drum rotates so the filter cake formed on the cloth is

exposed and a limited number of deliquoring and washing procedures can then be

performed at the appropriate level of vacuum. Although washing efficiency is

reasonable, the restricted horizontal filter area near the top of the drum prevents

further efficiency gains. Cake discharge normally occurs at a point where the final

cake is almost vertically oriented and variants differ primarily in the manner in

which cake is discharged:

Knife/scraper discharge: The most widely used method when avoidance of cloth

blinding can be more or less guaranteed, but requires a minimum 6 mm cake

formation. The knife is arranged to leave a heel of cake on the cloth and thus

avoid potential damaging contact between the knife and drum. If the cake is

thinner then air blow-back can be employed to break the vacuum and assist

discharge, though with some designs this tends to cause filtrate to re-enter

the cake.
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Roller discharge: Generally used for the complete removal of finer particle, sticky

cakes that don’t crumble. The 0.5–3 mm cake must preferentially stick to the

roller placed adjacent to the drum, a process that is aided by the shearing action

of the faster rotating roller. A knife scraper continuously removes the cake from

the roller.

String discharge: Suited to the discharge of fairly thick cakes of a fibrous nature that
don’t crumble. A number of endless strings pass over a series of external rollers

and the surface of the filter cloth. In the discharge zone the strings lift away from

the cloth to remove the cake completely. The strings may be replaced by endless

wires, coils or chains as appropriate.

Belt discharge: Mostly used for the discharge of sticky, thin cakes (<3 mm) whose

constituent particles may tend to blind a filter cloth. In this case the endless cloth

is not fixed to the drum, instead it passes around its outer periphery and a series

of external rollers. At the discharge point the cloth lifts away from the drum and

movement over the rollers causes all the cake to be released. The exposed cloth

is then cleaned by sprays before returning to the drum. Although relatively

expensive to install, belt discharge systems are claimed to raise throughput by

up to 30 %.

Fig. 10.20 Representations of bottom fed rotary vacuum drum filters. (a) Knife/scraper discharge
(Courtesy of Filtration Services); (b) roller discharge (Courtesy of Filtration Solutions, UK); (c)
string discharge (Courtesy of Filtration Solutions, UK); (d) belt discharge (Courtesy of Dorr-

Oliver Eimco)
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Drum filters can be enclosed to prevent the escape of heat and/or vapours and

typically operate with a submergence equivalent to 30–40 % of the available filter

cloth area. Where cake formations are more difficult this may be raised to 60–75 %

to produce a ‘submerged axis’ filter. However, the option is rarely preferred as the

trunnion mounts for the drum must be wholly or partly flooded with slurry which

necessitates the use of stuffing boxes (sealing units) with their attendant capital and

maintenance costs. For faster settling solids the mechanical agitation of suspension

in the tank is more problematical and top fed or internally fed drums are options, but

rarely favoured as, for instance, horizontal rotary filters are generally better suited.

10.3.4 Rotary Disc Filters

Typical uses: Continuous larger scale separation of relatively free filtering suspen-

sions where washing is not required.

Units comprise up to 12 flat, circular discs mounted vertically on a central

horizontal shaft (see Fig. 10.21). The discs, which are themselves permeable, are

usually covered externally by sectored filter cloths. Rotation causes them to pass

through individual agitated tanks containing the feed suspension(s) and the vacuum

is applied inside the discs to promote cake filtration. After this is complete,

deliquoring by air-suction can be performed, however, cake washing is essentially

impossible due to the vertical cake formation. The final cakes are discharged by

blade or wire scrapers on either side of the discs. As an air blow-back system is

often employed to aid cake removal, wetter cakes tend to be discharged

(in comparison to drum filters) and the discharge of thin cakes can be particularly

troublesome. The need to place the discharge scrapers close to the cloth surface

frequently leads to cloth damage, though cloth sectoring means only portions need

be replaced.

Rotary disc filters are available at a relatively low capital cost with total cloth

areas between 1 and 300 m2. They have an inherently large filter area to floor space

Fig. 10.21 Side and end views of a rotary disc filter (Courtesy of Filtration Solutions, UK)
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ratio and their flexibility is enhanced by an ability to process multiple feedstocks at

the same time within a single unit.

In a variant, the filter cloths and discs are replaced by sintered alumina mem-

brane discs with near uniform micropores. Although a relatively small vacuum

pump is needed to promote cake formation, cake deliquoring proceeds via capillary

action with little or no air consumption which significantly reduces the cost of

vacuum generation (by ca. 90þ%). Whilst the use of a ceramic membrane material

allows a clear filtrate to be readily obtained, disc replacement can be expensive.

Moreover, backflushing with filtrate and periodic in-situ ultrasonic cleaning must

be performed in order to maintain the original permeability of the filtering discs.

Ceramic disc filters are available with filter areas of 15–240 m2 and have been used

in both metal and mineral concentrate processing at claimed solids throughputs up

to 400 te h�1.

10.3.5 Modelling of Filtration

Cake formation on a vacuum filter takes place at a constant level of vacuum. Thus,

process modelling is usually based on a version of the quadratic Eq. (10.14), which

is derived from Darcy’s Law Eq. (10.1), and the fixed values of cake resistance and

solids concentration given by Eqs. (10.10), (10.11), and (10.12). Noting that the

configuration of vacuum filters limits the cake formation to a fixed, and generally

limited, time period, the volume of filtrate is given by:

V f ¼ A f

c
� R

αav
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R

αav

� �2

þ 2ct fΔ p f

μlαav

s0@ 1A ð10:32Þ

and the cake thickness by:

L f ¼ 1

ρsCav
� R

αav
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R

αav

� �2

þ 2ct fΔ p f

μlαav

s0@ 1A ð10:33Þ

In these equations the area of filter medium (Af) devoted to filtration is given by:

A f ¼

z f hB horizontal belt

φ f πDhD drum

0:25φ f π d2o � d2i
� �

table

φ f n pA p tilting pan

0:5φ f ndπ d2o � d2i
� �

disc

8>>>><>>>>: ð10:34Þ

where zf is the belt length devoted to filtration, hB the belt width, φf the fraction of

filter medium area devoted to filtration, D the drum diameter, hD the drum width, np
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the number of pans, Ap the filter medium area in a single pan, nd the number of

discs, and di and do are respectively the inner and outer diameters of the filter

medium on a table or disc. With rotary type filters, such as the rotary drum and

tilting pan, the duration of the filtration phase is given by tf¼ 2πφf /ω (ω is the

angular velocity), whereas for the horizontal belt tf¼ zf /vB (vB is the linear belt

velocity).

10.3.6 Modelling of Cake Washing and Gas Deliquoring

Cake washing and gas deliquoring on vacuum filters are modelled in a similar

manner to that described for pressure filters in Sects. 10.2.8 and 10.2.9, respec-

tively. However, vacuum filters such as the rotary drum do not always adequately

constrain the wash liquor flow in terms of directing it through the filter cake and

washing is generally not as efficient as it could be. In such cases it is necessary to

correct the calculated dispersion number according to an empirical correlation such

as:

Dnð Þcorr ¼ 3:22log Dnð Þ þ 0:395 ð10:35Þ

The value of (Dn)corr is used in place of Dn in design charts.

10.4 Filtering Centrifuges

Filtering centrifuges use centrifugal forces to perform batch and continuous cake

filtration on either cylindrical, or conical, semi-permeable surfaces. Displacement

washing operations can be accommodated by most centrifuges in addition to

efficient cake deliquoring. Several machines are capable of operating in both

vertical and horizontal orientations whilst some rely on the favourable sliding and

conveying properties of the formed cake for successful operation. The typical

characteristics of filtering centrifuges are shown in Table 10.3 and exemplar capital

equipment costs can be estimated using equations adapted from Leung [15].

Inverting bag D ¼ 0:3� 1mð Þ : 2:3	 105exp 1:1Dð Þ $

Peeler D ¼ 0:6� 1:2mð Þ : 1:8	 105exp 0:86Dð Þ$
Pusher D ¼ 0:3� 1mð Þ : 2:6	 105Dþ 52200$

ð10:36Þ

10.4.1 Basket

Typical uses: Deliquoring of suspensions with reasonable drainage characteristics.
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These centrifuges are essentially batch operated and comprise a vertically or

horizontally mounted basket with one closed end and one partially open end. The

basket, which is perforated and covered by a combination of metal screen(s) and

filter cloth, is rotated to give solids throughputs up to 15 te h�1. The induced

centrifugal forces allow centrate (filtrate) to pass through the cloth/screen whilst

particles accumulate in the form of a filter cake. The cake may subsequently be

washed by sprays and/or allowed to deliquor prior to discharge. Variants of the

basket filtering centrifuge differ primarily in the process limitations imposed by the

axis of rotation.

Horizontal axis: The fully automated horizontal axis basket, or peeler, centrifuge

operates for most of its cycle at constant rotational speed to give a g-factor up to

2200 g (see Fig. 10.22). The operating cycle is generally shorter than for vertical

axis machines and, with less time lost for acceleration and deceleration, higher

throughputs can be achieved. Solids are discharged at moderate speed at the end

of the cycle by a rigidly constructed peeler, sometimes with the aid of a

compressed gas jet or reciprocating knife. The relatively high speed discharge

can induce glazing of the cake heel and hence reduced centrate flow rates in

subsequent cycles. Horizontal axis centrifuges tend to be more expensive than

equivalent capacity vertical axis machines.

Vertical axis: The vertical axis basket centrifuge, which is also known as the three-
column or pendulum centrifuge, allows the feed suspension to be introduced

when the basket is either stationary or rotating at a moderate speed. The

rotational speed is often varied through a cycle with cake washing and

deliquoring being performed at high speed (~1500 rpm) and cake discharge at

a lower speed (~60 rpm). On bottom driven machines the basket is usually lifted

out manually to allow for cake discharge. Generally more expensive top driven

machines are employed for heavier duties and faster filtering feeds. These units

are discharged automatically by plough or with the assistance of a gas jet and/or

compressed gas blow-back when a residual heel of cake is unacceptable. For

cakes that are inherently hard a partial length plough that moves up and down the

axis of the basket can be used. Due to uneven cake formation, washing perfor-

mance can be variable.

Fig. 10.22 Photograph of a horizontal peeler centrifuge with the front end casing open to facilitate

safe operator inspection of the interior (left, Courtesy of Thomas Broadbent & Sons) and schematic

showing the principal features (Courtesy of Filtration Solutions, UK). In a centrifuge the filtrate is

known as centrate
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10.4.2 Cone Screen

Typical uses: Continuous deliquoring of suspensions containing relatively free

filtering solids.

A cone screen centrifuge comprises of a conical perforated metal screen across

which wet solids slide after filtration from relatively high concentration suspension

(Fig. 10.23). During their passage, the solids, in the form of a cake, can be washed

by sprays and/or deliquored prior to discharge at the wider end of the cone. The four

variants of cone screen centrifuge differ primarily in the manner in which the solids

are caused to translate along the screen:

Slip discharge/wide angle cone: In these vertical or horizontal axis machines the

cake is caused to move by providing a cone with a half-vertex angle in excess of

the angle of friction between the cake and the screen. The cone angle is critical

for good operation and is typically in the range 25–35�, though the lubrication

provided by the liquid in the cake can greatly assist the sliding operation and

particularly toward the start of the translation process. Whilst good deliquoring

is generally achieved with centrifugal forces up to 2900 g, the rapid transit of

solids through the centrifuge means there is a limited time available for washing

on the angled surfaces of the cone. Slip discharge centrifuges are best suited to

the processing of fairly coarse, fast filtering, granular solids.

Vibratory/oscillatory: These centrifuges work on a similar principle to the slip

discharge centrifuge, however, the addition of an eccentric vibratory drive

facilitates use of a cone angle lower than the angle of friction between the

cake and the screen. Cone angles of 13–18� are common and vibrations in the

Fig. 10.23 Schematics of two variants of cone screen centrifuge, slip discharge/wide angle cone

(left) and single stage worm screen (right) (Courtesy of Filtration Solutions, UK)
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region of 1700 min�1 induce partial fluidisation of the cake which enhance its

translation across the screen to give throughputs as high as 350 te h�1. As

relatively low centrifugal forces are generated (typically below 120 g),

deliquoring and centrate clarity can sometimes be poor and this may in turn

lead to lower quality particle and liquid products. Both horizontal and vertical

axis machines are available and these are best suited to the processing of

relatively coarse, fast filtering solids.

Tumbling: A gyratory motion of the screen bowl about a vertical axis causes the

inclination of the cone walls to alter about the angle of friction between the cake

and the screen. The tumbling of the cone induces intermittent cake movements

and throughputs up to 120 te h�1. Despite relatively modest centrifugal forces,

deliquoring can be very good. However, tumbling centrifuges are usually only

employed when washing is not required and coarser, faster filtering solids are

present in the feed. Variations of cone angle and the speeds of rotation and

gyration dictate the compromise between throughput and final moisture content

of the cake.

Worm screen: Also known as the conveyor discharge or screen scroll centrifuge,

the worm screen centrifuge causes solids to move along the cone via an internal

screw conveyor. The conveyor rotates at a differential speed to the cone screen

and centrifugal forces below 2600 g facilitate reasonable throughputs. The

presence of the conveyor can sometimes lead to particle breakage and abrasion

problems, as well as relatively poor washing. There is a compromise between

throughput and final cake moisture and this is dictated by the conveyor speed.

Typical cake residence times on the screen lie in the range 4–15 s. Worm screen

centrifuges are available in either vertical or horizontal orientation and are most

frequently used for the processing of fibrous solids/particles. More sophisticated

versions employ cones with up to four stages that allow cake formation, two

periods of displacement washing (with the potential for segregation of the wash

liquors) and final deliquoring to take place.

10.4.3 Pusher

Typical uses: Deliquoring of relatively coarse particulate suspensions where good

cake dryness at discharge is required.

The horizontal axis pusher centrifuge is probably the most commonly used

design employing a continuous feed of suspension. A single-stage machine com-

prises of a rotating cylindrical screen bowl into which suspension is introduced and

filtered to form a cake. A plate positioned at the closed end of the bowl reciprocates

with a 20–80 mm stroke at up to 100 strokes min�1 to push the forming cake toward

the open end of the bowl and discharge. During transition across the screen, the

cake may be washed by sprays and efficiently deliquored as a result of the 500–

1700 g centrifugal forces generated and 6–20 s cake residence times. In order for
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the pusher centrifuge to work correctly the formed cake must have sufficient

strength to withstand buckling and slide efficiently across the screen.

For weaker, more friable cakes, or cakes containing finer particles of greater

frictional resistance, a multi-stage unit may be needed (see Fig. 10.24). These more

expensive machines include a sequence of up to four, relatively short, concentric

bowls with progressively increasing diameter. The solids are pushed more readily

along the shorter bowls by the reciprocating piston and an ability to separate wash

liquors allows for improved washing. The transfer between the bowls tends to lead

to cake break-up which can enhance the deliquoring process.

As the open end of a bowl in a pusher centrifuge does not have a retaining lip

there is an ‘overflow limit’ which generally limits solids throughputs to 80 te h�1

for single-stage machines and ~45 te h�1 for multi-stage machines; some manu-

facturers claim maximum throughputs of 100 te h�1. The operation of both single

and multi-stage centrifuges with solids below 100 μm can be problematical due to

blockage of the filtering screen.

10.4.4 Baffle Centrifuge

Typical uses: Deliquoring coarse particulate (e.g. polymer pellet) suspensions

where good cake dryness is required.

The family of baffle centrifuges are representative of specialist continuous

filtering centrifuges. Both the baffle ring and screen baffle centrifuge can achieve

very low residual moistures in granular type materials by causing particles to

bounce against (baffle like) obstructions inside the rotating bowl to release addi-

tional surface and occluded liquids. Although baffle centrifuges are relatively

expensive and restricted to operations with certain types of materials, their use

can prove advantageous when other alternatives are unsuitable.

Fig. 10.24 Schematic of a three-stage pusher centrifuge (left, Courtesy of Filtration Solutions,

UK) and photograph of a pusher centrifuge (right, Courtesy of Andritz)
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10.4.5 Inverting Bag

Typical uses: Semi-continuous deliquoring of suspensions where complete cake

discharge and high purity need to be maintained.

The inverting centrifuge (Fig. 10.25) operates semi-continuously via automatic

control and features a horizontally mounted, cylindrical drum between 0.3 and

1.3 m diameter which restricts filtration area to ~2 m2. Suspension is introduced to

the drum through gravity by means of a rigid filling pipe that projects through the

solids discharge chute. The amount of material delivered is continuously monitored

with a non-contact, load cell system resembling a beam type balance.

A typical cycle involves initial cake formation, intermediate deliquoring, rins-

ing/washing followed by final deliquoring. For discharge, a unique mechanism

allows the end of the drum to open through a translational movement and the

cake solids are removed completely under rotation as the filter bag inverts through

the discharge chute. In this way cloth blinding is avoided and the entire cycle can be

performed under high purity conditions. To improve deliquoring the pressure in the

filling pipe and internal chamber of the drum can be raised, although any process

advantages are offset by the increased mechanical complexity.

10.4.6 Modelling of Filtration

Fundamental theory for fluid flow through porous media has not been used gener-

ally for design calculations in filtering centrifuges, instead reliance is often placed

Fig. 10.25 Schematic of the inverting bag centrifuge which can meet clean room requirements, be

totally enclosed and gas tight to maintain an inert atmosphere (Courtesy of Filtration Solutions,

UK)
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on practical experience and empirical approaches. Modelling difficulties arise from,

for instance, the sometimes short processing times, uneven cake formation, variable

feed properties, movement of the filter cake through the centrifuge and premature

settling of particles. However, the general principles involved can be illustrated

with a simple geometry like that associated with a basket centrifuge (see

Fig. 10.26); the axis of rotation may be either horizontal or vertical.

By considering a differential cylindrical element of filter cake between radii

r and rþ dr, and assuming that Darcy’s Law is valid for a basket radius r0, height
h and angular velocity ω, the volumetric flow rate of centrate can be expressed as:

q ¼
ρlω

2

2
r20 � r2l
� �

μρsαavCav

2πh
ln

r0
rc

� �
þ μR

2πr0h

¼
ρlω

2

2
r20 � r2l
� �

αavμMs
ln r0=rcð Þ

2πh πh r20 � r2c
� �� �þ μR

2πr0h

ð10:37Þ

where r0 is the inner radius of the basket, rl the radius of the liquid layer, rc the time

variant radius of the cake andMs the mass of solids in the cake. Values for rc can be
obtained from a volumetric balance that equates the solids in the centrifuge feed to

the increase of cake volume in the basket

rc ¼ r20 �
Vs

πhCav 1� Vsð Þqt
� �0:5

ð10:38Þ

where Vs is the solids volume fraction in the feed suspension. Use of Eqs. (10.37)

and (10.38) allows the amount of liquid removed and solids accumulation in the

bowl to be determined as a function of time. Similar theoretical analyses are

available for pusher centrifuges [10, 35].

Fig. 10.26 Schematic cross-section through a centrifuge basket showing the filter medium, cake

and liquid layers, and defining the notation used for the analysis of centrifugal filtration (Courtesy

of Filtration Solutions, UK)
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10.4.7 Modelling of Cake Washing and Deliquoring

Cake washing and deliquoring on filtering centrifuges is modelled in a similar

manner to that described in Sects. 10.2.8 and 10.2.9. For deliquoring the principal

differences relate to a design chart where the plot of SR vs. θp
* involves a family of

curves with each curve corresponding to a specified value of rc/ro, and θ and p* are
defined slightly differently to account for the centrifugal driving force. There is also

no corresponding air/gas flow design chart, again because of the different manner in

which the process is driven.

10.5 Centrifugal Sedimenters

Sedimenting centrifuges, which typify this category of equipment, employ centrif-

ugal forces to accelerate the settling of particles (or liquid droplets) within rotating,

solid walled equipment. With no filtration occurring, a density difference must exist

such that the denser material in the feed preferentially settles to the wall where it is

removed in a concentrated form. The clarified phase is also discharged, often at the

opposite end to the feed position. Both batch and continuous types are available and

typical duties range from the clarification of dilute suspensions to the thickening of

fast settling slurries. When fast acting flocculants are used to aid separation, the

shear resistance of flocs is an important factor as centrifugal forces can be high

depending on the type of machine. Some typical characteristics of sedimenting

centrifuges are shown in Table 10.4 and exemplar capital equipment costs for

variants made from stainless steel can be estimated using equations adapted from

Leung [15]:

Tubular bowl D ¼ 4� 15cmð Þ : < $140, 000

Disk D ¼ 0:15� 0:9mð Þ : $60, 000 � $350, 000

Decanter D ¼ 0:3� 1:3mð Þ : �1:2	 105D2 þ 5:6	 105D� 36000 $

ð10:39Þ

10.5.1 Tubular Bowl Centrifuge

Typical uses: Batch clarification and (occasionally) particle classification.

The tubular bowl centrifuge shown in Fig. 10.27 is usually regarded as the most

efficient of the industrial sedimenting centrifuges with separating forces in the

range 14,000–65,000 g. The circular bowl, which typically has a diameter between

4 and 15 cm and an aspect ratio between 4:1 and 8:1, is vertically mounted and

rotates at up to 50,000 rpm. The relatively dilute feed suspension is introduced at

the bottom of the bowl via a distributor and centrate overflows from the top. The

normally denser solids accumulate at the wall of the bowl from where they are
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Table 10.4 Typical characteristics of some industrial sedimenting centrifuges

Tubular

bowl Basket Disk stack

Scroll

decanter

Centrifugal force or

g-factor (g)

14,000–

65,000

Up to

1600

Up to 14,000 2000–6000

Rotational speed (rpm) 50,000

(max)

450–

3500

3000–10,000 1600–6000

Mode of operation Batch Batch Batch or continuous Continuous

Throughput (m3 h�1) <5 6–10 1–100 <150

Sediment condition Pasty, firm Firm Pasty, flowable !
firm

Pasty,

granular

Bowl diameter (m) 0.04–0.15 0.3–1.8 0.15–0.9 0.15–1.4

Bowl height or length (m) 0.2–0.75 0.2–0.8 Depends on

no. disks

0.35–4.5

Solids dryness index 3 S 2 S 2 S 4 C

Washing index – – – 3

Liquid clarity index 6 5 – 4

Particle breakage index 5 5 6 3

Particle size in feed (μm) 0.1–100 0.1–100 0.1–100 1–5000

Feed conc. (%w/w) <5 <5 0.05–10a 4–40

Power requirement (kW) <4 10–40 1–90 4–450
aDepends on variant

Fig. 10.27 Operating principle and general form of the tubular bowl centrifuge (left) and basket

sedimenting centrifuge (right) (Courtesy of Filtration Solutions, UK)
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manually discharged at the end of a batch cycle; the discharge process is sometimes

aided by the inclusion of paper liners. Due to the narrowness of the bowl the

efficiency of separation is significantly influenced by solids accumulation at the

wall and throughputs are restricted to <5 m3 h�1 with dry solid yields of up to 4 kg

per batch.

10.5.2 Basket Centrifuge

Typical uses: Recovery and concentration of solid sludges.

The basket bowl centrifuge (Fig. 10.27) works on similar principles to the

tubular bowl centrifuge. Semi-continuous operation is achieved, however, by

using a bowl diameter between 25 and 180 cm and a much lower aspect ratio of

~0.6:1. The solids accumulate on the wall of the imperforate bowl and liquid

overflows via a weir at the top. Cake discharge is performed manually on small

machines with the bowl stationary. With larger machines the supernatant liquid

remaining in the bowl is siphoned-off using a skimmer pipe and the solids on the

wall are removed automatically with a plough, sometimes at a reduced bowl speed.

Basket bowl centrifuges operate at rotational speeds of 450–3500 rpm to allow

throughputs in the region 6–10 m3 h�1. The use of relatively low g-forces in the

single bowl centrifuge (<1600 g) has led to the development of multi-bowl basket

centrifuges which comprise a series of concentric bowls mounted on a common

vertical shaft to facilitate higher g-factors of ca. 5000–9000 g. During rotation the

feed moves progressively from the inner to the outer bowl with ever finer particles

being removed each time. Multi-bowl basket centrifuges offer greater efficiency for

a given speed of rotation with the disadvantages of increased capital and operating

costs.

10.5.3 Disc Stack Centrifuge

Typical uses: Clarification and thickening to produce a solids sludge, useful for

bioprocessing.

The disc stack centrifuge is a versatile device which may be used for separating

mixtures in continuous, semi-continuous and batch configurations (see Fig. 10.28).

All except some batch operated machines are able to handle toxic, flammable and

volatile feeds at typical throughputs of up to 100 m3 h�1 (up to 200 m3 h�1 is

claimed in some cases). Particle-liquid and liquid-liquid mixtures can be separated,

and with more sophisticated units a three phase separation (two liquid and one

solid) is achievable. In all cases a sufficient density difference must exist between

the phases present in the feed.

Although variants exist, the generic type is characterised by an imperforate bowl

surrounding an inverted stack of 30–200 thin conical discs separated by 0.3–3 mm
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spacers. The disc spacing is dependent on the viscosity and solids content in the

feed and needs to be fixed accordingly, lower viscosities and solids concentrations

favour spacings below 1 mm. As the discs are spun on a common vertical axis the

process suspension, which is fed centrally from the top and assumed here to

comprise of particles dispersed in a single liquid, travels through the annular spaces

between the discs. Centrifugal forces up to 14,000 g cause the particles to accumu-

late on the underside of the discs from where they slide down toward the outer

periphery of the centrifuge bowl to form the sediment.

In batch units the sediment remains in the bowl until the so-termed ‘solids
handling capacity’ of the centrifuge is reached. At this point rotation stops and

the basket containing the sediment is manually replaced or a discharge valve on the

periphery of the bowl is manually operated to facilitate sediment removal. In

continuous units the sediment, which must be flowable, is automatically

discharged, sometimes intermittently, through nozzles positioned on the outer

periphery of the bowl; a typical centrifuge has between 12 and 24 nozzles of 0.5–

3 mm diameter. For sediments that exhibit poor flow characteristics, the ‘self-
ejecting’ design variant allows the bottom portion of the centrifuge to automatically

separate at periodic intervals and discharge the accumulated material.

Whilst disc centrifuges are able to accept a wide range of feeds, they are

mechanically complex and often expensive. Moreover, the close stacking of conical

discs means that mechanical cleaning is a challenge, and periodic chemical

cleaning (with its subsequent disposal issues) may be a necessity.

Fig. 10.28 Schematic of a nozzle discharge disc stack sedimenting centrifuge (Courtesy of

Filtration Solutions, UK)

370 S. Tarleton and R. Wakeman



10.5.4 Scroll Decanter Centrifuge

Typical uses: Relatively coarse deliquoring and clarification of suspensions.

The scroll decanter is a horizontally or vertically mounted centrifuge which is

best suited to the processing of free draining solids from higher concentration feeds

(see Figs. 10.3 and 10.29). In extreme cases throughputs of solids can be as large as

100 te h�1 whilst liquid throughputs are normally less than 60 m3 h�1. In a typical

unit a cylindrical bowl with a tapered, conical end (the beach) is caused to rotate at

speeds between 1600 and 6000 rpm. Inside the bowl a helical screw rotates at a

differential speed of up to�100 rpm. The feed enters through the central axis of the

centrifuge where inertial forces of less than 6000 g cause the denser solids to

sediment towards the imperforate wall of the bowl. The sediment is conveyed

co-currently along the walls of the bowl by the helical screw and moves through

the narrower conical end of the centrifuge to discharge. The liquid phase, which

may not always be clear due to the presence of fines, leaves the centrifuge via a weir

or ports at the broader end of the bowl.

In the alternative screen bowl design the conical section is shortened and a

supplementary cylindrical section which is perforated is attached in an effort to

promote enhanced deliquoring. Thus, both sedimentation and filtration can be

combined within a single unit. Other design variants rely on the addition of baffles,

helical discs, vanes, conical disc stacks or fins, all of which alter the flow and/or

residence time distributions within the centrifuge (e.g. Fig. 10.3).

When finer particles are being processed the flow properties of the thickened

solids can be poor and this leads to high helical screw torques and associated

mechanical difficulties. Wear problems on the screw are also caused by more

abrasive particles. Scroll decanters can be adapted for use with toxic, flammable

and volatile substances and there is some scope to perform (relatively poor)

washing.

Fig. 10.29 Schematic of a horizontal axis scroll decanter centrifuge. The motor drive for the bowl

and the gearbox required to produce the differential rotation speed between the bowl and screw

conveyor are omitted for clarity (Courtesy of Filtration Solutions, UK)
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10.5.5 Hydrocyclone

Typical uses: Suspension thickening, clarification and particle classification.

Another widely used form of centrifugal sedimenter is the reverse flow

hydrocyclone (Fig. 10.30). Either concentration or classification of solids can be

performed and the device is particularly attractive because it is relatively cheap,

compact, versatile and has no moving parts.

The basic unit comprises an inverted conical bottom section attached to a

cylinder containing a tangential inlet port. Feed is pumped through this port at a

mean velocity between 10 and 30 m s�1 whence geometry induced motion causes

the (usually denser) suspended particles to experience centrifugal forces of 70–

18,000 g. The combination of these forces and a swirling motion causes the larger

particles to exit as a suspension in the underflow stream at the bottom of the

hydrocyclone and the finer fractions to leave through the cylindrical vortex finder

at the top. With short residence times the particles and liquid move at relatively

high speeds and abrasion/particle breakage can sometimes be a problem which

necessitates the use of hard, and replaceable, internal linings.

Many standard sizes of hydrocyclone are available with cylinder diameters of 1–

30 cm and cone angles of 25–50�. The particle cut size, which is the size equally

likely to find its way into the underflow or overflow, is limited to about 5 μm and

Fig. 10.30 Cross-section through a reverse flow hydrocyclone showing the typical flow patterns

(left, Courtesy of Filtration Solutions, UK). The inset photograph (right, Courtesy of Axsia-

Mozley) shows a bank of six cyclones connected to a common feed manifold system
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dependent on several factors including the size and geometry of the hydrocyclone,

the inlet flow rate and the pressure drop across the unit. Separation is often more

effective (in terms of a lower cut size) with smaller diameter hydrocyclones as

higher tangential velocities can be achieved; in such cases overall throughput can

be maintained by using several units in parallel (see also Chap. 12).

10.5.6 Modelling

Noting that the modelling of sedimenting centrifuges is inherently difficult and that

all published models have their limitations, the most widely used and accessible

model for characterising separations is Sigma (Σ) theory which is originally

attributable to Ambler [1]. Sigma theory calculates the surface area of a static

settling tank that gives the same theoretical performance as the centrifuge. Sigma is

defined as

Q

nut
¼
X

ð10:40Þ

where Q is the volumetric feed flow rate, ut the Stokes settling velocity given by

Eq. (10.6) and n is a constant which is frequently taken as 2. The terms on the left

hand side of Eq. (10.40) are solely functions of the process material whilst Σ is

related solely to the characteristics of the centrifuge in accordance with the sample

formulae given in Table 10.5; alternative formulae and more specific ranges for Σ
are given in, for example, Leung [15] and Records and Sutherland [19]. Sigma

theory can be used for individual calculations, scaling from one geometrically

similar centrifuge to another and assessing relative performance.

Specific aspects for the design of hydrocyclones are provided by Svarovsky [25],

but see also Hoffmann and Stein [12].

Table 10.5 Sample formulae and guideline values for Σ

Centrifuge type Equation for Σ Σ values (m2)

Disk stack 2πω2 N � 1ð Þ R3
2 � R3

1

� �
3g tan θ

<150,000

Tubular bowl πω2L

g

r2o � r2l

ln
2r2o

r2o � r2l

� � � πω2L

2g
3r2o þ r2l
� � <5000

Decanter πω2

2g
L1 3r2o þ r2l
� �þ L2

2
r20 þ 3rorl þ 4r2l
� �� �

<25,000

In the table N is the number of disks, R1 the inner disk radius, R2 the outer disk radius, θ the conical
half angle, L1 the length of the cylindrical section and L2 the length of the conical section
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10.6 Gravity Thickeners

A class of solid-walled separator where gravitational forces are used to raise the

concentration of a suspension through sedimentation to produce a thickened sludge

underflow and a clear liquid. The rate of sedimentation should be as high as

reasonably possible to both increase throughput and reduce floor plan area. Sedi-

mentation rates are often artificially increased by the addition of (relatively expen-

sive) coagulants or flocculants. The cross-sectional area of a thickener controls the

time available for sedimentation and is important in determining clarification

capacity. The physical depth of a separator controls sludge thickening time and is

an important parameter in determining thickening capacity. Thickeners and clari-

fiers can be designed to operate in either batch or continuous modes, although most

commercial operations utilise the latter (see Table 10.6). An estimate for the capital

cost of gravity thickeners is based on the underflow volumetric flow rate (Qs) and

adapted from ASCE and AWWA [2]:

Gravity thickener Qs ¼ 0:002�0:5m3h�1
� �

:�3:1	105Q2
s þ3:6	105Qsþ39000$

ð10:41Þ

Table 10.6 Typical characteristics of continuous thickeners and clarifiers

Circular

basin

Circular high

capacity

Settling tank

or lagoon Deep cone

Lamella

separator Clarifiera

Diameter (m) 3–200 4–18 As required 3–25 As notedb 4–12d

Diameter/

depth ratio

2:1–>
10:1

3:1 1:1–>10:1 1:1–1:2 N/a Varies

Solids dry-

ness index

1 S 1 S 1 S 1 S 1 S 1 S

Washing

index

2 – – – – –

Liquid clarity

index

5 5 5 5 5 6

Particle

breakage

index

9 9 9 9 8 9

Particle size

in feed (μm)

0.1–500 0.1–300 0.1–500 0.1–500 1–150 1–50

Feed conc. (%

w/w)

<20 <15 <20 <20 <15 <15

Rake motor

torque (Nm)

3000–

8	 106
n/a – <14	 106 – n/a

Power

requirement

(kW)

1–35 n/a – As notedc – n/a

aPrimarily used to recover clear liquor from dilute suspension, but operate on a similar principle
bTypically 1/5–1/10th the footprint of a circular basin thickener with an equivalent settling area
cDependent on the rheological properties of the underflow, but tends to be higher for a given

diameter compared to a conventional thickener
dRectangular versions are also common
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10.6.1 Circular Basin Thickener

Typical uses: Larger scale thickening and deliquoring of solids from relatively

dilute suspension.

The circular thickener comprises a relatively shallow, open top cylindrical tank

with either a flat bottom or a bottom shaped in the form of an inverted cone (see

Figs. 10.3 and 10.31). The feed mixture is gently and continuously introduced to the

feedwell in which exists a pool of settling suspension along with any additional

coagulant or flocculant. With settling and thickening proceeding, clear liquid is

removed via an annular weir at the top of the unit and solids sludge (sediment) is

removed from a ‘well’ at the bottom. Slowly rotating arms (or rakes) mounted on a

central drive head aid the thickening process by directing the sediment towards the

well for subsequent discharge, and by creating channels for the release of further

liquid from the sediment. The construction and form of the rake are important

design parameters as is the rating of the motor in the central drive head which must

be capable of moving the rake through the sediment, both during normal operation

and during start-up of the rake after a stoppage. Lifting devices are often employed

to position the rakes at the optimum height within the basin and thus prevent

damage due to excessive torque requirements.

Tanks with a diameter smaller than 25 m are usually formed from steel and have

flat bottoms with rake arms at an angle less than 10�. Larger tanks between 25 and

200 m diameter are made from a combination of concrete and steel and employ

rakes designed to match the angle of the conical bottom. Circular thickeners are

frequently constructed to large scales and can be used to raise suspension concen-

tration prior to another solid/liquid separation process.

Continuous discharge of solids from a gravity settling tank can be achieved

without mechanical aid if the tank is shaped so that the sludge flows naturally

towards the discharge port. This requires relatively steep sided conical vessels; the

angle of the cone is generally 40–60� and thus the diameter of a settling tank is

Fig. 10.31 Schematic of a circular basin thickener showing rakes, drive head and walkway

(Courtesy of Filtration Solutions, UK)
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invariably rather less than a thickener. A diaphragm baffle is located near the base

to prevent arching of solids across the outlet port.

Particularly large volumes of slowly settling slurries (which are also of low

value) may be thickened in lagoons if land is not at a premium. Lagoons usually

need to be lined to prevent seepage and are rarely an environmentally friendly

option which limits their use.

10.6.2 High Capacity Thickeners

Typical uses: Separation of rapidly settling solids where available space is at a

premium.

High capacity thickeners work on a broadly similar principle to conventional

thickeners. However, by the correct use of high molecular weight, fast acting

flocculants, large flocs that sediment very quickly can be generated to provide

thickeners with high solids handling capacities and relatively small floor plan areas.

A raised underflow concentration tends to be promoted by an increased thickener

depth. Although high capacity thickeners have found many uses, particularly when

a significant amount of fines are present, they do not represent a replacement for

conventional thickeners as flocculant usage is notably higher and thus more costly.

10.6.2.1 Circular

The circular high capacity thickener is similar in general form to a conventional

circular basin thickener (see Fig. 10.31), however, cylinder diameters are generally

limited to between 4 and 18 m. Units are constructed from steel and include a

cylindrical top portion, an inverted cone bottom section and an angled rake system

mounted on a central drive head. Suspension throughputs are limited to about

4000 m3 h�1.

10.6.2.2 Deep Cone

The deep cone thickener is again broadly similar in form to a conventional

thickener (see Fig. 10.31) but the sides of the cylindrical section are longer in

relation to the diameter and the inverted cone has much steeper angle in the region

of 37�. Although originally conceived on a relatively small scale, units with

diameters up to 24 m are now commonly available to process suspensions at

throughputs of 850þm3 h�1; a 40–45 m diameter version is also available. A

paddle/rake system rotating at speeds between 0.25 and 2 rpm is usually added to

aid the thickening process and facilitate final sludge/paste concentrations of 70þ%

w/w. Although deep cone thickeners are relatively cheap to install and occupy a

relatively small floor plan area compared to their throughput the operating costs can

be higher. The flocculants required to promote efficient settling and operation are
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generally expensive and raised power inputs may be needed to maintain the stirring

action of the paddle through (the often shear thinning) pastes that are characteristic

of the high viscosity underflows.

10.6.2.3 Lamella

The lamella separator is characterised by an essentially rectangular tank containing

a series of closely spaced rectangular plates inclined at an angle of ~50� to the

horizontal (see Fig. 10.32). The plates, which effectively increase the available

settling area, allow the sedimenting solids from the feed to slide down their upper

surfaces towards a sludge hopper. The clarified liquid overflow is removed from a

suitable opening near to the top of the tank. Commercial designs exist for three

basic flow arrangements, namely cross-current, co-current and the most popular

counter-current where the feed and clarified liquid flows can be most simply

arranged. With plate spacings in the region of 50 mm, lamella separators offer a

compact design which may be up to 90 % smaller than an equivalent conventional

gravity settler. However, maldistribution and solids re-entrainment problems can

sometimes limit their effectiveness, a problem which also occurs in an alternative

design incorporating inclined tubes rather than plates.

Fig. 10.32 Operating principle of a Lamella separator (Courtesy of Filtration Solutions, UK)
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10.6.3 Modelling

Thickener design is traditionally based on either zone sedimentation or compres-

sion subsidence in order to establish critical thickener dimensions [9,11].

Zone sedimentation models are characterised by the approaches of Coe and

Clevenger [4] and Talmage and Fitch [26], and rely upon graphical analysis of

batch settling curves (Fig. 10.4); see also Kynch [13]. Both require jar settling

experiments to be performed, although the method of Talmage and Fitch is gener-

ally preferred as (i) the amount of laboratory work required is much reduced and

(ii) thickener capacity is underestimated such that there is an over-design in terms

of floor plan area. Although there are exceptions, the model of Talmage and Fitch is

generally best suited to unflocculated suspensions.

In flocculated systems, the flocs are essentially a networked structure of parti-

cles, and may have a very high porosity and be of considerable size. Therefore, even

at low concentrations flocs may not settle as separate entities. As settling proceeds a

compressive stress is developed in the forming sediment, so the flocs are not

supported solely by their hydrodynamic drag. A suspension in compression should

exhibit a compressive yield value which is a function of the solids concentration.

These arguments underpin compression models such as those proposed byMichaels

and Bolger [17], and Landman and White [14].

The most appropriate approach is often based on the material being separated.

For instance, in the gravity thickening of biological sludges there is a strong

emphasis on the compression mode of thickening whereas the design of thickeners

for metallurgical and chemical suspensions relies heavily on behaviour in the

settling zone. It is common to employ the theory of Talmage and Fitch to predict

thickener area requirements from laboratory tests. However, when the feed suspen-

sions are flocculated it is probably more appropriate to model the process on the

basis of compression subsidence. The interested reader is directed toward the

recently published work of Concha [5] which provides more detail on the modelling

of gravity sedimentation.

10.7 Membrane Filters

Whilst it is evident that many of the separators in Sects. 10.2, 10.3, 10.4, 10.5, and

10.6 can effectively separate particles of less than 10 μm, when there is a significant

fraction of fine material in the feed suspension, then its separation can become

significantly more challenging. To be able to separate sub-micron and nano-sized

materials it is common practice to use membranes. The principal characteristics of

the most pertinent variants are shown in Table 10.7.

In the context of this chapter, membrane filters can be classified according to

whether they are operated in a deadend mode (e.g. clarification and sterile filtration,

where the feed moves normal/directly toward the membrane) or a crossflow mode
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(e.g. thickening, where the feed moves tangential to the membrane to limit material

deposition at the surface). Crossflow filters, with membrane areas at the bench scale

of a few cm2 to whole plants containing 1000s of m2, are then differentiated

according to the pore size in the membrane or according to the size of contaminant

they will remove from the process stream. In crossflow (or low shear) filters the

filter surface is stationary, and these are distinguished from dynamic (or high shear)

devices which usually contain a moving surface. MF, UF, NF and RO units are

similar in general form and by way of example some features of MF and UF are

described in this section. The interested reader is directed to texts such as Cheryan

[3] and Schaefer et al. [21] for more specific details.

10.7.1 Low Shear Crossflow

Low shear crossflow filters units usually comprise either a single membrane module

or several modules arranged in a series configuration. The feed suspension is

pumped at a constant rate and pressure into the module(s) and caused to flow

tangential to the stationary semi-permeable membrane surface(s) at a typical linear

velocity of 1–2 m s�1. The shearing action at the membrane surface(s) limits

material deposition to produce a relatively rapid permeate (liquid) flux decline

toward the start of filtration followed by a near constant separation rate. In normal

operation the permeate is collected and the retentate of thickened suspension is

recirculated until the desired solids concentration is achieved, or pumping can no

longer be performed satisfactorily.

Particulate deposition, fouling and adsorption of molecular species at the mem-

brane surfaces often lead to lower than expected permeate fluxes. Whilst chemical

cleaning and periodic backflushing/backpulsing with permeate or compressed gas

can temporarily increase fluxes, large installed membrane areas may be required to

achieve the desired separation rates. This, in conjunction with the pumping duty,

means that both capital and operating costs of membrane units can be higher.

Table 10.7 Typical characteristics of some membrane separations

MF UF NF RO

Separation

principle

Size Size, charge Size, charge,

affinity

Size, charge,

affinity

Typical rejected

species

Silts, bacteria,

cysts

Proteins, viruses,

endotoxins

Sugars,

pesticides

Salts, sugars

Separated size (μm) 0.1–20 0.001–0.1 ~0.001 <0.0001

Pressure (bar) 0.2–1 1–5 3–15 10–60

Flux (m3 m�2

day�1 bar�1)

>2 0.2–3 0.05–0.5 0.02–0.2

Recovery 90–99.99 80–98 50–95 30–90

MF is microfiltration, UF is ultrafiltration, NF is nanofiltration and RO is reverse osmosis
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However, such costs are frequently offset by the ability to perform separations that

are difficult, if not impossible, to achieve economically by other means and both

ultra- and micro- filters are becoming the technology of choice in several industrial

sectors.

In UF, which is typically used to separate macromolecules, viruses, bacteria,

colloids and very fine suspended particles, the membranes are almost exclusively of

an asymmetric, microporous construction and available with pore ratings in the

range 0.001–0.02 μm. These are manufactured as microporous structures from a

range of polymers and ceramics and formed as either flat sheets or tubes for use in

one of four basic arrangements (see Fig. 10.33 and Table 10.8). Ultrafilters are

usually operated as multiple-pass thickeners in either batch or continuous ‘feed and
bleed’ modes (see Fig. 10.34) where the latter can be cascaded ca. three to seven

times to produce a multi-stage recycle configuration.

Plate and frame: Flat porous plates covered with polymeric membrane material are

assembled with alternate hollow spacers to produce a crossflow system where

feed moves through the annular spaces between adjacent membrane surfaces.

Although now largely superseded by other designs, this variant is still available

with membrane areas up to 80 m2.

Fig. 10.33 Examples of common crossflow membrane arrangements. (a) Spiral wound; (b)
tubular monolith; (c) plate and frame; (d) hollow fibre (Courtesy of Filtration Solutions, UK)
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Tubular monolith: A thin membrane layer which facilitates the separation is

formed on the inside of a more robust, and open, monolith support. In earlier

examples the separating layer was formed to constant depth along the length of

the monolith, however, newer designs employ a progressively reducing depth

that promotes better overall flux performance. A typical monolith is made from

alumina or zirconia ceramic and may contain more than 30 individual channels

of 4–7 mm diameter and length up to 1 m; some silicon carbide versions can

contain over 200 flow channels. The feed passes along the inside of each channel

to enable a separation to proceed. As many as 300 individual monoliths can be

assembled into a module that is similar in form to a single-pass shell-and-tube

heat exchanger.

Hollow fibre: Up to several thousand small diameter (ca. 40 μm to 2 mm), hollow

tubular membranes are externally sealed at both ends into a larger diameter,

solid cylindrical housing. The pressurised feed stream usually flows into this

polymeric lumen with the permeate moving radially outward through the fibre

walls (‘inside-out’ filtration). Hollow fibre systems can also be designed to have

the feed flow on the outside of the fibres with the permeate collected from the

Table 10.8 Relative comparisons between membrane arrangements

Parameter Spiral wound Tubular Plate and frame Hollow fibre

Availability UF UF and MF UF and MF UF and MF

Membrane surface per

module volume (m2 m�3)

600 25–50 350–600 600–1200

Investment cost Medium High High Low

Operating cost Low High Low Low

Flow control Fair Good Fair Good

Ease of in-situ cleaning Poor-fair Good Fair Fair

Fig. 10.34 Batch (left) and ‘feed and bleed’ (right) membrane plant configurations (Courtesy of

Filtration Solutions, UK). The retentate from one ‘feed and bleed’ loop can be used as the feed to a
second loop (and so on) in order to produce a cascaded or multi-stage configuration
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inside of the fibres (‘outside-in’ filtration). Although hollow fibre ultrafilters

offer the advantage of a large membrane area in a small volume, they can be

prone to blockage, greater membrane fouling and also cleaning problems.

Spiral wound: Spiral modules are constructed using flat sheet polymeric mem-

branes in the form of a pocket, consisting of two membrane sheets separated by a

highly permeable mesh spacer which defines the region for permeate flow. The

assembly is sealed using an appropriate epoxy or polyurethane adhesive along

three edges. The open side of the pocket is glued to a central perforated tube that

is used to collect the permeate flow. Several of these pockets are spirally wound

around a single collecting tube using a feed-side mesh as a spacer between the

pockets to establish the required feed channel thickness. Like the hollow fibre

arrangement, the spiral wound module offers a large membrane area within a

small volume but again suffers from potential blocking and cleaning problems.

Microfilters, which are used for the separation of viruses, bacteria, colloids and

fine suspended solids, differ from ultrafilters primarily in the pore size range and

construction of the membranes used to achieve a separation but are otherwise

broadly similar. The polymeric, flat sheet types are usually of a symmetric con-

struction and exhibit either microporous or track-etched forms to facilitate either

depth or surface filtration. These membranes are manufactured with pore ratings of

0.02–10 μm. Ceramic and metal microfilters are also available for more extreme

duties, e.g. pH range 0–14, as either flat sheet or tubular forms with pore ratings

between 0.05 and 8 μm or 0.2 and 20 μm, respectively.

10.7.2 High Shear Crossflow

High shear crossflow filters offer many of the advantages of the low shear filters

described in Sect. 10.7.1, but with the potential benefit of higher fluxes. Several

variants exist.

A typical unit comprises a cylindrical pressure vessel enclosing 12–15 filter

leaves of ~0.5 m diameter. The preferred type uses static circular filter elements

with solid discs mounted between. The discs are attached to a central shaft rotating

at constant speeds up to 2000 rpm. The rotation ensures the generation of relatively

high shear forces and local suspension velocities in excess of 10 m s�1. The feed is

pumped into the pressure vessel at a rate dependent on its filtration characteristics

and separation proceeds to produce a thickened suspension. As the feed thickens it

invariably becomes more viscous with the result that significant rotational energy

can be transferred to the feed in the form of heat and, perhaps more importantly,

higher motor currents are required to turn the central shaft and discs. These

disadvantages are offset by the inherent ability of the filter to decouple the shear

generated at the separating surface from the overall suspension throughput. A

typical filter utilises flat sheet microfiltration membranes or tightly woven, multi-

filament filter cloths.
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Technical alternatives include versions where the filter media themselves rotate

and a variant that employs vibration of the elements to enhance filtration. For the

latter up to 100 double-sided, flat disc filter elements separated by thin spacers are

clamped together, mounted within a vertically mounted cylindrical vessel and

caused to vibrate by a motor drive assembly close to their resonant/natural fre-

quency. Oscillatory motion in the plane of the horizontal elements produces a shear

rate up to 150,000 s�1 which is many times greater than that observed in typical low

shear crossflow filters. In this manner rheologically sensitive feeds can be processed

and filter areas up to 200 m2 can be accommodated.

10.8 Outlook for the Future

Whilst incremental improvements will continue to be made in the mechanical

design and operation of separation equipment, many of the recent, and likely future,

developments in filter technology centre around improvements to filter media. The

introduction of, for instance, composite media which incorporate polymer coatings

[16], multi-layer media with complex weaves and combinations of different media

types, activated media which facilitate both filtration and adsorptive capacity [24],

functionalised media for selective separations (e.g. membranes) and the inclusion

of nanofibre webs in otherwise conventional filter media has allowed for improved

separation efficiencies at lower pressure drops and reduced operating cost.

Although still largely in their infancy, technologies such as 3D printing to create

new filter forms by successive layer formation [29] and the use of carbon nanotubes

in new membranes for water purification [7] offer great potential going forward.

Developments in filter media have not only been driven by better science and

engineering but also by the increased use of computational fluid dynamics (CFD).

CFD incorporates a powerful suite of tools for modelling fluid flow that has

facilitated not only simulations of filter media [34] but also closer examination of

the flow patterns in, for instance, gravity sedimenters and centrifuges. It is likely

that CFD will continue to grow in prominence in future years, however, it is

important to realise its limits and the ongoing need for experimentation. We are

still a considerable way from being able to predict equipment performance from a

basic knowledge of equipment characteristics and, more pertinently, fundamental

fluid and particle properties and their interactions. This situation is reflected in

Sects. 10.2, 10.3, 10.4, 10.5, and 10.6 where there is often a need for empiricism or

heuristics in the models presented. Computer programs such as Filter Design

Software [8] go some way to providing automated calculations of equipment

performance (and selection/scale-up), but until tractable and accurate models of

fundamental suspension behaviour are developed it is unlikely that we can progress

beyond the widespread use of heuristics and personal experience when designing

and specifying filtration and sedimentation equipment.
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10.9 Definitions, Abbreviations and Symbols

Reynolds number dimensionless number describing the ratio of inertial and

viscous forces; its value indicates the type of fluid flow

(e.g. laminar, turbulent)

Schmidt number dimensionless number describing the ratio of momentum

diffusivity to mass diffusivity

ASCE American Society of Civil Engineers

AWWA American Water Works Association

MF microfiltration

NF nanofiltration

RO reverse osmosis

UF ultrafiltration

A filtration area, m2

Ap area of cloth in a single tilting pan, m2

c effective concentration of solids in feed or suspension, kg m�3

C cake solids volume fraction

Ce modified consolidation coefficient, m2 s�1

Ce0 modified consolidation coefficient at unit applied pressure, m2 s�1 kPa�γ

C0 cake solids volume fraction at unit applied pressure, kPa�β

d diameter of a filter candle, m

di inner diameter of filtering surface on a disc or table, m

do outer diameter of filtering surface on a disc or table, m

D diameter of drum, basket or vessel, m, or molecular diffusivity of solute,

m2 s�1

DL axial dispersion coefficient, m2 s�1

Dn dispersion number

F fraction of solute removed from a filter cake by washing

FD drag force on a sphere falling through a fluid, N

g acceleration due to gravity, m s�2

h height of centrifuge basket, m

hB filter belt width, m

hD drum width, m

i number of drainage surfaces

jII consolidation area factor applied to 2-dimensional expression

k permeability, m2

L thickness of filter cake or length of centrifuge bowl, m

mav ratio of mass of wet cake to mass of dry cake

m mass of particle, kg

M moisture content of a filter cake (ratio of mass of liquid in cake to total

mass of wet cake)

Ms mass of solids in a filter cake, kg
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N number of disks in a centrifuge

n compressibility index or efficiency factor in a sedimenting centrifuge

nd number of discs

np number of tilting pans

p pressure, usually hydraulic pressure delivered by the pumping system, Pa

Δp pressure difference, Pa

pb threshold pressure or vacuum, Pa

p0–p3 pressure at a given position, Pa

q ¼ dV /dt, volume flow rate of liquid (e.g. filtrate), m3 s�1

Q volumetric feed flow rate, m3 s�1

Qs volumetric sludge (underflow) flow rate, m3 s�1

r radius of rotation, m

rc radius of cake layer in centrifuge, m

rl radius of liquid layer (or pool/pond) inside a centrifuge, m

r0 inner radius of centrifuge bowl/basket, m

R resistance to fluid flow through a filter medium, m�1

R1 inner radius of a conical disk, m

R2 outer radius of a conical disk, m

Re Reynolds number ¼ ρlucxc=μl, where uc and xc are characteristic velocity
and linear dimension, respectively

s mass fraction of solids in a feed suspension

S saturation, volume of liquid in a cake per unit volume of the voids

Sc Schmidt number ¼ μl= ρlDð Þ
SR reduced saturation

S0 specific surface of particles, m2 m�3

S1 irreducible saturation

t time, s

Tc dimensionless consolidation time

u superficial velocity, m3 m�2 s�1, or particle-fluid relative velocity, m s�1

ut terminal velocity, m s�1

vB linear velocity of a filter belt, m s�1

V, Vf filtrate volume, m3

Vs solids volume fraction in a suspension or solid/liquid mixture

W wash ratio (amount of wash liquid passed through a cake per unit amount

of liquid in the cake at start of washing)

x particle diameter/size, m

z co-ordinate direction, or length of filter devoted to a particular process

α specific resistance of a filter cake, m kg�1

α0 specific resistance at unit applied pressure or at zero applied pressure, m

kg�1 kPa�n

β compressibility index

γ compressibility index

ε porosity, volume of voids per unit volume of filter cake (or porous medium)
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λ compressibility index

μ viscosity of liquid in a feed or filtrate, Pa s

v consolidation index

θ dimensionless time, or conical half angle of a disk, �

ρ, ρl density of liquid in a feed or filtrate, kg m�3

ρc bulk density of a filter cake, kg m�3

ρs density of solids or particles, kg m�3

σ surface tension, N m�1

φ fraction of filter area

ω angular velocity, s�1

ω0 volume of solids per unit filter area, m3 m�2

Subscripts

av average value

c referring to consolidation phase

f referring to filtration phase, or to filtrate

l referring to liquid phase

s referring to solid phase

w referring to washing phase

0 initial value, unless otherwise stated

1 equilibrium value

Superscripts

* dimensionless value (unless otherwise stated)
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Chapter 11

Flotation

Henk G. Merkus

Abstract The recovery of valuable minerals has developed in the twentieth

century into a major economic activity. Flotation processes are now the preferred

technique for recovery because of a better understanding and treatment of ore

surfaces for selective and improved mineral recovery as well as improvements to

the equipment used in the process. Flotation is also applied for treatment of waste

water and de-inking of recycled paper. This chapter gives an overview of the

flotation process, its background, the equipment used and the important role it

plays in the recovery of precious materials from waste.

11.1 Introduction

Modern flotation technology has a long history of more than a century. It typically

uses air to remove particles from a suspension and is based on the differences in

surface properties. The first idea that differences in surface properties can be used to

separate sulfide and non-sulfide minerals appeared in the British patent of 1860 by

W. Haynes [7]. The first commercial flotation plant was built in 1877 by the Bessel

brothers in Dresden, Germany, to improve the graphite quality from corresponding

ores, after adding some oil to the particulate mass and then water, first by boiling the

water to use the steam bubbles and later by producing carbon dioxide from alkali

carbonate plus acid [2, 3, 6, 10]. Its more wide-spread application in the mining

industry began around 1900 when several patents were granted that were still

primarily based on empirical findings. The first commercial process in mineral

processing was introduced by Potter and Delprat at a mine in Broken Hill,

Australia, in 1905. During the twentieth century more knowledge was gained

about the mechanisms and chemicals that had been developed, as well as the effect

of different particle sizes, and this enabled selective separation of different
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minerals. This and the development of new equipment significantly increased the

effective utilization of mineral resources, even of low-grade ores. Nowadays,

about two billion tons of ore per annum are processed world-wide by flotation.

At the same time, flotation has also successfully been applied in treating waste

water (removal of fats, oil, grease and suspended solids) and in paper recycling

(de-inking).

11.2 The Flotation Process

Flotation is a process that separates various particles based on differences in their

surface properties through using air/gas bubbles.

In the minerals industry, flotation consists of the following steps:

(a) comminution of the ore to small particles

(b) addition of chemicals to enable the selective attachment of target particles to

air bubbles and sometimes to cause flocculation

(c) addition of air (gas) bubbles to attach the particles and transport them to an

upper froth layer

(d) separation of froth from pulp and gangue, including froth washing

(e) thickening and drying of the flotation product to obtain the valuable mineral.

Ad a. The comminution goal depends on the distribution of the valuable mineral in

the ore as well as on the potential of the particles to be collected by the gas

bubbles. Comminution is usually executed sequentially by blasting, crushing

and milling (see also Chap. 6). Many minerals have an oxide surface, other

minerals have, e.g., a sulfide surface, which can oxidize easily in contact with

air. When oxide surfaces of such sulfide minerals are to be avoided, then wet

milling in a nitrogen environment is often applied. The typical particle size of

the minerals in flotation is about 50–120 μm, but smaller sizes (down to about

1 μm) and larger sizes (up to 250 μm) may also occur. In conventional machines,

ultrafine particles require very long residence times, while very coarse particles

are easily detached from the bubbles. Since comminution requires a lot of

energy, optimization of the subsequent steps can save much money. Note that

sedimentation of valuable mineral particles may be applied when their size is

larger than about 70 μm. The comminution step is usually unnecessary in

treatment of wastewater and in recycling of paper.

Ad b. In the flotation process for separation of minerals, surface chemistry is the

principal determinant for success. Adhesion of particles to air/gas bubbles

selectively occurs if their surface is hydrophobic. The application of specific

chemicals and pH can make this process specific for a given mineral. While the

chemicals modify the solid surfaces in a way that results in specificity, the

surface active agents (surfactants) enable a hydrophobic particle surface to

displace water by air and to make the adhesion of the particles to air bubbles

attractive. See further Sect. 11.3.
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Ad c. Small air or gas bubbles (about 0.3–3 mm size) are created to levitate the

particles to an upper froth layer that can be easily separated from the tailings.

Particles attach to bubbles only if their surface is sufficiently hydrophobic so that

air can replace the water surrounding the particles. Moreover, the bubble size

needs to be sufficient to levitate the particles. This gives an upper limit to the size

and number of attached particles. Note that flocs are assemblies of small

particles connected by weak attractive forces and occupying a large volume,

so that they have only a small relative density relative to the real particle density.

Ad d. The separation of froth and pulp is based on the density difference between

the two, due to the presence of air in the froth. A stable layer of froth of

controlled depth forms in the flotation vessel. A countercurrent flow of clean

water can be used in some instances, to wash entrained impurities or gangue

back into the cell. The froth flows over the top of the flotation vessel, carrying the

valuable particles.

Ad e. The recovery of the valuable material from the froth requires thickening,

filtration, drying and smelting. If it is waste material, no further cleaning is done;

only its volume is reduced to a minimum – e.g. by thickening and drying – for

economic reasons. The rejected gangue material is usually discharged to a dam

or sedimentation basin.

11.3 Flotation Background

As indicated in the previous section, adhesion of the particles to air or gas bubbles –

for oxide surfaces aided by the addition of various specific chemical substances – is

essential to an optimum and selective flotation process. Flocculation may be helpful

as it may contribute to improved dewatering of the froth. The chemicals all have

their own functions in enabling and optimizing the selective separation of one or

more specific minerals from an ore. They can be grouped into [1, 15]:

– frothers: i.e. neutral substances that control the bubble size and the stability of

the froth through concentration in the bubble surface. Examples are: polyethyl-

ene glycols, polypropylene glycols, (branched) aromatic and aliphatic alcohols

and triethoxy butane;

– collectors: i.e. surface-active agents (surfactants) that adsorb to or react with the

surface of the particles and cause them to become hydrophobic. Examples are:

water-soluble xanthates, dithiophosphates, dialkyldithiocarbamate, various oils,

alkyl sulfates and alkyl sulfonates;

– modifiers: i.e. inorganic or organic substances that control the pH of the pulp or

modify the electric surface charge. Examples are: inorganic acids, alkalis and

sodium carbonate;

– activators: i.e. chemicals that react with a specific mineral surface, thus activat-

ing collector adsorption onto the surface, which then enables flotation. Examples

are: ferric chloride for quartz and copper sulfate for sphalerite (ZnS);
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– depressants: i.e. chemicals that adsorb or react with the solid surface and prevent

collector adsorption or bubble attachment to unwanted mineral surfaces through

making them hydrophilic. Examples are: starch, sodium silicate, sulfur dioxide,

sodium cyanide and alkali sulfides;

– flocculants: i.e. natural and synthetic polymers that assist in dewatering of the

flotation concentrates through adsorption to adjacent particles. Flocculation is

promoted by low or zero electric surface charge, i.e. near the iso-electric pH.

Thus, adequate treatment of the surface of the target mineral that results in

selective hydrophobicity, as well as good contact between particles and air bubbles,

are necessary requirements for optimum and selective flotation.

Broadly speaking, it can be said that a particle can have either a polar or a

non-polar surface. Oxide surfaces are typically polar; carbonaceous or sulfide

surfaces are non-polar when treated with a suitable collector. Polar surfaces usually

are hydrophilic: they readily adsorb water and other polar substances, so that

particles having such surfaces do not easily attach to air bubbles in an aqueous

suspension. Non-polar surfaces are hydrophobic: they repel water, so readily make

contact with an air-water interface. Particles that are naturally hydrophobic often do

not require collectors for flotation. On the other hand, the surface of sulfides may be

oxidized and so easily become polar. The same holds for graphite and coal.

The surfaces of suspended inorganic particles in water typically bear an electric

charge. The sign and amount of this charge depends mainly upon the pH, through

reaction of surface groups with protons (Hþ) or hydroxyl ions (OH�) and/or

through adsorption of oppositely charged ions. Usually potential energy curves

are used to represent the interaction between particles as a function of their

separation distance. By convention, repulsive forces have a positive sign and

attractive forces a negative sign. The net potential energy curve, i.e. the balance

between repulsive and attractive forces with varying distances, determines the

stability of a dispersion (Fig. 11.1). If there is a maximum, its height indicates the

potential barrier for clustering; if there is a minimum, its depth reflects the stability

of a cluster. When the attractive forces are relatively strong, the dispersion will be

unstable. At increasing repulsive forces, the dispersion first becomes metastable

and then stable. A reasonably stable suspension shows a significant primary

maximum.

At very short particle distances, strong repulsion occurs by overlap of the

electronic clouds of atoms or molecules, which prevents particles from coming

within overlapping distance. At a distance between particles of about 1–100 nm,

ionization of molecules at the particle surface or adsorbed ions leads to repulsion of

particles (electric and/or steric repulsion). Also, the Van der Waals attractive forces

are significant. This may result in an agglomerated situation for the particles at the

so-called primary minimum. Such agglomeration is undesirable if dispersion is the

goal; it may be wanted, though, e.g. for easier collection of particles. The balance of

repulsive and attractive forces often also leads to a primary maximum in the net

potential energy curve. The height of this maximum should be at least an order of

magnitude larger than the kinetic energy (kT) of the particles for adequate stability
of a dispersion. Dispersions are unstable if such a primary maximum is too low or
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absent. In this case, Brownian motion can bring the particles within attraction

distance. A secondary minimum may also occur. Then, the particles will show

flocculation, where the attraction is only weak.

Repulsion may have an electrostatic and/or a steric cause. The electric charge of

the surface of the particle is usually the origin of repulsion. Sometimes strong

adsorption of multivalent ions causes the presence of a double layer near this

surface with a net electric charge. Its magnitude strongly depends on concentration

and valence of electrolyte ions present in the suspension (Figs. 11.2 and 11.3).

The electric charge at oxidic surfaces of particles determines their properties,

when they are dispersed in water. If the water contains dissociated electrolyte

species, the ions with an opposite charge will be strongly attracted to the surface

of a particle and form the so-called Stern layer. The potential change in the Stern

layer increases with concentration and valence type of the electrolyte. If the counter

ions at the surface of the particle are polyvalent, this may lead to reversal of the sign

of the potential in the Stern layer (see lower curve in Fig. 11.3). The thickness of the

Stern layer corresponds approximately to a monolayer of ions.

Outside the Stern layer there is a diffuse ionic atmosphere in which the

potential falls to zero in an exponential manner relative to the inverse of the

distance from the Stern layer, with a characteristic distance 1/κ, the statistical

thickness of the double layer or Debye length (at half the potential of the Stern

layer, or 0.5ψδ). This Debye length is related to the dielectric constant of the

medium, the ion concentration in the bulk liquid, the valence of the counter ion

and the temperature. In this diffuse layer, thermal agitation permits free movement

of the ions. The distribution of positive and negative ions is not uniform, but is

governed by the sign and magnitude of the potential at the boundary of the Stern

layer.
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Fig. 11.1 Schematic diagram of potential energy vs. distance of two colloid particles in a

reasonably stable suspension [11]; (Copyright Springer; reproduced with permission)
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Additionally, solvation may occur at the surface, probably by charge-dipole

interaction. The thickness of this water layer is one to two molecules. This layer

of adsorbed ions and water is so strongly bonded that it moves with the particle.

Thus, it is included in the hydrodynamic diameter of a particle. It can also be

concluded that the surface of shear is outside the Stern layer. The potential at the

surface of shear is called the zeta potential (ζ). It is measured as the potential of

moving particles in an electrical field. The zeta potential is considered to be the

relevant parameter for description of the interactions between charged parti-

cles. An increase in the electrolyte concentration produces a decrease of the

ζ-potential, since more of the potential drop occurs within the immobile part of

the double layer, i.e. the solvation layer. The working distance for these electro-

static repulsive forces may exceed 100 nm at low electrolyte concentrations

(e.g. 10�5 M). High electrolyte concentrations decrease this working distance

significantly (e.g. to about 1 nm at 0.1 M).
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With regard to flotation, the most important parameter for describing the behav-

ior of minerals in water is their value of surface charge in relation to the pH. This

holds especially for the pH for the iso-electric point (IEP), also called the point of

zero charge (PZC), where the zeta-potential is considered to be zero. This IEP is

quite different for different minerals (see Table 11.1).

It is generally assumed that flotation collectors are active as counter ions in the

electrical double layer. Thus, their hydrophilic head is adsorbed to the surface and

the hydrophobic tail is directed outwards. For oxidic minerals, flotation recovery

with adsorbed anionic collectors is appreciable only at pH values below the IEP,

with cationic collectors only at pH values above the IEP. For example, in the case of

corundum, the anionic sodium dodecylsulfonate gives best flotation recovery below

pH 7, the cationic dodecylammoniumchloride at pH 10–12. At very high pH, there

are insufficient ammonium ions available to bind the collector to the surface since

the pKa of dodecylamine is 10.4 [4]. Note that the length and type of the alkyl group

is also of importance for the optimum pH range.

It is interesting to see that the bi-functional surfactants, containing a polar,

hydrophilic head and a non-polar, hydrophobic tail, are being used for making

hydrophilic oxidic surfaces hydrophobic in order to enable flotation, as well as for
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making hydrophobic surfaces hydrophilic for better dispersion in water, both at

very low concentrations.

The activation for flotation of oxidic minerals results from reaction or strong

adsorption of multivalent ions to the mineral surface that influence or even reverse

the sign of the potential (see Fig. 11.3, lower line). It will be clear that the surface

needs sufficient charge to enable this adsorption. The collector molecules then

adsorb to this intermediate layer of counter ions within the Stern layer.

Depression is the opposite of activation. It prevents adsorption of the collector

applied at surfaces of minerals for which flotation is not desired.

Frothers are usually non-ionic surfactants or alcohol type molecules that at very

low concentrations (often at 5–50 ppm) stabilize bubbles, control their size and are

stable over a wide pH range. Fairly low molecular weight (MW) is regarded as

important because it increases flotation kinetics. The main advantage of the higher-

MW polyglycols is that they exhibit selectivity towards specific chemical surfaces

of minerals. Sometimes mixtures of low- and high-MW frothers are used e.g. when

coarser particles must be floated [14].

The wettability of a surface depends upon the balance of interfacial energies (γ)
between the solid (S), liquid (L) and gas (V) phases – γSL, γSV and γLV – as expressed
in the Young-Dupré equation [13]:

γSV � γSL ¼ γLV cos θ ð11:1Þ

where θ is the contact angle between a liquid droplet and the solid surface.

Wetting occurs when the surface energy of the solid exposed to the atmosphere

is greater than that of the liquid, i.e., when the interfacial surface energies are in the

order γSV> γSL> γLV. The driving force for wetting is γSV� γSL. The resisting force
is the energy required for increasing the surface area of the liquid drop. The same

equation is valid for the ease of removal of water by air/gas. In qualitative terms,

ease of wetting is opposite in effect to ease of liquid displacement by air.

Table 11.1 Iso-electric

points for different mineralsa
Material Iso-electric pH

Silica (quartz) SiO2 2.2

Talc Mg-silicate 3.5

Cassiterite SnO2 4.5

Hematite, natural Fe2O3 4.8–6.7

Anatase TiO2 5.9

Rutile TiO2 6.0

Geothite FeOOH 6.7

Boehmite AlOOH 7.8

Diaspore AlOOH 8.8

Zinc oxide ZnO 9.0

Corundum α-Al2O3 9.1

Magnesia MgO 12
aThe exact IEP values vary to some extent as they depend upon

impurities and surface structure
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As indicated in Fig. 11.4, there is no wetting when the contact angle θ is 180�

(cosθ¼�1). Neither is the liquid able to penetrate into inter- or intra-particle pores.

Thus, displacement of water by air is easy. Wetting starts to occur and water

removal by air becomes more difficult when the driving force approaches γLG,
i.e., with decreasing contact angle θ.1 For θ greater than 90� (cos 90� ¼ 0), water

displacement by air is (fairly) easy and for smaller θ becomes increasingly difficult,

although for flotation purposes, it is known that best performance takes place when

the contact angle is in an intermediate range between 45 and 70�. The free energy
change (ΔG) accompanying the replacement of a unit area of the solid-liquid

interface by solid-gas interface is given by Dupré’s equation [5]:

ΔG ¼ γSV � γSL � γLV ð11:2Þ

or

ΔG ¼ γLV cosθ � 1ð Þ ð11:3Þ

Note that the stability of air bubbles is defined by their size and the interface tension

between liquid and air. In general, the presence of particles on the surfaces of

colliding bubbles leads to coalescence, although in some circumstances the parti-

cles may also prevent coalescence when an individual particle of a particular

contact angle acts as a stable bridge between them.

In addition to the delicate control of the mineral interfaces, the flotation process

requires efficient capture of specific mineral particles by the air bubbles. The size of

L

S

no wetting

SL SLSV

LV LVV

SV
γ γ

γ γ

γ γ
θ

θ = 180° θ > 90° θ < 90° θ = 0°

θ

complete spread

cosq = –1 cosq = 0 cosq = 1

Fig. 11.4 Spreading of liquid on a solid surface [11]; (Copyright Springer; reproduced with

permission)

1 Note that in this Fig. 11.4 a liquid droplet is drawn on the solid surface and the contact angle is

taken here at the droplet side; in mineral flotation technology an air bubble is typically drawn at the

solid surface so that the contact angle seems to be positioned at the other side (which is still at the

side of the liquid).
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these bubbles in conventional equipment is about 1–3 mm, in more modern

equipment about 300–600 μm. The contact between particles and bubbles is

governed by the available surface area of the air bubbles and the hydrodynamics

of the mixing equipment. It has been found that particle collection efficiency by

bubbles increases significantly by the above given decrease of the bubble size

through the increased number and total surface area of these bubbles per unit

volume of air [9] (see Table 11.2).

Conventionally, gentle stirring was applied to promote contact (aggregation)

between particles and air bubbles. Generally two types of aggregation are discrim-

inated, orthokinetic aggregation, originating from external forces, and perikinetic

aggregation, originating from Brownian motion. In the flotation process, usually the

orthokinetic type dominates; and only for sub-micrometre particles the perikinetic

aggregation may play a role. Contacts between particles and larger bubbles are

established somewhat more easily than with smaller bubbles because the liquid

stream lines around the rising larger bubbles are typically weaker. Thus, the mixing

of small bubbles with particles should be done while using larger forces, e.g. by

using mechanical agitators or jets.

As soon as contact is established, adsorption of the particle to the bubble surface

can start by displacement of any liquid film remaining in between them. Given good

conditions for a hydrophobic surface of the particles, this occurs within 100 msec

[12]. Adsorbed particles can be removed again from the bubble surface if the shear

forces are stronger than the adhesion forces due to turbulence in the equipment.

The number of particles that can be collected and levitated by air bubbles

depends on the size of the bubble as well as on the particle size and density. The

mass of the levitated particles must be smaller than the mass of the liquid displaced

by the bubble and particles together. If we neglect the mass of the air bubble itself

and the extra displacement of liquid by the particle attached to the air bubble, this

results in:

n � Dp
3 � ρ p < Db

3 � ρL ð11:4Þ

If we now assume that some 50 % of the density difference is to be used for

levitation, then the maximum size of a particle to be levitated by an air bubble

(n¼ 1) as well as the maximum number of particles of a given size can be easily

calculated from Eq. (11.4) through:

Dp, max ¼ Db � 0:5 � ρL= n � ρ p

� �1=3 ð11:5Þ

where:

Dp¼ particle size

Dp, max¼maximum particle size for entrainment by an air bubble

Db¼ bubble size

ρp¼ particle density

ρL¼ liquid density

n¼ number of particles attached to an air bubble.
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Table 11.2 gives some examples for the relation between bubble size and

maximum size of a single particle and maximum number of 50 and 10 μm particles

that can be levitated by a single bubble according to Eq. (11.5). The table also

presents the volume and area of a single air bubble of the given size, the number of

bubbles per ml air and the specific surface area of these bubbles.

The data in the table clearly show that the maximum number of particles that can

be levitated by a single air bubble for small bubbles is limited by particle mass, in

accordance with Eq. (11.5). However, for larger bubbles the limitation is set by the

surface area of the bubble (πDb
2) in relation to the cross sectional area of the

particles (1/4πDp
2), assuming a maximum coverage of 78 % of the bubble surface

by a monolayer of particles. Note that this coverage may change significantly in two

directions: to lower percentages if the residence time is insufficient to reach this

maximum coverage, and to higher percentages if the adsorption of particles to the

bubble surface is not limited to a monolayer but occurs in more layers.

The froth may not only contain the mineral particles that are adsorbed to the air

bubbles but also some small gangue particles, which are entrained by the liquid that

surrounds the froth bubbles. Coalescence of bubbles may also occur. Altogether,

some washing of the froth has to be executed to remove entrained gangue, to reach a

higher product grade.

The process water employed is typically polluted with chemicals and particles.

Both for economic and environmental reasons, it is almost completely recycled

after removal of the contaminants.

11.4 Flotation Equipment

Commercial flotation is a continuous process. Optimum conditions for recovery of

a given mineral from a given ore are usually determined in a laboratory. A simple

design is sketched in Fig. 11.5.

Following comminution of the ore to a pre-determined size distribution and

mixing with water, the required chemicals are added to the feed in the correct

concentration and order in a conditioner and sufficient time is given for condition-

ing. The mixture is then fed into a series of ‘rougher’ cells, where air is introduced
for flotation. Here the first part of the froth concentrate is collected with the

objective of removing the maximum amount of valuable mineral from as coarse a

particle size as practical. The remaining pulp part is then transferred to so-called

‘scavenger’ cells, where more of the target mineral is collected by flotation. The

objective of this scavenger section is to maximize recovery of the target mineral.

The froth coming from the scavenger cells is usually of low grade and is recycled

either to the conditioner or the first rougher cell. When treating a ‘complex’ ore,
i.e. one that contains a number of metals as sulfides, the tailings may enter into

another circuit for recovery of a second mineral, after adjustment of the pH and

addition of suitable activators and collectors.
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To improve the quality of the product by removing entrained tailings, the froth is

usually diluted with water and introduced into a series of ‘cleaner’ cells, where it is
refloated. The objective of these cleaner cells is to produce as high a concentrate

grade as possible. The cleaner tailings are combined with the froth from the

scavenger cells and recycled to the head of the flotation system.

The energy used in the comminution of ore is a major cost factor in mineral

processing. Therefore, often a fairly coarse fraction of ore is used first and some

intermediate comminution of concentrates and/or tailings is carried out prior to

their introduction into the next section in order to improve the recovery of the

wanted mineral at minimum cost.

Initially, mainly mechanical cells were used in the flotation process. A basic

mechanical cell is sketched in Fig. 11.6.

Pulp and air are introduced separately through narrow openings at the bottom of

the cell, which is equipped with an impeller. Air bubbles are generated by the shear

forces near the impeller. Their size is typically 1–3 mm. The target mineral particles

attach to the air bubbles, which levitate them to the froth layer, which is then

collected. The remaining pulp is fed into the next flotation cell for further recovery

of the mineral. The pulp exit is separated from the rest of the system by a baffle to

avoid the froth from exiting here as well.

Over the years, the complexity of the commercial equipment has increased to

improve its functionality, and other types of cell, such as flotation columns, have

been introduced. The first columns were designed so that the pulp was introduced at

the top, while air bubbles were formed using spargers at the bottom. The counter

current flow of pulp and air improved the contact between the two, but the columns

were very tall, typically 10–15 m in height. Later, the Jameson cell was developed

Reagents

Conditioner

One feed
pulp

Rougher cells

Scavenger cells

Concentrate

Tails

1

2

3

Fig. 11.5 Simple flotation circuit
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[8], which uses a jet of combined pulp and air feed to improve mixing, as well as

requiring less space than the earlier designs. In a still later design, conical diffusers

were placed below the downcomers in order to reduce the turbulence and the

resulting detachment of particles from the bubbles. The Jameson cell produces

much smaller bubble sizes, 300–600 μm on a number-basis and 360–950 μm when

area-weighted (Sauter diameter). Moreover, an external recycle system is included,

which compensates for fluctuations in the feed stream as well as gives about 40 %

of the tailings a second pass through the system. Wash water can also be added to

improve the quality of the froth. Improved mixing, the production of smaller

bubbles, recycling and inclusion of washing have together improved the efficiency

of the flotation process as well as the grade of the recovered mineral. Figure 11.7

gives an example of the Jameson cell.

It can be concluded that selective, economic flotation requires a complex and

highly interesting combination of surface chemistry, with chemical and mechanical

engineering:

– comminution of solids to an optimum particle size

– chemical modification of a target solid surface to enable selective attachment of

bubbles

– adequate understanding of interface behavior between solids, liquid and gas

– generation of air bubbles of optimum size in the pulp

– provision of optimum mixing and contact time between solid particles and air

bubbles

– minimization of detachment of particles from bubbles due to excessive

turbulence

Froth Concentrate

Pulp
(to next flotation cell)

Pulp
(from conditioner)

Air

(entrained or forced)

1

2

3

4

Fig. 11.6 Basic mechanical flotation cell
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– sufficient stabilization of the froth

– efficient separation and purification of the froth to reach a high-grade product

– good consideration of the economics of the various stages of the process.

It is to be expected that flotation technology will play an important role in the

recovery of precious, rare metals from new waste streams.

11.5 Definitions, Abbreviations and Symbols

Activator reagent that enhances the selectivity of the collector in

respect of a particular mineral

Collector reagent that attaches selectively to a mineral surface,

making it hydrophobic

Depressant reagent added to a mixture of minerals to prevent a

particular mineral from becoming hydrophobic

Frother surfactant added to the pulp to prevent bubble coalescence

in the froth and the pulp

Iso-electric point pH of a suspension when the zeta-potential is zero

Pulp mixture of (ore, etc.) particles and water

Sauter mean diameter area-weighted mean size; size of a ‘particle’ that has the
same area-to-volume ratio as a mixture of particles of

different sizes

Surface active agent chemical substance containing a polar, hydrophilic head

and a non-polar, hydrophobic tail

Surfactant surface active agent

Zeta-potential potential at the surface of shear of a particle in suspension

ERM
External
Recycle
Mechanism

Level
Control
Valve

Feed
Sump

Pump

Downcomer Downcomer
Feed

Entrained
Air

Slurry Lens
Orifice

Free Jet

Induction
Trumpet

Mixing Zone

Plunging Jet

Pipe Flow Zone

Feed

Washwater
(optional)

Air (from atm)

Concentrate

New Feed

Recycle
Flow

Final Tailing

Fig. 11.7 Sketch of an improved flotation cell (Jameson cell)
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IEP iso-electric point

L liquid

MW molecular weight

PZC point of zero charge (identical to IEP)

S solid

V gas

Db bubble size

Dp particle size

Dp,max maximum particle size for collection by an air bubble

ΔG free energy change

k Boltzman constant

n number of particles attached to an air bubble

T absolute temperature

γLV interface tension between liquid and gas

γSL interface tension between solid and liquid

γSV interface tension between solid and gas

θ contact angle between a liquid droplet and a solid surface

ρL liquid density

ρp particle density

ζ-potential zeta-potential
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Chapter 12

Classification

Henk G. Merkus

Abstract Particulate materials are produced intentionally or unintentionally in

many different processes. Classification is often required to produce a product

that has a given particle size range. In other cases particles have to be removed as

far as possible from a dispersion in a liquid or air/gas either to recover valuable

materials, or to eliminate health or explosion hazards, or to produce a clear fluid.

This chapter gives an overview of the available techniques, especially the applica-

tion and characteristics of (hydro)cyclones, since they are used in many applica-

tions. The application of computational fluid dynamics in combination with (new)

flowmeasurement techniques begins to provide new insight into the influence of the

details of cyclone design on the flow patterns, the collection efficiency, the cut size,

the pressure drop and potential erosion problems, and, thus, may relate to optimum

designs in relation to required tasks.

12.1 Introduction

Particles are produced intentionally or unintentionally in many different processes.

The processes occur in the liquid phase by e.g. crystallization and precipitation, or

in the gas phase by e.g. partial oxidation, or through comminution. The production

processes of many particulate materials produce a particle size distribution (PSD)

that is wider than the PSD required for application. Therefore, usually some kind of

classification process equipment is necessary to obtain the required PSD and, thus,

to optimize product quality. Often similar equipment is applied for removal of

suspended particles in air or liquid that are produced unintentionally. The goal is

then to provide for a clean fluid, to recover valuable materials, to ascertain optimum

human health, to eliminate explosion hazards and to avoid pollution of the envi-

ronment. This is, for example, necessary in the case of flue gases polluted with
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small particles. Note that nanometer sized particles in air or liquid (if insufficiently

stabilized) easily form agglomerates, which can be removed more easily in relation

to their much larger size.

Various processes and equipments are used for this classification in relation

to the type of fluid and the particle size (see Table 12.1) [6, 7, 14, 15, 20,

21]. Typically, each equipment for particle removal has a defined operational size

range and collection efficiency. Their mechanisms depend upon inertia, diffusion,

interception, gravity and electrostatic attraction of particles. The efficiency strongly

depends upon the particle characteristics, but also upon equipment design and

operating conditions. In general, the required efficiency plays an important role in

the decision on process and equipment. In case very wide size distributions have to

be handled, often different types of equipment are applied in series. Another

important point for the decision in selecting the process equipment is the pressure

drop and the related energy consumption. Finally, the maximum operating temper-

ature may be of importance, if high temperatures are employed in the preceding gas

phase processes.

Filter screens consist of woven cloth of given thickness. They collect particles at
the surface and/or in the narrow channels of the voids (depth) (Fig. 12.1). Usually

the coarse particles are collected at the surface, depth filters usually also collect

finer particles in the void channels. Fibrous depth filters often have a fiber percent-

age of only 10 % by volume, the rest being voids in tortuous channels. Then, the

combination of diffusion, interception, impaction and adsorption at the fibers take

care of fine particle removal. The ratio of these different mechanisms depends upon

particle size and filter type. As soon as the particles have formed an accumulated

layer on the filter, this layer becomes more important in the removal. Most often,

filter screens are used to clean gas and liquid streams, not for classification. After

some time of operation, they must be cleaned and, if wanted and possible re-used.

The maximum temperature depends on the type of cloth. Often only ambient

temperature is possible, some materials allow elevated temperatures. Filter screens

can have very high collection efficiency, e.g. HEPA filters more than 99.999 %.

Table 12.1 Classification processes

Carrier fluid Classifier type Cut size range, μm
Gas Filter screens 0.01–100

Electrostatic precipitators 0.01–10

Magnetic separators 0.1–10

Wet scrubbers 0.1–100

Cyclones 1–200

Gravitational sedimentation 20–>1000

Liquid Filter screens 0.01–100

Particulate beds 0.01–100

Hydrocyclones 5–200

Gravitational sedimentation 50–>1000

Sieves 50–>1000
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Note that the pressure drop is strongly dependent upon filter type and dust loading/

cake formation (see further Chap. 10).

Electrostatic precipitators collect particles, after they have been given an elec-

tric charge (typically induced by a high-voltage corona discharge), at electrodes

between which a strong electric field is set (high voltage). These precipitators are

mainly used for cleaning gases from entrained particles. Their main advantages are

the low pressure drop and the high collection efficiency even for very small

particles. Both solid particles and liquid mists can be removed. Elevated tempera-

ture of operation is possible.

Magnetic separators operate in a similar way as the electrostatic equipment,

except that no charging occurs and the separation by strong magnets depends upon

the magnetic properties of the particles. The pressure drop is low. Elevated tem-

perature of operation is possible.

Wet scrubbers use the collision of the particles with water droplets for particle

removal. It results in a high efficiency even for very small particles. Often, droplets

of about 0.5 mm are brought in contact with the gas to be cleaned, which can be

removed easily and with high efficiency from the gas. An advantage for flue gases is

that some gaseous pollutants are removed as well. A disadvantage for obtaining dry

particles is that the particles exit in the form of a (sometimes contaminated) slurry

that has to be dried (and cleaned).

Gravitational classifiers are in the most simple form large tanks, in which

particles can settle. Their operation fully depends upon (1) the sedimentation rate,

governed by the particle size, the density difference between the particles and the

fluid and the fluid viscosity, and (2) the residence time given in the tank for

sedimentation. Sometimes, different locations of the tank collect particles having

different sizes or densities. Stokes’ law can be used for calculation of the terminal

sedimentation rate for viscous-flow conditions at low particulate concentrations:

v p ¼
ρ p � ρ f

� �
gD2

St

18η f

ð12:1Þ

where:

vp ¼ terminal settling velocity of the particle

ρp ¼ effective particle density

ρf ¼ fluid density

g ¼ gravitational acceleration constant

DSt ¼ Stokes’ diameter of the particle

ηf ¼ fluid viscosity

Fig. 12.1 Sketch of surface filtration (left) and depth filtration (right)
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At increased particulate concentrations of suspensions in liquids, above a few %

v/v, particle-particle interactions start causing hindered settling and the liquid

viscosity increases in relation to the concentration [11] (see also Chap. 10).

Most gravitational classifiers operate at laminar flow conditions where turbu-

lence is avoided by using very simple equipment. The coarse particles settle to the

bottom of a settling tank, where they can be removed, the fines fraction moves with

the overflow. A multi-compartment design containing subsequent sections with

different residence times also offers the possibility of collecting different size

fractions.

Counter-current classification is also employed, in elutriators. Then, there is a

(narrow) section with counter-flow of suspension and clear, make-up water. Again,

the coarse particles settle if their sedimentation rate is greater than the counter flow,

finer particles move with the make-up water. Different designs exist with increasing

complexity.

Drawbacks of gravitational sedimentation are that only fairly coarse particles

can be removed easily and that the equipment to remove finer particles is generally

large in order to provide for sufficient settling time. For example, the settling rate in

water for a 10 μm particle having a density of 2500 kg/m3 is only 0.15 m/h, for a

50 μm particle 3.7 m/h.

Sieves collect particles that are larger than the apertures of the sieve. Similar to

the screens, collected particles can form a layer that contributes to the particle

collection, if the sieves have insufficient inclination or are insufficiently vibrated. A

parallel fluid flow may also be applied to remove and collect the particles contin-

uously. Sieves are used for removal of unwanted particles as well as for collection

of desired particles above a given size. The pressure drop is fairly low. In industrial

separations, both perforated-plate sieves (
500 μm) and woven-wire sieves

(
50 μm) are applied. Note that the shear by sieve screens also may be applied

for de-agglomeration of particle clusters in stirred suspensions.

Particulate beds operate similar to filters. They are e.g. applied in the form of

sand beds to remove particulate matter from drinking water in a similar way to

screens. An advantage is that they can be easily cleaned by application of a back

flush. The pressure drop is medium high.

Cyclones and hydrocyclones will be described in the next sections. Their

advantage over gravitational classifiers is that the larger centrifugal forces applied

enable higher collection efficiencies and much lower cut sizes. Also, they are

compact and take much less floor space. Thus, they are present at many different

locations in quite different processes.

Often, different techniques are applied in series. Reasons may be the reduction

of erosion of equipment by coarse particles and decreasing the particulate load of

equipment that requires low particulate concentrations, in relation to the particle

size and concentration range of the material produced. Examples are gravitational

settling chambers in front of cyclones, and cyclones in front of electrostatic

precipitators.

410 H.G. Merkus

http://dx.doi.org/10.1007/978-3-319-20949-4_10


12.2 (Hydro)cyclones

Cyclones have the advantages of high versatility, low investment costs and large

capacity range, in relation to the size of the cyclone (diameters from centimeters to

meters). The equipment is simple, robust and can be cleaned easily. The energy

required to overcome the pressure drop is low in the most simple equipment at

ambient conditions, where a simple fan or pump suffices. Gas cyclones can be

operated up till temperatures of 1000 �C and pressures up till 500 bar.

A cyclone consists of a cylindrical part at the top and a conical part at the bottom.

The feed enters, preferably without meeting any restriction, tangentially into the

cyclone at the top of the cylindrical part, causing a spiraling movement. There are

two exits: one at the bottom for the coarse particles (underflow) and one in the

center at the top for clear fluid and (very) fine particles (overflow).

Gas cyclones and hydrocyclones operate according to the same principles. The

only differences are the fluid density and viscosity. The most common type of gas

cyclone, the reversed flow cyclone, is depicted in Fig. 12.2, in combination with the

symbols for its relevant dimensions.

The optimum cyclone dimensions strongly depend upon feed characteristics and

requirements for efficiency and throughput. In addition to collection efficiency,

they determine the pressure drop and the energy consumption. The dimensions are

typically stated as a ratio of size to the internal diameter D. Some examples of the

geometrical dimensions are given in Table 12.2 for two conventional, but still

popular Stairmand gas cyclones (high efficiency HE and high flow rate HR)

[13, 15, 18–20].

Fig. 12.2 Schematic of a gas cyclone separator (Figure at right reproduced with permission by

Prof. R. Utikar [24])
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Note that these dimensions are, though popular, not the absolute optimum; other

authors have published slightly different preferences for the dimensions of general

purpose and high-throughput cyclones. The exit duct length S is usually slightly

greater than the inlet height a in order to prevent shortcuts of the inlet gas plus

particles directly to the exit. Further fine tuning of performance can be achieved for

specific cases by dedicated careful design through fairly small changes of a/D, b/D,
De/D and h/D, through using computational fluid dynamic modeling in combina-

tion with modern measurement techniques [1–4, 8, 9].

The gas laden with particles is brought tangentially into the cylindrical section of

the cyclone, usually through a rectangular entrance. It causes a high tangential

velocity, which in turn creates a strong vortex inside the cyclone body. Thus, the

particles are subjected to centrifugal forces which move them outwards to the

cyclone walls, in relation to their inertia and the opposed drag force, and down-

wards to the bottom, provided that they have a greater density than the fluid.

Typically, the centrifugal forces are an order of magnitude larger than the gravita-

tional forces. Coarser particles move closer to the wall than finer particles. The gas

flow in the outer cyclone section transports all particles to the bottom of the cyclone

(the apex of the conical part). Here, the coarse particles exit the cyclone, where they

are collected in a hopper, which is connected to the bottom outlet in an open but air

tight manner. The fluid with uncollected particles is now diverted into an upward

flow direction in the central part of the cyclone, spiraling at increased tangential

velocity. Then, after some interaction between the upward and the downward flow

due to the turbulent nature of the two flows, the air laden with uncollected particles

or clean air leaves the upper (air) exit through the so-called vortex finder, which has

its entrance slightly below the feed entrance. Note that high tangential velocities of

particles may result in significant erosion of the equipment, especially in case of

fairly coarse or abrasive particles.

Most commonly, gas cyclones are mounted vertically for easier discharge of the

particles from the cone; sometimes, they are used in a different orientation.

Hydrocyclones operate in a similar way. Here, only a liquid phase, having a

much greater viscosity and density, takes the position of the gas phase. Another

difference is that a greater proportion of the liquid phase exits with the particles

underflow than in case of gas. An amount of fine particles will always go automat-

ically with this liquid, thus decreasing the apparent separation efficiency [26]. The

measured grade efficiency curve is always corrected for this misplacement of fines

to yield the characteristic grade efficiency curve of the cyclone.

Some pressure drop exists over the cyclone, in relation to the cyclone dimen-

sions and the feed flow [5, 8, 12, 16–18, 27]. It is one of the major points in the

design of a gas cyclone as it involves its energy requirement. It consists of frictional

pressure losses, viz. pressure loss at inlet and outlet and losses due to changes in

Table 12.2 Examples of cyclone dimensions

Type H/D h/D a/D b/D B/D De/D S/D Θ, � Eu Stk50

HE 4.0 1.5 0.5 0.2 0.375 0.5 0.5 15 320 1.2·10�4

HR 4.0 1.5 0.75 0.375 0.575 0.75 0.875 10 46 6·10�3
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flow direction and a radial pressure gradient due to the rotational flow in the forced

vortex within the cyclone. The static pressure drop between inlet and outlet is

usually proportional to the gas flow rate squared. Their relationship is approximated

in a resistance coefficient, the Euler number:

Eu ¼ 2 � ΔP=ρ f � u2 ð12:2Þ

where

Eu ¼ Euler number

ΔP ¼ pressure drop

ρf ¼ fluid density

u ¼ characteristic linear flow rate

¼ 4Q=π � D2 ¼ Q=A ð12:3Þ
Q ¼ volumetric flow rate of the feed

D ¼ inside diameter of cylindrical part of cyclone

A ¼ cross sectional area of cylindrical part of cyclone

Figure 12.3 exemplifies the typical pressure drops observed at different flow

rates in cyclones.

A first indication for the pressure drop is often obtained from measurements

while using only gas without particles.

If such data is not available, the Euler number is often approximated from the

dimensions of the inlet and the outlet [13, 20]:

Eu ¼ π2 � D=að Þ � D=bð Þ � D=Deð Þ2 ð12:4Þ

The drawback of this equation is that it does not explicitly consider the vertical

dimensions of the cyclone. Shepherd et al. relate the pressure drop to the number of
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Fig. 12.3 Typical pressure drop against gas flow rate in a cyclone (Adapted from Ref. [25])
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inlet heads [16, 17]. The above application of the Euler number seems more

appropriate, since it leads to a better comparison of different designs [22].

The Euler number represents the ratio of pressure forces and inertial forces

acting on a fluid element. Its value is practically constant for a given cyclone

geometry, regardless of its diameter and operating conditions. Above a few g/m3

dust concentration, its value decreases by the increasing particle-particle interac-

tions with concentration that reduce the degree of turbulence:

Eu* ¼ Eu � 1� 0:02 � c0:6� � ð12:5Þ

where

Eu* ¼ Eu at increased dust load

c ¼ dust concentration

This empirical correlation holds for coal dust up till a certain level of dust

concentration, where higher levels would lead to negative values of Eu* [20]. Note

that the constants given in Eq. (12.5) depend upon the PSD and the density of the

solids. Note also that the same equation can be used for the pressure drop if the gas

velocity is kept constant, due to the direct relationship between Eu and ΔP.
In case operation is required at increased pressure and/or temperature, the gas

density has to be adapted to the actual conditions. This can be approximated by

using ideal gas theory:

ρg ¼ P �M=R � T ð12:6Þ

where:

ρg ¼ gas density

P ¼ pressure

M ¼ molecular weight of gas

R ¼ gas constant

T ¼ absolute temperature

Thus, the gas density increases in direct relationship with the ratio of pressures,

and inversely with the ratio of the absolute temperatures.

The gas viscosity can be assumed to be independent of the pressure and

proportional to the square root of the absolute temperature [15].

12.3 Collection and Separation Efficiency

Ideally, all particles above a given size – the cut point – would be collected, whereas

all smaller particles would pass. However, this is far from reality, where the

collection efficiency depends upon particle size and ranges around the cut point
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from 0 to 100 %. This is due to particle-particle interactions, particle shortcuts,

turbulence and fluctuations of the gas velocity. Thus, the collection efficiency is

usually expressed in so-called grade efficiency curves or Tromp curves (see

Fig. 12.4), which can be calculated from the measured mass flows and size

distributions of the feed and the coarse and fine fractions [7, 13, 20, 23]. The

measured grade efficiency curves used for characterization of hydrocyclone oper-

ation are most often corrected for the amount of fines that leaves the cyclone

through entrainment with the fluid in the coarse particles exit, which may be

substantial (about 10–25 % of liquid).

Figure 12.4 clearly shows that the collection efficiency increases with particle

size. As this is related to mass, it also increases with particle density.

In the collection efficiency, a distinction should be made between the total and

the fractional collection efficiency. The total collection efficiency is the ratio of the

mass of the coarse product collected to that in the feed, while assuming no

breakage, growth or losses of particles:

Et ¼ Mc=M ð12:7Þ

where:

Et ¼ total collection efficiency

Mc ¼ mass of the coarse product

M ¼ mass of the feed

Similarly, the fractional grade efficiency G expresses this ratio for the size

fractions. The cut point is the particle size where the particles have equal proba-

bility (50 %) for going into the coarse and the fines fraction (or passage to the air

outlet). In other words, 50 % of the particles having this size appear in the fines

fraction and 50 % in the coarse product. It is usually expressed as the D50 value
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Fig. 12.4 Example of a grade efficiency curve of a gas cyclone
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(13 μm in Fig. 12.4). Note that this cut size differs from the so-called analytical cut

size, which corresponds to the point where the amount of coarse material in the

fines fraction equals the amount of fines in the coarse fraction.

The ideal separation point can be derived by an analysis of the forces acting on

the particles, viz. centrifugal force, drag and buoyancy. The equilibrium between

these forces determines the orbit taken by a particle in the cyclone. It can be derived

from Stokes’ law that the critical particle size for ideal separation is [13]:

D2
p,crit ¼

18η f

ρ p � ρ f

� � UR

U2
θ,R

Ri ð12:8Þ

where

Dp,crit ¼ critical particle size for separation

ηf ¼ fluid viscosity

UR ¼ radial velocity component at cyclone wall

Ri ¼ inner radius of cylindrical part of cyclone

ρp ¼ effective particle density

ρf ¼ fluid density

Uθ,R ¼ tangential velocity component at cyclone wall

Note: In some literature, the aerodynamic size of the particles (particle density

1000 kg/m3) is used instead of the size with real particle density. This is highly

confusing if it is not mentioned.

As said above, ideal separations do not occur in practice. Instead, the grade

efficiency depends upon particle size, as exemplified in Fig. 12.4, and the cut point

is described in the D50 value where particles have equal probability of resulting in

the fine or the coarse fraction. The steepness of the grade efficiency curve, i.e. the

sharpness of separation, determines the amount of misplaced material, i.e. coarse

particles in the fines product and fines in the coarse product. It can be expressed

e.g. as the D25/D75 ratio (about 0.6 in Fig. 12.4; maximum typically 0.8 for high-

efficiency cyclones), or in case log-normal size distributions are used as the

geometric standard deviation GSD ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D84=D15ð Þp� �

.

Reasons for an apparent non-ideal separation may be:

– shortcut between the inlet and gas outlet streams near the vortex finder

– shortcuts between the downward and upward fluid streams through turbulent

eddies

– deviation from the optimum flow and pressure range of the cyclone

– entrainment of small particles into the coarse particle exit; this is especially

important in case of hydrocyclones where about 10–25 % liquid (containing an

equivalent of the small particles) leaves the cyclone with the coarse particles

– influence of particle-particle interactions on fluid flow at increased particulate

concentrations
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– adsorption of fine particles to the surface of coarse ones

– agglomeration of particles before or within the cyclone, especially at high

particulate concentrations and of very small particles in humid gases

– attrition of coarse particles

– re-entrainment of particles settled at the bottom section of the cyclone (due to

inadequate removal of these particles to the solids container and the strong

upward vortex in the solids exit)

– incorrect sampling, i.e. sampling the three flows (feed, underflow and overflow)

at different periods of time and fluctuating conditions

– better dispersion of particles during PSD measurement than in cyclone.

For a given cyclone geometry, both the total collection efficiency and the

pressure drop increase with increasing flow rate up to a certain point (B). Then,

the increased turbulence starts causing re-entrainment of separated particles and the

efficiency decreases upon further increase of the flow rate. However, the pressure

drop keeps increasing (see Fig. 12.5). Moreover, the tendency for erosion increases

with increasing flow rate. Thus, it is counterproductive and a waste of energy to

operate cyclones above this point and the most desirable operation is just below this

maximum point (range A – B). This is also the reason that a difference is made in

the designs of high-efficiency and high-flow rate/high-throughput cyclones (cf.
Table 12.2). The nominal flow rates in these cyclones are 1.5D2 m3s�1 for HE

cyclones and 4.5D2 m3s�1 for HR cyclones. In both types this leads to a linear

entrance velocity of approximately 15 m�s�1 [15].

Fig. 12.5 Correlation of total separation efficiency and pressure drop with gas flow rate in a

reverse flow cyclone [13] (Copyright Wiley; reproduced with permission)

12 Classification 417



12.4 Cyclone Design and Scale-Up

The dimensionless Stokes’ number, which represents the ratio of the centrifugal

force (less buoyancy) to the drag force, can be used for the scale-up of cyclones.

The relationship between the characteristic Stokes’ number and the cut size is given

by:

Stk50 ¼ D2
50ρ pu=18η f D ð12:9Þ

where

Stk50 ¼ characteristic Stokes’ number

D50 ¼ cut size of cyclone

ρp ¼ effective density of particles

u ¼ characteristic linear velocity of fluid

ηf ¼ fluid viscosity

D ¼ diameter of the cylindrical part of the cyclone

The cyclone diameter is regarded as the most important variable for the design in

relation to capacity and cut size. The rest of the geometry is usually chosen in

relation to this diameter, and to specific refinement of cut size or capacity, or to

specific properties (e.g. rheology) of the feed [7, 20].

As can be seen in Eq. (12.9), the cut size decreases at decreasing the diameter of

the cyclone of a given geometry while keeping the volumetric fluid flow constant.

The collection efficiency increases accordingly. This is due to the inverse relation-

ship of the linear fluid flow rate with the cyclone diameter squared (Eq. 12.3), and to

the fact that higher flow rates result in stronger centrifugal forces. Increasing the

volumetric flow rate of a cyclone has the same effect, up till the point of maximum

efficiency (see above). Decreasing the diameter and increasing the length of the

inlet and the gas outlet also slightly decrease the cut size and increase the collection

efficiency, through their influence on the linear fluid velocity.

If high volumetric flow rates and high throughputs are required, then typically

the diameters are relatively large in order to limit the linear velocity and to keep the

pressure drop low. This, however, results in lower grade efficiency. Generally, an

inverse relationship exists between the Euler resistance coefficient and the charac-

teristic Stokes’ number that can be approximated by:

Eu ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12=Stk50

p
ð12:10Þ

Thus, high values of the Euler number correspond to low values of the Stokes’
number, i.e. low cut sizes and high efficiencies, and vice versa.

The particulate concentration in gases influences the cut size and the total

collection efficiency above about 2 g/m3. At increasing concentration, the

particle-particle interactions are increased, which may lead to agglomeration of

particles, where the agglomerates are collected more easily due to their increased
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size than the primary particles that are taken as reference. Thus, the cut size may

decrease and the efficiency increase with increasing concentrations. It also means

that a design that does not account for increased particulate concentrations is

generally conservative with respect to its practical operation.

An empirical correlation for the decreasing Stokes’ value with the dust concen-

tration (c) is given by [10, 20]:

Stk50* ¼ c0=cð Þ0:4 � Stk50 ð12:11Þ

where

Stk50* ¼ Stk50 value at increased dust concentration

c0 ¼ low dust concentration

c ¼ actual dust concentration.

Note that the constant power (0.4) given in Eq. (12.11) may vary somewhat from

material to material, depending upon its tendency for agglomeration.

In hydrocyclones, the cut size usually increases and the collection efficiency

decreases at inlet solids concentrations higher than about 1 % v/v due to the

increased liquid viscosity [7]. Note that the viscosity of suspensions may strongly

increase above particulate concentrations of about 5–10 % v/v. Near maximum

packing of the solids in a suspension, the rheological behavior often becomes

non-Newtonian [11]. This, of course, makes predictions for the cut size more

complex.

For large industrial gas cyclones, both the characteristic Stokes’ number and the

Euler number are practically independent of the Reynolds number. Also, both

numbers can be regarded constant for a given set of geometric proportions of

cyclones relative to their diameter. For small diameter cyclones, changes in Reyn-

olds number may affect both the Stokes’ number and the Euler number, depending

upon cyclone characteristics.

The erosion of gas cyclones may become important when the particulate mate-

rials are abrasive, their particles larger than about 200 μm or their density high, and

gas velocities in the cyclones are high. Then, gravitational settlers are often

installed in front of the cyclones to remove the coarsest particles, for protection

against cyclone erosion.

In the last decades, the application of computational fluid dynamics (CFD), in

combination with flow measurements by Laser Doppler Anemometry (LDA), have

greatly increased the insight in the influence of the cyclone geometry on the flow

patterns and the efficiency (see example in Fig. 12.6) [1, 2, 24]. Two weak points

for using such simulations in the design are that there is not yet a universal theory

for all geometries and that high grid resolution and, thus, much computer time are

required for obtaining good results. This is caused by the fact that the turbulent flow

and the presence of particles make the simulations very complex, which requires

critical optimization of both models and parameters. Due to the fact that the

simulation results can be compared with measured data, good progress is made in
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this field, however. For example, Elsayed concludes from his simulation results that

the relation of the height and width of the cyclone inlet and the diameter of the gas

outlet to the diameter of the cylindrical part are the main geometrical dimensions

governing the collection efficiency and the pressure drop, in agreement with

experimental evidence. Moreover, he states that the results of his mathematical

simulations suggest that the cyclone pressure drop of the Stairmand HE model can

be significantly decreased and its efficiency increased by slight modifications of the

dimensions of the inlet, the length of the conical part and the diameter of the vortex

finder [2–4]. The simulation results can indeed be very informative. See, for

example in Fig. 12.6 at left, the very high, central upward flow rate near the solids

exit, which may cause re-entrainment of any particles that remain there, and the

indication for a shortcut near the vortex finder in the upper section [24].

Sometimes, only a single cyclone is used for particle removal. This is, for

example, the case if fairly innocent dusts are to be removed, e.g. saw dust. In

many other cases, however, it is advantageous to use cyclones in series or in

parallel. Reasons for application in series may be to collect the particles in different

size fractions and to increase the particles’ recovery. A reason for application in

parallel is if a high recovery is required at a high overall flow rate. In case of very

wide size distributions, other equipment can be applied as well in combination with

cyclones. As an example, gravity settling tanks placed before a cyclone have been

mentioned earlier for protection against erosion.

The economics and capabilities of the various types of classifiers can be com-

pared through plotting their electrical energy cost equivalent (EECE), which often

are a major part of the running costs, against their cut size for a plant of given

throughput of dust (see Fig. 12.7) [18, 20]. Although the data are dated (1965), the
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Fig. 12.6 Example of simulated flow pattern in cyclone [24] (Reproduced with permission of

Prof. R. Utikar)
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figure still offers a nice indication of the electrical running costs (through multipli-

cation with the actual electrical energy costs per kWh) and cut sizes of the different

types of equipment.

12.5 Definitions, Abbreviations and Symbols

Aerodynamic size size of a particle that has the same aerodynamic properties

as the particle of interest, while using a density of 1000 kg/

m3 instead of the real particle density

Classifier device that separates solids according to size (or density)

Collection efficiency efficiency for collecting coarse particles

Cut size particle size that has equal probability of reporting to

overflow and underflow

Euler number dimensionless number characterizing the pressure drop in a

cyclone (resistance coefficient)

Grade efficiency probability of any size fraction of reporting to the classifier

underflow

Reynolds number dimensionless number describing the ratio of inertial forces

to viscous forces; its value relates to the degree of

turbulence in particle movement (low values: laminar flow;

high values: turbulent flow)

Stokes’ number dimensionless number relating inertial and hydrodynamic

forces of a moving particle in a fluid

Tromp curve curve showing the probability of any size fraction of

reporting to the classifier underflow (grade efficiency curve)
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Fig. 12.7 Energy requirement vs. cut size relationship for 100,000 m3/h classifiers (Adapted from

Ref. [20]; data from Ref. [19])
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CFD Computational Fluid Dynamics

EECE Electrical Energy Cost Equivalent for running costs of equipment

GSD Geometric Standard Deviation

HEPA High Efficiency Particulate Arrestance

LDA Laser Doppler Anemometry

LES Large Eddy Simulation

% v/v percentage by volume

RANS Reynolds Averaged Navier-Stokes equation

a height cyclone inlet

b width cyclone inlet

D inside diameter of cylindrical part of cyclone

De diameter of gas exit

Dp,crit critical particle size for separation

DSt Stokes’ diameter of the particle

Eu Euler number (Eq. 12.2)

g gravitational acceleration constant

h height cylindrical part cyclone

H total height cyclone

M molecular weight of gas

P pressure

ΔP pressure drop

Q volumetric flow rate

R gas constant

Ri inner radius of cylindrical part of cyclone

Re Reynolds number

S length vortex finder

Stk Stokes’ number

Stk50 characteristic Stokes’ number used for cyclone design (Eq. 12.9)

T absolute temperature

Uθ,R tangential velocity component at cyclone wall

UR radial velocity component at cyclone wall

u characteristic linear flow rate

vp terminal settling velocity of the particle

ηf fluid viscosity

ηL liquid viscosity

θ angle between cylindrcal and conical part of cyclone

ρf fluid density

ρg gas density

ρL liquid density

ρp effective particle density
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Chapter 13

Storage and Discharge of Bulk Solids

Dietmar Schulze

Abstract In most industrial situations, powders and bulk solids have to be stored in

and discharged from bins and silos. This can result in – often unexpected –

problems, e.g., flow obstructions or segregation. Most of these problems can be

avoided by proper design of equipment with respect to the flow properties of the

bulk material to be stored. Especially important is the design of the hopper and all

downstream equipment (e.g., feeder) having an influence of the flow in the hopper.

In the present chapter the typical problems occurring in bins and silos are addressed,

and the design of hoppers and related equipment with the goal to avoid these problems

is outlined. Most important point is the determination of the hopper slope required to

avoid stagnant zones, and the outlet dimensions to avoid flow obstructions like stable

arches or ratholes. These quantities are calculated based on the flow properties of the

respective bulk solid. The flow properties are quantities like, e.g., compressive strength

and internal friction, and have to be measured with appropriate shear testers.

13.1 Introduction

Bulk solids (in the following the term “bulk solid” is used as the general term

covering powders, granulates, etc.) have to be handled or stored in nearly all

industries. Especially the discharge of bulk solids from silos, hoppers, transport

containers etc. may result in severe problems.

Figure 13.1 shows several problems which can emerge during the operation of

a silo. If the outlet opening is too small, a stable arch can form above the outlet

and the flow stops (Fig. 13.1a). If particles are not much smaller than the opening,

the reason for arch formation is the interlocking of particles. In contrast to this,

materials of very fine particle size can form cohesive arches as a result of the

compressive strength caused by consolidation and interparticle adhesive forces.
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Another possible source of problems is funnel flow (Fig. 13.1b). One reason for

funnel flow is a hopper wall which is too shallow or too rough. In this case in a filled

silo the bulk solid cannot slide downwards along the hopper walls. Thus, so-called

stagnant zones build up and the material flow is limited to a flow zone above the

outlet opening. In a silo used as a buffer and never discharged completely, bulk

material can remain in the stagnant zones over long periods of time and change its

properties (e.g., decomposition of food products). Furthermore, the bulk solid in the

stagnant zones can consolidate with time to such an extent that it will not be able to

flow out after the flow zone has emptied out. The latter results in a “pipe” or

“rathole” reaching from the outlet opening to the top of the filling (Fig. 13.1c).

The residence time of the bulk solid in the flow zone of a funnel flow silo can be

extremely short (Fig. 13.1d), so that the material, which has just been fed into the

a b c d

e f g h

Fig. 13.1 Possible problems during the operation of silos; (a) arching; (b) funnel flow with wide

residence time distribution and deterioration in product quality; (c) ratholing; (d) flooding; (e)
segregation; (f) non-uniform discharge with screw feeder causing eccentric funnel flow; (g)
buckling caused by eccentric flow; (h) vibrations (silo quaking and silo noise) [37]
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silo, is immediately discharged. Within this short time an easily fluidized bulk solid

(e.g., flour, fine chalk) cannot sufficiently deaerate. Hence, it will flood out of the

outlet opening like a fluid, resulting in increased dust generation and flooding of the

feeder.

Funnel flow can also result in reduced product quality due to segregation

(Fig. 13.1e). When filling a silo, one has to take into account that the product can

segregate across the cross-section of the silo. When the silo is filled centrically, one

often will observe an increased amount of fines close to the silo axis, and more

coarse particles close to the silo wall. If funnel flow takes place at discharge, at first

the material from the center (the fines) flows out, followed by the coarser material

from the silo periphery. The time-dependent composition of the discharged bulk

solid can be, for example, a quality problem during the filling of small packages, or

when steady-state downstream processes have to be charged.

Less well-designed feeders can result in a non-uniform withdrawal of the bulk

solid and, thus, in funnel flow (note that funnel flow comprises all types of flow

where a part of the contents remains stationary). The screw feeder shown in

Fig. 13.1f discharges the bulk solid at its rear end and then conveys it horizontally

to its outlet, i.e., the screw is filled already at the rear end of the feeder so that along

the rest of the outlet length no further bulk solid can enter the screw. Another reason

for eccentric flow is, for example, the discharge from only one of multiple outlets

(Fig. 13.1g). Eccentric flow results in unfavorable non-symmetrical loads on the

silo structure thus increasing the danger of buckling of thin-walled metal silos and

cracking of reinforced concrete silos that have only a single layer of reinforcing

steel.

For different reasons the flow of a bulk solid in a silo can result in vibrations and

shocks (Fig. 13.1h). Depending on the frequency, the effect is called silo noise

(audible) or silo quaking (low frequency, individual shocks).

To avoid such complications, solutions have to be found considering the flow

properties of the bulk solid. These flow properties, defining the mechanical behav-

ior of the materials, can be rather different: Particle sizes can range from nanome-

ters to meters, products can be dry or moist, and different chemical compositions

may result in rather different behavior. Thus, before a hopper or silo is designed to

match the properties of the bulk solid, a detailed characterization of its flow

properties is inevitable.

A detailed description of the characterization of bulk solids and the design of

silos is given by the author in [37] from which, with respect to the aim of the present

book, an extract of the most important topics is taken for the present chapter. Since

flow properties are the base for silo design for flow, the most important flow

properties and appropriate test methods will be explained in the next sections.

Afterwards, flow regimes and stress distributions in silos will be outlined followed

by the description of the design of hoppers according to Jenike’s theory [18], i.e.,

determination of hopper slope to achieve mass flow and outlet size to prevent

arching (or ratholing in the case of funnel flow). Finally, information on feeder

design, discharge aids, and general design precautions are presented. Thus, the
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necessary steps to achieve an appropriate design of a bin or silo with the scope of

avoiding the problems outlined above are as follows:

• Measure flow properties of the material under consideration

• Determine hopper inclination and minimum outlet size

• Specify silo shape based on findings listed above

• Find appropriate feeder

• Add discharge aids if outlet dimensions are smaller than minimum outlet size

• Provide all details listed above for structural design

13.2 Properties of Bulk Solids Related to Silo Design

13.2.1 Stresses

Figure 13.2 shows a bulk solid element in a container (assumptions: infinite filling

height, frictionless internal walls). In the vertical direction, positive normal stress

(σv> 0, compressive stress) is exerted on the bulk solid. Within the bulk solid

(Fig. 13.2) the horizontal stress, σh, is a result of the vertical stress, σv, where the

resulting horizontal stress is less than the vertical stress exerted on the bulk solid

from the top. The ratio of horizontal stress to vertical stress is the stress ratio,

K (also known as λ):

K ¼ σh=σv ð13:1Þ

Typical values of K are between 0.3 and 0.6 [21, 37].

It follows that in a bulk solid – in analogy to solid bodies – different stresses can

be found in different cutting planes. Using a simple equilibrium of forces at a

volume element with triangular cross-section cut from the bulk solid element

shown in Fig. 13.2 (Fig. 13.3, on the left), the normal stress, σα, and the shear

stress, τα, acting on a plane inclined by an arbitrary angle α, can be calculated.

The pair of values (σα, τα) for all possible angles α can be plotted in a σ,τ-
diagram (normal stress, shear stress – diagram); see Fig. 13.3 on the right. If one

joins all plotted pairs of values, a circle emerges; i.e., all calculated pairs of values

form a circle in the σ,τ-diagram. This circle is called “the Mohr stress circle”. Its

Fig. 13.2 Element of bulk

solid [37]
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centre is located at σm¼ (σvþ σh)/2 and τm¼ 0. The radius of the circle is

σm¼ (σv� σh)/2. The Mohr stress circle represents the stresses on all cutting planes

at arbitrary inclination angles α, i.e., in all possible cutting planes within a bulk

solid element.

Since the centre of the Mohr stress circle is always located on the σ-axis, each
Mohr stress circle has two points of intersection with the σ-axis. The normal

stresses defined through these points of intersection are called the principal stresses.

The larger principal stress – the major principal stress – is designated as σ1 and the

smaller principal stress – the minor principal stress – is designated as σ2. If both
principal stresses are given, the Mohr stress circle is well defined.

In the example of Fig. 13.2 both the horizontal and the vertical plane are free

from shear stresses (τ¼ 0) and are thus principal stress planes. In this case the

vertical stress, σv, which is greater than the horizontal stress, σh, is the major

principal stress, σ1, and the horizontal stress, σh, is the minor principal stress, σ2.
An important qualitative result of the above analysis is that shear stresses can

occur in bulk solids at rest. Thus, the state of stress in a bulk solid cannot be

completely described by only a single numerical value.

13.2.2 Compressive Strength

The phrase “good flow behavior” usually means that a bulk solid flows easily, i.e., it

does not consolidate much and flows out of a silo or a hopper due to the force of

gravity alone and no discharge aids (Sect. 13.6.5) are required. Products are “poorly

flowing” if they experience flow obstructions or consolidate during storage or

transport. An important quantity to describe the ability of a bulk solid to consolidate

is the unconfined yield strength (compressive strength) in relation to the consoli-

dation stress. This will be explained in the following paragraphs.

Fig. 13.3 Force equilibrium on an element of bulk solid, the Mohr stress circle [37]
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Figure 13.4 shows a hollow cylinder filled with a fine-grained bulk solid (cross-

sectional area A; internal wall of the hollow cylinder assumed as frictionless). The

bulk solid is loaded by the stress σ1 – the consolidation stress – in the vertical

direction. This results in a decrease of the specimen’s volume and, thus, an increase

of the bulk density. The more the volume of the bulk solid specimen is reduced, the

more compressible the bulk solid is. In addition to the increase in bulk density, one

will observe also an increase in strength of the bulk solid specimen. Hence, the bulk

solid is both consolidated and compressed through the effect of the consolidation

stress.

After consolidation, the bulk solid specimen is relieved of the consolidation

stress, σ1, and the hollow cylinder is removed. If subsequently the consolidated

cylindrical bulk solid specimen is loaded with an increasing vertical compressive

stress, the specimen will break (fail) at a certain stress. The stress causing failure is

called compressive strength or unconfined yield strength, σc.
Uniaxial compression tests (Fig. 13.4) conducted at different consolidation

stresses, σ1, lead to different pairs of values (σc, σ1) and (ρb, σ1). Plotting these

pairs of values as points in a σc,σ1-diagram and a ρb,σ1-diagram, respectively, and

drawing in each diagram a curve through these points, usually results in curves like

those for product A in Fig. 13.5a, where bulk density, ρb, and unconfined yield

strength, σc, typically increase with consolidation stress, σ1. The curve σc(σ1) is
called the flow function.

Some bulk solids increase in strength if they are stored for a longer time at rest

under a compressive stress (e.g. in a silo or an intermediate bulk container). This

effect is called time consolidation or caking. Typical causes of time consolidation

are, e.g., chemical processes, crystallizations between the particles, enlargement of

the contact areas through plastic deformation, capillary condensation, or biological

processes such as fungal growth [37].

Time consolidation can be determined with the test shown in Fig. 13.4, in order,

e.g., to simulate long-term storage in a silo. For this one loads the specimen with

consolidation stress, σ1, not only for a short moment, but for a defined period of

time, t1. Then the unconfined yield strength is determined following the principle

explained above (Fig. 13.4). If a bulk solid exhibits time consolidation, one obtains

curves σc(σ1) for storage periods t> 0 (curves A1, A2 in Fig. 13.5b) which are called

time flow functions. Here each curve emerges from the connection of several pairs

of values (σc, σ1), which were measured at identical storage periods, t, but at
different consolidation stresses, σ1.

Fig. 13.4 Uniaxial compression test [37]
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The uniaxial compression test presented in Fig. 13.4 is shown in a σ,τ-diagram
(Fig. 13.6). If one neglects the force of gravity of the bulk solid specimen and

assumes that no friction is acting between the wall of the hollow cylinder and the

bulk solid, both vertical stress, σv, as well as horizontal stress, σh, are constant

within the entire bulk solid specimen. Therefore at each position in the specimen

the state of stress is identical.

During consolidation the vertical normal stress, σ1, acts on the top of the bulk

solid specimen. Perpendicular to the vertical stress the smaller horizontal stress

prevails according to stress ratio K (see Sect. 13.2.1). Neither at top nor at bottom of

the specimen, nor at the internal wall of the hollow cylinder, which is assumed as

frictionless, will shear stresses be found; i.e., τ¼ 0. The pairs of values (σ, τ) for
vertical and horizontal cutting planes within the bulk solid specimen are plotted in

the σ,τ-diagram (Fig. 13.6). Both points are located on the σ-axis because τ¼ 0. The

vertical stress is identical to the major principal stress, σ1 (see Fig. 13.3), and the

horizontal stress is equal to the minor principal stress, σ2. Thus, the Mohr stress

circle (A) representing the conditions during at the end of consolidation is defined

(note that usually only the upper semicircle needs to be drawn).

The consolidation step causes a certain strength of the bulk solid specimen. This

“strength” is characterized by a yield limit, called a “yield locus” in bulk solids

technology. A yield locus drawn in a σ,τ-diagram represents pairs of values (σ, τ)
causing failure, or flow, of the bulk solid. In simple words, it can be stated that a

yield locus gives the shear stress required to move the particles in a particular

cutting plane across each other as a function of the normal stress. The yield locus is

dependent on previous consolidation: The greater the consolidation stress, σ1, the
more the yield locus is shifted towards higher shear stresses.

a

b

Fig. 13.5 (a) Bulk density, ρb, and unconfined yield strength, σc, vs. consolidation stress, σ1; (b)
Flow function and time flow functions for two different storage times t1 and t2 > t1 [37]
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In the second part of the test shown in Fig. 13.4, the specimen is loaded with

increasing vertical stress after it has been relieved of the consolidation stress and the

hollow cylinder has been removed. Again, vertical and horizontal stresses are

principal stresses. The horizontal stress is equal to zero since the lateral surface

of the specimen is uncovered. During the increasing vertical load, the stress states at

different load steps are represented by stress circles with increasing diameter (stress

circles B1, B2, B3 in Fig. 13.6). Mohr stress circles B1 and B2, which are completely

below the yield locus, cause only an elastic deformation of the bulk solid specimen,

but no failure and/or flow. At failure of the specimen the Mohr stress circle B3

represents the stresses in the bulk solid specimen. Since the load corresponding to

this Mohr stress circle causes incipient flow of the specimen, the yield limit of the

consolidated bulk solid must have been attained in one cutting plane of the

specimen. Thus, Mohr stress circle B3 must touch the yield locus in the σ,τ-
diagram. The unconfined yield strength, σc, is represented by the right point of

intersection of Mohr stress circle B3 with the σ-axis.
At the beginning of the present chapter words like “poor” and “easy” were used

to describe the flow behavior of a bulk solid. The link between the strength of a bulk

solid and its flow behavior is given by the ratio of unconfined yield strength, σc, to
consolidation stress, σ1, which is called the flowability, ffc:

f f c¼σ1=σc ð13:2Þ

Fig. 13.6 Measurement of unconfined yield strength in a σ,τ-diagram [37]
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The larger ffc is, i.e., the smaller the ratio of the unconfined yield strength to the

consolidation stress, the better a bulk solid flows. Similar to the classification used

by Jenike [18, 19], one can define flow behavior based on ffc as follows:

• ffc< 1: not flowing

• 1< ffc< 2: very cohesive

• 2< ffc< 4: cohesive

• 4< ffc< 10: easy-flowing

• 10< ffc: free-flowing

Flowability, ffc, allows for a comparison of different bulk solid samples, e.g., a

bulk solid mixed with different amounts of a flow agent, or produced in different

ways. The advantage of this method is that it is based on a well-defined physical

quantity, namely the unconfined yield strength which is a result of adhesive forces.

However, since unconfined yield strength, σc, is not proportional to consolida-

tion stress, σ1, flowability varies with consolidation stress (usually it increases with
increasing consolidation stress). This is not a disadvantage, but just the reflection of

the real behavior of bulk solids: In a silo’s hopper the stresses are proportional to

local hopper diameter (this will be discussed in detail in Sect. 13.5.2.1). Thus, if the

outlet opening of a hopper is very small, both stresses and flowability close to the

outlet are small and vice versa if the outlet opening is large. Experience has shown

that flow is more difficult to achieve if an outlet is smaller, so obviously flowability

is worse at a smaller outlet (small stresses) compared to a larger one (greater

stresses). In consequence of the stress dependence of flowability, comparative

tests have to be conducted at identical consolidation stresses [37].

13.2.3 Practical Determination of Flow Properties

13.2.3.1 Yield Locus

The use of the uniaxial compression test with fine-grained, cohesive bulk solids is

problematic, because one obtains unconfined yield strength values that are too low

[45], and preparation of the hollow cylinder to obtain frictionless walls is very time-

consuming. In addition, further important parameters (e.g., internal friction and

wall friction) cannot be determined with this test.

In advanced bulk solids technology shear testers are used to measure yield loci of

bulk solids. For a shear test, a bulk solid specimen is loaded vertically by a normal

stress, σ (Fig. 13.7a). Then a shear deformation is applied on the specimen by

moving the top platen with a constant velocity, v. This results in a horizontal shear

stress, τ, originated by the friction between the particles (Fig. 13.7b).

When a point of a yield locus is measured, in analogy to the uniaxial compres-

sion test, two steps are necessary: First the bulk solid specimen is consolidated. This

is called “preshear”. Subsequently a point of the yield locus is measured. This step
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is called “shear” or “shear to failure”. A detailed description of the procedure is

given in [18, 37, 48].

After several points of a yield locus have been measured, the yield locus is drawn

as a line or curve through these points as shown in Fig. 13.8. This allows for the

determination of the parameters representing the flow properties. The consolidation

stress, σ1, is equal to the major principal stress of the Mohr stress circle which is

tangential to the yield locus and intersects at the preshear point defined by the

normal and shear stress at the end of consolidation. Thus, this stress circle repre-

sents the stresses in the specimen at the end of the consolidation procedure (similar

as the stress circle at the end of consolidation at the uniaxial compression test,

Fig. 13.6). The unconfined yield strength, σc, results from the stress circle which is

tangential to the yield locus and which runs through the origin (minor principal

stress σ2¼ 0). This stress circle represents a similar stress state as the one which

prevails in the second step of the uniaxial compression test (stress circle B3,

Fig. 13.6). With consolidation stress, σ1, and unconfined yield strength, σc, one
can calculate flowability, ffc, as defined in Eq. (13.2).

A straight line through the origin of the σ,τ-diagram, tangent to the greater Mohr

circle (representing the stresses at the end of consolidation), is the effective yield

locus as defined by Jenike [18] (broken line in Fig. 13.8). It encloses the σ-axis with
the angle φe (effective angle of internal friction). Because the largest Mohr stress

circle indicates a state of steady-state flow (i.e., flow at constant stresses and

constant bulk density), the angle φe can be regarded as a measure of the internal

friction at steady-state flow. This angle is required for silo design according to

Jenike’s theory. Another important parameter is the slope of the yield locus. Since

the yield locus is often slightly curved, usually the slope angle, φlin, of the

linearized yield locus is taken (Fig. 13.8).

If several yield loci are measured at different stress levels, i.e., with different

normal stresses at preshear, σpre, each yield locus represents another state of

consolidation and another bulk density. The above mentioned flow properties

(unconfined yield strength, effective angle of internal friction) can be indicated as

a function of the consolidation stress, σ1, similar to Fig. 13.5a where bulk density

and unconfined yield strength are plotted vs. consolidation stress.

a b

Fig. 13.7 Bulk solid specimen: (a) initial loading with normal stress σ; (b) shear deformation

(velocity v¼ const) [37]
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13.2.3.2 Time Yield Locus

The time consolidation, which describes the increase of the unconfined yield

strength with time during storage at rest, is measured with a shear tester similar

to the measurement of a yield locus. The difference to a yield locus test is that after

preshear the specimen is stored for consolidation time period t under static vertical
load equal to consolidation stress, σ1, of the corresponding yield locus. After the

time consolidation period t, the specimen is sheared to failure. If consolidation time

affects the bulk solid under consideration, after the consolidation period the shear

stress maximum will be larger than it would have been without a consolidation

period between preshear and shear.

With the measured shear points a time yield locus can be approximated similarly

to the approximation of a yield locus (Fig. 13.9). Compared to the yield locus, the

time yield locus is shifted towards greater shear stresses, τ (if the bulk solid shows

an increase of strength with time). The unconfined yield strength, σc, is determined

in the same way as for a yield locus by drawing a Mohr stress circle through the

origin and tangent to the time yield locus. In Fig. 13.9 the values of the unconfined

yield strength for the consolidation periods, t1 and t2, are designated as σc(t1) and
σc(t2).

13.2.3.3 Wall Yield Locus

Wall friction is the friction between a bulk solid and the surface of a solid, e.g. the

wall of a silo or a hopper. The wall friction angle is important both for silo design

for flow and silo design for strength, but also for the design of chutes and other

equipment, where the bulk solid will flow across a solid surface.

The principle of a wall friction test, where the kinematic angle of wall friction is

determined, is shown in Fig. 13.10. The bulk solid specimen is subjected to a

Fig. 13.8 Yield locus and parameters [37]
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vertical normal stress. The normal stress acting between bulk solid specimen and

wall material is called the wall normal stress, σw.
The bulk solid specimen is then shifted relative to the wall material surface with

a constant velocity, v. The shear stress acting between bulk solid specimen and wall

material is measured. This is done at different levels of normal stress. All pairs of

values of wall normal stress and wall shear stress are plotted in a σw,τw-diagram
(Fig. 13.11). The curve (or line) running through the measured points is called the

wall yield locus.

The wall yield locus is a yield limit like the yield locus. The wall yield locus

describes the wall shear stress, τw, necessary to shift a bulk solid continuously

across a wall surface under a certain wall normal stress, σw. To quantify wall

friction, the wall friction angle, φx, is used. It is the slope of a line running through

the origin of the σw,τw-diagram and a point of the wall yield locus. If the wall yield

locus is a straight line running through the origin (Fig. 13.11), one obtains the

identical wall friction angle, φx, for each point of the wall yield locus. Otherwise, φx

had to be determined from the ratio of wall shear stress, τw, to wall normal stress,

σw, for the desired wall normal stress [37].

13.2.3.4 Shear Testers

Around 1960 Jenike [18] published his fundamental work on silo and bulk solids

technology and introduced the Jenike Shear Tester (Fig. 13.12a). As outlined in the

Fig. 13.9 Yield locus and time yield loci [37]

Fig. 13.10 Principle of a wall friction test [37]
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previous chapters, for a shear test a powder specimen is subjected to a vertically

acting normal stress, σ, and then sheared by shifting its upper and lower side

relative to each other in the horizontal direction. This principle is realized with

the Jenike tester (Fig. 13.12a) as follows: The specimen is contained in a shear cell

consisting of a base of circular cross-section, a shear ring of the same diameter lying

above the base, and a shear lid. The shear lid is loaded centrally with a normal force,

Fig. 13.11 Course of wall

shear stress in a wall friction

test; wall yield locus [37]

a b

c

e

d

Fig. 13.12 Shear cells with powder specimens (schematic); (a) Jenike shear tester, (b) Set-up of

Jenike shear cell for wall friction tests, (c) Ring shear tester, (d) Torsional shear tester; (e) Ring
shear cell for wall friction tests
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FN. To shear the specimen, the upper part of the shear cell is moved horizontally by

a stem that presses against a bracket attached to the shear lid. Force FS required to

do this is measured. The normal stress, σ, and shear stress, τ, acting in the horizontal
plane between shear ring and base are determined by dividing normal force, FN, and

shear force, FS, by the cross-sectional area of the shear cell, A. For the measurement

of wall friction, the base of the shear cell is replaced by a sample of wall material

(Fig. 13.12b). The test procedure for the Jenike shear tester is described in detail in

the “Standard Shear Testing Technique” [48], which is an internationally agreed

standard on the operation of the Jenike shear tester, and in ASTM standard D6128

[2]. A shorter description is given in [37].

The Jenike shear tester was the first one designed for the purposes of powder

technology, and still today shear testers are compared to the Jenike Shear Tester.

However, the operation of the Jenike tester is difficult and time-consuming (e.g.,

due to the limited shear displacement for each preshear/shear to failure cycle a new

specimen has to be filled into the shear cell and subjected to a manual preconso-

lidation). Therefore, it was rarely applied on other tasks than silo design. Progress

was made with the development of rotational shear testers, e.g., the first ring shear

tester for powders and bulk solids [10], or the torsional shear tester [3, 29]

(Fig. 13.12c, d), where the relative displacement is achieved by rotation of the

top of the powder specimen relative to the bottom. The major difference between

these two types of testers is that the cross-section of the specimen in a torsional

shear cell is circular (Fig. 13.12d), while it is annular in a ring shear cell

(Fig. 13.12c). This difference is important because due to the rotational movement,

the shear deformation of the bulk solid specimen varies with radius. With a ring

shear tester of sufficiently large ratio of inner to outer ring diameter the differences

in shear deformation are reduced so far that their effect on the test results can be

neglected [12, 25, 49].

The specimen in a rotational shear tester (Fig. 13.12c, d) is loaded vertically with

a normal force, FN, by the (circular or annular) lid. The lid is provided with a rough

underside, realized, e.g., by bars protruding into the bulk solid specimen. By

rotating the bottom ring relative to the lid around the vertical axis of the shear

cell, the specimen is subjected to shear deformation. The moment, MS, resulting

from the shear stress, τ, developing in the specimen is measured. Normal stress, σ,
and shear stress, τ, are determined from normal force, FN, and moment,MS. For the

measurement of wall friction with a ring shear tester, a bottom ring provided with a

sample of the wall material under consideration is used (Fig. 13.12e).

The fundamental advantage of rotational shear testers (Fig. 13.12c, d) is that the

shear displacement is not limited by the apparatus as demonstrated with the Jenike

shear tester. In the last decades automatic rotational shear testers were developed

resulting in a significant reduction of operation time (e.g., [28, 38]). Round robin

tests on two types of ring shear testers developed by the author (ASTM standard

D6773 [4]) confirm their ability to obtain consistent test results independent of

location and operator as well, and demonstrate that results comparable to the Jenike

shear tester, but with less scatter, are obtained [39]. As a result of these develop-

ments, ring shear testing has become more and more popular, not only for silo

design, but also for product development or quality control.
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13.3 Flow Profiles: Mass Flow and Funnel Flow

When a bulk solid discharges from a silo, one must distinguish between mass flow

and funnel flow, see Fig. 13.13. In a mass flow silo every particle of the bulk solid in

the silo is moving whenever the outlet is opened provided that arching does not

occur. Mass flow is only possible if the hopper walls are steep and/or low enough in

friction. If the hopper wall is too flat or too frictional, funnel flow will occur. In a

funnel flow silo (Fig. 13.13b, c) at first only the bulk solid in a channel above the

opening flows downwards. The bulk solid located in the stagnant zones, which

develop at the silo periphery starting at the hopper walls directly above the opening,

can be discharged only if the silo is emptied completely. The stagnant zones can

reach the top level of the filling with the result that a flow funnel is formed at the

surface. It is also possible that the stagnant zones exist only in the lower part of the

silo, because the boundary between the flowing bulk solid and the stagnant zones

intersects the silo wall beneath the top level of the filling. In this case a clear

recognition of the flow profile is not possible by only looking from above on the

filling (Fig. 13.13c). Additionally the stagnant zones can be asymmetrical (even if

the silo is symmetric with a centric outlet) thus causing disadvantageous loads on

the silo walls.

13.4 Stresses in Silos

As outlined in Sect. 13.2, bulk solids at rest can transmit shear stresses (contrary to

Newtonian fluids). While pressure increases linearly with depth in a liquid con-

tainer (Fig. 13.14), the shear stress exerted from the bulk solid onto the container

wall – i.e. the friction at the container wall – carries part of the bulk solids weight.

a b c

Fig. 13.13 Flow profiles: (a) Mass flow; (b) Funnel flow with stagnant zones up to the level of

filling; (c) Funnel flow with stagnant zones in the lower silo part; here the stagnant zones are

asymmetric [37]
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As a consequence the stress, or pressure, respectively, in a container filled with a

bulk solid is increasing less and less in downwards direction.

The stresses in a silo’s vertical section (vertical walls) can be calculated

according to a derivation by Janssen [17]. He considered a slice element, i.e., an

elemental section of the vertical section, of infinitesimal height, dz (Fig. 13.14b).
With the assumptions of constant vertical stress, σv, acting across the cross-section,
and constant bulk density, ρb, the equilibrium of forces in z-direction results in a

differential equation describing the vertical stress as a function of coordinate z. For
the case that the stress on the top surface is zero (σv0¼ 0 at z¼ 0), the solution of the

differential equation is the well-known “Janssen equation”:

σv ¼ gρb A

K tan ðφxÞ U
� 1� e

�K tan ðφxÞ U z
A

h i
ð13:3Þ

where

A: cross-sectional area of vertical section
g: acceleration due to gravity

K: stress ratio (Sect. 13.2.1)

U: perimeter of vertical section

φx: wall friction angle (Sect. 13.2.3.3)

ρb: bulk density

The quantities describing the bulk solid’s properties have to be determined with

appropriate shear testers. It is recommended to measure these properties for the

largest vertical stress expected in the vertical section. If the influence of the stress is

very strong, it is more accurate to solve the above mentioned differential equation

numerically while considering the stress dependence of bulk density and wall

a
b

Fig. 13.14 (a) Pressure (stress) in liquids and bulk solids; (b) Vertical forces acting on one slice

element of bulk solid within the vertical section of a silo [37]
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friction angle (A program for the assessment of stresses in silos can be downloaded

from the author’s website [40]).
For large values of z the exponential function in Eq. (13.3) approaches zero.

Thus, the expression in front of the brackets is the final (asymptotic) stress, which is

attained for z ! 1. The final value of the vertical stress is:

σv1 ¼ σvðz ! 1Þ ¼ g ρbA

K tan ðφxÞ U
ð13:4Þ

σv1 is independent of silo height and surcharge stress, σv0. It depends on the bulk

solid’s properties and the ratio A/U, where A/U¼D/4 in a cylinder of diameter D.
Thus, according to Eq. (13.4), the maximum possible stress in a cylindrical section,

where usually no significant surcharge load is applied, is proportional to the silo

diameter. Therefore slim silos can be high without getting too large stresses in the

silo. A “rough” wall of larger angle of wall friction, φx, results in smaller stresses

because it carries a larger part of the bulk solids weight than a “smooth” wall

characterized by a small angle of wall friction.

A typical silo consists of a vertical section (vertical section, cylinder section) and

a hopper. The stress conditions in the hopper are more complex than in the vertical

section. If a previously empty silo is filled with a bulk solid, a stress distribution

results as shown in Fig. 13.15a [23, 37]. In the vertical section both the wall normal

stress, σw, and the mean vertical stress, σv, are increasing in the downward direction
and tend to approach an asymptotic value. The ratio of the wall normal stress to

mean vertical stress is given by the lateral stress ratio, K (Sect. 13.2.1). The major

principal stress, σ1, is oriented vertically along the silo axis and deviates more and

more from vertical towards the silo walls. This state of stress is called “active state

of stress” or “active stress field”. The direction of the major principal stress is

represented in Fig. 13.15 by major principal stress lines.

At the transition to the hopper the wall normal stress has a discontinuity caused

by the sudden change of wall inclination. Further downwards in the hopper both the

vertical stress and the wall normal stress are decreasing and approach zero at the

hopper apex (the outlet is assumed as infinitely small), but depending on the vertical

stress at the transition, the silo shape, and the bulk solid’s properties the stresses in
the hopper either increase in the first instance and then decrease, or decrease

continuously from the transition to the apex as in Fig. 13.15a (the stress distribu-

tions plotted in Fig. 13.15 shall be regarded as qualitative examples). In general the

stresses in vertical direction are larger than those in horizontal direction. Along the

hopper axis the major principal stress is oriented vertically, i.e., an active state of

stress (active stress field) prevails as in the vertical section. The stress field in the

hopper prevailing after filling is also referred to as “filling state of stress” or just

“filling conditions”.

When material is discharged from a mass flow silo the first time after it has been

filled, after a short transition period the entire contents of the silo moves downward.

Due to the convergent flow zone in the hopper the bulk solid is compressed

horizontally, while it dilates in the vertical direction due the downwards flow.

13 Storage and Discharge of Bulk Solids 441



As a result the larger stresses act in the horizontal direction, and the major principal

stress along the hopper axis is oriented horizontally. This stress field is called

“arched” (according to the shape of the lines of major principal stress in the hopper,

which are increasingly inclined towards the wall; see Fig. 13.15c) or “passive”

stress field. Other designations are “passive state of stress”, “emptying state of

stress” or just “emptying conditions”. Figure 13.15b shows the situation a very

short time after the onset of discharge, where the passive stress field has developed

only in the lower part of the hopper. A bit later compared to the situation in

Fig. 13.15b, the passive stress field is fully developed (Fig. 13.15c). Here the

stresses in the hopper decrease remarkably towards the apex. In the lower part of

the hopper the so-called “radial stress field” develops where the local stress is

a

d

b

c

Fig. 13.15 Qualitative distributions of wall normal stress, σw, and mean vertical stress, σv
(dashed, only in a and c), vs. the vertical coordinate (within the silos lines of major principal

stress, σ1, are plotted; stagnant zones are hatched [1, 23]; the hopper outlet in (a–c) is assumed to

be infinitely small). (a) Filling conditions prevailing during initial filling of an empty silo; (b)
emptying conditions in the lower part of the hopper; (c) emptying conditions in the entire hopper;

(d) emptying conditions in a funnel flow silo [37]
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nearly proportional to the distance from the hopper apex. In the emptying state the

stresses close to the outlet are independent of the stresses in the upper part of the

hopper and, therefore, also independent of the silo’s dimensions or level of filling.

In the silo’s vertical section the active state of stress remains during emptying, as

long as no local convergences exist (reduction of the cross-section due to inserts,

dents, etc.). The transition from the active to the passive state of stress is called

“switch”. Considering the arched principal stress lines in the hopper, the switch

takes place in an arched region originating from the cylinder/hopper transition (see

Fig. 13.15c). The switch is accompanied by a local peak of the wall normal stress.

Since the passive stress field and the stress peak are not a result of dynamic forces,

they are preserved even when discharge is stopped.

The switch stress peak develops while starting discharge from a silo which has

been freshly filled from completely empty (Fig. 13.15a). From the beginning of

discharge the passive stress field develops in the hopper starting at the outlet and,

thus, the switch region and the stress peak travel up (Fig. 13.15b) until they become

caught at the cylinder/hopper transition (Fig. 13.15c).

In funnel flow stagnant zones are formed which remain at rest while the material

in the flow zone is flowing downwards (Fig. 13.15d). If the boundary between a

stagnant zone and the flow zone meets the silo wall within the vertical section, a

stress peak occurs due to the “switch” from active to passive stress field caused by

the convergent flow zone beneath the top of the stagnant zone. For the sake of

completeness it has to be mentioned that the large wall normal stress along the

hopper walls of the funnel flow silo in Fig. 13.15d results from the shallow slope of

the hopper walls.

13.5 Silo Design for Flow

13.5.1 Problems

Problems often occurring during the storage of bulk solids in silos were described

briefly in Sect. 13.1 (Fig. 13.1). Most of the mentioned problems are connected with

funnel flow (Fig. 13.13). Therefore, many of the problems shown in Fig. 13.1 can be

avoided if the silo is designed for mass flow:

• Ratholes (also called pipes) are formed from consolidated stagnant zones.

Therefore, they are only possible in funnel flow (Fig. 13.1c).

• The residence time distribution in a mass flow silo is narrow (“first in – first

out”). Thus, the unfavorable long and unknown residence times occurring in a

funnel flow silo (Fig. 13.1b) can be avoided.

• Flooding often is the result of an insufficient deaeration of the bulk solid, and,

therefore, it occurs when the residence time is too short. Especially in a funnel

flow silo the residence time can be very short when the bulk solid is discharged

during filling. As a result of the stagnant zone, the bulk solid just fed in appears
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after a very short time at the silo outlet (Fig. 13.1d). Compared to a funnel flow

silo, at identical mass of filling and identical discharge rates the residence time in

a mass flow silo is much longer.

• Segregation during filling, where different fractions separate across the surface

of the silo filling (e.g., while filling a silo with a not too fine bulk solid from the

center of the top, often the coarser particles will collect near the silo walls

whereas the fines collect in the silo axis; more segregation mechanisms are

described in [37]), has a strong influence on the transient composition of the bulk

solid discharged from funnel flow silos (Fig. 13.1e). In contrast to this, in a mass

flow silo the bulk solid is often sufficiently remixed in the hopper section.

Thus, in mass flow silos only the potential problem of arching remains where a

stable arch forms above the silo outlet so that discharge is stopped. Coarse grained

bulk solids can build up arches due to interlocking and wedging of particles

(Fig. 13.16a). This kind of arching can be avoided if the diameter of the circular

outlet of a conical hopper is at least six to ten times the maximum particle size, xmax.
The width of the rectangular outlet of a wedge-shaped hopper should be at least

three to seven times xmax (outlet dimension depends on particle size distribution and

particle shape [44]). With fine-grained and cohesive bulk solids the reason for

arching is the cohesive strength (compressive strength, unconfined yield strength)

of the bulk solid due to adhesive forces between individual particles. Even in this

case arching can be avoided by a sufficiently large outlet opening. The calculation

procedure will be explained in this section.

In case of a funnel flow silo, all problems mentioned above, which are charac-

teristic of funnel flow, can occur. To ensure at least unobstructed flow, arching as

well as ratholing (piping) (Fig. 13.16c) must be avoided. A stable rathole develops

in a funnel flow silo if only the bulk solid vertically above the outlet discharges,

whereby the rest of the bulk solid – the material in the stagnant zones – remains

stationary in the silo due to its cohesive strength, thus building the walls of a stable

rathole. If the bulk solid tends to time consolidation, the strength of the stationary

material in the stagnant zones increases with time, and as a result, the tendency for

ratholing is also increased. In the extreme case the bulk solid can be discharged only

a b cFig. 13.16 (a) Arching due

to interlocking and wedging

of coarse-grained bulk

solids; (b) arching due to

the cohesive strength of a

bulk solid; (c) ratholing
(piping) [37]
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with major effort (e.g., manually loosened and discharged from the silo top with

truck mounted vacuum equipment). Like arching, ratholing can be avoided with a

sufficiently large outlet opening. The calculation procedure will also be explained

in this section.

13.5.2 Jenike’s Design Procedure

The design procedure developed by Jenike [18] has been applied with great success

since the 1960s. It allows determination of the hopper slope required for mass flow

and outlet dimensions for unobstructed gravity flow, i.e., no arching in mass flow

silos and neither arching nor ratholing in funnel flow silos.

For the design procedure the quantities characterizing the flow properties of the

bulk solid have to be known (Sect. 13.2). Essentially, these are the bulk density, ρb,
the effective angle of internal friction, φe, characterizing the internal friction of the

bulk solid, the slope of the linearized yield locus, φlin, the unconfined yield strength,

σc, and the angle of wall friction, φx. The angle of wall friction is the major property

for mass flow hopper slope design, whereas the unconfined yield strength is the

decisive property considering arching. All flow properties mentioned above depend

on the stress level being represented by the major consolidation stress, σ1. They can
be measured with shear testers [18, 37] (see Sect. 13.2).

13.5.2.1 Design of Mass Flow Silos

The basic geometrical shapes investigated by Jenike are the conical hopper and the

wedge-shaped hopper (Fig. 13.17). Also asymmetric wedge-shaped hoppers are

treated and instructions are given for asymmetric conical hoppers. However these

asymmetric shapes have several significant disadvantages and offer no advantages

considering discharge behavior or best use of space compared to the equivalent

symmetric hoppers. To neglect the influence of the front walls, it is supposed for the

wedge-shaped hopper that the length, L, of the rectangular outlet is at least three

times its width, b (L> 3b). The goal of the design process is the determination of

the hopper slope necessary for mass flow and the minimum outlet size to prevent

flow problems due to arching or ratholing.

Jenike’s approach is based on the calculation of stresses in hoppers. With the

conditions of equilibrium applied to an infinitesimal volume element of bulk solid

in the hopper, he derived two partial differential equations. The properties of the

bulk solid are taken into account by parameters obtained from yield loci. For the

flowing bulk solid steady-state flow conditions are assumed where the ratio of

major to minor principal stress is defined by the effective angle of internal friction,

φe, or the effective yield locus, respectively. Incipient flow (being important for

arching and ratholing not to occur) is characterized by an equation for the linearized

yield locus. With further simplifying assumptions Jenike postulated that the major
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principal stress σ1 in the lower hopper part is proportional to the distance, r, from
the virtual hopper apex (“radial stress field”) [18]:

σ1 ¼ r � g � ρb � s Θ0,Θ,φx,φeð Þ � 1þ sinφeð Þ ð13:5Þ

As an approximation the bulk density, ρb, which in reality is a function of the

local stress in the hopper, is assumed to be constant. Angle Θ0 and radius

r determine the position of the bulk solid element in the hopper (polar coordinates;

see Fig. 13.18), whereas Θ is the inclination of the hopper wall to vertical. Thus,

function s depends on the bulk solid’s properties, φe and φx, the hopper slope, Θ,
and coordinate, Θ0.

A solution of the system of differential equations exists only for specific

combinations of parameters, Θ, φe, and φx. Thus, only for these conditions mass

flow will occur. If the hopper wall is not steep enough, no solution exists fulfilling

the condition of bulk solid moving along the hopper wall (mobilization of wall

friction), and, thus, a stagnant zone will form (funnel flow). With the solution of the

system of differential equations function s in Eq. (13.5) is also known. Thus,

besides others, the major principal stress in the hopper can be calculated.

In Fig. 13.19 the combinations of parameters which lead to solutions of the

system of differential equations, and, thus, to mass flow for conical hoppers, are

indicated as “mass flow” region. The mass flow region is separated from the funnel

flow region (where no solutions of the differential equations are found) by the mass

flow boundaries, which depend somewhat on the effective angle of internal friction,

φe, characterizing the internal friction at steady-state flow. In Fig. 13.20 the

boundaries for wedge-shaped hoppers are shown which are not theoretically deter-

mined boundaries, but modified based on Jenike’s practical experience (the theo-

retically obtained boundaries are located more to the right, but are not sufficient to

a db c

Fig. 13.17 Basic silo shapes [37]: (a) conical; (b) wedge-shaped; (c) asymmetric wedge-shaped;

(d) asymmetric conical
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obtain mass flow at all conditions). In both figures the angle of wall friction, φx, is

plotted versus the slope of the hopper wall,Θ, from vertical (Θc for conical hoppers,

Θp for wedge-shaped hoppers).

Conditions within the mass flow boundaries (Figs. 13.19 and 13.20) lead to mass

flow whereas conditions outside represent funnel flow. Knowing the angle of wall

friction, φx, and the effective angle of internal friction, φe, the maximum inclina-

tion, Θ, of the hopper wall for mass flow to occur can be determined from the mass

flow boundaries. For the case of a conical hopper, a safety margin of 3–5� [18]

should be subtracted from the maximum inclination because the mass flow bound-

aries have been calculated for ideal conditions (a safety margin of 2–3� may be

sufficient if the properties of the bulk solid and the wall surface are well-defined and

do not change with time, and the maximum wall friction angles have been deter-

mined accurately). All boundary lines have a similar shape indicating that the

maximum hopper slope for mass flow is steeper (Θ smaller) the larger the angle

of wall friction, φx.

Fig. 13.18 Polar

coordinates in a hopper [37]

Fig. 13.19 Mass flow diagram (conical hopper) [37]
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For identical material properties (φx, φe), the wedge-shaped mass flow hopper

can be flatter (larger angle Θ) than a conical mass flow hopper; the difference is

normally in the range of 8–12�. This can be explained by the fact that at identical

hopper inclination the cross-section of a conical hopper is reduced more in the

direction of flow than that of a wedge-shaped hopper. The inclined wall of an

asymmetric wedge-shaped hopper can even be flatter (Fig. 13.17c; diagram with

mass flow boundary: see [18]). The maximum wall inclination of an asymmetric

conical hopper (Fig. 13.17d) follows from a multiplication of the maximum angle

of inclination of a symmetric conical hopper, Θc, by 1.25 [18].

For the next step, i.e., determination of the minimum size of the outlet opening to

avoid arching, the stresses in the hopper are considered.When bulk solid is discharged

from a mass flow silo, the radial stress field develops in the hopper (Sect. 13.4). The

major principal stress, σ1, of the radial stress field is (at least at a sufficient distance

from the silo’s vertical section) proportional to the local hopper diameter which in turn

is proportional to the distance, r, to the virtual hopper apex. Thus, σ1 tends towards
zero at the hopper apex (Fig. 13.21). The major principal stress, σ1, is acting as the

consolidation stress which determines the local properties of the bulk solid.

For each major principal stress (¼ consolidation stress), σ1, the unconfined yield
strength, σc, and other relevant properties (bulk density, effective angle of internal

friction) can be measured (Sect. 13.2). Thus, these quantities are known as a

function of consolidation stress, σ1 (Fig. 13.22). The relation σc(σ1) is called the

Fig. 13.20 Mass flow diagram (wedge-shaped hopper, L> 3b) [37]
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(instantaneous) flow function. According to the flow function, in Fig. 13.21 for

every consolidation stress, σ1, the corresponding value of unconfined yield strength,
σc, is plotted.

If a cohesive arch has formed in a hopper (Fig. 13.21), a force resulting from the

weight of the bulk solid is transferred to the hopper walls. This effect is represented

by the major stress required to support a stable bulk solid arch, σ
0
1
, which is

comparable to the bearing stress of a road bridge. Jenike calculated σ
0
1
by assuming

that the bulk solid arch has a smooth shape with a constant thickness in vertical

direction, and that the arch must carry only its own weight, i.e., any load from the

material above the arch is neglected. With further assumptions it follows for the

major stress in a stable arch [44]:

σ
0
1
¼ 2r � sinΘ � g � ρb

1þ m
ð13:6Þ

m is a parameter describing the hopper shape: m¼ 0 for wedge-shaped hoppers and

m¼ 1 for conical hoppers. The term (2r·sinΘ) represents the local hopper diameter,

d, for the conical hopper and the local width, b, for the wedge-shaped hopper (silo

shapes: see Fig. 13.17). Coordinate rmeasures the distance from the hopper apex to

the support of the arch (similar to Fig. 13.18, but along the hopper wall, i.e.,

Θ0 ¼Θ).
A stable arch is only possible in that part of the hopper where the unconfined

yield strength is greater than the stress that would exist in a stable arch (σc > σ1’),

i.e., beneath the point of intersection of the σc curve with the σ
0
1
line (Fig. 13.21).

Above the point of intersection the unconfined yield strength is smaller than the

major stress in the arch, i.e., the material will flow. The intersection point defines

that position in the hopper (height h*, Fig. 13.21) where the hopper diameter is

equal to the so-called critical outlet diameter, dcrit, which must be exceeded if

Fig. 13.21 Model for determination of minimum outlet size, dcrit, to avoid arching [37]
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arching is to be avoided. If the outlet opening is smaller than dcrit (i.e., lower in the

hopper), discharge aids (Sect. 13.6.6) have to be installed between the actual outlet

opening and the critical diameter, dcrit (height h*). The equivalent procedure for a
wedge-shaped hopper with a rectangular outlet leads to a critical outlet width, bcrit.
Since here the influence of the front walls (friction!) is neglected, the length, L, of
the outlet must be at least three times its width, b.

Some bulk solids have the tendency to consolidate with time when stored at

rest, for example, in a silo (time consolidation, Sect. 13.2.3.2). In analogy to the

(instantaneous) flow function which characterizes the instantaneous behavior

(unconfined yield strength directly after consolidation, i.e., after the storage

period t¼ 0), time flow functions σct¼ σc(σ1,t) exist which represent the

unconfined yield strength after certain consolidation periods. Two time flow

functions are plotted in Fig. 13.22 being valid for two storage periods at rest, t1
and t2> t1. If the time flow function line would be transferred into Fig. 13.21, a

point of intersection of σ1’ and σct would result located further upwards, i.e., at

h > h*. Thus, a larger critical diameter, dcrit, would result. This leads to the well

Fig. 13.22 Unconfined yield strength, σc (flow function and time flow function for time t1); bulk
density, ρb, and effective angle of internal friction, φe, as functions of consolidation stress, σ1 [37]
(Note that for the sake of simplification the effective angle of internal friction, φe, is assumed to be

constant in the relevant stress range)
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known effect that with increasing time of storage at rest larger outlet diameters are

necessary to avoid arching.

For the practical determination of critical outlet dimensions Jenike proposed a

procedure outlined in the following. It is based on the fact that both stresses σ1’ and
σ1 are proportional to the local hopper diameter which in turn is a function of the

distance, r, to the hopper apex (see also Eqs. 13.5 and 13.6). Thus, at the hopper

wall (Θ’¼Θ) the ratio σ1/σ
0
1, called the flow factor, ff, is constant.

f f¼σ1
σ 0

1

¼const¼ð1þmÞ � sðΘ,φx,φeÞ �
1þsinφe

2sin Θ
ð13:7Þ

The flow factor ff is dependent on the flow properties (φx, φe) and the hopper

shape (m, Θ). Knowing function s (Eq. 13.5), the flow factor can be calculated.

Jenike provided diagrams for an easy determination of the flow factor (All diagrams

required for silo design are published in Bulletin 123 “Storage and Flow of Solids”

[18]. It is strongly recommended to use this Bulletin if silos have to be designed).

Each of the diagrams is valid for a specific hopper geometry (e.g., conical) and a

fixed value of the effective angle of internal friction, φe, being varied from diagram

to diagram in steps of 10�. Two of these diagrams (valid for conical hoppers) are

shown in Figs. 13.23 and 13.24. The solid curves represent constant values of ff, as
given by the labels. For values in between and φe values which are not multiples of

10�, the flow factor values must be obtained by interpolation. The mass flow

boundary is also plotted in each diagram (dashed curve). The complete set of

diagrams is given in Jenike’s Bulletin 123 [18]. Equations approximating ff and
the maximum hopper wall angles for mass flow are published in [24].

Fig. 13.23 Flow factor, ff, for conical hoppers and φe¼ 40� [18, 37]
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For determination of critical outlet dimension to avoid arching a multiple

diagram as shown in Fig. 13.25 is used where unconfined yield strength, bulk

density, and effective angle of internal friction are plotted according to

Fig. 13.22. The major part is the σc,σ1 diagram where in addition to Fig. 13.22

the major stress in the arch, σ1’, is plotted, which, according to Eq. (13.7), is directly
proportional to σ1:

σ
0
1 ¼

σ1
f f

ð13:8Þ

With the measured flow properties, the hopper inclination, Θ, determined at the

mass flow design, and Jenike’s diagrams [18] (e.g. Fig. 13.23), the flow factor, ff,
can easily be determined (If the effective angle of internal friction varies with

consolidation stress, it has to be estimated first, and to be corrected later by an

iterative process. This is explained at the end of the present section).

The point of intersection of the major stress in the arch, σ1’, and the flow

function in the σc,σ1 diagram (Fig. 13.25) is equivalent to the point of intersection

in Fig. 13.21. Thus, the consolidation stress, σ1, at this point represents the

consolidation stress in the hopper where the diameter is equal to the minimum

outlet diameter, dcrit (Fig. 13.21). Therefore, coordinates of the intersection point

are provided with the index “crit” (unconfined yield strength, σc,crit, and consoli-

dation stress, σ1,crit). Knowing critical consolidation stress, σ1,crit, bulk density, ρb,

Fig. 13.24 Flow factor, ff, for conical hoppers and φe¼ 50� [18, 37]
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crit, and effective angle of internal friction, φe,crit, can be determined from the

functions plotted in the diagrams on top in Fig. 13.25.

Finally the equivalent local hopper diameter, the critical diameter, dcrit, has to be
calculated. To do so Eq. (13.6) is rearranged, and the major stress in the arch, σ1’, is
replaced by the unconfined yield strength, σc,crit, (at the point of intersection is σ1’
¼ σc,crit). With geometrical relationships between local hopper diameter and width,

respectively, and polar coordinates according to Fig. 13.18

d ¼ 2r � sinΘ ð13:9aÞ

and

Fig. 13.25 Diagram with flow function, time flow function and major stress in a stable arch,

σ1’ (bottom) [37], and diagrams of bulk density, ρb, and effective angle of internal friction, φe, as a

function of consolidation stress, σ1
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b ¼ 2r � sinΘ ð13:9bÞ

it follows for the critical outlet width, bcrit, of a wedge-shaped hopper:

bcrit ¼ σc,crit
g � ρb

ð13:10aÞ

The critical outlet diameter, dcrit, of a conical hopper is:

dcrit ¼ 2
σc,crit
g � ρb

ð13:10bÞ

A more precise calculation yields the following equations:

bcrit ¼ H Θ p

� � σc,crit
gρb,crit

ð13:11aÞ

and

dcrit ¼ H Θcð Þ σc,crit
gρb,crit

ð13:11bÞ

For bulk density, ρb, the value ρb,crit corresponding to σ1,crit is used (Fig. 13.25).

The function H(Θ) takes into account the hopper geometry (conical or wedge-

shaped; wall inclination Θc and Θp, respectively). H(Θ) is plotted in Fig. 13.26 (for
approximate equations for H(Θ) refer to [24]).

In a similar way the outlet dimensions can be determined which are required to

avoid arching after longer periods of storage at rest (¼ no bulk solid is discharged).

For this case the point of intersection of the major stress in the arch and the time

flow function for the storage time in question, σct¼ σc(σ1,t), has to be determined

(Fig. 13.25). For this point the critical consolidation stress and critical flow

Fig. 13.26 Function H(Θ)
[18, 37]
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properties have to be determined in the same way as explained above for the

instantaneous flow function.

If a silo has been designed for a specific storage time at rest, some bulk solid

must be discharged after this time to avoid arching. During discharge, the particles

in a mass flow hopper are moved relative to each other so existing particle contacts

are replaced by new ones. Thus, any time consolidation that prevailed during the

storage at rest diminishes, i.e., the bulk solid behaves again as prior to the storage

period. To obtain this effect, only a portion of the silo contents has to be discharged,

because in a mass flow silo the whole contents are in motion during discharge (this

is discussed further in Sect. 13.6.2).

Since the design procedure outlined above is based on the radial stress field, i.e.,

stresses prevailing in the hopper after the bulk solid has moved downwards (emp-

tying state, Fig. 13.15c), the calculations are not valid for the filling state which

develops when bulk solid is fed into an empty silo without any discharge. In the

filling state the stresses in the hopper can be larger than in the emptying state (see

Fig. 13.15) thus leading to a stronger consolidation of the bulk solid.

In practice often an iterative procedure is necessary for silo design. Both the

hopper angle for mass flow and the flow factor, ff, depend on the effective angle of

internal friction, φe, and the angle of wall friction, φx, which often are stress-

dependent. At the start of the design process the outlet dimensions and, thus, the

major principal stress at the outlet, are not yet known. Therefore, values for φe and

φx have to be estimated. After the critical outlet dimension has been determined and

the major principal stress at the outlet is known, φe and φx can be determined for the

conditions at the outlet. If these values are not equal to the estimated values, the

design process has to be repeated with the new values, and so on until finally the

estimated values are equal to the calculated values. The same procedure must be

followed if a critical outlet dimension is determined with a time flow function. An

example for this case is given in Chap. 15 of [37].

The design procedure using diagrams as outlined above may appear

old-fashioned. However, a translation of the design process to a computer program

may be possible, but can be dangerous since during the design process one often has

to extrapolate data, or to use test results of unfriendly materials which do not deliver

nice curves as shown here or in other textbooks. Thus, experience and sure instinct

as well are required what may not be covered by software which someday will be

operated by a person without sufficient experience in silo design.

13.5.2.2 Design of Funnel Flow Silos

To avoid the problems typically occurring in funnel flow silos (e.g., segregation,

degradation, ratholing; see Sect. 13.5.1), mass flow should be preferred. Funnel

flow may only be acceptable if “friendly” bulk solids are stored which do not
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exhibit such problems. In the following it will be shown how funnel flow silos have

to be designed for trouble-free operation.

The walls of a funnel flow silo are flatter than those of a mass flow silo, but

should be steep enough to ensure that the silo can be cleared completely alone by

gravity. For cohesive bulk solids, the maximum inclination of the hopper walls to

vertical, Θcd, can be assessed according to Jenike [18] as a function of the angle of

wall friction, φx:

Θcd ¼ 65� � φx ð13:12Þ

This value is only a rough estimate for poorly flowing bulk solids. Having easy-

flowing bulk solids (i.e. granules), even flatter hoppers can be sufficient (e.g., with

an inclination from horizontal of about φxþ 10�). Prerequisite for complete clear-

ance by gravity is that the strength of the bulk solid is too small to support a stable

rathole.

For the design of funnel flow silos to avoid ratholing two procedures are outlined

in the following. The approach according to Jenike’s first edition of Bulletin

123 (1964 edition [19]) assumes that the stresses at the wall of a stable rathole

are independent of the filling level. This procedure is referred to as giving a lower

bound of the maximum diameter of a stable rathole which may only be approached

when the bulk solid is withdrawn during filling [32]. If the latter is not the case, the

procedure may significantly underestimate the maximum rathole diameter. Thus,

Jenike presented another approach in the 1980 edition of Bulletin 123 [18]. This

approach leads to an upper bound of the rathole dimension. It is based on the

assumption that the bulk solid is consolidated by filling stresses which depend on

the filling height.

The “lower bound” approach of Jenike from 1964 [19] is based on the following

considerations: If a stable rathole of diameter D is formed within the bulk solid

above the outlet (Fig. 13.27), a circumferential compressive stress, σ1’’, is acting
close to the surface of the rathole wall. The reason for this stress is that the bulk

solid tends to flow into the interior of the rathole. If the unconfined yield strength,

σc, of the bulk solid exceeds the circumferential stress, σ1’’, the bulk solid cannot

start flowing, and, thus, the rathole remains stable.

The circumferential stress, σ1’’, depends on the rathole diameter, D, and can be

calculated as follows [18, 44]:

Fig. 13.27 Stable rathole and circumferential stress, σ1’’ [37]
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σ
00
1 ¼

D � g � ρb
f φið Þ ð13:13Þ

The function f(φi) is depicted in Fig. 13.28. The angle φi is the local slope of the

yield locus, which is approximated by the slope of the linearized yield locus, φlin.

As can be seen in Eq. (13.13), the circumferential stress, σ1’’, is proportional to the
rathole diameter, D.

To be able to compare the circumferential stress to the unconfined yield strength,

σc, the consolidation stress σ1 (major principal stress) acting at the surface of the

rathole has to be known. Then with the flow function the corresponding unconfined

yield strength can be determined. For this procedure the lower part of the rathole,

i.e., the part directly above the outlet opening, is considered. If the rathole is not

stable in this region, the bulk solid will also flow in the upper silo parts. The

consolidation stress above the outlet has been derived [44] to be:

σ1 ¼ 1þ sinφe

4 � sinφe

� D � g � ρb ð3:14Þ

The major principal stress, σ1, and the circumferential stress, σ1’’, near the

surface of a rathole are proportional to the rathole diameter, D. The ratio of σ1,
to σ1’’ is called the “flow factor for ratholing”, ffp:

Fig. 13.28 Function f(φi)

[19, 37]
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f f p ¼
σ1
σ

0 0
1

¼ 1þ sinφe

4 � sinφe

� f ðφiÞ ð13:15Þ

If the calculation leads to a value of ffp< 1.7, a fixed value of ffp¼ 1.7 has to

be used.

For the design of a funnel flow silo to avoid ratholing the circumferential

stress, σ1’’, has to be drawn in a σc,σ1 diagram (Fig. 13.29). The flow factor, ffp,
needed for this is calculated with Eq. (13.15):

σ
0 0
1 ¼

σ1
f f p

ð13:16Þ

The coordinates of the point of intersection of the circumferential stress with the

unconfined yield strength are designated by the index “crit” (unconfined yield

strength, σc,crit, and consolidation stress, σ1,crit). Finally the appropriate outlet

diameter, Dcrit, is calculated. In doing so the circumferential stress, σ1’’, in

Eq. (13.13 is replaced by the unconfined yield strength, σc,crit, at the point of

intersection. Considering the bulk density, ρb, the “critical” value ρb,crit
corresponding to σ1,crit is used (ρb,crit is determined in the same way as explained

in Fig. 13.25):

Dcrit ¼ f φið Þ σc,crit
g � ρb,crit

ð13:17Þ

The points of intersection of the circumferential stress with time flow functions

Fig. 13.29 Flow function and time flow functions; circumferential stress, σ1’’ [37]
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lead to critical outlet dimensions required to avoid ratholing after the equivalent

storage times at rest.

The flow factor, ffp, depends on the effective angle of internal friction, φe, and

the slope of the linearized yield locus, φlin, which is entered in Eq. (13.17) as the

slope of the yield locus, φi. These angles may depend on consolidation stress, σ1. At
the start of the design process values for φe and φlin have to be estimated because

the major principal stress at the outlet, σ1,crit, is not yet known. After the critical

consolidation stress, σ1,crit, has been is known, φe and φlin can be determined for the

conditions at the outlet. If these values are not equal to the estimated values, the

design process has to be repeated with the new values, and so on until finally the

estimated values are equal to the calculated values.

Since the design procedure outlined above is based on stresses prevailing in the

emptying state, i.e. after some bulk solid has been discharged, the calculations are

not valid for the filling state. The filling state develops when bulk solid is fed into an

empty silo while no material is discharged from the silo. In this case larger stresses

prevail close to the outlet leading to a higher degree of consolidation. As outlined

above, a second design procedure [18] allows for estimation of the maximum

rathole diameter under consideration of the stresses prevailing in the filling condi-

tion (upper bound of rathole diameter) [32]. This procedure is described in the

following.

First the maximum consolidation stress (major principal stress) for filling con-

ditions is estimated with Janssen’s equation (Sect. 13.4, Eq. (13.3)) [17]. Although

this equation is valid for vertical sections only, it is also applied here for reasons of

simplification to estimate stresses in the hopper. This results in a distribution of

vertical stress as depicted in principle in Fig. 13.30. Since for filling conditions the

major principal stress, σ1, is oriented more or less vertically in the entire silo (see

Sect. 13.4), it is approximately equal to the mean vertical stress, σv. Thus, the
maximum consolidation stress at the bottom of the silo, which is the critical stress,

σ1,crit, is obtained with Janssen’s equation with height of filling, hf¸ as shown in

Fig. 13.30.

For the major consolidation stress, σ1,crit, according to σv in Eq. (13.3), the

corresponding values of the unconfined yield strength, σc,crit, may be determined

from the measured instantaneous flow function or time flow function (Fig. 13.29).

Fig. 13.30 Distribution of

vertical stress, σv, in a

funnel flow silo for filling

conditions (stresses in the

hopper approximated with

Janssen’s equation, see
Sect. 13.4) [37]
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Also the values of ρb and φlin corresponding to σ1,crit have to be determined. Then

the upper bound value of the critical outlet diameter, Dcrit, to avoid ratholing can be

calculated with Eq. (13.17).

Since for a conical funnel flow hopper the critical outlet diameter to avoid

ratholing is always larger than the one to avoid arching (Dcrit> dcrit), only a design

to avoid ratholing is necessary. For a wedge-shaped funnel flow hopper the calcu-

lated critical value Dcrit has to be applied on the diagonal of the rectangular outlet.

Therefore, the width, b, of the outlet is not necessarily large enough to avoid

arching. Thus, the critical width, bcrit, of the rectangular outlet must be determined

with the design procedure to prevent arching (see Sect. 13.5.2.1) where the values

ff¼ 1.7 and H(Θ)¼ 1.15 have to be used [18].

The description of the determination of critical outlet dimensions for ratholing

not to occur might lead to the impression that a funnel flow silo can be operated

without any problems as a mass flow silo. This, however, is not the case because of

the potential problems related to funnel flow (see Sects. 13.1 and 13.5.1;

e.g. segregation). Additionally, the time consolidation in a funnel flow silo cannot

be limited by discharge of a part of the silo contents in regular time intervals,

because in contrast to a mass flow silo the particles in the stagnant zones are not

moved during discharge. Thus, time consolidation is not reduced. Therefore it can

be stated: If a bulk solid that is affected by time consolidation is stored in a funnel

flow silo (which generally should be avoided), the silo has to be cleared completely

after the storage period for which the outlet opening has been designed.

13.5.3 Maximum Discharge Rate

The unrestricted rate of discharge of a bulk solid under gravity (i.e., when an outlet

is opened) is dependent on several parameters, e.g., the bulk solid’s properties, the
size and shape of the outlet, the hopper inclination, and, in the case of funnel flow,

the shape of the stagnant zones [9, 44]. The conditions of unrestricted discharge can

also be fulfilled in the presence of a feeder if the desired discharge rate exceeds the

unrestricted discharge rate. Thus, if a feeder is installed, it should be ensured that

the unrestricted discharge rate exceeds the range of adjustable feeding rates.

With fine-grained bulk solids the influence of air flow has to be considered

[14, 20, 26, 31, 33, 35, 46]. Since in the hopper the stresses decrease in the

downward direction (see Fig. 13.15), the bulk solid dilates when flowing down-

wards, i.e., the bulk density, ρb, decreases and the porosity, ε, increases. Thus, the
gas in the voids expands which results in the development of a negative pressure.

The negative pressure causes gas to flow following the pressure gradient. At

sufficiently large filling heights most of the gas will enter the hopper through the

outlet opening since the flow resistance of the bulk solid above the hopper is

definitely larger. The pressure gradient in the hopper acts opposite to the gravity

force resulting in a decrease of the mass flow rate. Often a pulsating outflow can

also be observed.
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Due to the many influencing parameters it is impossible to exactly predict mass

flow rates. Especially for fine-grained materials where the gas pressure plays a role

predictions are hardly possible. For coarse-grained materials (roughly: particle size

>200 μm and solid density >1000 kg/m3; better: groups B and D according to

Geldart’s diagram [13]), where the gas pressure can be neglected, empirical equa-

tions have been found [9, 27, 44]. For circular outlet openings of diameter d and

coarse-grained bulk solids of particle diameter x (very narrow particle size distri-

bution) Beverloo [5] stated:

_m ¼ Cρb
ffiffiffi
g

p
d � kxð Þ2:5 ð13:18Þ

where C and k are fitting parameters. With different bulk solids Beverloo found a

range of about C ¼ (0.55 . . . 0.65) and k ¼ (1.5 . . . 3.0).
A similar estimate is given by the British Materials Handling Board [7, 50] for

coarse-grained (less than 3%< 250 μm), free-flowing bulk solids. It is distinguished

between circular and rectangular outlet openings:

Circular outlet openings (diameter d):

_m ¼ 0:58ρb
ffiffiffi
g

p
d � kxð Þ2:5kΘ ð13:19Þ

Rectangular outlet openings (width b, length L> 3b):

_m ¼ 1:03ρb
ffiffiffi
g

p
L� kxð Þ b� kxð Þ1:5kΘ ð13:20Þ

In Eqs. 13.19 and 13.20 k is dependent on the particle shape (k¼ 1.6 for spherical

and k¼ 2.5 for non-spherical particles). The hopper inclination, Θ, is taken into

account by the factor kΘ: kΘ ¼ (tanΘ)�0.35 for hopper inclinations Θ< 45�; kΘ¼ 1

for Θ
 45�. x represents the mean particle diameter. The kind of “mean diameter”

is not specified in [7], but since usually d 
 x, the influence of x is small.

13.6 Silo Configurations

13.6.1 Influence of Flow Properties

Figure 13.31 shows a diagram with different combinations of the quantities deter-

mined with the silo design procedure due to Jenike [18], i.e., the maximum hopper

wall slope for mass flow, Θc, and the minimum outlet diameter, dcrit, for arching not
to occur in a conical hopper. According to the values of Θc and dcrit, different silo
configurations are appropriate.

The easy-flowing bulk solid A (e.g., plastic granules) having a small angle of

wall friction needs only a relatively shallow hopper (large value of Θc) for mass

flow, and a small outlet opening to avoid arching. Here for feeding and dosing a
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rotary valve feeder may be useful. Bulk solid B requires a larger effort: For mass

flow the hopper has to be steeper, and a larger outlet diameter (2000 mm) is

necessary to avoid arching. With respect to the large outlet diameter, a bin activator

might be an appropriate discharger. Bulk solid C is characterized by an extremely

large angle of wall friction with the result that even in the steepest hopper mass flow

cannot be achieved. Thus, a silo without hopper is required (Θc¼ 0�), and the feeder
must be directly attached to the cylindrical section. The feeder must be able to

discharge bulk solid from the entire cross-section of the silo which can be accom-

plished, for example, with a properly designed large multiple screw feeder.

Often it makes sense to compare different wall materials regarding their influ-

ence on hopper slope, i.e., one can determine hopper slope angles and outlet

dimensions for different hopper shapes and different wall materials. Thus a com-

parison of costs is possible considering different shapes and materials [34, 42]. For

example, it can be stated whether lining of the hopper walls (e.g., with cold-rolled

stainless steel) is advantageous considering costs in a specific application.

13.6.2 Critical Outlet Dimensions

In Fig. 13.32a exemplary critical outlet dimensions are plotted versus storage time

at rest, t, for a bulk solid showing time consolidation. Typically the values of dcrit
(outlet diameter of a conical hopper) are about twice as large as the values of bcrit
(outlet width of a wedge-shaped hopper). The critical rathole diameter, Dcrit, is

often clearly larger than dcrit, especially if the upper bound values are considered.

Fig. 13.31 Silo configurations as a function of the results of silo design for flow [37]
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With many bulk solids exhibiting time consolidation the increase of critical outlet

dimensions with time becomes smaller with increasing storage time (as shown in

Fig. 13.32a).

If the critical outlet dimensions as shown in Fig. 13.32a are known, it is possible

to quantitatively predict the necessary outlet size as a function of storage time at

rest. It is also possible to determine the maximum storage time at rest for given

outlet dimensions so that arching and ratholing do not occur. After this maximum

storage time the material has to be set in motion, for example, in the case of a mass

flow silo, by discharge of a portion of the silo filling, which can be fed again into the

silo. Thereby the effect of the time consolidation is completely reduced, and, thus,

the behavior of the bulk solid is characterized by its instantaneous flow properties

(i.e., the flow properties according to the storage time at rest t¼ 0) so that the

critical dimensions for t¼ 0 are valid again (Fig. 13.32b). It should be noted that

this procedure does not work with funnel flow silos, because the material in the

stagnant zones remains stationary during discharge of only a portion of the silo

filling. Thus, time consolidation in the stagnant zones continues and the critical

rathole diameter, Dcrit, increases further. Therefore a funnel flow silo must be

completely discharged in order to limit the effect of time consolidation and, thus,

the critical rathole diameter, Dcrit.

Another way to deal with time consolidation without providing a sufficiently

large outlet opening is the application of discharge aids (Sect. 13.6.6) in the hopper

region below the critical outlet dimension. If after a longer period of storage at rest

arches are formed, flow can be initiated by the action of the discharge aids (e.g., by

air injection). In a mass flow silo, all contents is set in motion this way so that the

a b

Fig. 13.32 (a) Exemplary critical outlet dimensions versus storage time at rest, t; (b) critical
outlet diameter, dcrit, vs. time when bulk solid is discharged in regular time intervals, Δt; each
discharge cycle reduces the strength of the bulk solid to its instantaneous value, and, thus, the

critical diameter to dcrit(t¼ 0). For comparison the critical diameter for storage at rest, i.e. without

intermediate discharge, is plotted (dashed curve) [37]

13 Storage and Discharge of Bulk Solids 463



effect of time consolidation is completely reduced as explained above (Fig. 13.32b).

Once flow is achieved, further operation of the discharge aids is not required as long

as discharge is not paused for a longer period so that the bulk solid can consolidate

again.

13.6.3 Hopper Shape

The design procedure due to Jenike [18] yields the basic geometrical data for

conical and wedge-shaped hoppers (Fig. 13.17a, b), i.e., the wall slope, Θc, and

the outlet diameter, d, of a conical mass flow hopper, and the wall slope, Θp, and

outlet width, b, of a wedge-shaped hopper. In addition, guidelines for the design of

asymmetric wedge-shaped hoppers are given for a reduced parameter set

(Fig. 13.17c: slope Θap, outlet width b). Considering the wedge-shaped hopper it

is assumed that the length, L, of the rectangular outlet is at least three times its

width, b. Only then can the influence of the end walls close to the outlet be

neglected.

The maximum wall slope of an asymmetric conical hopper (Fig. 13.17d) should

not exceed 1.25·Θc (Sect. 13.5.2.1) [18]. The relatively steep inclination is neces-

sary since this hopper shape tends to funnel flow with a flow zone along the steeper

side of the hopper.

The design quantities for the basic hopper shapes as shown in Fig. 13.17 can also

be applied to other hopper shapes. In Fig. 13.33 further possibilities are shown

[18, 50]. If a cylindrical vertical section is combined with a wedge-shaped hopper,

designs according to Fig. 13.33a, b are possible. Also in these applications the

length, L, of the rectangular outlet has to be at least three times its width, b. If the
end walls are inclined as in Fig. 13.33a, their slope must not exceed Θc, i.e., the

maximum wall slope of a conical hopper.

a b c d

Fig. 13.33 Modified hopper shapes [7, 37, 50]; angles (Θ) indicate the maximum slope to the

vertical for mass flow
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The pyramidal hopper (Fig. 13.33c) is disadvantageous if mass flow is to be

obtained, because the bulk solid has to flow downwards in the valley formed by

pairs of adjacent hopper walls, where friction has to be overcome on two sides. To

get mass flow in a pyramidal hopper, the valleys should be rounded, and the

inclination of the valleys to the vertical (i.e., the valley angle, Θv) must conform

to the maximum wall slope of a conical mass flow hopper, Θc. Since the walls of a

pyramidal hopper are steeper than the valleys, a pyramidal hopper designed for

mass flow is always steeper and, thus, higher than an equivalent conical hopper. The

valley angle, Θv, can be calculated from the angles of inclination of the adjacent

walls, Θ1 and Θ2 (all measured to the vertical):

tanΘvð Þ2 ¼ tanΘ1ð Þ2 þ tanΘ2ð Þ2 ð13:21Þ

Amass flow hopper according to Fig. 13.33d also has to be steeper than a conical

mass flow hopper. This hopper realizes the transition from a cylindrical section to a

square outlet. The slope of the plane hopper walls to the vertical should not be

larger than Θc.

Comparing the hoppers shown in Figs. 13.17 and 13.33 considering their wall

steepness required to achieve mass flow, variants c and d in Fig. 13.33 have to be

steepest. The conical hopper (Fig. 13.17a) can be somewhat flatter. The lowest

steepness is possible for a symmetric wedge-shaped hopper (Fig. 13.17b) and its

modifications (Fig. 13.33a, b).

13.6.4 Transitions and Inclined Walls

Even if the hopper walls are steep enough for mass flow, stagnant zones may build

up due to poorly designed transitions to downstream equipment, inappropriate wall

surfaces, or eccentric discharge by feeders (regarding feeder design refer to

Sect. 13.6.7).

In Fig. 13.34 two transitions from a hopper to a feeder (or any other downstream

equipment) are shown. In case of Fig. 13.34a the cross-section is reduced abruptly

thus forming a horizontal edge on which stagnant zones can form – even if the

hopper slope fulfils the requirement for mass flow. Also less obvious stepwise

reductions of the cross-section must be avoided, because a protrusion with a

width of only a few particle diameters is sufficient for the formation of a stagnant

zone. Therefore, possible reasons for stagnant zones can be gaskets or welds

protruding inside, poorly fitted flanges, partially closed slide gate, etc. Fig. 13.34b

illustrates a more expensive solution by using an intermediate transition hopper.

The transition hopper is designed for mass flow. Thus, stagnant zones cannot form.

At flange connections it is always advisable to make the inner diameter of the lower

flange (e.g., the transition diameter of the downstream element) larger than the
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inner diameter of the upstream flange so that a protrusion of the downstream flange

can be excluded from consideration of possible manufacturing tolerances.

When a hopper is provided with a liner, care has to be taken that the liner does

not cause stagnant zones due to protrusions. If metal sheets are butt welded, it is

important that the welds, especially if they are not parallel to the flow direction, do

not protrude into the bulk solid, but are smooth and flush with the liner surface. If

necessary, the welds should be ground fine, but it is important that the liner’s
surface not become roughened due to the grinding action, because this might

increase the angle of wall friction, and, thus, could be a reason for mass flow not

to occur. Similar to protruding screws, devices for the measurement of temperature,

humidity, pressure etc. can have a detrimental effect on flow if placed on sloping

surfaces. Thus, such devices should, if possible, be placed on vertical surfaces.

13.6.5 Discharge Aids

Discharge aids are required to initiate flow if the outlet dimension is smaller than

the critical outlet size (Sect. 13.5.2). If the outlet size is smaller than the critical

outlet size determined with the instantaneous properties of the bulk solid, they are

needed permanently to maintain flow. If in the case of a bulk solid exhibiting time

consolidation the outlet size is larger than that according to the instantaneous

properties, but smaller than that required to initiate flow after a certain storage

time at rest, discharge aids are needed to initiate flow after the storage period, but

a b

Fig. 13.34 Transition from hopper to feeder; (a) abrupt reduction of cross-section leads to

stagnant zones; (b) transition hopper designed for mass flow [37]
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not to maintain flow because time consolidation is no longer a consideration after

the material has been caused to flow.

Discharge aids which initiate flow by transfer of energy can be roughly divided

into the pneumatic discharge aids (e.g., air injection) and mechanical discharge aids

(e.g., knockers, vibrators, agitators).

Pneumatic discharge aids (Fig. 13.35) initiate flow by the injection of air. In the

systems according to Fig. 13.35a–e air is injected continuously at low flow veloc-

ities. This can be done as shown in Fig. 13.35a through hopper walls made of

porous material, but also through aeration elements placed at the hopper walls as in

the Fig. 13.35b–e. Having a simple aeration box or aeration pads, the air enters the

bulk solid through a porous material, for example, fabric weave or sintered mate-

rial. Some types of aeration nozzles blow the air parallel to the wall into the bulk

solid in order to activate a larger area of the silo wall. The vibrating aeration nozzle

is provided with a flexible cap pressed against the silo wall. Air is flowing between

wall and cap into the silo while the cap is excited to vibrate, i.e., the bulk solid is

stimulated by vibration in addition to air flow.

Air injection causes local overpressures. Thus an air flow prevails in direction to

lower pressures, for example, the ambient pressure at the outlet opening or at the

surface of the filling, so the major portion of the air takes the path with the smallest

air resistance. Thus, if the silo’s filling level is sufficiently high, and air is intro-

duced into the lower part of the hopper (which is usually the case), the majority of

a b c

d e f

Fig. 13.35 Pneumatic discharge aids (examples); (a) porous hopper; (b) aeration box; (c) aeration
pad; (d) aeration nozzle; (e) vibrating aeration nozzle; (f) air cannon [37]
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the injected air flows towards the outlet opening. Thus, the air flow creates

additional forces on the bulk solid in the direction to the outlet so that wall friction

may be overcome, and arches and ratholes may be destroyed. Furthermore the air

flow encourages bulk solids flow towards the outlet due to the action of a gas

overpressure in the hopper. This method of aeration is mostly advisable for fine-

grained, easy-to-fluidize materials (group A materials according to Geldart’s clas-
sification [13], e.g., cement, flour). To get a similar effect with distinctly larger

particles very high air velocities and thus uneconomically large air volume rates

would be necessary [50]. Having very cohesive bulk solids (e.g., titanium dioxide

being composed of submicron particles), the injection of air can also be problem-

atic, since those bulk solids tend to channeling, i.e. voids and fissures are created in

the bulk solid (e.g., close to the wall) through which the air escapes, while the rest of

the bulk solid remains stationary.

The optimal position for air injection (e.g., for the devices according to

Fig. 13.35b–e) is just above the possible arch. Thus the air flow resistance is limited

which reduces the energy consumption.

Besides continuous injection of air at small flow rates, the possibility exists to

impulsively release compressed air stored in a pressure vessel (volumes of 2–500 L,

pressure up to 10 bars) through one or more nozzles into the silo. Equivalent

discharge aids (Fig. 13.35f) are known under different commercial names; often

the term “air cannon is used (survey and applications see [51]). The pressure

impulse created by the air cannon generates a stress wave in the bulk solids

structure propagating faster than the air pressure wave expanding in the pore

structure of the bulk solid. Clearly a stress wave can be sufficient for the collapse

of arches and ratholes [30].

Contrary to continuous air injection, air cannons can also be used for coarse-

grained bulk solids (e.g., for flow problems resulting from time consolidation),

since due to the impulsive injection of air a positive action can be achieved even if

the air flow resistance of coarse-grained bulk solids is low. Also for the storage of

poorly flowing bulk solids in large silos air cannons will be used since their range of

action is large compared to the devices with a slow air injection (note that the

required number and size of air cannons depends on bulk solid properties and silo

dimensions).

When using air cannons it has to be kept in mind that problems can arise if the air

cannons are not correctly applied and designed (dust generation due to too large air

volumes; extremely high local stressing of the silo walls due to the pressure impulse

[47], especially when the bulk solid fails to move; excessive loads on the hopper

walls or the feeder due to large amounts of material suddenly collapsing, the latter

may even cause negative pressure above the silo filling and, thus, failure of the silo

structure). A typical application of air cannons is the retrofitting of silos which

exhibit flow problems and where no other means are possible or practicable. For

new silos air cannons are significant if bulk solids with a strong time consolidation

effect have to be stored.

The simplest mechanical discharge aids are rods and similar means inserted into

a hopper through the outlet opening or poke holes to encourage the bulk material to
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flow, or a hammer used for beating the hopper wall. Further development of these

archaic methods led to the application of knockers and agitators. Generally the

application of agitators is limited to small diameters because the driving torque

increases progressively with agitator diameter.

Vibrators are widely applied as mechanical discharge aids, and different forms

of devices are available. Some of them transfer vibrations into the silo wall like

knockers, but with higher frequencies. Others excite inserts located within the bulk

solid. Vibrations induced at the silo wall may aid to overcome wall friction.

Additionally, vibrations momentarily increase the stress in the bulk solid. If thereby

the yield limit is attained, the vibration breaks stable arches or ratholes. However

the design of vibrating devices mounted directly on a silo wall is difficult, because

the properties of the silo structure have to be taken into account (e.g., wall thickness

and stiffness), and a (conical) hopper is particular stiff close to its outlet (small

radius of curvature) where stable arches are formed predominantly. With vibrating

inserts it has to be ensured that they do not act as a flow obstruction or as the basis

for a stagnant zone, which is often the case at least when they are not active.

All discharge aids should be used only during discharge. Vibration of a stagnant

bulk solid as well as the action of agitators and knockers, or a continuous releasing

of air cannons is likely to cause further consolidation and, thus, increasing flow

problems. Apart from air cannons, most discharge aids seem to be most suitable

for the elimination of smaller flow problems in silos or hoppers that are not too

large [37]

13.6.6 Discharge Devices

Discharge devices are well known devices as, for example, belt feeders, apron

feeders, en-masse feeders, vibratory feeders, rotary valves, and screw feeders being

attached to the outlet of a silo. Shut-off devices (e.g., slide gates, clamshell gates)

can also be regarded as discharge devices since they allow a certain regulation of

the discharge (often poor and accompanied by problems, see Fig. 13.37).

Even in an appropriately designed mass flow hopper with sufficient steepness

(Sect. 13.5.2.1), mass flow can be achieved only if the bulk material is withdrawn

from the entire outlet opening. Therefore, mainly two rules, which are described in

the following, have to be followed when designing feeders:

• Any planes which are not sufficiently steep to avoid the formation of stagnant

zones have to be avoided.

• The feeder must be able to discharge bulk solid from the entire outlet opening.

Feeders have to be designed so that all surfaces being in contact with the bulk

solid are sufficiently steep to avoid the formation of stagnant zones. An example of

this situation is the double gate shown in Fig. 13.36a. If one of the butterfly valves is

closed, a stagnant zone will form on the stationary saddle between the valves, and

the plate of the closed valve. An alternative is the design according to Fig. 13.36b
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where a single blade diverter is installed below a butterfly valve. All surfaces being

in contact with the bulk solid are sufficiently steep to avoid stagnant zones.

Another example of the formation of stagnant zones is the slide gate shown in

Fig. 13.37a being only partly opened. Originating from the slide plate a stagnant

zone is formed leading to funnel flow with all known disadvantages (flow problems,

segregation,. . .). The same problem will occur with any configuration of valves and

gates (e.g., clamshell valve, Fig. 13.37b), which are not opened completely during

discharge. Therefore, if mass flow is desired, gates have to be opened completely

for discharge, and it must be ensured that there are no protrusions into the flowing

bulk solid.

Many types of feeders tend to discharge the bulk solid only from a portion of the

outlet. An example is the screw feeder (Fig. 13.38). The major element of a screw

feeder is the rotating screw, consisting of a central shaft to which a helical flight is

fitted, conveying the bulk solid in a trough with circular or U-shaped cross section.

a b

Fig. 13.36 (a) Diverter with two butterfly valves; stagnant zone forms on the closed valve; (b)
butterfly valve with downstream single blade diverter [37]

a bFig. 13.37 Formation of

stagnant zones due to partly

opened gates: (a) slide gate;
(b) clamshell gate [37]
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The screw feeder shown in Fig. 13.38a withdraws the bulk solid preferentially

only from the rear end of the outlet slot so a stagnant zone is formed (funnel flow)

even if the silo is designed as a mass flow silo. The reason for this behavior is the

fact that the screw fills completely at the rear part of the outlet, and the screw

conveys this bulk solid towards the exit beneath the bulk solid resting above the

front part. This behavior can be avoided by designing the helical flights in such a

way that the conveying capacity is increasing in the conveying direction, for

example, by an increasing pitch of the screw helix as shown in Fig. 13.38b (design

guidelines in [15]). Using this method the screw can discharge bulk solid across the

entire length of the outlet slot. The increase of the pitch of the screw should be

continuous. If there are too long sections with constant capacities (Fig. 13.38c),

stagnant zones can be formed [43].

Other possibilities to realize increasing capacity are to decrease the shaft diam-

eter in the conveying direction (Fig. 13.38d), or increase the flight diameter

(Fig. 13.38e). The last option is less convenient because the width of the trough

also has to be enlarged in the conveying direction which itself requires an equiv-

alent fitting of the hopper geometry. For outlet slots with a large length-to-width

ratio it is useful to start with a decreasing shaft diameter at constant pitch followed

by an increasing pitch at constant shaft diameter (Fig. 13.38f) [22].

Belt feeders (Fig. 13.39) show the tendency to withdraw bulk solid preferentially

from one end of the outlet. A smooth belt and a tall gate opening at the front end

result in preferential withdraw from the front part of the outlet slot (Fig. 13.39a,

a b

c d

e f

Fig. 13.38 Configurations of screw feeders [18, 22, 37, 43]
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solid arrows). The bulk solid is more discharged from the rear part of the silo if the

conveyor belt is rough and/or the gate is opened less (dashed arrows) [6, 36,

41]. Other parameters determining the flow pattern are the angle of internal friction

(large internal friction promotes discharge of the bulk solid from the front part), and

for the case that the outlet is provided with vertical side skirts, the wall friction

angle of the side skirts (large friction angle at the side skirts promotes discharge of

the bulk solid from the front part of the outlet slot). The large number of influencing

parameters makes it impossible to predict exactly the flow pattern, which is, as

stated above, usually non-uniform for a standard interface as shown in Fig. 13.39a.

Thus, to withdraw material from the entire outlet slot, it is essential to apply the

principle of increasing capacity. This can be achieved by sloping the lower edge of

the hopper thus realizing a taper in both plan and elevation, Fig. 13.39b. As a result,

an increasing amount of bulk solid can be transported by the belt feeder in direction

of conveying (increasing capacity).

In the example of Fig. 13.39c vertical walls (non-parallel side skirts) are attached

to the hopper of Fig. 13.39b restricting the taper in plan and resulting in uniform

withdrawal if the gate is properly adjusted [6]. Since a misadjusted gate can result in

non-uniform withdrawal even if the interface is properly designed as in Fig. 13.39c,

in general the discharge rate should be adjusted by belt speed rather than by the

position of the gate. Attention has to be paid when discharging cohesive bulk solids

a b

c d

Fig. 13.39 Discharge with a belt feeder [37]: (a) non-uniform discharge; a smooth belt and a large

layer height preferentially results in discharge from the front end; a rough belt leads to discharge

from the rear end (dashed arrows); (b) uniform discharge due to a tapered outlet; (c) uniform
discharge due to a hopper with tapered lower edge and vertical walls; (d) uniform discharge due to

layer-height limiters (rough belt)
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since their flow pattern is very sensitive to gate adjustment, and often it takes a very

long time until a steady flow pattern is attained [36, 41].

Another possibility to get a more uniform withdrawal from a long outlet slot is

the placement of inserts acting as layer-height limiters (Fig. 13.39d). Due to the

inserts the height of the horizontally transported layer increases in conveying

direction thus providing the desired increasing capacity. This method can also be

applied to apron feeders or en-masse conveyors [36, 41]. The inserts have to be

designed so that neither arches nor stagnant zones can be formed on them.

Prerequisite for success of the means shown in Fig. 13.39b–d is that the angle of

friction between the belt and the bulk solid is sufficiently large to withdraw material

from the rear part of the outlet slot. If the friction is too small, the material will still

be discharged preferentially from the front part (Fig. 13.39a, solid arrows).

Also feeders not discussed here, e.g., vibratory feeders, en-masse feeders, apron

feeders, or air slides for air-assisted discharge, may result in uneven withdrawal if

not properly designed. More examples are given in [37].

13.7 Structural Silo Design

Silos or bins are structures and, thus, in addition to fulfilling the functional

requirements, they have to be designed for strength like, e.g., buildings or bridges.

They can be constructed of aluminum, steel, wood, fiber reinforced plastic, or

reinforced concrete. Silos can be ground supported, supported on columns, or

hung from floors. Even the structural form of a silo can be rather different, e.g.,

steel silos can consist of rolled steel plate constructions (shells), stiffened plate

constructions, or corrugated sheetings [8, 16, 23]. Structural design of bins and

silos is commonly done by civil engineers based on appropriate codes.

For structural design the loads on bins or silos have to be evaluated. These

loads depend strongly on bulk solid properties, as shown in Sect. 13.4 by the

calculation of loads in a cylinder using the Janssen equation. Wall friction, stress

ratio, and bulk density are important quantities to be determined for the entire

stress range being expected to occur in the respective silo. However, even the

knowledge of the flow profile (mass flow or funnel flow) is of great importance

since it determines the position of the stress peak acting on the silo wall

(Fig. 13.15c, d): In a mass flow silo the stress peak is at the transition from the

cylindrical section to the hopper, while in a funnel flow silo the location of the

stress peak cannot be predicted. Especially eccentric flow, e.g., caused by an

inappropriately designed feeder (Fig. 13.1f) or eccentric discharge (Fig. 13.1g), is

dangerous because it results in an unsymmetrical stress distribution along the silo

wall which increases the probability of buckling of the walls of metal silos if not

considered at structural design [8, 16, 23]. Therefore, it is very important to

provide the civil engineer with sufficient information on the bulk solid’s proper-
ties and on the type of flow. For the evaluation of loads on bins and silos codes are

available, e.g., EN 1991-4 [11], which is a part of Eurocode 3.
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13.8 Definitions, Abbreviations and Symbols

Funnel flow Any type of flow pattern where part of the container contents of bulk

solids remains stationary during discharge

Mass flow Flow pattern where every particle of the container contents of bulk

solids is moving during discharge

A [m2] area

b [m] width

bcrit [m] critical outlet width to avoid arching, i.e., the minimum width of a

rectangular outlet opening to avoid arching

d [m] diameter

dcrit [m] critical outlet diameter to avoid arching, i.e., the minimum diam-

eter of a circular outlet opening to avoid arching

D [m] diameter; silo diameter

Dcrit [m] critical outlet diameter to avoid ratholing, i.e., the minimum

diameter of a circular outlet opening or the minimum length of the

diagonal of a rectangular outlet opening to avoid ratholing

fc [Pa] compressive strength; unconfined yield strength (also: σc)
F [N] force

FN [N] normal force

FR [N] resultant force; friction force

FS [N] shear force

ff [–] flow factor (depending on flow properties and hopper geometry)

ffc [–] flowability, calculated from the ratio of consolidation stress, σ1, to
compressive strength, σc

g [m/s2] acceleration due to gravity, g ¼ 9.81 m/s2

hf [m] filling height

K [–] (lateral) stress ratio, i.e., ratio of horizontal stress to mean vertical

stress in the vertical section of a silo

L [m] length; length of a rectangular outlet opening

m [kg] mass

m [–] parameter describing hopper geometry (m ¼ 0: wedge-shaped;

m ¼ 1: conical)

M [Nm] moment

ṁ [kg/s] discharge rate, flow rate

p [Pa] gas pressure

r [m] radius; polar coordinate

t [s] time; storage time

U [m] perimeter

v [m/s] velocity

V [m3] volume

x [m] particle size
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z [m] coordinate

α [�] angle

ε [–] porosity, void ratio

Θ [�] inclination of a hopper wall to the vertical

Θap [�] inclination of the inclined wall of a asymmetric wedge-shaped

hopper to the vertical

Θc [�] inclination of the wall of a conical hopper to the vertical (also:

hopper half-angle)

Θcd [�] maximum inclination of a hopper wall for complete clearance due

to gravity (measured to the vertical)

Θp [�] inclination of the side walls of a wedge-shaped hopper to the

vertical (also: hopper half-angle)

Θv [�] valley angle, i.e., slope of the corner of a pyramidal hopper to the

vertical

ρb [kg/m3] bulk density

σ [Pa] normal stress

σsh [Pa] normal stress at shear to failure

σpre [Pa] normal stress at preshear

σα [Pa] normal stress in a cutting plane inclined to the horizontal by angle

α
σc [Pa] compressive strength; unconfined yield strength (also known as fc)
σct [Pa] unconfined yield strength attained after time consolidation; σct ¼

σc(σ1,t)
σh [Pa] horizontal stress

σv [Pa] vertical stress

σv1 [Pa] final or asymptotic stress, i.e., the vertical stress in the vertical

section of a silo in infinite depth

σw [Pa] wall normal stress

σ1 [Pa] major principal stress

σ1
0 [Pa] major stress in an arch

σ100 [Pa] circumferential stress in the wall of a rathole

σ2 [Pa] minor principal stress

τsh [Pa] maximum shear stress at shear to failure

τpre [Pa] shear stress at the end of preshear (steady-state flow)

τsf [Pa] shear stress at steady-state flow
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τw [Pa] wall shear stress

τxy [Pa] shear stress (parallel to y axis, perpendicular to x axis)
φe [�] effective angle of internal friction

φi [�] local slope of a yield locus

φlin [�] slope of a linearized yield locus

φsf [�] internal angle of friction at steady-state flow

φt [�] local slope of a time yield locus

φx [�] kinematic angle of wall friction

Indices
c axisymmetric state of flow; conical hopper

p plane state of flow; wedge-shaped hopper

ap plane-asymmetric state of flow; asymmetric wedge-shaped hopper

h horizontal

crit critical (representing conditions at the minimum outlet size required to

avoid arching or ratholing, respectively)

max maximum

min minimum

rel relative

v vertical
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Chapter 14

Solids Transport and Handling

George E. Klinzing

Abstract Solid transport and handling is a crucial part of any process that involves

solids. This topic sometimes is forgotten until the very end of the process design

and retrofits are needed and decisions are made which will not be optimum for the

overall process. There are many types of techniques that can be employed for the

transport and handling of solids and the basic decision is one that depends inti-

mately on the process and materials being processed. Unfortunately there is not an

overall economic strategy that could be employed to guide the designer on which

technique for transport and handling is appropriate and best. Sometimes, several

procedures can be employed and the process will operate without problems. Often,

however, an arbitrary choice of equipment leads to severe problems. This chapter

gives an overview of the types of transport and handling operations and consider-

ation that are available. A more in depth analysis is given for the pneumatic

transport operation since this mode of transport is probably the most common

spanning both long and short distance and small and large capacity operations.

The topics of electrostatic generation, dust explosions, segregation, mixing and

flow measurements are included in this chapter.

14.1 Introduction

The processing and handling of solids in industrial operations present challenges to

design and operate various units and component parts. Studies have shown that if a

plant processes or handles only liquids or gases, these operations are more reliable

both in coming on-line and keeping operational [59]. One of the big problems of

engineers who have not been exposed to the uniqueness of solids is to apply the

same principles as employed in liquid and gas operations. Sometimes with a little

luck this works but more often it only leads to further problems and inoperability.

One simple example is that solids have lateral pressures that can stress the
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containers in which they are stored and utilized. We know that in liquids and gases

pressure is transmitted in all directions equally causing us to use different physical

concepts than in the solids cases. Solids have sizes, distributions, shapes and a

myriad of other specific properties unlike liquids and gases that depends on their

molecular structure to give bulk properties. We are now faced with a whole new

viewpoint when processing and handling solids some of which are unique to a

particular material and some phenomena that still remained unexplained today.

As we try to regularize the solids processing and handling field, we have applied

more science and new measurements to try to guarantee that our designs will

function and stay functioning. Many studies have been implemented to probe the

solid behaviors hopefully to get to the point where we will have the same reliability

of designs as we have with liquids and gases.

The first thing to consider in solids operations is the particle size and its

distribution. When these parameters fail to give us sufficient information, we go

naturally to the shape which is a different realm of complexity. Statistics comes into

play immediately with the size and distribution consideration and carries over to the

shape as well. In event that will still run into problems the surface and bulk

properties of the solids must be addressed. Particle strength, elasticity, electrostatic

charge and tackiness may be important. All these factors influence the bulk prop-

erties of the solids.

In the processing field engineers must store and move solids and of course blend

them to have uniformity of the product. Chemical reactions and temperature and

pressure effects come into play quickly as we start to handle both solids with liquids

and gases. All of a sudden we have two or three phases to consider. It appears that

we have opened a Pandora’s Box of phenomena and issues that tax our abilities to

design and perform operations. The engineers have responded creatively to these

issues developing models, correlations and more recently trying to develop reliable

computer simulations. There still remains much to do and many hurtles to cross to

achieve our overall objective of reliable design and operation. We are always

looking to some unifying approach that will give us the confidence one has in

operating with liquids and gases. Particles as they become smaller often take on the

properties of being the trigger for explosions which can have serious consequences

in financial and human loss.

14.2 Various Modes of Bulk Material Transport

Woodcock and Mason [101] in their book on Bulk Solids Handling discuss a wide

variety of bulk solids transport modes everything from gravity driven means to

vibratory means. Mechanical conveyors and their selection and operation were

discussed by Fayeed and Skocir [25]. The least expensive of these modes is using

the gravity force to drive the flow. While this technique may be inexpensive it is

dependent on the containing vessel, carrying chute and particle properties in

relationships that are not obvious and can be problematic. Belt conveyors and
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their vertical derivative of bucket elevators have a high degree of reliability being

used in long distance conveying for the belt conveyor and short vertical lifts for the

bucket elevator. Screw conveyors are usually limited to short distances conveying

and are coupled with other modes of transport such as pneumatic conveying which

is a large component of all solids transports being employed in industry. Using

vibratory motion, bulk solids can move particles on a trough or belt. Using a liquid

as the motive force for hydraulic conveying or slurry transport has been applied

successfully in long distance conveying.

14.3 Transport Economics

One approach in evaluating the various types of solids handling operations is to try

to approach the topic from an economic viewpoint. While this seems like a logical

approach to the subject, one quickly finds that this is a very difficult task which

depends on the particular physical situation dependent on the properties of the

particles that are to be transported. There is no easy “figure of merit” that has been

developed in such terms as cost/unit length of transport that provides the engineer a

guideline to apply.

One analysis worth mentioning was carried out by Soo et al. [88] in both short

and long distance conveying of coal. They considered both high and low capacity

transfer with slurries, barges, rail, and pneumatics. The least expensive mode of

transport was found to be barges which had a range of transport of 100–2000 miles

in distance. It is noteworthy that at the time that this study was carried out the use of

belt conveyors were not generally considered for long distance conveying. Subse-

quent developments in belt conveyors have placed this mode of transport second

only to slurry transport in costs for long distance conveying. Belt conveying has

become very reliable with many long distances, large installations around the world

in some very remote locations.

The Soo study was the first to consider long distance conveying using pneumatic

transport. While the study showed the feasibility of pneumatic transport being

employed up to 100 miles in distance, a test facility was never built. For shorter

transport distance up to 2 or 3 miles pneumatic transport was shown to be very cost

effective. In fact Soo has shown that up to 14 miles in length pneumatic transport

came in at the lowest cost per ton of transport per mile.

14.4 Gravity Driven Processes

Continuing to look at economics at first glance it appears that the processes that are

driven by gravity have an advantage that external power sources are not needed to

actuate the particle flow.
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Bates [4] has prepared an excellent summary of the discharge rates and condi-

tions of bulk materials from storage and chutes which are the less energy dependent

mode of moving and transporting particles since it depends mainly on gravity as the

driving force. Having such a discharge function continuously and without stoppage

is not an easy task and depends on the particle properties as well as the vessel in

which it is contained. If there is an excess amount of air entrapped in a powder the

condition of “flushing” occurs which is very rapid and often difficult or impossible

to control.

Several individuals has suggest volumetric flow rate which can be delivered

from an orifice of a vessel [8, 10, 11, 18, 26, 27]. Nedderman et al. [65] complied a

thorough review article of these flow rates and equations.

Bates [4] has noted that the Beverloo’s equation is usually adequate for free

flowing materials from funnel flow hoppers. The Beverloo equation is given as:

W ¼ CρB
ffiffiffi
g

p
D� kd p

� �5=2 ð14:1Þ

where:

W ¼ solids flow rate

ρB ¼ bulk density of the solid

g ¼ gravitational constant

D ¼ diameter of the outlet

dp ¼ particle size

C and k are fitting parameters; parameter k depends upon the particle shape and has

an average value of 1.4 for sand but it can vary between 1.0 and 2.0.

Ariza-Zafram et al. [1] did a more recent review of the proposed models for

discharge rates of bulk particulate from silos and bins.

The book by Benjamin [7] brings together the way transfer chute design has

evolved and relates it to underlying design principles that must be applied if the

transfer is to operate with minimum of maintenance consequences.

Table 14.1 gives an overview of pros and cons of gravity feeders.

14.5 Belt Conveyors

Belt conveyor design and testing has been extensively implemented by Roberts and

his team at the University of Newcastle in Australia. In a conversation with

Emeritus Professor Alan Roberts, AM. Roberts has commented that one of the

most challenging applications of belt conveyors that he worked on was the passage

of ore from a copper mine at 4300 m to a processing plant at 2500 m with 4 m in

diameter pipe all taking place in a remote wilderness area [66]. Belt conveyors now

that are 20 km in length at speeds of 10 m/s are a proven reality.
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In analyzing the details of belt conveyer design Wheeler et al. [98] determined

the flexure resistance of bulk solids transported on belt conveyors. Plate theory was

used to approximate the deflection of the troughed conveyor belt between idler sets

with the flexure resistance being calculated from the difference between the work

done in deflecting the bulk solids during induced active and passive stress states.

Roberts [76] explored a cost model for belt conveyor systems that include the

energy cost and annual equivalent cost of conveyor components. He noted that in

comparing the continuous modes of transport as slurry pipeline, belt conveyors,

screw conveyors and pneumatic systems along with discontinuous modes such as

ship or barge, road or rail, the variation in costs may differ by several orders of

magnitude. For any specific mode chosen there are many combinations and choices

that can vary in the overall costs seen.

The distance travelled by the material is a crucial parameter in the cost model.

Belt conveyors are cited as being the second lowest cost for long distance contin-

uous conveying. Slurry pipelines are cited as being the lowest.

The Conveyor Equipment Manufacturers Association (CEMA) design methods

have been analyzed by Roberts [76] showing its utility when using commercial

software design packages. He shows that specifying the overall operation condi-

tions are essential. Specific inputs to the commonly accepted loss categories are

identified paralleling the range of friction coefficient recommended. The loss

category equations are refined [15].

Reicks [73] explored belt conveyor models using quantitative platforms for belt

conveyor energy options. He emphasized as Roberts the importance of the CEMA

fully quantified design methods when used in belt conveyor design software. A

wide range of possible influences can influence optimization. Energy losses depend

on the specific application.

For short conveyor belt transport of 50 tons/h and lengths up to 100 m, Nanetoe

and Sopongpongpipat [64] considered the optimum design and cost. They consid-

ered a 500 mm wide belt at various inclinations angles.

Table 14.2 gives an overview of pros and cons of belt conveyors.

Table 14.1 Advantages and disadvantages of chutes and gravity feeders

Advantages Disadvantages

Inexpensive Little control

Used to provide accumulation to shipping

area

Exposed and can be contaminated

Loss energy by relying on gradient force Dependent on particle properties for smooth

operation

Can be used between floors Dependent of outlet size of bin or hopper
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14.6 Screw Conveyors

Bates [3] has written a comprehensive book on the use of screw conveying in the

particulate field. The technology has ancient roots but more modern applications

started about 1750 in flour mills. The handling of powders and fine particulates is

the dominant usage of screw conveying. The screw conveyor is reliable and is used

often to lift solid particles vertically for short distances. The screw conveyor is used

as a feeder in other modes of solids transport such as pneumatic conveying. The

intersection of a feed tank or bin and a pneumatic conveying line with screw feeders

is a common mode of incorporating this screw. The analysis of screw conveyors

uses the same principles employ is powder mechanics. Screw conveyors can be

used to meter the amount of particulates fed to a unit because of its controlled mode

of operation.

Roberts [77] has addressed screw conveying design looking at the torque and

power which are influenced by the vortex motion of the bulk solids being

transported. The vortex motion and the degree of fill of the screw determine the

volumetric efficiency and throughput. This effect influences the torque, power and

efficiency. Using his theory he was able to show agreement to the operation of

screw conveyors in elevating wheat.

Table 14.3 gives an overview of pros and cons of screw conveying.

14.7 Vibratory Conveyors

Colijn has written a book [16] doing a detailed review with design procedures for

mechanical conveyors of bulk solids. He stresses a system’s approach to the

application in the procedure to choosing a mechanical conveyor. In the case of

vibratory conveyors he notes that this type of conveyance is used usually for short

distances up to 200 ft in length. The external vibratory drive imparts energy to the

bulk solids causing movement. The interaction of the vibration produced and

imparting to the solid particle is complex and of course depends on a number of

parameters of the carrier trough and the material from size, shape to bed thickness.

The frequency and amplitude of the vibration as well as the angle of inclination

are imperative to the vibratory conveyor design. Colijn notes that the particles can

be forced to move at velocities of 0.005–0.5 m/s with vibrations going from 4 to

Table 14.2 Advantages and disadvantages of belt conveyors

Advantages Disadvantages

Long distance conveying possible Angle of inclination should be less than

22�

Can be open or covered to protect against

environment

Difficult to transport hot materials

Can convey almost any type of solid and size Small scale testing needed to test

Can adapt to plant layout Many moving parts
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60 Hz and stroke lengths of 5	 10�4 to 0.075 m. The lower vibration frequency is

applicable to longer stroke length.

Molerus [61] has performed experiments on the movement of particles in a

rubber tube under the influence of vibratory actions. He employed an off-center

motor to impart the vibrations to the rubber tube. This technique would be an idea

for the conveying of fragile materials.

In the tire industry the conveying of carbon black with its very fine size

characteristics a rubber pipe was been chosen to move this material with motive

air. Vibrations are imparted to the pipe from the overall operation of the unit. These

vibrations have the effect of reducing the caking of the carbon black on the pipe

walls of the rubber pipe.

Table 14.4 gives an overview of pros and cons of vibratory feeders.

14.8 Slurry or Hydraulic Transport

Slurry or hydraulic transport uses a liquid medium to move the solids. In most cases

the liquid is water but there have been applications with other liquids and even

liquid carbon dioxide. The movement must employ a pump that has to be roughed

Table 14.3 Advantages and disadvantages of screw conveying

Advantages Disadvantages

Economical Short distances

Low maintenance Attrition

Totally enclosed Wear with abrasive materials

Multiple discharge points Particles must be smaller than the pitch

Easy to install Small scale testing preferred before usage

Quiet operation Needs to run full of particles

No return run As the angle of inclination increases, the allowable

capacity decreases

Can operate at inclines

Volume control

Can handle bulk materials from sluggish

to free-flowing

Table 14.4 Advantages and disadvantages of vibratory feeders

Advantages Disadvantages

Very low and very high feed rates Can create dust

Uniform material flow can be obtained with gentle

handling

Can cause segregation of particles

Low installation cost Can’t provide positive material flow

Few moving parts Adhesive material and fines can build

up

Low power consumption Can’t provide a linear feed rate
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enough to handle the two phase flow imposed by varying concentration of solids.

Long distance conveying can be achieved in slurry transport with intermediate

pumping stations which can have over 1000 kW of power required. This mode of

transport competes with trucks, trains and barges to moving vast mineral resources.

The Black Mesa slurry pipeline system is used to carry coal to a powder plant

273 miles away. One of the problems of long distance slurry transport is securing

the right of way of the land over which it is constructed and operated. The

availability of water at the source of the pipeline can be a challenge in arid climates.

At the end of every slurry pipeline there needs to be a method to remove the liquid

from the slurry. The finer the solids handled the more difficult it is to remove this

liquid. Filtration is put to a severe test with these fine solids. Hydrocyclones are

often used in the separation process as the first stage of separations. In handling of

fine coal 50 % of solids or higher have been achieved. The higher the concentration

of solids the less Newtonian is the behavior of the slurry. Many of the concepts used

in pneumatic conveying are also applicable in slurry conveying especially with

minimum conveying velocity and the concentration gradients across the cross-

sectional area of the pipe.

14.9 Mixing and Segregation

Mixing and segregation go hand in hand in solids processing and handling (see also

Chap. 9). The very operation of movement of particulate solids enhances the

process of segregation or de-mixing. When there are size differences between the

particles, one is faced with the proper way to deliver the material that has a

homogenous composition at constant concentration. Considerable effort and

money can be expended on trying to produce a uniform mixture in any of the

various mixers that are available. Once a mixture standard is achieved in the mixer

the material has to be transported to another operation and in a few minutes in the

transfer process de-mixing occurs. The transport line and distances between these

operations should be as short as possible. One curious operation that has been cited

and argued as to the mechanics is the Brazil nut phenomenon where on vibrating a

mixture of large and fine particles the large particles rise to the surface of the

container giving segregation.

Sommer [83] has produced an excellent account of how to sample a mixture of

particulates providing detailed statistical analysis to try to guarantee the true

representation of the total vessel or container. One of the first researcher to address

the mixing and sampling issues was Williams [99], who identified four mechanisms

for the segregation of particles:

1. Trajectory – which is driven by Stokes law

2. Percolation – movement of fine powders in a vessel

3. Rise of coarse particles on with vibrations – Brazil nut phenomenon

4. Elutriation – fine particles remaining in suspension for long periods of time

without settling.
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In the mixing technology area mixing can occur by convection, diffusion and

shear. Different mixers take advantage of these different phenomena. Miyanami

[60] has noted as the mixing time increases the mechanisms of mixing goes from

convective to convective and shear and then finally to diffusive mixing. He also

compiled a listing of the various expressions that can be used to assess the degree of

mixedness where a value of 0 is completely segregated and a value of 1.0 is

complete mixedness.

Statistics of random binary mixtures is a way to measure the quality of a mixture in

solids processing [57, 74]. The true standard deviation (σ) and the true variance (σ2)
of the composition of the (quasi-) two-component mixture are indicators of its quality.

These true values are usually not known but can be estimated by s2 defined as:

s2p ¼
Σ yi � μð Þ2

N
ð14:2Þ

where

s2p ¼ estimated variance of p

p ¼ proportion by number of one of the two components

yi ¼ measured composition of sample i
μ ¼ true composition

N ¼ number of analyzed samples

The true composition μ is generally unknown. Then, it should be replaced by the
calculated mean composition <y>:

s2p ¼
Σ yi� < y >ð Þ2

N � 1
ð14:3Þ

An upper and a lower limit exist for the variance of (quasi-) two-component

systems. The upper limit holds for a fully segregated system:

Upper Limit ¼ σ20 ¼ p 1� pð Þ ð14:4Þ

The lower limit is also named fundamental error. It means a fully random mixture

where the variance only depends upon the number of particles n involved:

Lower Limit ¼ σ2R ¼ p 1� pð Þ=n ð14:5Þ

It has been found that the mixing index suggested by Poole et al. gives good

discrimination for practical mixtures. It approaches unity for completely random

mixtures.

Poole mixing index ¼ s p=σR ð14:6Þ

Kehlenbeck [40] studied continuous mixers to mix entering components radially

and to smooth fluctuations of the entering mass flow in the axial direction. He found
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as Sommer predicted that the system could be modeled by the Fokker-Planck

equations. He also found that flow fluctuation is the main influencing parameter

of the mixing quality, independent of the mixer setting for the average residence

time, normalized with the period length of the entering mass.

Relatively simple static mixers have been employed in gas-solid systems. These

units are dependent on the feed and discharge rates as well are the internal mixer

structure. Gyenis et al. [30] explored the gravity flow of particulate solids in a

vertical motionless mixer to define various mixing regimes.

14.10 Pneumatic Conveying

Pneumatic conveying is one of the most commonly employed solids transport in

industry. This is the reason that it is more thoroughly handled in this chapter.

Pneumatic conveying can handle a wide range of particle sizes from the

submicrometre to 8 cm rocks. Obviously the designs will have to be different for

these two materials. Because of the flexibility in design and handling a wide

spectrum of materials of various densities can be employed. Pneumatic conveying

has even been tested under reduced gravity conditions for considering building such

systems on the Moon and other planets [63, 90].

The distances conveyed for these systems have generally been employed in

transport distance less than 2500 ft although in constructing the Grand Coolie Dam

cement was blasted in conveying like for several miles of distance. S.L. Soo

[87, 89] did a theoretical study for the pneumatic conveying of hundreds of miles

showing such a design is possible.

There is a wide variety of advantages and disadvantages for using pneumatic

conveying. Sticky and cohesive materials generally are not recommended for such

systems. Inserting more energy into a system by increasing the pressure and

velocity of transport can usually get the solids to convey but not economically.

Doing such increases is not advisable since energy will be wasted and often time the

particles will end up as a fine dust which may not be what the customer wanted to

purchase from you. See Table 14.5 for a general overview of pneumatic conveying

capabilities.

There are five different components to a common pneumatic conveying system.

One has to deliver the material into the conveying line; one must convey the

material in a line; a transport gas must be inserted and the transported material

must be collected at the end of the system. Finally there should be some sort of

controls built into the system even though these may relatively simple in concept.

For some specialized materials other components may be added and novel moving

devices have been designed [42, 78]. Table 14.6 lists pros and cons of pneumatic

conveying.

Pneumatic conveying has been around as a technology for at least over a hundred

years although some of my oriental friends contend that the ancient Chinese used
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the technology in their early society. Grain unloading from ships was used in Russia

in the late 1800s.

The motive force to move the solids in pneumatic conveying can come from

application of a pressure or by a vacuum. The vacuum systems have an overall

Table 14.5 Overview of pneumatic conveying capabilities

Great range of materials can be conveyed

Powder

All less that 700 μm (24 mesh–0.028 in.)

Minimum of 25 % less than 75 μm (200 mesh–0.0029 in.)

Note: if 100 % less that 10 μm (1250 mesh–0.00039 in.) material may agglomerate

Granular

Uniform particle sizes

Minimum of fines

Free flowing

Almost all materials can be conveyed pneumatically with few technical limitations

Sponge iron balls 9.52 mm (3/8) diameter

Rock up to 76.2 mm (3 in.)

Explosives

Manufactured parts

Live chickens

Capacity

Small capacity

Difficult to control feed

High cost for small return

Small diameter conveying lines are less effective.

Large capacity – almost unlimited

Common up to 100 tons/h

Some approaching 500 tons/h

Distance

Short distance – less that 10 m (32 ft)

High cost for small return

Not economically competitive with mechanical systems

Long distance

Common conveying to 300 m (1000 ft)

Some systems approaching 2500 m (8000 ft)

Table 14.6 Advantages and disadvantages of pneumatic conveying

Advantages Disadvantages

Lower initial cost Requires higher horsepower

Clean, totally enclosed Requires higher technology to operate

Easy to automate Pipe erosion

Savings in bulk shipments

Less maintenance
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limitation due to the maximum forces that can be achieved with these systems while

the pressure systems can always seem to just up the power input. Sometimes it may

be advantageous to use a hybrid system of both vacuum and pressure.

The dilute phase mode of transport is the most common in pneumatic conveying

applications. Older designs mostly used excessive air hoping to eliminate opera-

tional problems. Such systems consumed too much energy and lead to pipe wear

and particle erosion and degradation. Keeping the air flow at a minimum above the

saltation velocity is the optimum point of operation to save energy.

Dense phase conveying systems were introduced commercially in the early

1970s and these designs were thought to be the answer to a maiden’s prayer in

the conveying world. Lower air velocities eliminated the need to be above the

saltation velocity as well as cut down on the amount of particle breakage and pipe

erosion. These objectives have been achieved but the operation of the dense phase

system can be problematic since unstable flow situations may occur. There are

many unique designs for dense phase systems devised by various manufacturers

with a wide range of pricing [42].

Dense phase is an ill-defined word in itself and can represent a wide variation in

the flow condition from dune type flows to moving piston flow [97]. These systems

in general operate at higher pressures than the dilute phase flow systems.

14.10.1 Pickup and Saltation Design Parameters

In order to insure that the solids are transported over the whole piping system one

must establish the proper and optimum velocity for transport. The parameters of

pickup velocity and saltation velocity have been employed in this context. Fig-

ures 14.1 and 14.2 show the mechanism of these two phenomena. An inter-

relationship between the velocity has also been probed and is depicted in Fig. 14.3.

The hysteresis seen between the two velocities on increasing and decreasing is

most noteworthy. The pickup velocity has two definitions; one is pickup at the feed

point of the introduction of solids and the other is pickup from a deposited layer on

the bottom of the pipe. The saltation velocity is the velocity at which particles start

to fall out of the transport line and deposit on the bottom of the pipeline. One needs

to be sure that the transport velocity is sufficient to pick up the solids and sufficient

not to let deposition occur in transport. There is a consideration for the transport

velocities for materials that are highly fluidizable and are transported in waves

rather than be totally suspended. These materials require a lower transport velocity

than expected. Rizk [75], Cabrejos and Klinzing [14], and more recently

Rabinovich and Kalman [71] who developed a more general classification for

pickup and saltation velocities correlations. The Rizk correlation which was devel-

oped for plastic pellets is given as:
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μ ¼ 1=10δ
� �

u p=
ffiffiffiffiffiffi
gD

p� �χ
ð14:7Þ

where:

μ ¼ solids loading

δ ¼ 1.44dpþ 1.96

χ ¼ 1.1dpþ 2.5

The Cabrejos [12] analysis provides two equations; one for pickup and one for

saltation:

D

SALTATION MECHANISM OF SOLID PARTICLES
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Fig. 14.1 Saltation velocity cartoon [14]
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Fig. 14.2 Pickup velocity cartoon [14]
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Fig. 14.3 Dimensionless diagram of Froude and Reynolds numbers at pickup and saltation [14]
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ugpu=
ffiffiffiffiffiffiffiffi
gd p

p� � ¼ 0:0428 Re p

� �0:175
D=d p

� �0:25
ρ p=ρg

� �0:75
ð14:8Þ

and

ugs=
ffiffiffiffiffiffiffiffi
gd p

p� � ¼ ugs0=
ffiffiffiffiffiffiffiffi
gd p

p� �þ 0:00224 ρ p=ρg

� �1:25
μ0:5 ð14:9Þ

where:

ugpu ¼ pickup velocity of the gas

ugs ¼ saltation velocity of the solids

ugs0 ¼ saltation velocity of a single particle

Rep ¼ Reynolds number based on the particle diameter

μ ¼ loading ¼ Ws/Wg ¼ solids flow rate/gas flow rate

1200< ρp/ρg< 3200

μ< 50

Over the years industrial experience has developed some guidelines on the

appropriate conveying velocities. Table 14.7 is a listing of these

recommendations [82].

Figure 14.4 shows the pressure drop in a pneumatic conveying system plotted

versus the average air conveying velocity at different solids flow rates. It is often

called the Zenz plot since he was the first to use this depiction [104]. The figure is

from the work of Rizk [75] at Karlsruhe University using polymer pellets. The line

through the minimum pressure drop points is often called the division line between

dilute phase to the right and dense phase to the left. Having a system convey at this

minimum pressure drop point is considered the economical. As one moves to the

left into the more dense phase regime certain instabilities arise such that the region

is often called the unstable region, which can be problematic in carrying out steady

state operations. It should be noted that this Zenz plot has an unique behavior for

each individual material transported and for most reliable design the full plot should

be available. In this way various regions of flow can be explored. In combining the

motive air information with the Zenz plot one can see readily the ranges of

operability of the system.

14.10.2 Dense Phase Conveying

In 1969 Muschelknautz and Krambrock [62] did a fundamental experimental study

on different types of dense phase conveying from the stratified and wave flow to the

plug flow situation. They developed two correlations for these two types of flow.

For the stratified flow they present the pressure loss as:

Δ p ¼ 1� Acð ÞLρsg f sr ð14:10Þ
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where:

fsr ¼ friction factor for sliding and rolling of the particles (varies from 0.4 to 0.8

with an average value of 0.6)

Ac ¼ cross sectional area of the wave layer.

For the plug flow case they present an exponential increase in pressure drop

through the plug as the length of the plug increases:

Δ p ¼ exp f srμΔLð Þ= RTu p=ug
� � ð14:11Þ

where the friction factor employ is the same as for the strand flow case and

R ¼ gas law constant

T ¼ absolute temperature

In his book Weber [96] developed similar expressions to calculate the pressure

drop in dense phase flow. Again using a force balance on a plug he used solid

mechanics to consider the stresses in the radial and axial direction and their ratio

termed the stress transmission ratio or coefficient. He was able to solve for the

conveying pressure of the plug. In addition he approached the plug flow where the

Table 14.7 Pick-up velocities from industrial experience [82]

Minimum recommended velocities at the feed point for various materials

Material Pressure feed Vacuum feed Vacuum feed/rest

m/s m/s m/s

Alumina 18.3 22.4 32

Calcium carbonate 9.8 23.4 33.5

Clay 18.3 22.4 33.5

Coffee beans 15.3 17.3 22.9

Corn grits 21.3 23.9 30.5

Corn shelled 16.8 20.8 32.0

Lime hydrated 12.2 16.3 27.5

Lime pebbles 21.3 27.0 32.0

Malt 16.8 20.3 30.5

Phosphate 22.9 26.0 33.5

PE pellets 21.3 22.4 24.4

Salt 25.4 28.5 36.6

Sand 33.0 34.6 38.1

Soda ash 19.8 23.4 33.6

Starch 16.8 19.8 27.5

Sugar 18.3 22.4 33.6

Wheat 16.8 20.9 32.0

Note: Pressure Feed is a positive pressure conveying system; Vacuum Feed is a vacuum conveying

system; Vacuum Feed/Rest refers to a vacuum conveying system where the particle initial velocity

is zero or at rest
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secondary air source was the motive force obtaining an exponential pressure

increase with the length of the plug as Muschelknautz and Krambrock. Konrad

et al. [44] again used the solid mechanics approach and Ergun’s equation as a

moving packed bed. The Konrad approach discussed the stress behavior in the plug

using the concepts of passive and active failures employed in solid mechanics. The

stress transmission coefficient was a key factor to the plug behavior. Since that

time, several researchers have explored this plug regime [22, 36, 37, 42, 55]. This

history is rich with information and approaches. More recently Sommer [49, 67]

with his students Lecreps and Nied have probed the plug formation and structure in

detail showing novel internal structures and processes.

In many of the studies on plug flow the frictional term between the material and

the wall has been a crucial parameter. Several researchers have probed this friction

and offered suggestions on its values and importance [47–49, 68, 95].

Dense phase conveying can be categorized in a number of ways. Injection of

solids into the conveying air or injection of conveying air into the solids are two

general techniques. The blow tank has become one common way for insuring dense

phase conveying. Some materials mostly plastic pellets can form plugs naturally if

they are handled and injected in the proper manner.

From the force balance analysis one finds that there will be an exponential rise in

pressure across a plug which has a significant effect on the transport of long plugs in

a pipeline:

Fig. 14.4 Zenz diagram for polymer pellet conveying at varying solids flow rates [75]

(Reproduced with permission of F. Rizk)
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p1 ¼ p2exp βgμRL=R
0
Tu p=ug

� �
ð14:12Þ

where:

β ¼ sinδ þ μRcosδ
μR ¼ coefficient of sliding friction

δ ¼ angle of inclination of pipe

R0 ¼ gas law constant/MW

Tied up in this expression are assumptions about the particle-wall interactions,

particle-particle interactions and the structure of the plug. Most of these parameters

are unique to the type of material being conveyed and the pipe in which they are

conveyed.

As mentioned before Wen and Simon [97] and Muschelknautz and Krambrock

approached the wave like transport of solids as one of the techniques for dense

phase conveying. More recently Pan and Wypych [69], Williams and Jones [100],

[37], Behera et al. [6], and Setia et al. [80] also delved into this regime, studying

mostly fly ash or similar materials that can be transported in a wave like format.

14.10.3 Plug Flow

A plug can break into fragments mostly on the topic of the horizontal flowing plug

because the internal structure is weak or the plug is too short to support the applied

pressure.

There is a variety of different methods to classify flows in pneumatic conveying.

These graphical depictions are meant to help us understand and visual the process

of conveying.

One of the common classifications of particles and powders in motion is the

Geldart classification [29]. This classification using the density difference between

the solid particles and the gas plotted against the diameter of the particle (Fig. 14.5).

The principal characteristics of handling of materials under Geldart classifica-

tion can be seen in Table 14.8.

In applying the Geldart classification the boundary regions between the A, B, C,

and D classes hold some challenges in trying to understand their behaviors in bulk

solid handling and pneumatic conveying. Table 14.9 lists materials found to lie in

these boundary zones.

Choking is a phenomenon that arises in vertical flow when the energy is not

sufficient to sustain a steady flow of materials and thus chokes. Yang [103] has

explored this region and developed a correlation:

2gD ε�4:7
c � 1

� �
= ugc � ut
� �2 ¼ 6:81	 105 ρg=ρ p

� �2:2
ð14:13Þ
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and

Ws=Aρ p ¼ ugc � ut
� �

1� εcð Þ ð14:14Þ

where

εc ¼ voidage at choking

ugc ¼ gas velocity as choking

A ¼ cross-sectional area of the pipe

14.10.4 Flow Measurements and Indicators

Measurements in pneumatic conveying or in solids handling both have many chal-

lenges. The devices that are common in single phase do not function well when gas

and solids phases are present at the same time. Some devices such as transducers can

be applied to obtain basic measurements in pneumatic conveying even though the

conditions are more rugged than the single phase flow. Some clever observations of

gas-solid flows can be explored to measure flow rates and conditions of flow. The

finding of Gaesterstadt [28] showing that the pressure loss for dilute phase pneumatic

transport could be represented by a linear increase in pressure drop was further

expanded and refined by Cabrejos and Klinzing [13] to provide a convenient way

to measure the solids flow rates. Use of pressure transducer signals which generate

pressure fluctuations related closely to the condition of the flow all the way from

dilute to dense phase has been developed to provide an index of the kind of flow
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Fig. 14.5 Geldart fluidization diagram [58] (Copyright Springer; reproduced with permission)
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patterns occurring in a pneumatic conveying system [20]. Signal analysis procedures

used in electrical engineering, such as powder spectral analysis, fractal analysis,

Hurst coefficient and wavelet analysis, have provided information on the finer details

of the pressure fluctuations [42]. Using the concepts of electrostatic generated by

moving charged particles and the interaction of charge particles and polarized light

fields also provides basic information to develop pneumatic conveying measuring

Table 14.9 Geldart boundary properties

A/C A/B B/D

Cement (14 μm) Alumina (50–60 μm) Alumina (435 μm)

Coal (20 μm) Coal (146 μm) Granulated sugar (720 μm)

Pulverized fly ash (20 μm) Copper ore (55 μm) Polyethylene powder (825 μm)

Sugar (157 μm) Pulverized fly ash (700 μm)

Slate dust (500 μm)

Table 14.8 Examples of materials in the Geldart classification and their handling and conveying

properties [78].

Properties Group A Group B Group C Group D

Type of

material

Powder Coarse Cohesive fine

powder

Granular

Mean diame-

ter, μm
20 to 50–100 50–100 to 500–1000 <20 >600–1000

Density,

kg/m3
1000–4000 1000–5000 >2000 <3000

Fluidization Considerable

bed expansion

Naturally occurring

bubbles start at umf

Normal fluidiza-

tion is very

difficult

Naturally

occurring bub-

bles start at umf

Before ucrit Bed expansion is

small

Bed expansion

is small

Plugs form at

large flow rates

Pressure drop

at minimum

fluidization,

mbar/m

<30 >80 50–130 5–150

Permeability,

m2/bar-s

0.1 0.01–0.1 to 1 0.1–1 >1.0

De-aeration Collapses

slowly

Collapses rapidly Collapses slowly

-good air retention

Collapses very

rapidly

Type of flow

in a conven-

tional system

Moving bed Hard to convey in

dense phase

Can convey in

dense phase with

difficulty

Possible candi-

date for plug

flow

Examples Fly ash, pul-

verized coal,

flour, PVC

powder, alu-

mina, sugar

Sand, granulated

sugar, alumina, sem-

olina, PVC granules,

mineral powder,

glass beads

Cement, dolomite,

pulverized coal,

titanium dioxide,

fly ash, alumina

powder

Plastic pellets,

polyethylene,

wheat, glass

beads, coarse

sand, seeds
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devices. The use of electromagnetic tomography has given further information into

the structure of complex gas-solid flows by Dyakowski et al. [23] and Nied

et al. [67]. New and exciting phenomena have been observed helping to develop

more precise theories of transport. The use of sonic vibrations interacting with

gas-solid flows is another technique to measure solids flows [17, 91, 92]. Using the

principle of the interaction of polarized light with a magnetic field generated by

electrostatics in pneumatic conveying Radar et al. [72] showed a flow meter could be

developed from this concept.

14.10.5 Electrostatics in Pneumatic Conveying

In solids processing electrostatics can have dramatic effects which can cause the

loss of property and lifes. The pneumatic conveying operation generates the most

electrostatic effects in all of solids processing. Learning how to control or reduce

these effects is most important. Often times when a particular behavior remains

unexplained, we find reference to possible electrostatic effects. In pneumatic

conveying it is imperative to ground the transport system and insure in time that

this ground is maintained and the connections are not broken, rusted or painted

over. The use of nonconductive piping, connectors or gaskets are prime points to

the electrostatic generation. Conveying under the conditions of greater than 70 %

relative humidity will reduce electrostatic effects as well as the addition of material

to reduce electrostatic charge such as a tetra-ammonium salt. This material con-

taminates the product, so its application is limited. Insertion of a conducting wire

inside the pipe or wrapped around the outside of the pipe has little effect in reducing

electrostatic effects. Jones and King [38] have developed an excellent book on

electrostatics discussing the details of generation and reduction.

Dust explosions which are usually triggered by the presence of dust in facilities

that handle particles are particularly prone to occur. In order to have the right

conditions for an explosion there needs to be a fuel, an oxidizing agent and an

ignition source. Fine powders serve as the fuel, the oxygen in air serves as the

oxidizing agent and an electrostatic spark serves as the ignition [2, 24, 50].

The minimum ignition energy (MIE) is a term that is often employed in

electrostatics. This is termed the minimum energy to trigger a spark and is related

to the capacitance of the material and minimum sparking potential. Having a value

larger than 5 mJ is to enter a dangerous zone for ignition. The minimum ignition

energy can be written as:

Ue ¼ 0:5CobjectV
2
max � 5mJ ¼ MIE ð14:15Þ

where

Cobject ¼ capacitance of the object

Vmax ¼ maximum discharge voltage

498 G.E. Klinzing



When hydrocarbon vapors are present this MIE is lowered to less than 0.25 mJ.

When one see sparks occurring in pneumatic transport, the breakdown voltage of

the air is 30 kV/cm which is a large charge.

Once a material has been charged by conveying or other means it takes a

considerable amount of time for that charge to dissipate. Charges that do not

dissipate in less than 100 s are considered dangerous.

Some unusual flow patterns in pneumatic conveying can be observed because of

the presence of electrostatic charging. Figure 14.6 show these flow patterns

[19, 41]. He et al. [31] have recently looked at charged particulate flow with an

unique dual-material probe. Some modeling of the electrification of particles in

pneumatic conveying has been presented by Korevaar et al. [46].

Over the years many dust explosions have occurred. Note that all kinds of

powders that are combustible may cause them. Examples are: flour, grain dust,

powdered milk, starch powder, sugar dust, saw dust, coal dust, resin and metal dust.

The first extensive record is a flour explosion in 1785 that destroyed the warehouse

of a bakery in Turin, Italy. Another example is the explosion in 1878 of a flour mill

and its adjacent buildings in Minnesota, USA. In 1977 a grain elevator in

Westwego, USA exploded. In 2008 a dust explosion destroyed a sugar refinery in

Port Wentworth, USA. And in 2011 aluminum dust in a Chinese factory in Chengdu

was the cause of an explosion. As a result, dust explosions in last 25 years resulted

in several hundreds of casualties and over 100 million dollars financial damage,

despite all kinds of measures and guidelines for safe operation [50]. Figure 14.7 of

ruined sugar refinery facilities shows how devastating dust explosions can be.

14.10.6 Simulations

More and more simulation work has taken place in gas-solid flows. The agreement

between the experimental evidence and the numerical simulation is becoming more

exact. Realistic phenomena for both the solid and gas phase behaviors have been

incorporated into the models. Both continuous and discrete representations have

had success in their approaches. Tsuji [94, Sommerfeld and Zivkovic [85],

Sommerfeld [86], Bolio et al. [9], Levy and Mason [51], and Yu and his team

[52, 53] have carried out realistic modeling of pneumatic conveying.

Tsuji [94] has given an excellent summary of computational activities related to

solids processing including pneumatic conveying. He noted that these computations

can be separated into four groups:

1. Gas-particle multiphase flow [87]

2. Collision-dominated flow

3. Direct Simulation Monte Carlo method (DSMC) and contact-dominated flow

4. The Discrete Element Method (DEM).

In particle-gas multiphase flow there is an interchange of mass, momentum and

energy between the gas and the particles. Dilute flows have only particle gas

interactions while dense phase flows also have particle-particle interactions. In
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the particle-gas multiphase flows there is an interchange of mass, momentum and

energy between the gas and the particles.

For the Discrete Element Method (DEM) collisions dominate the flow and can

have elastic and inelastic collisions relevant to dense phase flow. Using the micro

scale for individual particles, the meso scale for the local region and the macro scale

for the system, Tsuji considered particle motion from the trajectory level, the

continuum model and the one and multidimensional viewpoints. The fluid motion

in the same sequence of scales considers the flow around a single particle, local

Fig. 14.6 Flow patterns for PVC with electrostatic charging present [19]

Fig. 14.7 Damaged sugar refinery in Port Wentworth by a dust explosion in 2008

(www.foodprocessing.com.au)
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averages and one and two dimensional flows. The DEM collisions are dominant

with either inelastic or elastic collision.

Theuerkauf et al. [93] have given a good summary of modeling granular flows

using the discrete element method (DEM). While they concentrate on bins, hoppers,

feeders and mixers, the basic techniques have been employed in other fields

including pneumatic conveying. They project that DEM will be an integral part

of the modeling toolkit for designing solids processing systems in the next 10 years.

They break down the approaches into the soft-sphere and hard-sphere models as

suggested above by Tsuji. There are several important concepts in using the soft

sphere model which begins with Newton’s law of motion including translational

and rotational forces. The hard-sphere approach is event-drive. In this approach the

particle collisions are assumed to be binary and instantaneous. The calculations are

based on impulse and momentum transfer having the energy dissipation accounted

for by the coefficient of restitution.

There have been a number of attempts to simulate dense phase conveying using

modern computational techniques. McGlinchey et al. [56] simulated dense phase

flow using the combined computational fluid dynamics and discrete element

method in an effort to predict the contact forces. They showed that the particles

forming the shell of a plug experience the highest stress intensities in terms of

contact pressure and relative velocity. The dominant stress mode was found to be

the sliding friction.

For dense phase pneumatic conveying, collision dominated flows are considered

for intermediate solid concentrations. Contact dominated flows consider the forces

of drag and gravity acting on the particle and interacting with the fluid velocity to

produce a respondent particle velocity. Both the hard and soft sphere models can be

applied with the damping vibration analysis. These procedures can be applied to

dense phase conveying.

Sommerfeld and colleagues [85] have examined particle collisions between the

particles themselves and with walls to begin to numerically address realistic

representations of gas-solid flows. The simulations studied by Sommerfeld [84]

showed good agreement with their experiments on particle-wall collisions. They

noted that when the particle size was the same order in size as the roughness of the

pipe, the collision process became stochastic in nature. Using pulsed-laser imaging

Shaffer and Ramer [81] explored particle-wall collisions. A flat plate with varying

angles of impingement were tested. Louge et al. [54] simulated the role of particle-

particle collisions of rather larger particles in pneumatic conveying. They calcu-

lated and measured (by Tsuji) fully developed velocity profiles. Close agreement is

observed between Tsuji’s data and their model. Sommerfeld [86] has also simulated

particle-wall collisions which showed good agreement with experimental data.

14.10.7 Basic Physics

We look first at the basic physics and then proceed to modify and adapt our analyses

to incorporate observations. The remainder of this chapter will focus in on
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pneumatic conveying since this is one of the most commonly employed solids

transport that we find in industry.

A force balance can be written on the pipe or pipe section utilizing the various

forces that act on the particles and gas in transport. The balance of forces is obtained

by summing up the drag and external forces in the longitudinal direction and noting

the gravitational force in the vertical direction.

The force balance with its three forces is written in a differential format. The

drag force uses a drag coefficient which will vary depending on the fluid and

particle velocities. The electrostatic term, while very important, in some cases is

hard to measure and quantify.

The general drag coefficient expressions, CD, has three regimes.

CD ¼ 24=Re p Re p < 2:0Stokes
CD ¼ 18:5=Re0:6p 0:5 < Re p < 500 Intermediate

CD ¼ 0:44 500 < Re p < 2	 103 Newton

ð14:16Þ

Kaskas [39] has been able to develop one equation for the drag coefficient that

would serve for all the three flow regimes experienced by the particle. The first term

is essentially the laminar flow or Stokes regime while the second term brings in the

intermediate range and as the velocity increases the drag coefficient approaches a

constant.

CD ¼ 24

d pρ f u f � u p

� �þ 4μ*1=2

d0:5p ρ0:5f u f � u p

� �0:5 þ 0:4 ð14:17Þ

where

dp ¼ particle size

ρf ¼ fluid density

uf ¼ velocity of the fluid

up ¼ velocity of the particle

μ* ¼ viscosity of the fluid

In the turbulent flow regime Pettyjohn and Christiansen [70] looked closely at

the drag coefficient and suggest that the sphericity of the particle is a dominant

factor for the drag coefficient. The sphericity is the degree to which a particle

deviates from a true spherical shape. For a value of the sphericity of 1.0 the particle

is a perfect sphere.

CD ¼ 5:31� 4:38ψ ð14:18Þ

where:

ψ ¼ sphericity of the particle; surface area of a sphere with the same volume as the

particle divided by the surface area of the particle.
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The drag coefficient behavior can be graphically depicted in Fig. 14.8.

The force balance can be further amplified and broken down in individual

equations for the solid and gas phases including frictional forces, pressure and

electrostatics. These equations can be summed to obtain the final working equation

for the pressure drop:

�Δ p

L
¼ gρ f εþ gρ p 1� εð Þ þ 2 f s 1� εð ÞD u f � u p

� �2 þ 2 f gρ f εu
2
f

D

ε ¼ voidage ¼ 1� 4Ws

πD2u pρ p

ð14:19Þ

where

Δp/L ¼ pressure drop per unit length of pipe

g ¼ gravitational constant

ε ¼ voidage

ρp ¼ particle density

D ¼ pipe diameter

fg ¼ gas viscosity

fs ¼ solids friction factor

Ws ¼ solids flow rate

One should note the term voidage in this equation. The voidage is the degree of

filling the space with voids in a two phase gas-solid flow system. The closer the

voidage is to 1.0 the closer to a single phase flow one experiences. Packed bed

arrangements are low values for the voidage and the more the flow approaches

dense phase conveying. The expression given for the voidage depends on the solids

flow rate and the particle velocity. It should also be noted that the solids friction

factors term is often expressed only in terms of the solid velocity rather than a slip

velocity between the gas and the solid as seen in Eq. 14.19.

Determining the voidage of a system requires an estimate of the particle velocity

if it is not measured directly. Very few systems have the ability to measure the

particle velocity outside the research laboratory. In analyzing the voidage it

becomes clear that there can be various kinds of velocities that can be discussed

Stokes
Intermediate
Newton Ranges

0.44

NI

S

Cd

Rep

Fig. 14.8 Drag coefficient

behavior
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and calculated. The superficial gas velocity (ug) is the velocity of the gas in an

empty pipe with no particles present. The actual gas velocity (uf) is the velocity in

the presence of particles which is higher than the superficial gas velocity since the

voidage is less than 1.0. The slip velocity (uf� up) is the difference between the

actual gas velocity and the particle velocity. One often notes that for particles less

than 40 μm the particle velocity can be estimated by the difference between the

superficial gas velocity and the terminal velocity of the particle. This expression can

be easily calculated.

Other techniques are available in order to estimate the particle velocity in a

pneumatic conveying system. Hinkle [32] studied pneumatic conveying in the

1950s and developed an empirical expression for the particle velocity. The expres-

sion (14.20) is valid for calculations with the English units. Ideally these expres-

sions should be dimensionless in nature and not depend on units. One has to be

careful in the literature to note the author’s definitions of velocity, voidage and

pressure loss and use the correction units in all expressions. In their extensive work

on coal processing IGT [33] developed expression (14.21) for the particle velocity.

Hinkle expression (in fps-units):

u p ¼ ug 1� 0:179d0:3p ρ0:50p

� �
ð14:20Þ

where:

ug ¼ superficial gas velocity

IGT modified Hinkle equation (in SI units):

u p ¼ ug 1� 0:68d0:92p ρ0:5p ρ�0:2
f D0:54

� �
ð14:21Þ

where:

D ¼ pipe diameter

The parameter of particle size and distribution can vary depending on the mode

of measurement whether using a mass, length, area or volume techniques. It starts

with the simple sieving operation based on mass properties and goes to optical

techniques to determine the size and size distribution, based on number or volume.

In reviewing the literature care must be taken to understand what size and distri-

bution basis is employed in the analysis. In the presentation given here the mass

(or volume) average is employed. Some analysis could employ a size distribution

taking contributions from each fraction and summing to obtain the final result.

Yang [102] through his large amount of work in fluidization and pneumatic

conveying developed an equation for the particle velocity that is implicit in nature

which requires an iterative technique for solution. Note the particle velocity exists

on both sides of the equation in different format. Another important and crucial

point in dealing with the pneumatic conveying literature is to understand the

definition of the solids friction factor employed by the author.
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u p ¼ ug � ut

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2 f su

2
p=gD

� �r
ε4:7 ð14:22Þ

where:

fs ¼ solid friction factor

ut ¼ terminal velocity of the particle

fp ¼ 4fs

There is no set standard and thus confusion can arise. The friction factor term

( fp) is four times the friction factor noted as ( fs). The former one is employed in the

mechanical engineering literature and the latter comes from the chemical engineer-

ing literature. Friction factors for dilute phase flow have been found to vary

depending on the investigator going from a constant value of 0.003 to various

expressions developed by different researchers [42]. We have investigated the

effect of the angle of inclination of the pipeline effect on the particle velocity.

Figure 14.9 shows that the pressure drop is largest when the angle of inclination is

about 75� because recycling begins to occur especially in the dense phase transport

system [43, 82].

The important parameter of friction factor for the single phase gas flow and the

friction factor for the solid flow are very important in the design of a pneumatic

conveying system. For the single phase flow we are using the Koo et al. [45]

Eq. 14.23 which yields the same as the Prandtl correlation developed in the early

1900s. The Koo equation is an explicit format in the friction factor making it easier

to use.

Koo equation:

f g ¼ 0:0014þ 0:125Re�0:32
g ð14:23Þ

where

Reg ¼ Reynolds number of the gas based on the pipe diameter

Solid friction expression:

f s ¼
Δ p

L

D

1� εð Þρ pu
2
p

ð14:24Þ

As is obvious horizontal and vertical flows are not always possible in pneumatic

conveying, the flow must traverse bends. Usually two contributions are assumed

with a linear effect, the gas only energy loss across a bend and a solids flow

contribution. Ito [34, 35] carried out one of the most comprehensive studies on

gas only energy loss. For the contribution to the pressure drop due to the solids

presence Schuchart [79] developed the following equation for the pressure loss due

to only the solids utilizing plastic pellets:
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Δ pbend=Δpstraight

� �
¼ 210 2RB=Dð Þ�1:15 ð14:25Þ

where:

Δpbend ¼ Δpbend-gas þ Δpbend-solids
RB ¼ radius of the bend

A comprehensive analysis of pressure losses in bends can be seen in Dhodapkar

et al. [21].

Closely related to the bend pressure loss is the pressure loss in the acceleration

region at the beginning point of introducing solids into the piping system. A

correlation of an extensive data base provide information to present the distance

needed to establish steady state in pneumatic transport [41]. This equation is given

as:

Laccel=D ¼ 27:66 d p=D
� �0:953

: μð Þ�0:0912: ρ f =ρ p

� ��0:924 ð14:26Þ

where

Laccel ¼ acceleration length of the solids

μ ¼ particle loading ¼ solids flow rate/gas flow rate

A quick estimate for the pressure drop in the acceleration region can be obtained

from:

Δ pacceleration ¼ μugρ f u p ð14:27Þ
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P
re

ss
ur

e 
dr

op

Fig. 14.9 Pressure drop

versus angle of inclination
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14.10.8 Solid Handling Tips [5]

Unfortunately there is not one single parameter that can characterize bulk materials.

As mentioned particle size and distribution as well as bulk density and porosity are

obvious parameters. One should also consider the moisture content, quality of the

material, health issues in usage as well as hazards posed. The wall friction and shear

strength come into play for bins and hoppers and other situations such as dense

phase conveying where intimate contacts with the wall exist.

A number of statements has appeared in the literature as well as being transferred

in casual conversations, which are good pointers for pneumatic conveying systems:

1. Increasing the air flow will not increase the capacity. Increasing the air flow is in

effect decreasing the concentration of the transport particles to an even more

dilute state without affecting capacity.

2. Pickup and saltation velocities are not dependent on the bulk properties. The

individual particle properties are the controlling parameter for pickup and

saltation since all correlation have been found to be dependent on these individ-

ual particle properties.

3. Mass flow hoppers do not guarantee plug flow.

4. Larger residence times in a batch mixer do not always produce better mixing.

The optimum residence time in a batch mixer is finite, longer times cause no

further improvements.

5. Different particle size measuring devices may yield different results. The dif-

ferent principles upon which measuring devices are based cause this. One

difference is the size of the equivalent spheres according to the measurement

principle, e.g. laser diffraction, microscopy and sedimentation; another is the

way for quantification, such as based on number, weight, volume, and charge for

example.

6. Draining a charge from an insulating materials does not occur instantaneously.

In reality charge can be retained in powders sometimes for days.

Another important point to remember in powder processing technology is that a

scale-up of the operation will be required. The operation of these units is dependent

on the consistency of the raw material. Besides scale-up, also running at reduced

capacity should be addressed as well as process upsets. The overall process must

also respond well to control strategies.

To have a reliable flow from a hopper one must insure that the discharge will be

consistent over wide changes in conditions and that the units will function well in

shut down operations and long production runs. For proper design a representative

sample of the material for testing is needed. Care should be taken when handling

free flowing materials, low permeable materials. Be vigilant that now flow obstruc-

tions occur in the hopper possibly from the installation operation.

To reduce flushing and de-aeration in bins and hoppers one should avoid funnel

flow in bins and hoppers, use tangential entry of material to the bin and avoid

uncontrolled air injection as a flow aid.
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It should be recognized that free flowing particles tend to segregate if they have any

physical difference such as size. Transfer operations enhance the opportunity for

segregation. If one can remove fines from the operations, segregation issues are reduced.

It has been recognized that segregation occurs at the end of any processing operation.

In order to minimize attrition sliding, impacts, dilations and shear flows should be

a minimum. Dense phase pneumatic conveying helps to reduce attrition of particles.

Outlet stresses in bins and hoppers influence the feeder choice for the system and

can be a factor in the arching phenomenon. To eliminate jamming or structure

blockages in hoppers one should be careful the ratio of the particle size to the orifice

diameter. Note that jamming increases with particle size increases. Particle jam-

ming is more prevalent when the size distributions of particles are wide. Applica-

tion of vibrations can sometimes help to eliminate jamming but the application of

the vibrations has not thoroughly been studied.

Be careful to realize that cyclones can increase attrition rates of the particles and

also be a factor in erosive wear. Cyclones design must consider overall efficiency,

pressure drop and sharpness of the cut. Screw feeders can cause discharging

problems therefore the screw feeder and the hopper should be considered as one

unit in the overall design. Because of their motion screw feeders can cause particle

degradation. One should not rely on a screw feeder to constrain a fluidizible

powder. Also one should be careful with fibrous materials and screw feeders.

14.11 Definitions, Abbreviations and Symbols

Equivalent

sphere

sphere that has the same property as the observed particle in relation

to a given measurement principle (this makes the size and size

distribution of non-spherical particles dependent on measurement

principles)

Particle size diameter of an equivalent sphere

Pickup the velocity at which the particles are lifted from the bottom of

the pipe.

Saltation deposition of particles on the bottom of the pipe from the flowing

stream of particulate matter.

Segregation separationof particles in amixture (e.g. powder) according to differences in

size, shape and/or density

Sphericity surface area of a sphere with the same volume as the particle divided

by the surface area of the particle

Voidage degree of filling of the space with voids in a two phase gas-solid

flow system

CEMA Conveyor Equipment Manufacturers Association

A area

Ac cross sectional area of the wave layer in stratified flow

CD drag coefficient
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Cobject capacitance of the object in question for charging

dp particle size

D pipe diameter

fs solids friction factor

fp solids friction factor (fp ¼ 4fs)

fsp friction coefficient for sliding and rolling – wave flow

g gravitation constant

L length

Laccel acceleration length

N number of analyzed samples

p proportion by number of one of the components of a (quasi-)

two-component mixture

R’ gas law constant

Rep particle Reynolds number based on particle size

Reg superficial gas velocity Reynolds number

RB radius of curvature of a bend

sp estimated standard deviation of p
Ue minimum ignition energy

ugs saltation velocity of the particles

ugso saltation velocity of a single particle

ug superficial gas velocity

ugpu pickup velocity of the gas for the particles

uf fluid velocity

up particle velocity

ut terminal velocity of the particle

Vmax maximum breakdown voltage

Ws solids flow rate

Wg gas flow rate

yi measured composition of sample i
<y> measured mean composition of the mixture

β frictional coefficient for a plug

ε voidage

εC voidage at choking condition

μ* viscosity of the gas

μ solids loading

μ true composition of a two-component mixture

μR coefficient of sliding friction

ρB bulk density of the solid

ρf fluid density

ρg gas density

ρp particle density

σ standard deviation of the number-based composition of a (quasi-)

two-component mixture

σR standard deviation of the number-based composition of a randomly mixed

(quasi-) two-component mixture
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Chapter 15

Sampling and Characterization of Bulk
Particulate Materials and Products

Don McGlinchey

Abstract This chapter is aimed primarily at engineers working in industry with

little formal training or education in particle technology or bulk solids and aims to

provide an overview of simple sampling and characterisation methods and tech-

niques many of which can be undertaken with standard laboratory apparatus. It is

written in a fairly informal style, however, reference is made to the academic

literature where appropriate. A descriptive distinction between random sampling

and systematic sampling is given, followed by advice on sampling methods cover-

ing a range of sampling techniques. Once a sample has been obtained, typically,

either the properties of individual particles or of the bulk are required. An overview

of common characterisation techniques, apparatus and interpretation of results is

given. This is by necessity a non-exhaustive review and a list of references and

standards is provided for the interested reader.

15.1 The Sampling of Particulate Materials

15.1.1 Introduction

The purpose of taking samples from a batch is to obtain an estimate of certain

characteristics of the batch. The characteristics most commonly investigated when

dealing with particulate materials are particle size, composition and quality.

In order to obtain the ‘best’ estimate, the sample has to be representative of the

whole bulk, that is, the total sample should contain in the correct proportion all the

variation in particle size, shape, density, etc. that is present in the bulk. This relates

to the ‘scale of scrutiny’ which is discussed later. This is sometimes not a straight-

forward task and may require many individual samples which may be analysed

separately or combined and subsequently sub-sampled into the (occasionally very
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small) sample size required by any particular measurement technique. There are

techniques for sampling from a batch, from a process stream or even from a

100,000 tonne stockpile, all of which present challenges, but there are some things

in common.

Regardless of the particle or bulk property to be measured, e.g. mean particle

size or shear strength, the nature and properties of the particulates and the intended

processes must be considered as part of a sampling exercise. According to Lyn

Bates [2], the first step in this sample selection process is to determine what forms

of variation may prevail in the material in the circumstances and at the scale of

scrutiny significant to the application. Variations in the material’s condition may be

considered under three headings:

Uniformity
How heterogeneous is the material? i.e. of varied composition throughout the mass,

not subject to local variations of particle size, isotropy, moisture content, temper-

ature or any other feature that may affect its condition or behaviour.

Consistency
Is the material always of a similar nature on a day-to-day, year-to-year or source-to-

source basis? Naturally derived products, whether organic or mineral, may be

expected to vary to some degree according to their origin and history and some

process operations are also prone to have variable product condition outputs.

Stability
Over the relevant plant life of the material, will changes take place in its condition

due to age, chemical or thermal action or other internal or external variants to

adversely change the nature of the material?

Bates makes the important points that, any variation of a bulk material compo-

sition or condition essentially represents a different ‘material’ and it is essential that
the quality of material taken as a sample is representative within a stated confidence

interval, and that the testing circumstances reflect the relevant application

conditions.

Bates’ second step of the sample selection process is to establish the particular

condition(s) which give the ‘worst’ product properties to be accommodated in the

equipment or the process under review. The term ‘worst’ here meaning, for

example, those properties giving the most challenging flow problems or having

the greatest segregation potential.

And his third step of the sample selection process is to secure or prepare a sample

in the condition required.

Great care is needed in the selection of material samples and choosing test

conditions to avoid deriving useless or misleading data. Published data must also

be used with caution, as too often data are given without mentioning, for example,

the sampling/measurement instrument or technique (which equivalent size), or

which mean PSD value has been used, or by using the word mean instead of

median.
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It is very difficult to carry out any selection process without introducing indi-

vidual preference or bias into the final selection. The effects of biased sampling will

be detrimental to any investigation but will be especially pernicious if there are

large local variations in the population. Particulate materials are particularly prone

to such local variations because of their segregating characteristics, and can pose

extremely difficult sampling problems. In general it can be said that, the greater the

segregating potential of the material, the greater the care needed to select potential

samples.

Two approaches to help mitigate the problems of bias are: random sampling,

where, as the term suggests sampling locations are chosen at random; and system-

atic sampling, where a structure is imposed on sampling location.

15.1.2 Simple Random Selection

Some consider the best way to eliminate personal preferences, convenience and

habit from sample selection, is by identifying sample sites by the use of random

numbers. In work with powders or other particulate materials the most useful

selection method is that of simple random selection, (s.r.s.), in which every unse-

lected sample has an equal chance of selection. The method relies on the assump-

tion that a sample volume can be isolated so that every potential sample site within

that volume can be identified by three co-ordinates and that samples are taken

without replacement. The technique can be simply illustrated in two dimensions. If

the area to be investigated is divided into potential sampling sites, each site can then

be identified (Fig. 15.1).

The sites to be used for sampling can then be identified from, for example, a

table of random numbers. This method is particularly important as a selection

procedure in that it forms the theoretical basis for subsequent evaluations of errors

of the estimates of the material characteristics. The s.r.s. technique ensures that

personal preferences are removed from the sample selection and that an estimate of

precision can usually be placed on the determined values of material properties.

If the samples are of approximately equal size and equal to or larger than the

characteristic volume, and the property of interest, be it particle size or mixture

composition, from samples withdrawn from the material are assumed to be nor-

mally distributed, then the precision of the material variance can be estimated by

one of two methods depending on the number of samples taken.

1 2 3 4 5
1 1 2 3 4 5
2 6 7 8 9 10
3 11 12 13 14 15
4 16 17 18 19 20
5 21 22 23 24 25

Fig. 15.1 Area to be

sampled divided into

potential sample sites

15 Sampling and Characterization of Bulk Particulate Materials and Products 517



(I) If more than about fifty samples are withdrawn from the material.

We can determine for example, how close the measured mean property, û,
represents the true mean of the batch with a specified degree of confidence by

using the two-tailed “t” test. Suppose we want to be 95 % confident that the true

mean of a given product property lies within a certain range. We must determine

this range.

Ninety-five percent confidence is equivalent to the 0.05 level in “t” tables.
Then the true mean, �u, lies within the range

�u ¼ û � t0:05, n�1ð Þ � s=
ffiffiffi
n

p ð15:1Þ

where

û is the measured mean

s is the standard deviation

n is the number of samples

t0.05,(n�1) is the two sided value of “t” at the 0.05 level for n� 1 degrees of freedom

It is assumed that the second stage distribution of estimates of variance is also

normal. The second normal curve can be standardised in terms of a single variable

“t” such that

t ¼ s2 � σ2

s:e: s2ð Þ ð15:2Þ

or

σ̂ 2 ¼ s2 � t	 s:e: s2
� � ð15:3Þ

where σ̂ 2 is the best estimate of the true variance.

For high precision the values of t and of the standard error should be minimised.

The value of t can be obtained from Students t distribution tables and its value will

largely be determined by the confidence level required of the estimate.

The value of the standard error of the sample variance is estimated by

s:e: s2
� � ¼ s2

ffiffiffi
2

n

r
ð15:4Þ

where n is the number of samples withdrawn from the material.

It can be seen that the increase in precision is proportional to the square root of

the number of samples taken.
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(II) If less than fifty samples are withdrawn from the material.

It is no longer safe to assume that the second stage distribution of estimates of

variance will be normal and the curve is better described as a χ2 distribution. As
with estimates of precision based on normality, the precision can be increased by

requiring a lower confidence level in the precision estimate and by taking a larger

number of samples. Unlike the estimates based on normality, the limits of precision

will not be symmetrical. The precision of the estimate will decrease as the number

of samples decreases. For the χ2 distribution:

σ̂ 2
lowerð Þ ¼ s2

n� 1ð Þ
χ2lowerð Þ

ð15:5Þ

and

σ̂ 2
upperð Þ ¼ s2

n� 1ð Þ
χ2upperð Þ

ð15:6Þ

The values of χ2ðlowerÞ and χ2ðupperÞ for a given confidence level can be obtained

from χ2 distribution tables (see also Chap. 9).

If it cannot be assumed that the samples withdrawn from the material are

normally distributed then no estimate of precision can be made. In practical

terms, a non-normal distribution is likely to result from a strongly segregated

material and as the segregation decreases so will the distribution curve approach

normality. This means that reliable comparisons can be made between “good”

(non-segregated) materials but not between “bad” (segregated) materials.

It can be argued that s.r.s. is not necessarily the best technique if the object of

sampling a material is stated as being to obtain as much information as possible

about the material. The “weakness” of the technique lies in the fact that random

numbers are free to cluster. The characteristics of particulate materials frequently

change gradually over comparatively large areas or volumes and chance local

clusters of sample selections tend to give repetitive information. If samples were

taken more systematically over the entire population then they would arguably give

more information on the characteristics of the batch as a whole. This is the basis of

the technique of systematic sampling. A systematic sample can give a ‘better’
estimate of the characteristic; however, it is not strictly correct to place precision

limits on an estimate of this type.

15.1.3 Systematic Sampling

Considerable care must be taken if systematic sampling is to be used successfully.

The technique assumes knowledge of the distribution characteristics of the
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material. The technique and possible pitfalls can be discussed by way of an

example. Think about the problems of sampling packages of an instant drink

powder material as they are taken from the production line to a storage point, see

Fig. 15.2.

A form of systematic sampling is proposed. It may seem reasonable to ask the

process operator to remove every hundredth package for quality checking purposes.

If a check is made of the process flow sheet, it reveals that the ‘reasonable’
systematic sampling interval is a simple multiple of the number (five) of packaging

devices. Should the operator strictly follow the instructions as to the sampling

frequency all the packages he removes for checking will originate from the same

section of the packaging device and possibly from the same section of the

pre-packaging material storage. It is clear that the systematic sampling used in

this example would not give ‘better’ estimates of the batch characteristics as the

systematic sample is heavily biased to a small proportion of the product output. This

is a rather obvious example of the sampling interval exactly coinciding with the

natural cyclic frequency of the process. Less obvious process cycles exist in many

practical continuous and batch processes. One possibility which may be worth

considering is the use of sampling based on random time periods, that is sampling

from predetermined locations but at random time interval.

15.2 The Retrieval of Samples from a Batch or Process
Stream

Most of the methods for describing the state of a material require the measurement

of composition in samples of relatively small and uniform size at a large number of

locations throughout the material (in order for the result to be representative for the

RAW MATERIAL
STORAGEA B

MIXING DEVICE

PRE-PACKAGING
MIXTURE STORAGE

FIVE POINT
PACKAGING
DEVICE

SAMPLE POINT

TO STORAGE

Fig. 15.2 Typical

packaging process diagram

(Adapted from Ref. [1])
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batch within a stated confidence interval). The methods and techniques differ

depending on whether the material is stationary, for example a batch stored in an

intermediate hopper, or in motion, for example discharging from the same hopper.

It would seem that relatively less effort has been devoted to this practical exercise

compared to that which has been applied to the mathematical aspects discussed

above. Whatever sampling theory is decided on, the problem remains of how to

practically obtain a sample from a bulk of material. It is easy in theory to divide a

large heap of powder in to potential sample sites but rather more difficult in practice

to retrieve a sample volume without disturbing the remainder.

Several tools have been developed for retrieving samples from within a bulk.

Perhaps the most common method of sampling used in research and control is by

the side-sampling thief probe, an example of which is illustrated in Fig. 15.3.

Many variations exist but they all operate on similar principles: an aperture is

opened in the side of the probe after it has been inserted into the material. Material

then flows under its own weight into the aperture (or apertures or slots), which is

then closed before removal of the probe from the material. Such probes are limited

to relatively free-flowing materials, although fins have been attached to some

probes in order to sweep cohesive materials into the aperture.

Doubts must arise when sampling segregating materials because segregation

could well occur during the flow into the aperture so that the sample collected does

not truly represent the composition of the volume investigated.

By far the greatest drawback of side-sampling thief probes is the disturbance

caused in inserting the probe into the material. This sort of disturbance appears to be

independent of the profile of the tip, it being caused mainly by friction along the

length of the probe. To overcome this problem an end sampling probe has been

developed although its use is mainly confined to cohesive powders. The disturbance

still occurs but the sample is removed from undisturbed material.

Clearly both these disadvantages can reintroduce a bias into the estimate of the

population characteristics and undo all the careful site selection work of the theory.

A variation of the side-sampling thief is the reflectivity probe, which has a

transparent window in the place of the usual aperture. A constant light source is

directed, by fibre optics, from inside the probe to the material adjacent to the

window and the reflected light is measured by a photo cell mounted in the probe.

Thus, if used with a material of different-coloured powders, the reflectivity or

a

Sleeve rotates to
expose sample pit

b

Fig. 15.3 Sample probe. (a) Sampler in closed insertion position. (b) Sampler in open retrieval

position
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amount of reflected light can be used to determine the local composition. With the

window in the side the problems with material disturbance again arise, but end

sampling probes would be a simple modification. Reflectivity probes, with suitable

instrumentation, greatly speed up the data gathering, permitting large numbers of

samples to be analysed in-situ and at known locations, if auto-correlation is of

interest. The use of this type of probe has been confined to research investigations

where the powders can be selected to facilitate its use. Probes using variations of

this approach of a window, fibre optics, a [laser] light source and a camera to

illuminate and capture images of particles are available commercially to obtain

particle size information, particularly useful in ‘stirred vessels’ where a stream of

particles pass before the window.

Pneumatic and ‘core’ probes provide alternative sampling devices but are both

subject to bias in many circumstances. Any mechanical sampling device will

disturb the arrangement of particles in bulk and potentially will lead to biased

sampling.

A technique that has been employed in research programmes for sampling is

when the particulate material has been set solid by the addition of an adhesive and

then diced into sample volumes for analysis.

Often samples have to be taken in far from ideal conditions, but a little fore-

thought will be helpful. If, for example, a scoop is all that is available (and scoop

sampling is far from ideal) to take a sample from powder loaded on a truck it is

recommended that the sample be dug out from roughly 30 cm below the surface,

because the surface region is usually affected by the segregation. With all probe

sampling, even if the sample is taken from undisturbed material at the end of the

probe, gross disturbance could be caused if large numbers of samples are taken.

This counters the argument for the statistical benefits to be gained from taking many

samples.

It has been argued however that measuring the material quality in-situ in a vessel

overlooks the possibility of changes in quality during discharge and it is more

realistic to take samples from the outlet stream as the vessel is discharged or

directly from a process line. This procedure would be recommended for most

practical situations and it has the advantage that the sampling is simplified. If

possible then, it is practically much simpler and more efficient to sample the stream

of powder entering or leaving storage than to attempt to sample from the powder

bulk. In general it is thought better to sample at the transport rather than at the bulk

holding operation in a process. With continuous processes opportunities of sam-

pling the powder in motion option usually exists. With batch processes such

opportunities are less common, though it is frequently possible to sample when

bulk storage containers and handling equipment are being filled or emptied.

It should be borne in mind that even when sampling from a moving stream the

potential for segregation to occur and produce a biased sample always exists,

e.g. due to process fluctuations and segregation during intermediate storage.

Consider the very common situation in which powder is to be sampled as it falls

from the end of a conveyor belt. The powder on the belt will probably have

undergone two kinds of segregation. Firstly, the deposition of the powder will
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have been accompanied by a segregation of the fine particles to the centre of the belt

with the coarse particles rolling toward the edge. Secondly if the belt is subse-

quently vibrated on its supporting rollers large particles remaining in the bulk of the

belt charge will rise to the free surface and perhaps roll to the edges of the belt. An

unbiased sample from such a stream should contain the correct proportion of all

particles sizes. With an awareness of the powder segregation mechanisms the

design of an effective sampling strategy becomes clear. Any sampling method

should uniformly traverse the whole of the steam for a short time rather than part

of the stream for a long time.

Consider the schematic sampling devices of Fig. 15.4. The reciprocating action

of method (a) would lead to an excess of fine particles within the sample box unless

the speed of the traverse was very carefully controlled. Techniques (b) and

(c) which avoid bias involve a uniform motion of the sampling box though the

entire stream. Overfilling of the sample box could also lead to preferential sam-

pling. If the box did overflow then not only would a section of the flow not appear in

the final sample but fine particles would be preferentially retained and coarse

particles rejected. Again, as the level of powder rises in the box so the likelihood

of particles rebounding clear of the box increases. The ability of particles to escape

in out

in out

b

c

aFig. 15.4 Sampling from

moving streams. (a) Bad
sampling technique. (b)
Good sampling technique.

(c) Sampling procedure to

be adopted for high mass

flow rate (Adapted from

Ref. [1])
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by rebound is a function of their physical characteristics and there could well be a

preferential rejection of a component or size range.

The established principles of sampling the entire section of flow are equally

valid when sampling from an air slide process stream or a pneumatic conveying

system. Any sampling device which samples only a segment of the flow should be

viewed with suspicion. Two other practical sampling devices are illustrated in

Figs. 15.5 and 15.6.

The full-stream sampler, also named a cutter sampler, comes in various forms,

such as the car type, belt, and rotary type. The sampling width (or cutter width) and

the sampling speed are adjustable in these samplers. Therefore, it is possible to take

out the desired mass of powder. Random sampling is also possible by randomly

changing the starting time of the sampler. This type of equipment can meet all the

requirements discussed. It traverses the entire stream at controlled rate, has no risk

of overflowing and the free surface of particles within the sampler is unlikely to

cause rebound.

Fig. 15.5 Full stream

sampler (Adapted from Ref.

[1])

Fig. 15.6 Constant volume

sample in a Chute (Adapted

from Ref. [1])
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The constant volume chute sampler, on the other hand, meets none of the

requirements. Only the segment of powder flow adjacent to the chute wall has a

chance of retention and within that segment of flow there is every possibility of bias

occurring due to the overflow effect of the sample pit and the preferential rebound

of some of the particles.

15.2.1 Summary of Particulate Material Sampling

Sample identification, retrieval and analysis have been identified as distinct stages

in obtaining an estimate of a particulate material characteristic. At each of these

stages there is the distinct possibility of producing a biased estimate. Whilst each

process presents its own, often unique, problems it can generally be said that the

problems of biased estimation will be more important when the particles being

processed are of a free-flowing and segregating nature. The extent of segregation

within the process will be a function of both the powder and process characteristics.

In these common and difficult circumstances it is important that the quality control

system be designed with the combined expertise of a statistician and a powder

technologist.

Two general guide rules can be quoted in designing such a sample system:

1. A powder should be sampled when in motion.

2. The whole of the process stream should be taken for short increments of time in

preference to part of the stream being taken for a prolonged period.

Generally, for the measurement of product properties, it is better to have an

analytical apparatus which produces a random scatter of values about a true value

than an apparatus that consistently produces a biased result. (This is not necessarily

so for process control).

15.2.2 Sub-sampling

The above techniques can result in samples that are too large for analytical

apparatus; in this case the gross samples must be divided into sub-samples which

themselves may require to be sampled to provide a test sample. The same com-

ments made about obtaining a representative sample are also true for obtaining a

sub-sample.

One of the simplest techniques for obtaining a sub-sample is by ‘coning and

quartering’ the gross sample. This technique is commonly used by analytical

chemists and can be useful but is subject to operator error. In essence the technique

involves pouring the sample to form a small conical heap, and then pressing on the

top to flatten it. The sample shape is now a truncated cone and looks like a ‘wheel’.
The wheel is then divided into quarters. Two of the quarters which sit opposite one
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another, say east and west, are discarded, while the other two (north and south) are

combined to produce a reduced sample. The coning and quartering process is

continued until the desired sample size is obtained.

Another technique that is common but is less operator dependent than coning

and quartering is the use of a ‘riffler’ or sometimes known as a sample splitter.

There are two basic designs; the riffle box and the spinning riffler. The riffle box is

difficult to describe but its operation is obvious when seen in action. The box has a

series of divisions which partition the gross sample as it is poured into the box into

two sub-samples. One sub-sample is discarded, the other is used for analysis or can

again fed through the riffle box, this time to give a quarter of the original gross

sample. Riffle boxes can range in size from fairly large and robust for on-site

sampling of mined products to small lab scale. The spinning riffler typically

consists of a feed hopper where the gross sample is placed, the material is

discharged from this hopper onto a vibrating tray which conveys the material to a

rotating section containing a number of compartments (sometimes test tubes). The

feed rate of material and rotational speed of the collection section are matched to

ensure that each compartment is visited several times and the sub-sample is made

up of material discharged throughout the discharge time. This is the technique that

has the highest precision [1, 11].

Readers who require a more in depth theoretical and practical treatment of

sampling of particulate materials are recommended to start their studies with the

works of Piere Gy and his ‘Theory of Sampling’ [5, 6, 13].

15.3 Characterisation of the Particulate Material

Assuming that we have obtained a representative sample we have choices to make

on which particle properties or bulk properties will provide the information needed

to ‘characterise’ the material. There are tests that can be undertaken to establish a

range of properties, such as, particle size distribution, bulk density, flowability, etc.

The following sections provide an overview of the more common properties, how

they are measured and how they are used to characterise a material for a particular

application or process. See also the list of written standards [14–52].

15.3.1 Particle Size and Size Distribution

. . ., it must be realised that particle size analysis is not an objective in itself but is a means
to an end, the end being the correlation of powder properties with some process of
manufacture, usage or preparation. Harold Heywood [7]

It is very common to read the term ‘particle size’ but what is in fact meant by this

term? If the particle is a perfect sphere then the particle size is most sensibly
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described by the diameter (or radius) of the sphere. If the spheres are not ‘ideal’ but
are manufactured, then there is inevitably some uncertainty in the diameter quoted,

but if this is a manufactured mono-sized sphere then a mean particle size with some

uncertainty due to both the variances in the process and the uncertainty in the

measurement made. What, however, if, for whatever reason, there is a distribution

of particle sizes about some ‘average’ value? We need a value of the average

particle size, a value which is related to the range of particle sizes and possibly

also a value for the uncertainty in the aforementioned average and range. The above

has an implicit understanding that there is an even distribution about the average

value. This need not be the case and in very many industrial applications the

distribution is far from Gaussian and can be bi-modal or indeed multi-modal. In

the case of a multi-modal distribution, an ‘average’ particle size can have no

physical equivalent i.e. there is no actual particle of that size. We are still talking

about spherical particles here, real particles and the meaning of particle size for

non-spherical particles will be addresses later. Graphical representation can be used

to describe a size distribution. In order to achieve this representation it is typical to

form a histogram of particle sizes within proscribed ranges or bins. The most

common histogram is formed on a mass basis, that is, the mass of particles within

the bin range (see Fig. 15.7). Less common, but occasionally very useful, is a

number based description where the number of particles within the bin range is

used.

A smoothed line can be constructed to follow the contour of the histogram. From

this line it is possible to get an intuitive understanding of the distribution of particle

sizes as well as numeric values for a mean size and the range. An alternative

representation is the cumulative size distribution where the distribution can be

described as a percentage undersize or oversize a particular size value (see

Fig. 15.8). In this context the median particle size is noted as the ‘d50’ size, is the
particle diameter at the 50 % mark on the cumulative distribution. For example, if

the d50¼ 2 mm, then 50 % of the particles will have a size larger than 2 mm and

50 % will have a particle size smaller than 2 mm. The d50 value is known as the

mass median diameter, if the size distribution has a mass basis. Also commonly
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quoted are d10 and d90 which are the sizes at 10 % and 90 % respectively on the

cumulative distribution. It will be recognized that the distributions represented in

Figs. 15.7 and 15.8 are of a real material taken by a specific instrument which do not

cover the entire size range of the materials i.e. there is some material below 3 μm
and some greater than 1018 μm. This highlights a practical difficulty in many

industrial cases and gives a level of uncertainty to the values of d10, d50 and d90
found. There is then a decision to be made on the value of the additional effort

required to cover the entire size range or if the measure made is sufficient for the

process under consideration. A typical strategy is to sieve off and characterize the

larger size fraction and ‘combine’ this information with the laser sizing of the

material passing through the finest sieve. However, this also introduces uncer-

tainties to the total distribution and d10, d50 and d90 values.
There are many different values e.g. amount of fines (or d10) or amount of coarse

(or d90) that can be used in relation to product performance based on “local

knowledge” of the process. The “sharpness” of the size distribution can be obtained

from the cumulative size distribution and it is usual to quote something like:

d50
d97

for the coarse fraction; ð15:7Þ

or

d10
d50

for the fines fraction ð15:8Þ

15.3.1.1 Influence of Particle Shape on Measured Particle Size

Real particles are not spherical, therefore, what does the term particle size actually

mean? Where the particles are non-spherical it becomes necessary to define more
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carefully the parameters used for size and shape. In order to represent the size of an

irregularly shaped particle by a single value it is customary to use an ‘equivalent
diameter’, corresponding to the diameter of a sphere that exhibits the same behav-

iour as the particle under certain conditions or that has the same value of some other

descriptive characteristics. For example, the diameter used could be that of a sphere

which just passes through the same square sieve aperture, or which falls at the same

velocity in a fluid or which has the same projected area. For individual particles:

• Volume diameter ¼ diameter of a sphere that has the same volume as the

particle:

d3,0 ¼ 6V=πð Þ1=3 ¼ 1:241V1=3

• Surface diameter ¼ diameter of a sphere that has the same surface area as the

particle:

d2,0 ¼ A=πð Þ1=2 ¼ 0:564A1=2

Example Volume of shape ¼ 1	 1	 1¼ 1

Volume of sphere ¼ πd3/6

Equivalent volume diameter, d3,0 ¼ 6	1
π

� �1=3 ¼ 1:24

1

1
1

The value given for the ‘particle size’ of an irregularly shaped particle is

somewhat ambiguous as it depends on both a definition of what that size represents

and on the measurement technique. Therefore, referring back to the paragraph

above, it is possible to quote diameter of a ‘sphere’ that corresponds to specific

sizing technique, e.g.:

• Sieve diameter – particle passing through a square sieve aperture (the particle

dimension is actually a sieve size).

• Stokes diameter – based on sedimentation velocity in fluid (if a sedimentation

technique is used the particle dimension obtained can also be calculated and

described as a free fall diameter or a drag diameter).

• Projected area diameter – related to the projected area of a particle (optical or

electron) microscopy.
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15.3.1.2 Shape Factors

The ratio of a pair of listed diameters (often known as a shape factor) has been

found to be fairly constant over quite wide size ranges for any one material which

has been produced in the same way or derived from the same source. It is possible

for instance to correlate analyses in which the coarser fraction of a material has

been subjected to a sieve analysis and the sub-sieve fraction has been sized in some

other way. Typical values of the ratios are given in Table 15.1 but these figures

should be used with caution particularly when the particles are of extreme shape.

Another way to describe the shape of a particles is to compare the real particle to

a sphere, here the term sphericity is defined as the ratio of the surface area of a

sphere (with the same volume as the given particle) to the surface area of the

particle.

Sphericity ¼ Ψ ¼ π
1=3 6Vð Þ2=3

A
ð15:9Þ

where

V ¼ the volume of the particle

A ¼ the surface area of the particle

As may be expected, the sphericity of a sphere is 1, and any particle which is not

a sphere will have sphericity less than 1; for example, the sphericity of a cube ¼
0.806.

Table 15.2 gives descriptive terms for particulates in different particle size

ranges.

15.3.1.3 Methods of Size Measurement

A brief summary of important and common particle size measurement techniques

and instrumentation is given below and is restricted to ‘dry’ techniques; however,
this is a highly specialised and rapidly evolving area, particularly in the sizing of

nanoparticles where instrument manufacturers are often best placed to offer advice.

The interested reader should make reference to specialist texts [11] or standards

[14–52].

Table 15.1 Measurement

technique conversion factors
To convert Multiply by

Sieve diameter to projected area diameter 1.40

Sieve diameter to Stokes diameter 0.94

Projected area diameter to sieve diameter 0.71

Projected area diameter to Stokes diameter 0.67

Stokes diameter to sieve diameter 1.07

Stokes diameter to projected area diameter 1.50
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Sieves

Size analysis by sieves is perhaps the oldest technique of establishing the size

distribution of a particulate material as well as being the most popular and least

expensive. Each sieve is usually constructed from a weave of wires which leave a

gap or aperture between the wires. Individual sieves can be described by their

aperture size in mm or μm, or their mesh size (the number of openings per inch).

The apertures are commonly square but can be round holes punched through a plate

(electroformed sheets or perforated metal plates) and can be of sizes ranging from a

few centimetres to 10 μm (dry: 125 mm to 20 μm; wet: 10 μm). The techniques

works well for free flowing materials but problems of agglomeration can be

experienced with fine powders. The use of a wet sieving procedure can help with

agglomerating particles and may limit the damage of fragile particles. The proce-

dure typically involves a ‘stack’ of sieve trays starting with the sieve with the

largest holes or apertures at the top and then the next down has a smaller aperture in

the ration of root two and the last tray or pan has no holes. The stack is then shaken

or vibrated at a particular frequency and amplitude for a predetermined time. The

distribution is then constructed from the mass of material retained on each tray. The

results of the technique are dependent on the apertures, the shape of the particles,

the details of the applied vibration and the length of time the stack is shaken.

Light

A popular sizing technique is laser diffraction where a collimated beam of mono

chromatic light (from a laser) is projected on to a dilute suspension of particles. The

suspension medium can be a liquid or a gas (Fig. 15.9).

The light is scattered (Fraunhofer or Mie scattering) with a pattern of maximum

and minimum intensities at angles that are related to the size of the particle. The

combined scattered light of the ensemble of particles falls on to in the focal plane of

an array of detectors. The size distribution is back-calculated from the detector

signals using Fraunhofer or Mie theory. With a suitable arrangement of lenses,

particles in the range 2 mm–0.1 μm can be sized with this technique.

Table 15.2 Descriptive terms of particle size ranges

Descriptive term Typical size range Examples

Coarse solid 5–100 mm Coal, aggregates, etc.

Granular solid 0.3–5 mm Granulated sugar, rice

Coarse powder 100–300 μm Table salt

Fine powder 10–100 μm Icing sugar

Superfine powder 1–10 μm Face powder

Nanoparticles 1–100 nm ‘Quantum dots’
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ESZ

The electrical sensing zone (ESZ) technique is based on the electrical properties of

a conductive fluid (an electrolyte) with suspended particles. The suspension is

passed through an orifice and the change in conductivity as a particle passes the

orifice is recorded as an electrical signal. The amplitude of this signal can be related

to the size or volume of the particle passing through the orifice. The technique was

developed by W. H. Coulter for counting blood cells and has now been extended to

industrial powders with devices that can cover size range 1200 μm down to about

0.6 μm, where number and size distributions of particles can be determined. There

are some limitations to the technique, for example, highly conducting particles,

very porous particles, finding a suitable finding inorganic electrolytes in which to

suspend particles and the required low particle concentration.

Optical Microscopy (Plus Image Analysis)

Optical microscopy is typically used with particles in the 0.8–150 μm size range.

The technique has the advantage of being able to directly observe, examine and

measure individual particles and can often be used where other techniques fail.

Determination of the size of the particles is based on defined diameter measure-

ments some of which are Feret, Martin and Projected Area diameters. This a very

time consuming procedure if performed manually; however, image analysis tech-

niques can be used to drastically cut the time taken to obtain particle size data (see

example in Fig. 15.10).

There remain three problems which are difficult to overcome. The first is that

typically relatively few particles are examined from the bulk which gives a diffi-

culty of obtaining a very small representative sample for study. This can be

overcome somewhat by automated sampling and image analysis allowing very

many samples to be analysed. Second, the particles will naturally align in a

preferred orientation on the microscope slide which may mean that the technique

does not capture the true three-dimensional information of the particles (this can be

overcome somewhat in dynamic image analysis, although, here too, some

Dispersed
Sample

CellSpatial filter

Laser

Fourier
Transform lens

Detector

Obscuration
Monitor

Fig. 15.9 Schematic of a laser diffraction instrument
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alignment may occur depending on flow conditions). Thirdly there is the limitation

imposed by the small depth of focus of the microscope optics.

Nano Sizers

A nanoparticle can be defined as a particle of any shape with dimensions in the

1	 10�9 and 1	 10�7 m range. There is a range of options from instrument

manufacturers in the sizing at the nano-scale, for example, particle size for a

range of less than a nanometre to several micrometres using techniques like

dynamic light scattering (DLS), particle tracking, electron microscopy (TEM,

SEM), atomic force microscopy (AFM), and Multi-Angle Static Light Scattering

(MALS).

A range of techniques has been described above; however, each technique could

potentially give a different ‘equivalent size’ for identical particles tested, as particle
shape often significantly deviates from sphericity; also cloud properties depend

upon different PSD characteristics. The choice should be made therefore on the

technique which will provide the most useful information for the particle process or

application under consideration. To borrow an example given in a lecture by the

late Professor Brian Kaye on carbon black sizing:

1. If carbon black is to be used as a pigment then the opacity may be best assessed

by a measurement based on the equivalent area of the particle.

2. If, however, the opacity is to be utilised as a ‘smoke screen’ as may be used in

defence applications, then the light scattering property of the particle would be

important and may be related to a particle size obtained by laser diffraction.

3. If the interest is the dispersal of this smoke screen or the health hazard of an

aerosol, then the aerodynamic diameter is clearly applicable.
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15.3.2 Bulk Properties

It is often the case that knowledge of the properties of individual particles is of less

importance than knowledge of how a material behaves in bulk form. This is true

when we look to design or specify materials handling or processing plant, where

information on the bulk density or wall friction has a major influence on perfor-

mance. A range of bulk properties and test methods are reviewed.

15.3.2.1 Bulk Density

Bulk density is probably one of the most common and widely used of the bulk

characteristics [12]. It is used in hopper design to determine wall loading, it is used

to size volumetric feeders, such as screws and rotary valves, it is used to estimate

“flowability” and used in many other ways. It is rather unfortunate then that such a

useful characteristic is not a constant for a given material. The bulk density of a

material is simply the mass of material divided by the volume that it occupies. The

density of the particles themselves can be taken as constant; however the compli-

cation comes because the amount of “space” between the particles depends on how

the material has been handled before the measurement is taken. The volume that a

unit mass of product can occupy can change by 50 % between the material being in

a compressed state to being in a very loose state. Cement, for example, has a

compacted bulk density of 1400 kg/m3 and an aerated bulk density of 1000 kg/m3. It

is obviously important that the correct bulk density value is selected for any

calculation.

The full expression for bulk density, ρb, is

ρb ¼
Masssolids þMassspaces

Volumesolids þ Volumespaces
ð15:10Þ

For dry bulk solids, the void spaces would usually contain air or some other gas, the

density of which can be taken as negligible compared to the density of the solid

particles, so we can approximate

ρb ¼
Masssolids
Volumetotal

ð15:11Þ

We can relate this to another common characteristic, voidage or void fraction ɛ,
which is the percentage of the total volume not occupied by particles:

ε ¼ Volumespaces
Volumetotal

ð15:12Þ
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Again assuming air or gas in the void spaces and taking particle density as ρp, we
can write:

ρb ¼ ρ p 1� εð Þ ð15:13Þ

The range of values voidage can take can be illustrated by considering a static heap

of mono-sized spheres. If the spheres are in a regular hexagonal packing the classic

“cannon ball” stack, the voidage would be 26 %; whereas if they were in regular

cubic packing the voidage would increase to 48 %. However this does not represent

the loosest packing even for large smooth identical spheres. The cannon ball stack

gives each ball six contact points, but simple static mechanics requires only two

contact points below the centre of gravity of the ball for equilibrium. Therefore it is

possible to have a stable structure with many fewer contact points and a resulting

increase in voidage [3, 12]. If the particles are irregular in shape, have a size

distribution and in some way cohere to one another the packing arrangement can

be very loose and so the voidage can be very large.

Measurement of bulk density is in theory quite simple, and requires only a

knowledge of material mass and volume and is generally based on one of two

techniques:

The first is to weigh out a quantity of material using a simple balance and put this in

to a calibrated cylinder in much the same way as you would a liquid. If the

particulate material is poured into the cylinder, the volume taken up would be of

the material in a loose or poured state; the associated bulk density would be

commonly described as “poured bulk density”. If this same cylinder is then

tapped or dropped from a small height on to the bench several times, the volume

would likely decrease and the new value of bulk density would be the “tapped

bulk density”. Similar techniques can be used to determine aerated bulk density

from a fluidising column or compacted bulk density from a material placed

under load.

The second technique is to fix the volume of the bulk material by filling a cup like

vessel to overflowing and then level with a straight edge. This is then weighed on

a balance and the bulk density calculated. This gets around some of the problems

of trying to estimate the actual level of powder in a cylinder with a surface which

is typically anything but flat and see through a glass that has become coated in

powder. Typical density values for a few materials are presented in Table 15.3.

Table 15.3 Typical bulk density values for a few materials

Material

Tapped bulk

density [kg/m3]

Poured bulk

density [kg/m3]

Particle density

[kg/m3]

Iron powder 3410 3360 7200

Aluminium

powder

1220 1095 2650

Cement 1400 1100 2700

Nylon pellets 680 680 1140
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Some Definitions of Bulk Density Terms

Bulk density the bulk density under defined conditions (non specific)

Poured density ‘loose’ bulk density; the minimum bulk density of a

motionless powder; the bulk density of the particulate

material when poured into a vessel or heap

Tapped density bulk density of a powder bed formed in a container of

stated and specified dimensions when subjected to

vibration or tapping under known and stated conditions

Pressed or compacted

bulk density

bulk density of a compact of material under a given load

or pressure

Aerated density bulk density of a powder bed formed in a container of

stated and specified dimensions when subjected to

minimum compression to ensure an open loosely packed

volume

Fluidised bulk density bulk density of a fluidised powder bed

One possible complication with bulk density measurements is the effect of the

porosity of the particles themselves; in order to avoid ambiguity it is worthwhile

stating whether the bulk density value is inclusive or exclusive of closed pores.

15.3.2.2 Flowability

Bulk density measurements have been used to give some qualitative prediction of

the “flowability” or “handlability” of a bulk solid, that is, some estimate of the

likely ease or difficulty in dealing with these materials. One such predictor is the

often quoted Hausner ratio (HR) which is defined as:

HR ¼ ρbtapped

ρbpoured
ð15:14Þ

Another close relative is Carr’s Compressibility Index (CI):

CI %½ � ¼ 1� ρbpoured

ρbtapped

� �
	 100 ð15:15Þ

This CI index ranks materials as:

5–15 % free – flowing to excellent flow – granules

12–16 % free – flowing to good flow – powders

18–21 % fair to passable powdered granule flow

23–28 % easy fluidizable powders – poor flow

28–35 % cohesive powders – poor flow

33–38 % cohesive powders – very poor flow

>40 % cohesive powders – very very poor flow
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These relatively quick and easy measurements can be effective in giving some

indication as to how powders will likely behave in solids handling plants but are by

no means comprehensive and caution should be exercised if relying only on this

information.

Angle of Repose

The angle of repose is another parameter that is used to determine the flowability of

a bulk solid. The angle of repose is defined as the angle of the free surface of a heap

of particulate material to the horizontal plane. We are faced with the same problem

as we were with bulk density, the angle of repose is not a constant for a given

material and is dependent on the method of heap formation. There are again two

measurements which are commonly quoted: the poured angle of repose and the

drained angle of repose. The poured angle of repose is the angle measured from a

heap formed by pouring material on to a flat surface to the horizontal (Fig. 15.11).

The drained angle of repose is the angle measured on the internal conical face of a

material which has been formed when drained from a orifice of a flat bottomed

container to the horizontal (Fig. 15.12). A third angle of repose which you may

come across is the dynamic angle of repose which is the angle to the horizontal of

the free surface formed in a relatively slowly rotating drum (Fig. 15.13).

There are several things we should be aware of when using angles of repose. The

first is that the angle formed will depend on the details of the formation process. For

example, the fall height for the poured angle or the orifice size for the drained angle

will influence the angle. Therefore the angle measured is not independent of the

measuring apparatus. The second is that a different angle will be found for the same

material tested using the three different techniques (Table 15.4). The measurements

can only be reliably made when using powders that are free flowing to slightly

Fig. 15.11 Poured angle of

repose

Fig. 15.12 Drained angle

of repose

Fig. 15.13 Dynamic angle

of repose
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cohesive and are fairly homogenous. Materials that are a material of components or

have a wide size distribution will give angles that are difficult to determine and have

low repeatability. There are also some uncertainties based on the fundamental

physics of the problem, relating to stress history and avalanche behaviour,

discussed by Duran [3].

Despite the difficulties noted above, the angle of repose in whatever form can be

useful tool to rank materials. As a rough guide the relationship between the angle of

repose and flowability often follows the structure below.

Angle of repose [degrees] Flowability

25–30 Very free flowing

30–38 Free flowing

38–45 Fair flowing

45–55 Cohesive

>55 Very cohesive

This classification allows us to make some judgement on the likely flow behav-

iour of a material but has very limited use for equipment selection and design and in

particular, it is a mistake to use the angle of repose in an estimate of the wall angle

required for the converging section of a hopper. However, the angle of repose can

be used in some cases to estimate the surcharge in a storage vessel or is useful in

estimating the ground area requirements when forming a stockpile.

An interesting development of the rotating drum device is the Aero Flow device

developed by Brian Kaye where the avalanche behaviour is studied using the

covering and uncovering of elements of an array of photodiodes as the drum

revolves. The signals from these detectors are processed to create a “fractal

fingerprint” which is typical of the avalanching behaviour. The time between

successive avalanche events is used to characterise the behaviour with poor flowing

materials demonstrating more scatter in their avalanche times than freer flowing

powders. The tests are relatively quick and the Aero Flow can be a useful tool in

comparative measurements and quality control in some circumstances.

Descriptions, such as ‘free flowing’ or ‘poor flowing’ are subjective and only

reflect a specific condition in particular circumstances. A food powder can appear to

be ‘free flowing’ when it is loosely poured, but may settle to a very firm and stable

condition when de-aerated or subject to compacting stresses. A dry, crystalline

product e.g. salt will usually flow through a relatively small orifice, but have

extreme reluctance to deform if damp or ‘caked’ due to the presence of tiny crystal

Table 15.4 Angles of repose of three materials (based on [7])

Material Shape Poured angle Drained angle Dynamic angle

Tapioca Spherical 30 37.5 32

Sand Angular 37 39 36.5

Coal Angular 37.5 41 34
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bridges binding particles together. The EU commissioned ‘Strategic document for

research in food powders’ [4] examined the challenges facing manufacture with

food powders and in particular the important aspects of characterisation, storage,

feeding and processing within plant.

Among the many characteristics of a bulk powder perhaps the most important

for flow are how the powder slides on a contact surface e.g. at the wall of a hopper,

the face of a mixer blade, (wall friction), and the resistance of the bulk solid to

deformation e.g. to squeeze through a hopper outlet, (its shear or failure strength).

More information on characterization of properties of bulk solids, viz. the Mohr

stress circle, compressive strength, flow functions and shear testers, in relation to

the design of extruders and hoppers is presented in Chaps. 5 and 13.

Flow behaviour is not only dependent on the material characteristics – the

equipment design also has a major influence. Steep hoppers with large outlet

sizes often have flow benefits: they prevent arches and rat holes, they generate

mass flow (no static or dead regions in the hopper during discharge – an important

feature when handling food powders which may age and spoil) and avoid

segregation.

By contrast, a ‘rat hole’ may form if the hopper slope is shallow and the powder

is cohesive, so the effective storage capacity of the hopper is reduced. Additionally

if the hopper is refilled whilst the rat hole remains then this has ramifications for

product residence time which may affect its flow behaviour and its fitness for

purpose if the powder has a shelf life and spoilage occurs (Fig. 15.14).

If the outlet is too small, an ‘arch’ may stop the flow altogether. To avoid these

effects, the slope of wall, βc and outlet size Dcrit needed for reliable flow can be

calculated using a variety of techniques described in detail elsewhere (see

Chap. 13).

Results from this shear test on a number of materials undertaken by McGee [8–

10] are presented in Fig. 15.15 in a form where the axes are factored by a numerical

constant and gravity. Figure 15.15 includes the results of tests on a lactose and

titanium dioxide presented in a space partitioned by lines of constant outlet size.

Fig. 15.14 A stable rat hole

in a conical hopper
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This presentation helps characterise materials in a space where a sensitive plant

parameter (hopper outlet size) defines flow boundaries. Note the partitioning lines

identify constant outlet sizes as follows: – 1 m – poor flowing; 0.5 m – average and

0.15 m – easy flowing.

15.3.2.3 Spider Diagrams

To integrate some of the facets of characterisation of bulk solids a ‘spider’ diagram
can used based on measured characteristics of wall friction (ϕw), shear strength (τs),
bulk density (ρb), and a number of derived equipment characteristics such as;

hopper wall angle for mass flow (βc), outlet size (Dcrit) and Hausner ratio (H.R.,
ratio of tapped bulk density/loose bulk density).

To construct the spider diagram, a series of three concentric circles are divided

by an axis for each of the characteristics. These axes intersect with the smallest

diameter circle where that particular characteristic describes ‘easy flow’ with

subsequent bigger diameter circles defining ‘modest’ or ‘average’ and ‘poor
flow’. Two idealised situations can then be presented, as in Fig. 15.16.

The diagrams can be more than qualitative if the data from the tests on the large

number of materials (over 200) reported by McGee is used to define the ‘easy’,
‘average’ and ‘poor’ flow circles, Table 15.5.

Note that the bulk density axis is the reverse of the others because decreasing

bulk density usually means poorer flow. A practical example is that most milling

operations lower bulk density and worsen flowability of powders when they are

stored.
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0

5

10

15

0 5 10 15

bulk density x g (kN/m3)

sh
ea

r 
st

re
n

g
th

 x
 4

(k
N

/m
2)

poor flowing - 1m average flowing - 0.5m easy flowing - 0.15m

TiO2

Lactose

Fig. 15.15 Shear strength and bulk density plotted in a graph partitioned by lines of constant

outlet size
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Ideal ‘Easy Flow’ Material

A low friction material (<20�), which would mass flow in a conical hopper with a

wall angle of 65� to the horizontal. It would have a high bulk density (around

1200 kg/m3) but not be affected much by compaction or vibration so would have a

low Hausner ratio (up to 1.1). Its low shear strength (maximum 300 N/m2) coupled

with the high bulk density would guarantee flow through a small outlet (<15 cm

diameter). A practical example would be a free flowing grade of lactose with wall

friction angle of 17� against stainless steel, shear strength 197 N/m2, Hausner ratio

of 1.1, rat hole diameter 9 cm and requiring a 64� wall angle for mass flow in a

conical hopper. With a bulk density 867 kg/m3 this particular example would have a

small spike on the density axis of the spider diagram indicating a slight deviation

from the ideal flow material.

Ideal ‘Poor Flow’ Material

A high friction material (>30�), which would barely mass flow in even the steepest

conical hopper (>80�) (in fact probably require a Vee shaped hopper). It would

rb

H.R. Dcrit

fw

bc

rb

H.R. Dcrit

fw

bc

Easy flow material Poor flow material

t s t s

Fig. 15.16 Spider diagrams for ideal ‘easy’ flow and ‘poor’ flow material

Table 15.5 Parameters suggested by the tests reported by McGee [8]

Circle

Wall

friction,

ϕw (deg)

Bulk

density, ρb
(kg/m3)

Shear

strength, τs
(N/m2)

Hausner

ratio, HR

(–)

Outlet

size, Dcrit

(cm)

Mass flow

wall angle, βc
(deg)

Easy

flow

20 1200 300 1.1 15 65

Average 25 800 1000 1.25 50 73

Poor

flow

30 400 2000 1.5 100 80
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have a low bulk density (about 400 kg/m3), which would be significantly affected

by compaction indicated by a high Hausner ratio (about 1.5). Its high shear strength

(2000 N/m2) coupled with the low bulk density would mean very large outlets

(>100 cm) would be needed to ensure flow. A practical example would be a fine

milled icing sugar with wall friction of 30.5� against stainless steel, bulk density of
540 kg/m3, shear strength 2144 N/m2, Hausner ratio of 1.49, rat hole diameter

149 cm and requiring a wall angle for mass flow in a conical hopper of 80� to the

horizontal.

The technique when applied to two other examples highlights particular aspects

of the ‘profile’ that merit special attention. Figure 15.17 shows the resultant

diagram for two different powders, noted as Powder A and Powder B.

For Powder B most aspects for flow are good except the shear strength (τ) and
outlet size (D). Practical application for handling this material required a good

shaped Vee hopper with a long slot outlet to ensure reliable flow to process.

Powder A has low shear strength but aspects associated with wall friction and

bulk density and more awkward. These produce a characteristic spider diagram

quite different from the preceding example. To avoid flow difficulties with Powder

A requires steep slopes on hoppers and chutes. The merits of comparing wall

friction values against different surfaces e.g. stainless steel versus polyethylene or

finishes e.g. 2 mill finish, mechanically polished or electropolished could be

explored.

The spider diagram should be seen as a useful and versatile tool where the

numeric values of the parameters can be ‘tuned’ for an indication of ‘poor’ or
‘good’ gained from heuristic knowledge on plant. Indeed an entirely different set of

bulk parameters can be used as the axes if this provides better information on the

materials behaviour in a particular process and plant.

Fig. 15.17 Spider diagrams for Powder A and Powder B
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15.4 Definitions, Abbreviations and Symbols

Equivalent projected

area diameter

diameter of a circle having the same area as the

particle’s projection
Equivalent sieve

diameter

equivalent volume diameter of a particle just passing

through a square sieve aperture (near-mesh size).

Equivalent sphere sphere that has the same property as the observed

particle in relation to a given measurement principle

Equivalent volume

diameter

diameter of a sphere having the same volume as the

particle

Median size particle size at the 50 % point of a cumulative PSD

Stokes diameter diameter of a sphere that has the same density and based

sedimentation rate as the particle under conditions of

Stokes’ law (viscous flow conditions).

AFM atomic force microscopy

DLS dynamic light scattering

ESZ electrical sensing zone

MALS multi-angle static light scattering

PSD particle size distribution

PT Particle tracking

SEM scanning electron microscopy

s.r.s. simple random selection

TEM transmission electron microscopy

A surface area of a particle

CI Carr’s Index
d particle size

D hopper outlet diameter

HR Hausner Ratio

n number of samples

s standard deviation

û the measured mean

V volume of a particle

βc hopper wall angle for mass flow

ɛ voidage or void fraction

ρb Bulk density

ρp particle density

ϕw wall friction angle

σ̂ 2 best estimate of the true variance

Ψ sphericity

τs shear stress
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