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Foreword

The 17th International Conference on Human-Computer Interaction, HCI International
2015, was held in Los Angeles, CA, USA, during 2–7 August 2015. The event
incorporated the 15 conferences/thematic areas listed on the following page.

A total of 4843 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 73 countries submitted contributions, and 1462 papers and
246 posters have been included in the proceedings. These papers address the latest
research and development efforts and highlight the human aspects of design and use of
computing systems. The papers thoroughly cover the entire field of Human-Computer
Interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. The volumes constituting the full 28-volume set of the
conference proceedings are listed on pages VII and VIII.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2015
conference.

This conference could not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor, Prof. Gavriel Salvendy. For their outstanding efforts,
I would like to express my appreciation to the Communications Chair and Editor of
HCI International News, Dr. Abbas Moallem, and the Student Volunteer Chair, Prof.
Kim-Phuong L. Vu. Finally, for their dedicated contribution towards the smooth
organization of HCI International 2015, I would like to express my gratitude to Maria
Pitsoulaki and George Paparoulis, General Chair Assistants.

May 2015 Constantine Stephanidis
General Chair, HCI International 2015
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Program Board Chair: Masaaki Kurosu, Japan

The full list with the Program Board Chairs and the members of the Program Boards of
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• Adriana Betiol, Brazil
• Simone Borsci, UK
• Apala Lahiri Chavan, India
• Sherry Chen, Taiwan
• Kevin Clark, USA
• Torkil Clemmensen, Denmark
• Michael Craven, UK
• Henry Duh, Australia
• Achim Ebert, Germany
• Xiaowen Fang, USA
• Stefano Federici, Italy
• Sheue-Ling Hwang, Taiwan
• Wonil Hwang, Korea
• Yong Gu Ji, Korea
• Esther Jun Kim, USA

• Mitsuhiko Karashima, Japan
• Heidi Krömker, Germany
• Cecília Sík Lányi, Hungary
• Glyn Lawson, UK
• Cristiano Maciel, Brazil
• Chang S. Nam, USA
• Naoko Okuizumi, Japan
• Philippe Palanque, France
• Alberto Raposo, Brazil
• Ling Rothrock, USA
• Eunice Sari, Indonesia
• Dominique Scapin, France
• Milene Selbach Silveira, Brazil
• Guangfeng Song, USA
• Hiroshi Ujita, Japan
• Anna Wichansky, USA
• Chui Yin Wong, Malaysia
• Toshiki Yamaoka, Japan
• Kazuhiko Yamazaki, Japan
• Alvin W. Yeo, Malaysia



HCI International 2016

The 18th International Conference on Human-Computer Interaction, HCI International
2016, will be held jointly with the affiliated conferences in Toronto, Canada, at the
Westin Harbour Castle Hotel, 17–22 July 2016. It will cover a broad spectrum
of themes related to Human-Computer Interaction, including theoretical issues,
methods, tools, processes, and case studies in HCI design, as well as novel interaction
techniques, interfaces, and applications. The proceedings will be published by
Springer. More information will be available on the conference website:
http://2016.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2016.org

http://2016.hci.international/ 
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An Activity Theory Approach to Intuitiveness:
From Artefact to Process
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Abstract. Intuition is a widely employed term when describing or evaluating
user interfaces in an HCI context. It is used in by most people in their daily life,
regardless of technology use; it is applied by users in various socio-technical
contexts; it is even utilized by developers themselves. While Susanne Bødker and
others brought activity theory into the HCI discourse, in much of the literature,
intuition has largely remained within the cognitive science discourse. In an
activity theoretical approach, this paper attempts to connect intuitiveness to
activity and pointing out the changing perception of the concept of intuitiveness in
relation to skill levels; changing from being connected primarily to artifacts at an
unskilled level, to being linked exclusively to tasks and processes at expert level.

Keywords: Intuitive use � User interfaces � Activity theory � Experience

1 Introduction

This paper discusses an activity theoretical approach to intuitive use in user interfaces,
an approach based on a human activity perspective rather than the cognitive science
perspective we have seen in much of the previous literature within the HCI discourse
[1–3]. The paper contributes to the field by specifically link this much-utilized term to
human practice, placing it within the current activity theoretical HCI–discourse [4–12].

The paper presents and discusses some of the related literature, starting with a brief
introduction to activity theory, which in its asymmetry focuses on the range of human
activities in a human-computer relationship rather than the computer artefact, followed
by a description of flow and breakdowns as aspects of intuitiveness. Based on the
literature the paper discusses how an absence of breakdowns, and a maintained sense of
flow are both connected to human activity, and as such inflicts upon the user’s per-
ceived intuitiveness in an activity theoretical approach.

Among non-HCI practitioners, there exists a kind of vague understanding of the
concept of intuitiveness [13], and what it means when talking about people’s intuitive
understanding of, and approach to technology, i.e. human-computer interactivity
through a user interface. This term is, according to the literature, one of the most
common ones when describing user interfaces, especially among non-practitioners and
otherwise colloquially [3, 13]. This is not so strange in times where human agency is
increasingly dependent on being able to interact with computers through various types
of user interfaces.

© Springer International Publishing Switzerland 2015
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2 Literature

First a brief introduction to the parts of activity theory relevant to this paper will be
presented, followed by a description of the relationship between flow and intuitiveness
in a user-interface context.

2.1 Activity Theory

Activity theory «focuses on practice, which obviates the need to distinguish ‘applied’
from ‘pure’ science—understanding everyday practice in the real world is the very
objective of scientific practice. […] The object of activity theory is to understand the
unity of consciousness and activity» [12].

Activity-theoretical HCI, mainly conceptualized by Bødker [8], Kuutti [10], Ban-
non [4], Grudin [14], Kaptelinin [15] and Nardi [12], and others, distances itself from
the traditional cognitive science perspective on HCI. Instead, it is focusing on an
analysis (and design) in a specific work/activity practice in a multi-user setting. This
also includes user participation in the development process, and addresses actual use as
a part of the design and development phase, in addition to seeing the importance of an
interface artefact as a mediator for human action.

In i.e. Kuutti [10] and Engeström [16] we see that human activity, being contextual
or social or both, has a certain direction and is mediated by artefacts, or tools. E.g.
Kaptelinin and Nardi describe these artefacts as mediated affordances [17] (Fig. 1).

Kuuti focuses on the structure of activity. “An activity is a form of doing directed to
an object, and activities are distinguished from each other according to their objects.
Transforming the object into an outcome motivates the existence of an activity. An
object can be a material thing, but it can also be less tangible” [10]. Engeström [18]
states that the unit of analysis when studying human-mediated activity, is the com-
munity of actors/subjects who shares the goal of the activity.

Fig. 1. The structure of activity [10]
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These are key elements in the discussion about the activity theoretical structure,
since the theory’s ability to absorb various aspects or strengthening of human agency is
formalized through this conceptual framework that must be made strong enough to
encompass both humans and technology within the same conceptual models [15].

Also, Kaptelinin et al. argues that activity theory in itself is “built upon the concept
of mediation”, which makes it particularly suitable for HCI “exploration” [19],
meaning it is especially suitable as an analytical tool in a human-artefact interaction
context since this relation is, by definition, always mediated.

Activity theory «focuses on practice, which obviates the need to distinguish
‘applied’ from ‘pure’ science—understanding everyday practice in the real world is the
very objective of scientific practice. […] The object of activity theory is to understand
the unity of consciousness and activity» [12].

The perspective in this paper is that the character of abstraction through mediation
should provide for an intuitive understanding of the possible features of activity.

Contradictions. Human activities are part in an overall interacting context, where
related activities might change the conditions in such a way that users, during a
working process, may experience problems that may cause downtime or a stop in
ongoing activities. A case of ‘misaligned’ activities resembles what are labeled as
contradictions within Activity Theory, i.e. events that manifest themselves as com-
plications, mismatches, breakdowns, and so on. Misalignment could be represented by
e.g. not sufficiently trained users or inadequate design of interfaces that fail to support
the processes of skilled workers intuitive use. Activity Theory regards contradictions as
options for learning [20].

2.2 Intuitiveness and Flow

Intuitive is an often used term when describing human-technology relations; be it either
regular software, information systems, web-based systems that have some
socio-technological connection or relevance or tangible user interfaces. There are sit-
uations in daily life, where we often employ this term as ‘quick and easy under-
standing’, or ‘immediate apprehension or cognition’. In everyday life, then, intuition is
encompassed by the sense of ‘just knowing’ without a rationale or previous experience,
like some non-rational gut feeling; something along the lines of the definition found in
i.e. Merriam-Webster,1 where the meaning of the term intuition is described as:

• «a natural ability or power that makes it possible to know something without any
proof or evidence

• a feeling that guides a person to act a certain way without fully understanding why
• something that is known or understood without proof or evidence»

which may be perceived as somewhat contradictory of what researchers in the field
possibly would recognize as intuitive. This is not necessarily perceived as a problem

1 http://www.merriam-webster.com/dictionary/intuition. Accessed October 17, 2014.
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among ordinary people in their daily life; it might, however, be regarded as rather
imprecise for the practitioners within the HCI community.

The scientific literature on intuitiveness is somewhat limited within the HCI dis-
course, not unlikely because of its vagueness and rather loose definition [13, 21].

Raskin [3] explains the term “intuitive interface” as normal human “intuition”
would be enough to use a technological appliance. He claims that interfaces being
perceived as intuitive will depend on whether a person recognizes the user interface
elements as familiar. He does, however, state that it is the experience that leads to
something being recognized as an opportunity to act, which is the basis for an intuitive
approach to activity [3]. This is also concurred in more recent research, by e.g. Blackler
et al., who, in focusing on intuitive use, state that “using familiar labels and icons and
possibly positions for buttons helps people to use a product quickly and intuitively the
first time they encounter it” [22].

In much of the literature that do describe intuitive interfaces, the term is, to a great
extent, linked to people’s cognitive understanding in a setting of human-technology
relations. [1, 23–27]. Also, In ‘Subconscious and Conscious Systems of Cognition’,
Norman goes further and relates an intuitive approach to problem-solving to the sub-
conscious [28].

In addition, much of the literature that discusses the term, do so from an approach
comprising physicality, embodiment or tangible user interfaces, while some researchers
claim that intuition is a matter of experience [3, 29–31].

Leaning on Raskin’s and Blackler’s notion of sameness and familiarity, which are
grounded on experience, we turn to Dreyfus and Dreyfus’ Skill Acquisition framework.
According to Dreyfus and Dreyfus, the novice user is identified by a strict following of
rules and regulations, with a rather rudimentary situational perception, and without the
capability to relate to situational adjustments. The competent user is able to handle tension
and complexity, and is capable of evaluating actions as part of or appropriate within a
larger context while adhering to a set of standards or routines regarding processes. The
expert practitioner, no longer relies on regulations and guidelines, and maintains an
intuitive approach to work processes based on experience and tacit knowledge, only
employing an analytic approach in extraordinary or problematic situations.

Dreyfus and Dreyfus’ framework was developed as an argumentative element in
the discussions of the limits of artificial intelligence. It was not constructed as a general
learning model as such. However, since this framework was based on “the dynamic
processes of human skill acquisition” [30], we recognize its benefits to our argument of
activity-based comprehension of what constitutes intuitive use of user interface ele-
ments. Therefore, we argue that their skill development matrix, in itself, can be made to
use in describing the various degrees of intuitive use of user interfaces.

Blackler et al. [29] argue that an understanding of technology must also include
recognition of similar technology. They claim that the knowledge and experience that a
person acquires through using a different technology could be the basis for intuitive
interaction in a similar context. They claim that recollection or recognition takes pri-
ority over expertise, i.e. an ordinary user who remembers a similar task will be capable
of working in a way that resembles intuitive task solution in the similar way as an
expert user would. Their three principles of familiarity that developers can rely on the
work of creating user-interface that are intuitive to use:

6 S. Bakke



1. Use familiar symbols/words in expected positions for functions that are the same or
similar features that the users already know.

2. Metaphors for something that is already known should be linked to new func-
tionality in the process of creating familiarity with something that is unknown.

3. Knowledge and metaphorical content and meaning should be coherent in all parts of
an interface.

This is described by Israel et al. [21], who also emphasize mental efficiency by
leaning on Mohs’ discussion of mental focus on problem solving. Here we can see how
attention shifts from the ‘interface’ by non-intuitive use to be ‘task oriented’ by intu-
itive use (Mohs in [21]).

Naumann et al. also focus on intuitive use rather than the UIs themselves should be
intuitive [32]. In addition to discussing whether, or possibly how, intuitive use relates
to the visual part of the user interface design, which is outside the scope of this paper,
also intuitive use that is contextually related to tangible user interfaces is discussed.

Flow. In order to say something about breakdowns, or rather the importance of the
absence of breakdowns, we ought first, perhaps, to say something about the concept of
flow. According to Mihaly Csikszentmihalyi, flow is to be in a state of focused moti-
vation, by being completely focused on a task in such a way that the ability and the task
at hand is completely aligned, and that the work process feels natural and unobstructed,
not unlike what we might consider as the intuitive acts of skilled workers. According
Csikszentmihalyi, a user will, through a state of flow, be able to experience the absence
of concern for losing the control or overview of how a task should be solved [33].

Csikszentmihalyi et al. [34] state that flow theory propose three conditions for
achieving a state of flow:

• One must engage in an activity contains a clear set of goals, that adds direction and
purpose for the activity.

• There must be a good balance between perceived challenges and perceived skill.
• Flow is dependent on clear and immediate feedback in order for the individual to

adjust work processes to maintain the sense of flow.

Following the second condition, we argue that such a state of flow is also often
associated with the joy of mastery. Csikszentmihalyi [34] states:

«As people master challenges in an activity, they develop greater levels of skill, and the activity
ceases to be as involving as before. In order to continue experiencing flow, they must identify
and engage progressively more complex challenges. […] A flow activity not only provides a set
of challenges or opportunities for action but it typically also provides a system of graded
challenges, able to accommodate a person’s continued and deepening enjoyment as skills
grow.»

3 Discussion

In this section, a discussion of how contradictions, and a maintained sense of flow are
related to human activity, and as such inflicts upon the user’s perceived intuitiveness in
an activity theoretical approach.

An Activity Theory Approach to Intuitiveness 7



Intuition based on experience and skills resembles what Csikszentmihalyi describes
as a state of flow. Since the experience of flow occurs when something perceived as
possible actions corresponds with the person’s perception of abilities, we might say that
the senses of both intuition and flow stem from the perception of knowledge and
experiences.

According to Csikszentmihalyi, a user will, through a state of flow be able to
experience the absence of concern for losing control or overview of a task [33]. By
linking this to tasks solved via user interface, we will be able to get a perception that it
is through the prerequisites for a state of flow that we might see intuitive actions
undertaken by a skilled user via a screen based interface tool.

By grounding the sense of experience on recollection, we might regard experience
as a partly cognitive quality. However, Dreyfus and Dreyfus [30] claim that intuition
comes from «[…]deep situational involvement and recognition of similarity» and
not «wild guessing nor supernatural inspiration…]». Recognition of similarity requires
previously acquired skills, to such an extent that it coincides with the descriptions of a
proficient or, preferably, an expert user.

The choice of including Dreyfus and Dreyfus is due to their Skill Acquisition
framework, revealing the attributes of the five Skill levels, from ‘novice’ to ‘expertise’
[30]. In Table 1, we see the possible requirements of a user-interface that is to support
work processes initiated by users in a similar setting, but on different skill levels.

In this table ‘totally dependent’ is used to explain that users on this level are
dependent, as in ‘can not do without’, on affordances in the user-interface. A user on
this level would, probably, encounter more contradictions than a more experienced one.
‘Occasionally’ is employed to explain that users on this level have reached a certain
degree of expertise and competence to a level at which they only occasionally will need
the help of a mediated affordance in the user-interface, and by that experience less
contradictions and possibly a state of flow and a sense of intuitiveness in working
through the interface.

Table 1. The five stages of skill acquisition framework by Dreyfus and Dreyfus [30].

Skill level Components Perspective Decision Commitment

1. Novice Context-free None Analytical Detached
2. Advanced

beginner
Context-free
and
situational

None Analytical Detached

3. Competent Context-free
and
situational

Chosen Analytical Detached under-standing
and deciding. Involved
in outcome

4. Proficient Context-free
and
situational

Experienced Analytical Involved under-standing.
Detached deciding

5. Expert Context-free
and
situational

Experienced Intuitive Involved

8 S. Bakke



By adding a column for the varying need of mediated affordances to Dreyfus and
Dreyfus’ matrix of skill levels [30], Table 2 shows how a novice user must rely almost
solely on mediated affordances provided by the user-interface. Observing the expert- or
super-users revealed that they just occasionally lean on affordances in the user-interface
in order to maintain a fluent task-flow. Also, the notion of a balancing ‘agent’ is needed
when looking at the often experienced tension between interface design and the ‘real
world’ work tasks in user-interface design as this is formulated by e.g. Gaver [35]. On
those grounds it is possible to discuss user-interface requirements meeting the users’
skill levels, recognizing the need for a collection of mediated affordances which sup-
port the need for work task support through the mediated affordances in the interface,
while supporting the need for work task efficiency that will occur when users move
downwards the skill level matrix by Dreyfus and Dreyfus.

A central aspect of user interface elements is use. If an affordance represents an
instruction for use, it must also be an element in facilitating intuitive use of user
interfaces. This must be situated in a goal directed, human activity centered, vocational
context. This is also supported by Bødker, who states, «The user interface cannot be
seen independently of the goal or object, or of the other conditions of the use activity»
[8]. This supports our argument of task or activity based understanding of what con-
stitutes intuitive use of user interface elements.

A screen based user interface can, then, be regarded as a framework for mediation;
a mediated whole, in which to situate functional elements and the adhering affordances
that might linked to them in order to give the user the possibility, or sense, of
immediate action pointing towards immediacy as the activity theoretical approach to
intuitiveness in user interfaces.

Just as our world evolves, the terms we use to describe it, should evolve equally. In
the networked and digital modernity that most of us live in, screen based user-interfaces
are ubiquitous. By regarding all interfaces, analogue and physical as well as digital, as

Table 2. The UI-mediated affordances linked to the five stages of skill acquisition framework by
Dreyfus and Dreyfus.

Human activity Artefact
Skill level Decision Commitment Relying on UI

affordances

1. Novice Analytical Detached Totally
dependent

2. Advanced
beginner

Analytical Detached Dependent

3. Competent Analytical Detached under-standing and deciding.
Involved in outcome

Some to
occasionally

4. Proficient Analytical Involved under-standing. Detached
deciding

Occasionally

5. Expert Intuitive Involved Occasionally to
never
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some kind of mediating tool through which people might perform work or commu-
nicative activity, interfaces have become a natural and obvious part of both our private
and professional life.

Much research work within the HCI field in later years has placed the so-called
second wave HCI firmly within the activity theoretical tradition, while the much-used
term of intuition has somewhat remained within the cognitive science discourse.

This paper’s perspective supports an understanding of intuitiveness in user inter-
faces should be derived from human activity – of what a user tries to achieve – referring
to the ‘object’ dependency on the structure of an activity system [10, 18] (Kuutti 1991).
We will never really gain general access to a user’s or a group of users’, mental model
(s), but their tools and objectives are accessible. One person’s cognitive abilities and
processes might be different from another while the same two persons might perform
the same task, and through the same UI. In addition, actions and goals could be
quantifiable and as such offer possibilities for establishing a framework for measuring
intuitiveness with some degree of precision (Fig. 2).

We argue that intuitiveness is a contextual and dynamic term that should be related
to human practice, and the additional aspects of the task at hand, i.e. ‘Object’ in the
activity system, and the transformation process that follows it. Then, the character of
intuitiveness would be a matter of evolvement, from affordance dependency to expe-
riential tacit processing.

While opting to maintain the second argument in this paper, I also lean on e.g.
Kaptelinin and Nardi [17], in grounding the argument that also screen representations
like buttons, sliders, metaphors or abstractions of real world objects, represent affor-
dances as well. A button affords clicking. A slider affords sliding. Even as elements on
a screen, mediated as they are, they afford goal directed activity - actions. They are
what Kaptelinin and Nardi, and others coin as mediated affordances [17]. This is also
supported by McGrenere and Ho, who claim that a screen element that affords acting
upon is “an affordance that is built into the software” [36]. This is in line with what
Bærentsen and Trettvik [7] describe as “operational affordances”, i.e. affordances that
imply which activities can be undertaken with the tools that are available.

Fig. 2. The structure of an activity system. Based on Engeström [18]
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By observing intuitiveness through the lens of activity theory, that shifted the focus
of analysis from technology to user activity, this will support our claim that intui-
tiveness, through skill acquisition, will change in nature, from being tied to the cog-
nitive understanding of familiar artefacts among new and untrained workers to being
connected to the action-oriented process and task flow among skilled workers and
super-users. In short, we see this as the transition from the inexperienced user’s
dependence of intuitiveness of things to the skilled immediate action by experts; from
familiarity with objects to familiarity with process.

4 Concluding Remarks

In this paper we have situated the attempts to understand intuitive use in user interfaces
within an activity theoretical discourse, by linking the notion of familiarity and flow to:

1. Experience as previously acquired skills and habitual practice, and further
describing the transition of the character of intuitiveness from, a beginners point of
view, being dependent on

2. Affordances, as mediated artifacts in the user-interface that, in addition to facilitate
actions, also clearly explain how the user-interface artifacts are to be used or
operated, resembling the notion of a, per-element, user guide as an inherent or
‘inscribed’ part of the user-interface, and by acquiring skills and expertise through
the gaining of expertise skill to familiarity of

3. Activity, as a transforming action, with the use of tools, towards an object to achieve
a certain result, leaning on Kuuti who argues that “The tool is at the same time both
enabling and limiting: it empowers the subject in the transformation process with
the historically collected experience and skill ‘crystalised’ to it, but it also restricts
the interaction to be from the perspective of that particular tool or instrument; other
potential features of an object remain invisible to the subject…” following the Skill
acquirement matrix by Dreyfus and Dreyfus.

4.1 Limitations

This conceptual paper is presented as a literary discussion and serves as a starting point
for a wider discussion on activity theoretical intuitiveness in user interfaces, and how
this might be interconnected to agile participatory design.
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Abstract. In this paper we report from a software development project, where
much attention was given to the users – so much, in fact, that the developers
moved in with them and stayed. Our aim has been to understand the effects of
this level of proximity in the cooperation between developers and users. We
discuss the impact on continuous knowledge exchange, organisational structure
and accountability when the developers move in. How do the participants
experience the mutual learning process? Based on the findings, we offer the two
suggestions: (1) that the mutual learning necessary for establishing a common
understanding of the character of a user-centred software system and its intuitive
operation has a greater possibility of succeeding when developers and partici-
pating users are located in the immediate vicinity of each other, and (2) the
impact on user interface design is visible through early user participation,
leading to the sense of user interfaces facilitating an immediate user interaction.

Keywords: Participation � Reciprocal learning � Organisational structure

1 Introduction

“Mutual learning” is one of the fundamental characteristics of participatory design,
denoting the ways in which developers and users work to share enough knowledge to
understand each other’s perspectives on the future IT system [1]. In this paper, we
discuss the character of and prerequisites for mutual learning between users and
developers in a software development project in a shipping company. We pay par-
ticular attention to the level and character of the physical proximity between users and
developers, and analyse the project as it unfolded for patterns in organisational
structure and looked at the formal and informal knowledge exchange of the mutual
learning process.

We have followed the process of developing a new software system in a shipping
company. The company is regarded as a world leading shipping company, and is
among the biggest entities in the business of transportation and storing chemicals and
bulk liquids. The company owns and operates a large fleet of chemical tankers, both
globally and regionally.
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A secure software solution for stowage planning of chemical tankers is important
for the business as well as for security. A secure system supporting these operations
might ultimately prove to be the difference between life and death, since stowing,
potential, hazardous liquids on board chemical tankers might be, well – hazardous.
Getting it right is vital.

A motivation for creating the new system was that the old one had become slow and
outdated. Also, they were about to replace their business system, which would render the
stowage system they already had, obsolete. When they decided to build a new system,
the question was whether they should change and adapt what they already had (an old,
slow and a bit dull system) or buy something new. Searching for an off-the-shelf solution,
they realized that there was no off-the-shelf software fitting their requirements. The field
of stowage planning on chemical tankers is rather specialized, and instead of tailoring a
SAP or ORACLE system, as one might have done when developing large information
systems in recent times [2], the company chose to develop the new software from scratch.

The paper is based on fieldwork on the development process in the shipping
company HQ. The new system turned out to be immediately useful for both expert and
novice users, hence we wanted to understand what was done right in the development
of this successful system:

• What did they do well – does the proximity of developers and users explain the
success?

• How close together should developers and users co-locate in order to experience
positive effects? Same address? Same floor? Sharing the coffee machine?

• Our main research question is: how can we understand the prerequisites for and
mechanisms of co-location in a developer/user relationship with regards to organ-
isational structure and mutual learning?

The paper is structured as follows. We start with a literature review of mutual
learning and proximity from the participatory design (PD) and computer-supported
cooperative work (CSCW) fields, respectively, followed by research method in Sect. 3.
We discuss our empirical data with reference to specific themes in four sections:
(1) goals and visions, (2) organisational and procedural structure, (3) proximity, and
(4) Accountability. Section 5 concludes the paper.

2 Literature

In this paper we lean on the participatory design (PD) discourse that was pioneered in
Europe, and especially in Scandinavia, in the 1970s social, political and, subsequently,
technological transformation of work conditions [2–10]. The ambition of PD was
increased influence and participation by the workers towards the computerisation of the
workplace. PD emphasized that workers should have a voice and have a say [10] and a
lot of methods has been developed to facilitate cooperation between developers and
users in the design of a future system or artefact [1, 4, 7]. Mutual learning is a key
aspect in PD: developers should learn from users about their needs and wishes for a
new solution, but users should also learn about technical possibilities so that they can
participate in generating design ideas. The point is that both developers and users learn
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from each other during the process, hence the discussion about the new solution
develops as their knowledge develops. This also means that users need to be present all
through the process since a static description of needs developed before the process
cannot replace the learning users who get new ideas as their knowledge about the
possibilities and problems grow [1].

Traditionally, mutual learning happens all through the development process, col-
lapsing the traditional division between analysis and design [1]. Prototyping or con-
cretizing bits of the solution acts as a way to learn more [3]. Analysis of the work
practices looks for trouble and problems to be solved, hence contributes to both solving
and setting the problem [11]. Using Schön [11–13] we see design as sequences of
‘see-move-see’: the designer ‘sees’: understands and evaluates the situation, s/he makes
a ‘move’: selects a way to change it and tries it out, and ‘sees’ the new situation:
evaluates if the move seemed productive towards the end (the final system/artefact) [5].
Users and developers both can participate in seeing and making moves, however, users
normally participate more in making the choices to select from when making a move,
and in the seeing parts (before and after the move) [5]. Mutual learning hence needs to
support the ‘see-move-see’ sequences so that all participants get the possibility to
participate and collaborate as much as possible.

Bratteteig et al. [1] discuss the preconditions for mutual learning to happen,
emphasizing repeated contact over time. The activities scheduled to encourage learning
from each other represent a shared experience for the participants and act to build a
common ground for design. The learning that takes place ideally enables the participants
to understand each other better – and build mutual trust [14]. A rule of thumb is that the
participants should understand the logic of a design idea and they should recognize how
the argumentation is grounded in the professional logic of the other participants [1, 3].
Throughout the mutual learning process, the participants develop their understanding of
the use context and the technical possibilities enabling new ideas to emerge as the
understanding deepens. When repeated contact over time with the same people is not
possible, the mutual learning process has to be designed differently [1].

Repeated contact over time with the same people presupposes some organizational
and physical conditions, e.g., a formal organization of the communication that enables
the participants to take the time to collaborate and being located close enough for them
to meet regularly. This is, however, not always possible [1], e.g., in cases of large,
distributed organizations or in designing for the public.

Proximity is, of course, a topic in CSCW: much of CSCW is about supporting
collaboration over distance. Thus, the characteristics of proximity are key to understand
and develop such support. The focus in CSCW is mainly on the awareness of
co-workers’ activities as a prerequisite for one’s own (part of the) work [15–20], and
not on how proximity affects the mutual learning or trust.

3 Case and Research Approach

We have conducted a longitudinal study following the development and implemen-
tation phases, ranging from late 2011, until summer 2013. The empirical material
consists of observations of the cooperative process, namely the communication
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between the development team, project owners and participant super-users, in addition
to interviews with members of the developer team, management, and super-users.

During this period, we have followed the development of the system development
process from the very beginning, following SCRUM teams, project management, and
participant (super users) and regular users during this development period.

3.1 Data Collection

Data collection consists of semi-structured interviews with stakeholders, developers,
project management, expert- and super-users:

• [MR] - Management representative. Member of the governing group for the ORCA
development process. He was involved in the development of the previous system,
as a project manager. He has participated as an advisor, and as a member of the
steering committee. Interviewed two times; once, early in the project, and once after
the system had been in use for about a year.

• [HD] - Head of the Development team, Programmer and SCRUM master in the
project. Interviewed two times; once, early in the project, and once towards the end.

• [PO] – Project owner. Involved in the project from mid-2011. Project manager for
the development of the new stowage system, ORCA. Interviewed three times; once,
early in the project, once towards the end of the development period, and finally
after the system had been in use for about a year.

• [dev] – Developer and co-located member of the SCRUM team. Interviewed once,
mid-way through the development process.

• [SU] - Super-User, who acted as a premise provider in terms of which functionality
that should be included in the software, and as a participating user representative.
He was what we in actor-network theory would have called an Obligatory Passage
Point; the one person that all involved participants had to go to with wishes, ideas
and suggestions for how the new software should function and be operated. Edu-
cated as Captain; 25 years of naval experience, 11 of them as Chief Officer or
Captain at Odfjell Tankers. The super-user has worked as an operator and having
had the role as super-user at the company headquarters for the last 12 years.
Interviewed three times; once, early in the project, once towards the end of the
development period, and finally after the system had been in use for about a year.

The interviews lasted about 45–90 min. Observation sessions of regular users lasted
for approx. 2–3 h. This involved observing the employee’s work tasks. Un-targeted
observations have been continuous while the researcher has been present in the field.

3.2 Case Overview

The company decided early in 2011 to develop a new ICT platform in order to provide
one common software solution to support Odfjell’s commercial shipping activities
onshore as well as on board the vessels. The new stowage software, named ORCA
(Odfjell Resource Control Application), which is described in this paper, is part of that
platform. The new system was meant to support a new workflow, allowing the operator
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on land and the shipboard officer to work on the same stowage plan with the same
software. This development period lasted from late 2011 to early 2013. From the very
beginning, the company vision was to facilitate a high degree of user-centeredness, and
the key personnel within the company discussed what would be the most important
requirements for the new software they were about to develop, such as support for
‘intuitive’ workflow for skilled users, and allowing operators on land and officers at sea
to work on the same stowage plan with the same software.

A main characteristic of the software development process is that the software
developers and the users moved in and stayed together from the conceptual model
phase until the end of the implementation period almost two years later. Bringing users
and developers together is not a new or revolutionizing move within software engi-
neering or development processes related to technical innovation. There are, however,
aspects of this kind of co-location, related to the level of the proximity and cooperation
that are interesting to discuss. The replaced system was developed in a traditional
user-developer setting, very different from the dynamics experienced by the co-location
of the developer team in this project.

In the following, we discuss our findings thematically, with emphasis on goals and
visions, organisational and procedural structure, proximity, and accountability.

4 Findings and Discussion

4.1 Theme 1: Common Goals and Visions

In this project, the primary goal focused on developing what they called «a user’s
system», meaning that their main focus was a heightened user-experience. The users
were included from the very beginning through both formal and informal communi-
cation. A group of people was formally picked to contribute to the development, but the
initial brainstorming session had the rather informal character of a mountain leisure
trip. Other techniques for collaboration included mail, from officers at sea, and mail
correspondence between regular users and the super-user, and face-to-face meetings
between super-user and the developer team about functionality and interface issues.

There had been some signs of discontent with the previous system, and it was
important for the company that input from the users were taken care of in a different
manner than their development project of the previous stowage software. During the
last eleven years they have based their daily stowage operations on one specific
application: Othello, that, although sophisticated, contained features that were rarely
used, and in principle just made it more complex and slow to work with. The character
of co-location experienced in the ORCA project is contrasted with the development of
the Othello system, in which the software company did not co-locate. The Othello
Project met a great deal of resistance, with heated discussions among the group of
people involved in the development of the software, and the cargo brokers that were
going to use it. During the Othello development period, the management struggled to
convince people to accept what they were about to design.

This time, both the management and the users wished to develop a software system
that would support the natural task flow of how humans would stow a ship.
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[PO:] -The intention with the use of the software is, if you know how to stow a chemical tanker,
you should, intuitively, understand how the system works. If you do not know how to stow a
chemical tanker, then you don’t have the experiential knowledge of using the system. Experi-
enced personnel should not need long training. The system should be intuitive. It’s a bit like an
experienced operator thinking «If I’m doing THIS, then THAT should happen», and then THAT
will happen.

Thus, they had an early focus on what meets the user: the user interface, to such an
extent that the very first digital sketches on how the screen elements would actually
look like, largely survived the entire development process (see also [5]).

[PO] -Focusing on the user interface, was the very first thing on our list when we started the
project. This means that the screen elements in the first mock-up are more or less identical to
the way they are now. We have changed some details here and there, and changed a bit of the
information that is in there, but the main principle, of making the system as user-friendly as
possible, is the same. And I, as project manager, was very concerned that we should end up
with the users having a good user experience.

The transfer of vocational experience within the user group that are experienced
cargo brokers, to the developers of the software, was important in two regards: 1. to
ensure that the correct design choices were made and 2. to ensure that the design
choices were grounded within the user group. This was achieved by co-location. The
first central decisions were made by a group of hand-picked, particularly skilled,
employees and the project management, already in the pre-study period. This
decision-making helped establish a common goal that remained unchanged throughout
the process with just minor changes [5].

[SU] -Quite early, just to get a bit away, we went to my cottage in the mountains. There, we
spent three days, five guys of us. We discussed from 8-9 o’clock in the morning until 3-4 o’clock
in the morning the next day. We were so enthusiastic and managed to keep our concentration
and focus. Many complex problems got disentangled up there. Many decisions were made
during these discussions. Most of them were mainly focused on the user interface. Who is the
user? How will the system be used? What should we try to make it look like?»

The new system turned out to be immediately useful for both expert and novice
users; hence we wanted to understand what was done right in the development of this
successful system. Being what the project owner describes as a «user’s system» , the
intention with the use of the system was that, if you know how to stow a chemical
tanker, you should, intuitively, be able to understand how the system works. If you do
not know how to stow a chemical tanker, then you don’t have the experiential
knowledge of using the system. Experienced personnel should not need much training:
the vision for the system was to make it intuitive to use. The following quotes from
users confirm that they evaluated the system as simple to use:

“ORCA is easier, in a way, because you get all the data from another system, OTIS.1 That
didn’t happen in SuperCargo, where you had to type everything manually.”
“It’s is very easy to use. Even without having that much computer knowledge.”

1 OTIS: Odfjell Tankers Information System. The system has, since January 1. 2015, been replaced by
IMOS (Integrated Maritime Operations System, by Veson Nautical).
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“Hold the mouse there. Drag there. It runs by itself. If you have done it once, you’ll understand
the workings.”
“I don’t feel that I spend that much energy. I maintain the flow.”
“It’s a puzzle, and a great fun puzzle, which makes it really fun to work with.”

This is in line with Dreyfus and Dreyfus, who describe intuition as a method of
problem-solving that distinguishes between experts and beginners; acknowledging the
indistinct nature of the intuitive method, and state that:

«Experienced intuitive [practitioners] do not attempt to understand familiar problems and
opportunities using calculative rationality […] When things are proceeding normally, experts
don’t solve problems and don’t make decisions: they do what normally works» [21].

Experienced users themselves can hardly ever give a rational explanation for their
behaviour in a particular way [21].

4.2 Theme 2: Organisational and Procedural Structure of Participation

During the first phase, the users were very much involved. However, another aspect of
early involvement of users was discovered; too many participants could cause the
development process to become messy and unclear. This was resolved by running user
surveys and conduct so-called ‘back-on-track’ workshops, employing a greater group
of people than would be practical for regular developing work.

Figure 1 shows the project’s formal organisation in three main levels, with a project
council, consisting of employees from the company (OT) and the developers (UC2)
directly connecting with end users and system operation (super-user). We also see the
SCRUM Master/Head of the developer team working as an entry point for user par-
ticipants’ access to the developers. However, since all from the developer team were
located in the same room, the communication between the project manager and system
operation ([SU]) was informal, continuous and direct.

Fig. 1. The project organisation chart.

2 Umoe Consulting.
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The blend of formal organisational structure and informal knowledge exchange and
creation seemed well suited for employing an agile development method. Also, in a
development process where such emphasis has been put on the users, we saw that
SCRUM as an agile development method was rather well suited for encompassing the
informal liaison between developers and users. The feedback that the developers
received from the users during a Sprint could take on a rather informal character. This
was not the case regarding all information exchange, however. After the iterations,
there would be a sprint review, a sprint retrospective, and a sprint planning. Also, the
workshops, where the theme would be certain specifics, would, to some extent, have a
formal character.

After the system was released and implemented in the organization, and during
implementation on the ships, the development process was described as extremely
agile. So agile in that fact, that some of the Sprint reviews were considered unneces-
sary, since everyone, through the continuous presence of the developer team, already
knew what was in the release. The developer team got continuous feedback, from the
users through the super user, during the process.

By running these surveys and workshops, they engaged a large group of people in a
controlled manner. The surveys provided brief clarifications while the workshops
would bring out the engagement within the user group. It also provided the users with
an outlet where they could present ideas and suggestions for different functions or
menus; the way it could possibly look; what they would need on board or at company
headquarters, and so on.

During the first phase, the users were very much involved. The early involvement
of users engaged many participants and could result in a messy and unclear develop-
ment process [22], but by running user surveys and conduct back-on-track workshops,
employing a greater group of people than would be practical during regular developing
work, this problem was addressed.

The formal structure provided an opportunity for the informal structure to evolve,
by first getting to know each other in formal settings, like meetings and workshops, and
conversely, that the close and informal organization made the formal easier or even
superfluous, as e.g. making Sprint reviews unnecessary. The formal influenced the
informal and vice versa. A strong focus on mutual learning was salient in the project,
knowing that its outcome would be dependent on a shared easy access to the discourse
of the field [3, 23] through being close together, side by side, meeting each other
several times a day by the coffee machine, or for lunch, or simply by being in the same
place – mutual learning by walking around – which provided the opportunity to
exchange knowledge both formally and informally.

4.3 Theme 3: Proximity for Mutual Learning

Locating developers close to the users was a joint decision. According to the man-
agement representative and project leader on the previous system development, user
involvement was rather similar to the last time they developed a stowage system. One
notable difference between these two projects lies in the actual location of the devel-
opers. During the ORCA development period they have been situated on the same floor
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(see Fig. 2), which is in contrast to the previous stowage system, Othello, where the
developers did not co-locate but were remotely situated.

One of the findings in the study was that communication got a bit less formal.
When they encountered a problem, they could pop in and ask whether to try this or that,
getting instantaneous, informal, feedback. This development pattern turned out to be so
agile with such efficiency that they could, in fact, skip some of the weekly project
update meetings.

In an interview with one of the developers about the possible impact of sitting so
close to the future users, he underscored the convenience in being able to just walk into
the room next door, to the users. With an expressed proximity like this, a developer can
receive immediate answers on the questions he might have, without having to wait for
any significant amount of time. In an interview with one of the developers, he said:

[dev] -If we had been sitting in a secluded room in the basement, the question is, how many
times one had managed to muster enough energy to leave the desk and to go up four floors and
down again, with some unfinished business. We would have ended up using the phone anyway,
and then there’s no point in sitting together, is there?
[researcher] - In what way has the fact that you have been sitting among the users influenced
your work?
[dev] -That we have focused on making it easy to use. We were told that there are two different
user groups in the company. One of them, the naval personnel, is not so good with computers

The required level of proximity in the developer/user relationship proved to be right
next door; anything other than the immediate vicinity, i.e. when walking distance
exceeding «a few floors» would have led the participants to switch to telephone
communication, which would have eliminated the effect of co-location altogether.

Fig. 2. Proximity: developers and users located on the same floor. The development team (1).
The operators (2), project owner, PO (3), management representative, MR (4), super-user, SU
(5), expert-user (6), and coffee machine (7).
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The co-location has also made it easier for the project owner to work very closely
with the developers, and come by often, i.e. several times a day. For the developers this
way of co-operating seemed rather unlike previous projects they had been involved in,
where they might have to write a list of questions or suggestions and send it to the
developers sitting somewhere else and get the answer days later.

[HM]: -The project owner drops by several times a day. We work very closely together. When
we have a question, I don’t have to wait for a response. I just talk to him and get an answer
immediately.”
[researcher] - In what way do you think it affects your work, that many of the users are working
right next door?
[HM]: -It gets a bit less formal. When they encounter a problem, they can just pop in and ask
whether we can try this or that. We get rapid, informal, feedback. Normally we would’ve held
meetings every week, with project updates, but we don’t need that here.
[researcher] - Is all communication informal?
[HM] -When we receive feedback from a user during a Sprint, that’s pretty informal, but after
an iteration, where we have a sprint review, sprint retrospective and sprint planning, I send a
report from the sprint review and sprint retrospective to all who were present on the presen-
tation plus copies to other interested parties. We also do workshops, with specific things to be
done.

In this project, tremendous attention has been given to the users. The developers
knew nothing about the vocational specifics of the tasks their system had to resolve,
which is an interesting aspect of the choice to co-locate. This led to a situation where
the developers, during the development process, got to know the users exceptionally
well, since they are located in the same place. This gave them the opportunity to
identify expertise among the users. This meant to have immediate access to the users’
repository of extensive vocational knowledge and experience; their vast knowledge on
how to stow a ship but it also meant that they had to relate to strong opinions from the
users on how to do their work, and how not to do it; on what they want from a task flow
supporting software. This sense of being in the immediate vicinity could, potentially,
be double-edged. Co-location is all about being available.

According to one of the developers, there would be no point of co-location if they
could not be immediately available to each other. However, the developers become
equally accessible to the users, and thus vulnerable to being interrupted at work. The
company solved this potentially counterproductive aspect of user participation, by
channeling user input through the super-user, who became a kind of ‘user proxy’. We
argue that this level of proximity facilitated the mutual learning necessary for devel-
oping a system that supported the work tasks in a manner that was perceived as
intuitive by its skilled workers, and that one of the possible explanations of the suc-
cessful user acceptance and work-flow support was the continuous mutual learning
between skilled users, and developers. The users could get a sense of the possible
complexity of programming seemingly simple functionality, while the developers got
direct and continuous access to the vast knowledge base of the chemical tanker trade,
i.e. the importance of tank coating, or the precision of Trim & List.3

3 The boat’s position in the water.
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4.4 Theme 4: Accountability and Task Distribution

In this project, the task of giving the developers a certain direction were split between the
project owner and super-user. In addition to the project owner providing regular requests
and input for software functionality, the super user was instrumental in giving the
developers a certain direction, determining what vocational specifics that needed be
included in the (next) release. In addition, there were three naval officers involved from day
one. From them, the developers received some initial comments. They were also involved
in the preliminary project, when they ran the initial workshop, discussing user interfaces
and which features were adamant to include. The group of naval personnel was actively
involved in the pilot phase, but not to the same extent in the implementation phase.

We use the term ‘accountability’ in an ethnomethodological sense [24–26], refer-
ring to the fact that by collaborating so closely, both users and developers of the ORCA
software became mutually responsible for its clarity and user-friendliness. In an
interview, the project manager for the development of the previous system, who is the
present management representative, said:

[MR]: -The fact that the developers are sitting here, on this floor, makes the operators aware
that the guys in the room next door develop the new stowage planning system. Instead of the
rather abstract «somebody out there is working on a program for us», it becomes much more
concrete.»

During the development of the ORCA software, the users were aware that the
developers were sitting right nextdoor, working on ‘their’ new stowage system. It
seems like this awareness made the project more immediate and real, rather than the
kind of an abstract notion that “someone out there” is making a new program. Both
developers and users expressed that this reciprocal accountability made an impact on
the exchange of knowledge that took place during the development process and made it
possible for them to not develop a clear requirement specification and relay on com-
munication for clarifying the expectations. The ship management and the personnel
from the ships and ‘nautical personnel’ at company headquarters made their expecta-
tions clear from the start. The base of user representatives was quite extensive, in its
inception it was more extensive in ORCA project than the Othello project. During the
Othello process, the company based the development on a requirement specification
that was developed by a management consulting firm, not on workshops and dialogue
between the involved parties as in the case of ORCA.

This kind of proximity also made the software developing team aware of being
regarded as colleagues, and the fact that they could bump into regular users on their
way to the coffee machine, or at lunch, contributed to the sense of being accountable
for developing choices, and for the contribution in the process of empowering the user
with a good tool.

5 Concluding Remarks

In this paper we have reported on a software development project, where much
attention was given to the users: the developers moved in and stayed with the users
throughout the project. Our aim has been to understand the effects of this level of
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proximity on the cooperation between developers and users. We found that the
proximity had an impact on the continuous knowledge exchange, the organisational
structure and the experience of being accountable in the software development process.
Moreover, we think these elements of the software development process influenced the
quality of the end-result and, in particular, how it facilitated immediate activity.

Based on the findings, we suggest that the mutual learning necessary for estab-
lishing a common understanding of a user-centered software system and its intuitive
operation is more likely to succeed if developers and users can build up a common
knowledge base over time facilitated by being located in the immediate vicinity of
each-other. Our data analysis demonstrates that one impact from this level of proximity
in a user-developer relationship is a resulting system that is immediately usable by
skilled users and easily learnt by novice users.
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Abstract. The relation between HCI Education and the Industry needs is a
challenge to the HCI community. HCI professors should be aware of their role
to persuade students that user experience and experience design are cross-cutting
concepts, which therefore influence all other areas involved in innovative
product and service development, from conceptual design to implementation
and testing. In this paper we present a revised HCI Brazilian syllabus for
undergraduate Computer Science courses, discussing HCI requirements for UX
professional and academic formation of the students. We also describe some
research questions that have been raised in this context.

Keywords: HCI education and industry needs � Syllabi recommendations �
HCI in Brazil

1 Introduction

The Brazilian HCI community has made several efforts to discuss the relationship
between academia and industry and the challenge to include innovative technologies in
HCI graduate and undergraduate courses. In 2006, the first working group related to
HCI Education has recommended a list of topics that should be taught in an HCI course
within Computer Science (CS) departments [6]. Since 2010, an annual HCI Education
workshop has taken place alongside the Brazilian HCI conference, where HCI pro-
fessors have taken part in face-to-face meetings to discuss the syllabi of HCI courses,
teaching strategies, and other subjects related to HCI education.

In order to understand how HCI has been taught in Brazil, three surveys have been
applied in recent years. In 2009, the questionnaire aimed to uncover the HCI courses
being taught countrywide [5]. In 2012, another survey was conducted in response to an
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opportunity to collaborate with SIGCHI efforts on HCI Education [2], which targeted a
broader audience, not taking into account specificities of the Brazilian context. Finally,
in 2013, aiming to gather richer data while taking into consideration the specificities of
the Brazilian context, a new survey was designed and applied [3]. It was distributed in
Computer Science mailing lists and to researchers in other areas such as Psychology
and Design, through the social networks of the survey creators. As the survey was quite
extensive, although 114 respondents started to answer it, only 75 completed the survey.
Considering the results of this recent survey, it was possible to deepen the analysis
about undergraduate, graduate and ad hoc or standalone HCI courses taught in Brazil.
Data were collected about their curricula, syllabi, recommended bibliography, as well
as the professors’/lecturers’ profiles.

In 2011 and 2013 the São Paulo chapter of UxPA1 (User Experience Professionals
Association) conducted online surveys to investigate the profile of UX professionals in
Brazil. The survey was distributed in several online communities, such as Information
Architecture, User Experience, Human-Computer Interaction (HCI), trying to reach a
wider audience, reflecting the multidisciplinary nature of the area. In 2011 [5], 247
answers were collected, and in 2013 [8], the survey achieved a wider public with 367
respondents. The surveys aimed to identify the profile of UX professionals concerning
their background, their activities during the workday, how they have learned UX or
HCI, how they work, and where they work.

In this paper, we present the HCI Education developments achieved by the Bra-
zilian community, with an emphasis on:

• Topic recommendations for different courses related to Computer Science
(i.e., Computer Engineering, Computer Science, Information Systems, Software
Engineering), according to the profile of each course and based on successive
refinements from the 2006 list of suggested topics [4].

• Elicitation of the software industry needs (e.g., concepts and techniques HCI pro-
fessionals must master), highlighting the topics that they consider essential to an
HCI professional, and reflections on the integration of these contents within the
context of our core HCI concepts.

This paper is organized as follows: Sect. 2 presents the syllabi of HCI courses for
Brazilian CS-related majors; Sect. 3 presents HCI and Industry Requirements, dis-
cussing these needs with respect to what is taught in Brazilian CS-related courses.
Finally, Sect. 4 presents our conclusions, discussing questions raised and future work.

2 HCI Brazilian Curricula Recommendations

Figure 1 demonstrates how topics addressed in HCI disciplines are comprehensive and
diversified, mostly when it comes to introductory disciplines. This gives a hint as to the
lecturers’ difficulty to handle such topics adequately in a single HCI discipline.

1 http://www.uxpasaopaulo.com.br/perfil-do-profissional-de-ux/.
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Fig. 1. 2006 syllabus revised to include topics informed in the 2013 survey
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We thus analyzed the results of the questionnaire on HCI education in Brazil with
respect to two other sets of data:

• The recommendations made in 2013 in the revised curriculum for Computer Sci-
ence majors,2 a joint effort by ACM and IEEE Computer Society;

• The latest revision of the Information Systems (IS) curriculum,3 made in 2010 in
partnership with the Association for Information Systems (AIS).

In our analysis, we did not consider the recommendations for either the Computer
Engineering course, since the available version dates back to 2004, or Software
Engineering. By solely observing the analysis of topics, it is possible to claim that the
HCI education in Brazil includes the topics described as mandatory in CS courses and
recommended for IS courses.

2.1 Results of the 4th WEIHC on Proposals for HCI Syllabi

During the Workshop on HCI Education (WEIHC), in its fourth edition in 2013, whose
main theme was “HCI curricula”, members were organized into four groups to discuss
and recommend topics for HCI courses in the following bachelor courses in the
Computing field: Information Systems, Computer Science, Computer Engineering and
Software Engineering.

The group which discussed the topics for an HCI course in the context of Com-
puter Engineering program suggested the inclusion, under the topic Introduction to
HCI, the following subtopics: User Experience, Human-factors and Process of Inter-
action Design. They also suggested the inclusion of Ergonomics under Theoretical
Foundations.

Under Evaluation, suggested topics were Objectives, Applicability, Methods and
Techniques for Observation of Use and Extraction of User Opinion in the lab, in the
field or remotely), as well as Inspection Methods. The topics related to Design were set
in the categories of Problem and Solution, and in turn Solution was subdivided into
Concept Solution and Construction Solution.

Hence, under Problem the proposed subtopics are: Personas, Problem Scenarios
and Problem Task Model. Under Solution, proposed subtopics were: in the Conceptual
part – User Model, Solution Scenario, Solution Task Model and Interaction Model; in
the Construction part – Help Model, Interface Model, Prototyping and Implementation.

The group which discussed the topics for the Computer Science program
emphasized Introduction to HCI, HCI Design and Theoretical Foundations. However,
it did not detail the subtopics under HCI Evaluation. Under HCI Design, it joined
together the topics of User Interaction Design with HCI Design Process, with slightly
different subtopics, as Fig. 2 demonstrates.

2 http://www.acm.org/education/CS2013-final-report.pdf.
3 http://www.acm.org/education/curricula/IS%202010%20ACM%20final.pdf.
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The group which discussed the Information Systems program proposed few
changes in relation to the 2007 Syllabus. It suggested replacing Interaction and
Interface for “key concepts” and including the expression “and so on” in Quality of Use
in Introduction to HCI. It also brought topics that belonged to User Interaction Design
to the Introduction. It is worth to emphasize that this was the only group which hinted
at keeping Return to Investment as a topic. As for HCI Evaluation, it only brought a
few subjects together into two items and offered a Special Topics item in order to
approach emerging themes in the area.

The proposal of the group which discussed the Software Engineering program
was to offer a single “Introduction to HCI” course (or “Software Use Experience” or
“HCI Foundations”), encompassing broad themes such as: why it is important to take
the user into consideration; interaction and interface; quality of use; ways to interpret
use; what HCI is and how to evaluate it. The remaining HCI subjects should be
included in various of the program courses, which would allow for a detailed study of
the software development process, in a way to foster an interdisciplinary perspective.

3 HCI in Practice

UxPA [7] defines a User Experience (UX) professional broadly as a person who
conducts research, designs, and evaluates the user experience of products and services.
It also presents the vectors of user experience and usability (Fig. 3). Looking at the
labels on the vectors it is possible to see many different kinds of skills that are expected

Fig. 2. HCI syllabus proposed at the 4th WEIHC for CS-related courses
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from a user experience professional. These skills are frequently required in UX job
openings.

Companies have increasingly expressed concerns related to human factors, design
and evaluation (including HCI) of their products, aiming to forward, through the
perspective of interaction, the development of intuitive products that enhance their
customers’ productivity. Moreover, as claimed in [1], the HCI field is very likely to
increase user productivity, to reduce the number and severity of problems, to reduce the
cost of training and technical support, and to increase sales and customer loyalty.

In line with findings from the 2012 survey, academia and industry ought to
establish closer ties, to articulate better their common interests.

Jobs in the fields of HCI/Interaction Design present different designations, for
instance: information architect, interaction designer, user experience designer, interface
designer, just to name a few. Currently, the most usual one is User Experience
Specialist.

Diversity also appears in the degrees such professionals have. A survey conducted
by UxPA São Paulo [8], comprising 367 survey takers, reveals the following degrees
obtained by UX professionals: Graphic Design (23 %), Advertising and Marketing
(20 %), Design (19 %) and Industrial Design (13 %). Computer Science was mentioned
by 5.1 % of participants (the fifth most frequently mentioned major), while Information
Systems had 4.7 % of the mentions (in the sixth place). In the previous survey,
conducted in 2011 [9], Information Systems was in fourth place in the top-mentioned
courses (6 % of respondents) and Computer Science was in eighth (4.5 % of
respondents).

Such survey also aimed to map the knowledge, jobs, salary and profile of UX
professionals in Brazil. When asked about activities they perform at work, UX

Fig. 3. The vectors of user experience and usability [7]
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professionals mentioned: Wireframes (89 %); Presentations to (external or internal)
clients (82 %); Flowcharts (80 %); Navigable prototypes (80 %); Benchmarking
(79 %); Sitemaps (77 %); Validation and inspection of development (73 %);
Requirement surveys (71 %); Paper prototypes (70 %) and usability tests (planning and
analysis) (63 %).

When inquired into things they knew but had never done throughout their pro-
fessional lives, the following activities were mentioned: Diary Studies (62 %); Eth-
nographic studies (55 %); Online attendance management (54 %); Discussion groups
(mediation) (52 %); Thorough interviews (40 %); Discussion groups (planning and
analysis) (37 %); Programming (interface and/or system development) (37 %);
Accessibility testing (36 %); Workshops and UX trainings (external or internal) (35 %)
and Quantitative research (34 %).

When questioned about the tools they used in their daily practice, answers pointed
to different tools. Figure 4 illustrates the main tools cited by respondents in [8]. In
addition to these, the following tools were mentioned infrequently: Visio, InDesign,
Camtasia, Morae, MindManager, Omnigraffe, CrazyEgg, Wufoo, Mockflow, Clicktale,
Ethnio e Webnographer.

The relation between performed the activities and the tools used is important to
understand the market needs for a UX professional. It can help revise the topics and the
tools addressed in HCI courses (or the emphasis given to them), qualifying students to
become professionals in this area.

The research by UxPA São Paulo in 2013 [8] also found that the number of people
who learn UX at work has increased to 38 %, and to 30 % in classroom environments.
The number of self-learners has decreased 31 % in comparison to the other research
conducted in 2011 [9]. Such data reveals the need to expand the qualification in HCI in
CS-related courses and graduate programs.

Fig. 4. Main tools used for UX professionals in Brazil (source: [8])
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Human-computer interaction is a mandatory discipline in many bachelor’s degrees
in CS-related programs in Brazil, as was shown by the survey responded the academic
community in 2013 [3]. However, it is no surprise that professionals who got a degree
in such majors are currently not working in UX/HCI, because not long ago HCI was
not included in the CS programs syllabi and, consequently, previously advertised
openings would not explicitly include a degree in CS as a mandatory prerequisite.

We understand that, quite often, job openings in Computing are distributed among
peers, in search of professional references and recommendations. Such openings are
eventually disclosed in electronic mailing lists related to the opening itself, or even in
specific channels used by organizations, but recently graduated professionals hardly
ever reach them.

4 Conclusions and Future Work

By contrasting data collected by the HCI community survey conducted in 2013 [3],
which refers to topics addressed in HCI courses, with the ones from the syllabus proposed
by the first working group on HCI Education in Brazil, we noticed that a few topics are no
longer addressed, new ones have been included and others have been detailed. When
analyzing these topics in comparison to the curriculum recommendations for CS and IS
by ACM, in a partnership with IEEE and AIS, respectively, we noted that topics deemed
mandatory in CS and in IS are all being encompassed by disciplines offered in Brazil.

However, when comparing the results of the 2013 survey [3] with the survey
conducted by UxPA São Paulo [8], there is little in common. Concerning the activities
performed by the participants who responded to the UxPA survey, the most frequently
mentioned one (“Wireframe”) does not appear as a topic in HCI courses. In contrast,
“Usability Test,” which is suggested as a topic since 2007 by the HCI community,
occupies the tenth place of the activities mentioned in the UxPA survey. The “Pro-
totyping” case is different. The topic is included in the syllabus recommended in 2007
and is the fourth (Navigable prototypes) and ninth (Paper prototypes) activity most
frequently performed by the UX professionals in Brazil.

Looking at the activities never performed by UX professionals, 36 % answered that
they never conducted Accessibility Tests. Conversely, Accessibility is a key concept to
the HCI community as also to the Computer Science area in Brazil. In this case, it is
desirable that the academic community educate the future HCI/UX professionals to
address such an important topic to the society at large, thus reducing the mismatches
with industry practices.

Concerning the relationship between other areas, the Computer Engineering group
included Ergonomics as a topic in HCI undergraduate courses. This topic is significant
for Design courses, although it does not appear explicitly in the UxPA survey, possibly
because it does not consist of an activity per se.

Tools were not detailed in the HCI survey results because it was not explicitly
asked. Conversely, it is a significant item in the UxPA survey. It is important to discuss
whether and how the tools used by the industry could be used in undergraduate HCI
courses. Most of them are proprietary tools which have a high cost, which many
Brazilian universities cannot afford.
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The results of the surveys conducted in 2013 [3, 8] cannot be considered statisti-
cally significant. However, they are very relevant and provided important insights
about the relationship between HCI Education and practice in Brazil. They reveal that
more research needs to be carried out in order to identify strategies to bring the teaching
of HCI and the current market needs and challenges closer together. Bringing the
market closer can mean using strategies such as: real-life case studies, internship
practicum offers, and expanded forums in local colleges.

Several issues emerged for which both the HCI community and the UX community
need to seek answers, as follows:

• What should we teach in undergraduate HCI courses? Should undergraduate HCI
courses taught within different computer science curricula have different focus,
some more towards academia and others towards industry?

• What should we teach in graduate HCI courses? How should we deal with the fact
that the graduate students’ degrees of previous knowledge of HCI vary widely?

• How can we extend the dialogue about HCI education to related areas, such as
Design, Psychology, Sociology, Communications, among other areas that are
important for a broad view of HCI?

• How can we educate HCI students to meet the current needs and challenges of the
software industry? How feasible is it to approach the industry in search of real cases
to address in the classrooms?

• How can we enhance the effects of HCI education in other undergraduate courses?
Would it be possible to include HCI content in other courses that also deal with the
conception and development of interactive computational systems and new
technologies?

• What do we need to rethink in the way we teach HCI? How can we look for or
create new teaching strategies to face the challenges of the area?

Finally, a reflection on these initiatives reveals the need to increase the visibility
and to ensure room for HCI courses in CS-related programs. HCI lecturers should be
aware of their role in persuading students that HCI, user experience and experience
design are cross-cutting concepts, which influence all other areas involved in inno-
vative product and service development, from conceptual design to implementation and
testing. Therefore, they need to bring the knowledge acquired in HCI courses to the
other courses in their bachelor’s program.
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Abstract. Data has become ubiquitous and pervasive influencing our percep-
tions and actions in ever more areas of individual and social life. Data pro-
duction, collection and editing are complex actions motivated by data use. In
this paper we present and characterize the field of study of Human-Data Inter-
action by discussing the challenges of how to enable understanding of data and
information in this complex context, and how to facilitate acting on this
understanding considering the social impact. By understanding interaction with
data as a sign process, and identifying the goal of designing human-data
interaction as enabling stakeholders to promote desired and to avoid undesired
consequences of data use, we employ a semiotic perspective and define research
challenges for the field.

Keywords: Human-data interaction � Semiotics � Digital display

1 Introduction

Due to informatization and computerization, we have today an unprecedented access to
data about all aspects of life. This data includes data about individuals, groups of
people or even societies, as well as data about things, events, and so on. Examples
include personal diet or exercise data, metadata related to email or web site traffic, data
about economic or environmental indicators, or real-time traffic data.

The ecosystem within which data is produced, collected, edited (e.g. analyzed and
synthesized) and used is complex and ranges from simple scenarios where data pro-
ducer, collector, editor and consumer are the same person (e.g. nutrition diaries in paper
form) to complex scenarios where many stakeholders are involved (e.g. a population
census). Furthermore, the methods and purposes of how and why data is produced,
collected, edited, and used vary greatly.

Data production, collection and editing are actions motivated by data use. While the
abstract goal of data use commonly is to “extract” information or even “gain”
knowledge, concrete goals vary and might be related to several domains e.g. enter-
tainment, commerce, security, politics, arts, or science. These actions have given rise to
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questions such as: how to facilitate understanding of data and information, and how to
facilitate acting on this understanding considering its potential social impact.

Scientific fields of study related to the interaction of people with data include but
are not limited to the multi-disciplinary fields of data visualization or sonification,
information visualization, and big data. While these areas are concerned with facili-
tating understanding and reasoning, big data focuses on the amount of data, visuali-
zation and sonification on representation.

More recently, different authors have begun to investigate challenges under the
perspective of “Human-Data Interaction” (HDI; [3, 5, 14]), proposing to investigate
how people interact with data in analogy to how HCI investigates the relation between
people and computers. The common ground of these works seems to be the assumption
that, in order to gain information or knowledge from data, people (or “end users of
data”) need to interact with data instead of only passively consuming them. This
interaction goes beyond data analysis and includes interactive exploration of data sets.
HDI should investigate interaction with data and questions related to understanding,
but also technical, social and ethical issues such as privacy, transparency, commerce, as
well as the question of how knowledge gained from data might benefit society.

We agree with Elmquist, Cafaro and Mortier et al. that HDI poses relevant and
scientifically interesting challenges. We believe that these challenges can and should be
addressed by the HCI community and also involve other disciplines. Furthermore, we
believe that the challenges are more ample than presented by the cited authors. We
argue that data production, collection, editing and use need to be investigated sys-
tematically, focusing on social impact they might provoke. This means an approach is
required that goes beyond the challenges of representation and sense-making, and that
is capable of conceptualizing pragmatic and social issues, i.e. issues related to meaning
in context, intentions, negotiations and the effects and impact of decisions and other
manifestations of data or information use.

In this paper, we define our view of Human-Data Interaction and adopt a per-
spective informed by (Organizational) Semiotics [12] in order to systematically
describe challenges and outline a research agenda for Human-Data Interaction that
considers the complex processes of data production, collection, editing and use. This
paper extends previous HDI work by presenting a more systematic and comprising
view of HDI research challenges, and builds upon Liu’s [13] semiotic perspective on
digital visualization by investigating HCI-related issues of data production, collection
and editing, besides use.

The paper is structured as follows: Sect. 2 provides a brief motivation for inves-
tigating HDI, and characterizes HDI considering HCI and previous work; Sect. 3
presents a semiotic perspective on HDI; Sect. 4 outlines research challenges for HDI;
Sect. 5 concludes.

2 Characterizing the Human-Data Interaction Problem

People using digital artifacts come into contact with data on many occasions. They
produce data both intentionally, e.g., when using fitness trackers, and unintentionally,
e.g., when leaving digital traces in browser search histories or being tracked by cookies.
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People analyze data using methods of varying complexity, e.g., when reading an
infographic or when trying to find an affordable flight from London to Tokyo during
two weeks of May. They use data with different intentions, e.g. when sharing fitness
data it might be to elicit encouraging feedback from peers (“I ran the mile faster than
last week”) or brag about their lifestyle (“I ran the mile at Rio de Janeiro’s Ipanema
Beach”). Accordingly, data use might have different consequences.

The way data is captured and analyzed influences data use and its consequences.
People are often not aware of how the digital traces they leave are used by third parties,
e.g. advertisers, credit-scoring companies, or data brokers (e.g. [1]). This has given rise
to questions about privacy and other ethics-related issues, and how Interaction Design
might or should address these (e.g. [8]).

People with no statistical background are often not able to analyze certain data.
This might lead to them drawing false conclusions based on flawed analysis or to being
dependent on data analysts. In complex data sets it is often not straightforward to
extract relevant and significant information, and different analysts might thus focus on
different aspects of the data and present different results. People using these results
might not be aware that in order to get a more complete picture, one needs to look at
data from different perspectives and might need to consider additional data sets.

Data, and specifically seemingly quantitative data, are often equated with objective
facts. However, data is often subjective since methods for data collection carry sub-
jectivity. Examples include medical, political or economical data, e.g. patients’
self-reports or data collected according to ideologically charged collection methods
(e.g. regarding crime statistics, is an assault on a person of different skin color an act of
random violence, politically motivated or an act of racism or terrorism?). Data analysts
bring their own beliefs and values into the analysis and act within complex contexts of
organizational norms and values. Different analysts might interpret data and present
analyses differently, influencing people’s behaviors differently.

Without further context, the term “Human-Data Interaction” is not very specific.
“Humans” have “interacted” with “data” for thousands of years, e.g. using astronomic
or calendar data for planning hunting or agricultural activities. In scientific literature,
particularly in the area of Computing, but later also in other areas, the expression is
known at least since the 1990s (e.g. [10]).

Regarding the context of HCI, we found three independent lines of inquiry about
Human-Data Interaction [3, 5, 14, 15]. While Cafaro [3] and Elmqvist [5] seem to focus
on embodied aspects of data analysis (building on the work of Johnson [9], Dourish [4],
and Lakoff and Johnson [11]), Mortier et al. seem to focus less on HCI-related aspects
and more on the interaction between humans, datasets and analytics (e.g. algorithms).
Furthermore, they seem to concentrate on personal data [14, 15].

Elmqvist [5] defines HDI as “the human manipulation, analysis, and sensemaking
of large, unstructured, and complex datasets”. Cafaro [3] defines HDI as “the problem
of delivering personalized, context-aware, and understandable data from big datasets”
and HDI systems “as technologies that use embodied interaction to facilitate the users’
exploration of rich datasets”. Mortier et al. [14] state that “HDI concerns interaction
generally between humans, datasets and analytics […]. HDI refers to the analysis of
the individual and collective decisions we make and the actions we take […]. The term
makes explicit the link between individuals and the signals they emit as data […]”.
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The least common denominator of these three definitions is that people need to
make sense of large and complex data sets. Furthermore, according to the three authors,
the area overlaps multiple disciplines including HCI. Apart from that, the proposals of
Elmqvist and Cafaro seem to be individual research endeavors that focus on the
embodiment of interaction and try to prescribe a method to solve the respective
research challenges: Elmqvist proposes tangible interaction, Cafaro gestural interaction
as possible solutions. Mortier et al. frame the problem as a more general research
challenge. Acknowledging the works of Elmqvist and Cafaro, we build upon the work
of Mortier et al. [14, 15] to define our perspective on HDI and the related challenges.

“Data” plays an important role in many disciplines. In order to define a research
challenge that is distinct from existing ones and that does not simply hijack topics from
other areas, we need to investigate and try to define important core concepts such as
“data”, “interaction” and “humans”. Furthermore, we need some conceptual framework
that supports the organization of research challenges and a research agenda. Without
this framework, we run the risk to simply create an unordered bag of topics and to omit
important aspects.

Mortier et al. [15] started from the dictionary definition of “data”, which they did
not find very helpful, and then compounded “data” with seemingly arbitrary nouns,
some of which appear in scientific literature, arriving at “data trail”, “data smog”, “big
data”, “small data” (potentially complex data sets about a single person [6]), partici-
patory personal data (“any representation recorded by an individual, about an indi-
vidual, using a mediating technology” [19]), or “open data”1.

In the next step, Mortier et al. [15] look at “interacting” and at the “humans”, i.e. at
who is interacting with data. They contrast their proposal to the ones of Elmqvist and
Cafaro and state, among others, that HDI does not only refer to embodied interaction,
but to all kinds of interaction, especially not only to data exploration but also to other
activities. Furthermore, they emphasize that data is “under constant revision and
extension”, and that “data” does not only concern the individual who provided the data
or about who the data is, but also other stakeholders that might have different inter-
pretations of the data. They then describe a data flow in which personal data (data by or
about a person) is subject to analytics, which results in inferences, which in turn results
in actions influencing people’s behavior or in feedback to further analytics.

We think “personal data” as described by Mortier et al. [15] needs clarification.
“Data about a person” could refer to personally identifiable information in the sense of
privacy law or information security, but it could also refer to personally unidentifiable
information such as anonymized or aggregated data, e.g. the unemployment rate or
average creditworthiness of the neighborhood a person is living in. “Data by a person”
might refer to data recorded or authored by a person or simply to data provided by a
person, e.g. after this person conducted some data processing or acquired the data from
a third person. To clarify the subject we propose that HDI should investigate “data that
affects people”. This includes stakeholders in the data lifecycle as well as data prov-
enance, i.e. investigating previous stages in the data lifecycle such as data generation,
collection, processing, etc. Moreover, the data lifecycle has not necessarily a simple

1 https://okfn.org/opendata/.
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sequential or circular form but might take the form of an arbitrary graph, e.g. when data
sets are split or merged and used in other HDI processes.

The aforementioned authors tried to characterize “data” by citing a range of
properties (e.g. “unstructured”, “complex” or “large scale”). In fact, there exist
numerous definitions of the term “data” that all have their strengths and weaknesses.

Merriam-Webster’s definition of “data”2 seems unnecessarily limited. “Factual
information” for example excludes information that is uncertain, “numerical form”
excludes qualitative data. “Information output by a sensing device or organ” seems to
indicate that there is an agent actively providing data, which is questionable. Despite
these limitations, these definitions show that “data” is something that has to be used, and
indicate what can be done with data: data can be measured, collected, given meaning,
analyzed or used for reasoning, discussion, interpretation, etc. The definitions also show
that the term is somewhat problematic. The general Wikipedia definition3 first conflates
data and information (“pieces of data are individual pieces of information”), only to put
them into a hierarchical relationship one sentence later (“Data as an abstract concept can
be viewed as the lowest level of abstraction, from which information and then knowl-
edge are derived.”). This hierarchical relationship seems to be compatible with the
“knowledge pyramid” [18], a model used in Information Science that, however, is
controversial [7].

Since we are proposing HDI as a research challenge for HCI, we think it is unwise
to subscribe to a definition from a specific scientific area since this might restrict
approaches and methods to tackle the challenge and consequently restrict the number of
interested researchers. For now, we preliminarily define “data” in the context of HDI as
artifact-mediated representations of phenomena that need to be given meaning by
people and that serve some purpose.

After characterizing the term “data”, Mortier et al. [15] subsequently arrive at three
themes (legibility, agency, and negotiability) which they use to structure further dis-
cussion. Legibility is concerned with processes of understanding, which requires
making transparent data processing. Agency is concerned with the power of acting
upon data and within systems that process data. Negotiability seems to be related to
legibility and agency. It stresses contextual and dynamic factors such as changes over
time or different social, legal contexts. As Mortier et al. [15] state, organizations of the
HDI landscape other than legibility-agency-negotiability are possible. Legibility,
agency and negotiability can be interpreted as requirements for interacting meaning-
fully with data or based on data. There might be other requirements, and from the point
of view of HCI research or design, it is also pertinent to consider contexts where these
requirements have not been met. We thus propose to employ the more general
“understanding data” and the consequences thereof as top-level concerns of HDI.
A main goal of HDI then should be to design human-data interaction that enables
stakeholders to promote desired and avoid undesired consequences of data use.

“The consequences of understanding data” are actions that are or are not taken
based on the actual understanding. For example, “data” might refer to private pictures

2 http://www.m-w.com/dictionary/data.
3 http://en.wikipedia.org/wiki/Data.
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a person publishes in online social network services, “understanding” might refer to the
interpretation of these pictures by an employee in a human-resources department, and
“consequence” might refer to influencing a hiring decision by the interpretation of said
pictures. Another simple example is credit scoring based on generalized data of a
person (e.g. gender, race, or neighborhood). “Understanding” and “consequences” then
cover the “interaction” part of HDI, and the two examples above show that this also
encompasses legibility, agency and negotiability according to Mortier et al.

On the other hand, if we open the context from Mortier et al.’s “personal data” to
“data that affects people”, then legibility, agency and negotiability are not sufficient.
Even if we completely understood issues related to legibility, agency and negotiability,
we would still not know much about consequences of data interpretation in the social
world.

Consider for example the 2014/2015 water crisis in the Brazilian state of São Paulo,
which at the time of writing this paper is still ongoing4. News media started printing or
posting water levels of the principal reservoirs that supply water to the region. This data
is legible to a certain degree: it is known where the data comes from and people
understand a part of its meaning (“drinking water supply is on a critical level” and “if
the current data trend continues we will run out of water soon”). People have some
agency and there exists some degree of negotiability, e.g. exerting public pressure or
suggesting to news outlets to collect data more frequently and to also include secondary
water reservoirs, weather forecasts, or other prognoses.

Based on the water level data, only a small part of the problem is understood, and
this limited understanding might lead to short- or mid-term consequences such as
reducing water consumption, denunciating water squanderers, complaining against the
government, or moving to another region of the country. In order to understand a larger
part of the problem and be able to take different actions, one has to ask questions such
as what is the ratio of water consumption between private households and industry; has
the water supply infrastructure kept up with population and industry growth; is the
draught a singular phenomenon, or is it related to climate change or deforestation in
other regions, etc. Answering these questions might result in a broader understanding
and different consequences.

To give an example closer to Mortier et al.’s personal data [15], consider a person
keeping a food log and monitoring body weight and related figures using a smartphone
app. Even if legibility, agency and negotiability regarding collected data were guar-
anteed, we would not know whether this self-monitoring would lead to a higher degree
of well-being or to an eating disorder, and how the latter behavior might be avoided or
mitigated.

In order to be able to understand consequences or even design “data interaction”
that promotes or inhibits certain consequences, we need to consider complex contextual
factors including the systems of beliefs, values and norms of the involved people.
Instead of proposing additional topics to legibility, agency and negotiability, that might
need to be amended as our knowledge of the problem grows, we thus propose to stay at
the more general level of understanding data and the consequences thereof.

4 E.g. http://www.bbc.com/news/world-latin-america-29947965, last access on Feb 25th, 2015.
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As a consequence of the need to consider people’s norms, values and beliefs,
regarding the “human” part of HDI, we subscribe to Bannon’s “more human-centered
perspective”, i.e. we give “primacy to human actors, their values, and their activities” and
understand HCI as “human activities mediated by computing” [2]. This human-centered
perspective should not be confounded with flavors of human-centered design that are too
narrowly focused on users and atomistic interactions with artifacts [16]. Furthermore, the
“humans” in HDI do not only include those who directly access and use data but also
those who affect and are affected by the consequences of this use.

3 A Semiotic Perspective on HDI

Semiotics is the doctrine of signs, and in Peircean Semiotics, “a sign is something […]
which denotes some fact or object […] to some interpretant thought” ([17], vol. 1, par.
346), or paraphrased, “a sign is something which stands to somebody for something in
some respect or capacity” [20]. Framing data as “artifact-mediated representations of
phenomena that need to be given meaning by people and that serve some purpose”
means we can understand data as signs that are subject to processes of interpretation.
The three main branches of Semiotics—Syntax, Semantics and Pragmatics—are con-
cerned with the structure, meaning and use of sign.

To give some examples of areas related to HDI, Data Visualization is mostly
focused on Syntax, trying to reveal the structure of data (e.g. local or global maxima or
minima, trends, distribution) by choosing adequate visualizations (e.g. bar charts, box
plots, scatter plots). Information Visualization is focused on Semantics, trying to reveal
the meaning of data (e.g. how the gross domestic product per person is related to life
expectancy in different countries). Pragmatics is always present since any visualization
or other representation of data or information is created with a purpose or intention. In
fact, Pragmatics is already relevant when choosing data sources, deciding how to select
which data from these sources, how to cleanse and process data, etc. From an HCI and
HDI perspective, these are all design decisions that need to be taken deliberately and
consciously, considering users and other relevant stakeholders.

Apart from Syntax, Semantics and Pragmatics, additional aspects are relevant for
HDI as conceptualized in this paper, in particular the effects that intentional and pur-
poseful actions have in the social world. Examples include privacy, trust, health or
personal well-being. Organizational Semiotics [12] understands organizations of peo-
ple as complex systems of sign processing and extends the traditional semiotic
framework by including the Physical World, Empirics, and the Social World [20]. The
physical layer is concerned with the media in which signs appear and the hardware with
which they are transmitted or processed. The empirical layer is concerned with sta-
tistical properties and the coding of signs across different media. The social layer is
concerned with the effects of the use of signs in the social world, i.e. with beliefs,
expectations, or commitments. HDI-related topics on this layer include privacy, trust or
security.

We can use the six layers of the extended semiotic framework and cross them with
the different stages of the data lifecycle, e.g. data origin, selection, cleansing, mapping,
display or interaction. As a third dimension we can introduce the different stakeholders
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that appear at each stage in the data lifecycle. For each triple [layer in the Semiotic
Framework, stage in the data lifecycle, stakeholder] we can now map design issues or
questions (Fig. 1) that make the data lifecycle more explicit, clarify how data might be
understood, and help to understand possible consequences of data use.

As an example of how to use Fig. 1, consider data in the context of Quantified Self
applications. In this case, the origin of data are sensor outputs of different devices (e.g.
for tracking hear rate, insulin level, weight), as well as the actual self-quantifying
person (e.g. keeping a manual food log). Stakeholders include the self-quantifying
person, the manufacturers of hardware devices, software developers, as well as possibly
a spouse, family and other relatives or friends, physicians, nutritionists, etc.

A design issue on the physical level that is of interest to varying degrees to the
self-quantifier, the hardware manufacturer, and people in the self-quantifiers social
environment is whether the used hardware devices can be fit into the physical context
of the daily routine. Related issues on this layer include the hardware specification, e.g.
memory capacity, processing power, or battery life. These issues might have ramifi-
cations in other layers of the semiotic framework or other stages of the data lifecycle.

An example issue on the empirical level related to “noise on the data channel” is
whether the used devices allow accurate and precise observation of data, for instance
when keeping a food log to track calorie intake “one apple” is not very precise since the
weight of an apple might vary. A related issue is the choice of data encodings and
formats, e.g. paper annotation or digital, standard or proprietary format. Again—and
this can be generalized to all semiotic layers and the complete data lifecycle—these
issues might affect other semiotic layers and later stages in the data lifecycle.

The syntactic layer is concerned with structure, e.g. in the case of self-quantification
and data origin the procedures required for making data observable. Issues here are
related to the correct use of capturing devices, as well as to questions such as whether it

Fig. 1. Mapping design issues in the data lifecycle using the extended semiotic framework
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is possible to cross-reference food intake with insulin levels or heart rate with type of
physical activity.

Regarding semantics, an example question is whether it is meaningful to register
food intake without registering physical activity, or even mental activity or psycho-
logical states. For a nutritionist it might be sufficient to simply monitor body weight in
order to assess the success of a diet plan, while for a person who has a low
self-awareness of food intake it might be more meaningful to observe more detailed
data.

Issues in the pragmatic layer are related to people’s intentions. The intentions of a
self-quantifying person might include self-improvement, curious exploration, staying in
control, increasing performance or mitigating health problems. The intentions of device
manufacturers might be of a commercial nature with sub-goals such as providing
reliable and pleasant means for observing data, or be related to altruistic motives such
as improving people’s well-being.

In the social layer, i.e. regarding effects or consequences, the self-quantifier might
gain a higher self-awareness when recording data. Friends or family members might
become amused, annoyed, interested or inspired to also start self-quantifying.

We can make similar investigations for the data lifecycle stages posterior to “data
origin”. Data use by the self-quantifying person or other stakeholders depends on the
tools provided by software manufactures. On the syntactic level, if these tools provide
limited functionality (e.g. only provide static graphs or tables of aggregated data) or
have poor usability, some aspects of the data might remain unexplored. If the tools use
poorly implemented gamification mechanisms (“new personal record!” after an insig-
nificant change) data might be misinterpreted. This might influence stakeholders’
understanding on the semantic level (e.g. a change of body weight within a short time
span might not be significant while a trend during a longer period might be). The
understanding shapes how stakeholder intentions are materialized, e.g. if weight loss or
gain is interpreted as significant, data might be shared with friends or a nutritionist. On
the social level, understanding of data and materialization of intentions might lead to a
change of the self-quantifiers attitudes and behaviors. Device manufacturers on the
other hand might be perceived as facilitators of personal well-being or exhibitionism,
and public expectation regarding the quality of their products might change.

This superficial and very incomplete investigation of HDI-related issues of
self-quantification, an arbitrarily chosen topic, demonstrates that HDI encompasses
more than the interaction of an end-user with the product of some data processing. It
also shows that for understanding this complex context, not only semantics, but all
layers of the extended Semiotic Framework are required. Furthermore, consequences of
data understanding and use appear in the social layer, and are shaped by all stages of
the data lifecycle.

4 Research Challenges for HDI

Data lifecycles might vary among problem domains, but generally at least four major
stages are present: data production and collection; data transformation and filtering;
data presentation; and data display and interaction. The example of the previous section
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served to argument that if we want to design for purposeful interaction with data,
i.e. for data understanding and actions based on this understanding, we need to consider
all stages of the data lifecycle and the relevant stakeholders.

The following questions might help to clarify an HDI problem. What does the data
lifecycle look like? Who are the respective stakeholders and what are their responsi-
bilities and competences? Who has access to which data at which stage? Who provides
the hardware and software tools at each stage, and is it possible or necessary to design
or redesign them? How to anticipate social implications of HDI design? These ques-
tions are relatively easy to answer—although they might require some effort as in the
case of stakeholder identification—and do not depend on the domain and design
problem, nor on the adopted conceptual framework.

The chosen conceptual framework enables a systemic view of processes related to
the data lifecycle. We proposed to employ Organizational Semiotics, outlining the use
of the extended semiotic framework as a tool for mapping design issues in the data
lifecycle, but this does not preclude the use of alternative or additional frameworks.

We stated that one of the main goals of HDI should be to design human-data
interaction that enables stakeholders to promote desired and avoid undesired conse-
quences of data use. Since it is impossible to know any potentially conflicting con-
sequences of data use beforehand, this is not a goal for design, but a desired outcome of
the use of designed artifacts. A goal is to enable stakeholders to understand data on
different levels, and in particular on the semantic, pragmatic and social level. Possible
actionable objectives include making users aware of and understanding the intentions
of different stakeholders involved in the data lifecycle, as well as enabling users to
access different data sources and interacting with data representations that match their
preferences and capabilities.

We identify two overarching research questions regarding these objectives: (1) how
do the different stages of the data lifecycle affect each other; and (2) how do different
representations of different data and different mechanisms to use these representations
(e.g. explore, manipulate, share) affect people’s ability to understand and act upon this
understanding?

A first step to answering question (1) would be to investigate existing examples of
human-data interaction such as those given in this paper, to reconstruct the data life-
cycle as well as involved stakeholders and to try to identify patterns and invariants.
A subsequent step might be to conduct different case studies in order to validate and
refine knowledge about the impact of different data lifecycle stages and in order to
create and test different data representations and interaction mechanisms.

In order to answer both questions, we can build upon already existing work in
various areas. Regarding question 1, e.g. Software Engineering, HCI or Organizational
Semiotics provide us with methods for identifying stakeholders and their concerns.
HCI and Organizational Semiotics also allow investigating pragmatic aspects from
different perspectives. Regarding question 2, we can build on concepts and use
methods from—to name but a few—HCI, Semiotics, and Data or Information Visu-
alization or Sonification, Theories of Human Perception and Cognition.

Despite this rich base of concepts and methods, many questions remain.
The semiotic concept of abduction, i.e. the process of generating, verifying and

refuting hypotheses, allows us to reason about how people gain an understanding of
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data. How can we leverage the concept of abduction during design and evaluation,
e.g. how can we support users with little or no statistical knowledge to generate
sensible hypotheses regarding quantitative data?

Data and Information Visualization and Sonification provide us with knowledge
about good representations of data, albeit focused on the syntactic or semantic level.
What are good representations that consider the pragmatic and social level? Are visual
and auditory displays and interaction mechanisms enough or should we also explore
haptic displays or, more general, embodied interaction?

HCI knows various frameworks that consider stakeholder concerns and the social
impact of design and use, e.g., Participatory Design or Value Sensitive Design. How
can these be employed in HDI? How can we conduct a participatory design of the data
lifecycle? Does it make sense and is it possible to conduct a participatory data analysis?
How can we apply principles of Value Sensitive Design to HDI?

5 Conclusion

The production, collection, processing and use of data have taken new dimensions in
terms of complexity and possible social impacts. In this paper, we have presented
problems related to Human-Data Interaction, and identified HDI as a research field for
HCI and related areas. We have characterized HDI and outlined research challenges,
adopting a semiotic perspective to ground future investigations.

Our discussion adds to the existing literature by offering an alternative view HDI
and its challenges. We argue that the goal of designing Human-Data Interaction should
be to enable stakeholders to promote desired and to avoid undesired consequences of
data use. Therefore, data production, collection, processing and use need to be
investigated systematically, focusing on the social impact they provoke. Understanding
interaction with data as a sign process, we draw attention to an approach that goes
beyond the challenges of representation and sense-making, also considering pragmatic
and social issues related to meaning in context, intentions, negotiations and the effects
of data use.
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Abstract. Usability and trust have been observed to be related in several
domains including web retail, information systems, and e-health. Trust in
technology reflects beliefs about the attributes of a technology. Research has
shown that trust is a key factor for the success of different systems – e.g.,
e-market, e-commerce, and social networks. Trust in technology can be sup-
ported or prevented by the perceived usability. Therefore, a low level of
usability could compromise an individual’s trust in their use of a technology,
resulting in a negative attitude towards a product. Even if this relationship has
been seen as important in the fields listed above, there is limited research which
empirically assesses trust and usability in virtual reality (VR). This work will
present the first set of data on the relationship between usability and trust in VR.
To gather this data, three different VR systems (Desktop 3D tool, CAVE, and a
flight simulator) were tested. The findings show that (i) the best-known ques-
tionnaire to measure usability and trust could be applied to VR, (ii) there is a
strong relationship between people’s satisfaction and trust in the use of VR,
(iii) the relationship between usability and trust exists for different systems.

Keywords: System usability scale � Trust � Trust in technology measures �
Virtual reality � Usability

1 Introduction

Can you treat Virtual Reality (VR) as a coworker? What does it mean to trust VR?
Trust is a fundamental concept in everyday life, being a factor influencing several

types of interaction, from interpersonal to group behavior, from economic to politic [1].
It can be assumed that for every situation where an interaction is provided, trust is
indispensable. Thus, many researchers in the past decades studied the concept of trust
applied in several domains such as inter-organizational trust [2], or trust in leadership [3].

Nowadays, the nature of interaction has changed with the introduction of tech-
nologies. Thus, other than with people, many interactions occur between people and
technologies and, also for this type of relationship, trust is an essential part. It is clear
that trusting people and trusting technologies is different [4]. As suggested by [5],
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person-person trust is “a psychological state comprising the intention to accept vul-
nerability based upon positive expectations of the intention of the behavior of another”
(p. 395). This definition cannot be applied to trust in technology, since the technology
does not have any “intention”. This assumption led some authors to state that only
people can be trusted [6]. Conversely, several authors (including the authors of this
paper) suggest that some characteristics of person-person trust are extendable to the trust
in the use of technology [7, 8]. Reference [4] specified that when referring to the
relationship with technologies, “trust situations arise when one has to make oneself
vulnerable by relying on another person or object, regardless of the trust object’s will or
volition” (p. 3). In literature, trust in technology is considered a more problematic form
of relationship to the one between person-person [4], mostly because technologies may
not guarantee to people the same level of assurance and support to reach their goals (e.g.
pay for a service, fill a form) that another human being can guarantee [6]. However, in
each interactive situation, trust in technology, intended as a set of beliefs in the use of a
product (i.e., belief in the functioning, reliability, safety, etc.) is a key factor for a
satisfactory relationship between user and product [4]. A clear example of the impor-
tance of trust in technologies is the use of personal data to buy goods on websites [9].
Moreover, research has shown that trust is a key factor for the success of technologies in
several domains such as decision to purchase a product online [10], in the
business-to-consumer field trust has a direct effect on the vendor opinion and an indirect
effect on consumer intention to purchase [11]. Concurrently, in social networks, [12]
found that technological factors of trust are as important as interpersonal trust.

Regarding the definition of trust in technology, [4, 8] claim that trust in technology
reflects at least three main beliefs about the attributes of a technology: (i) belief about
the functionality of the product, which refers to the capability of a technology to
perform specific tasks; (ii) belief that the technology is helpful. Thus to the fact that the
technology will help the user to perform a specific task; (iii) Belief that the technology
is reliable, hence, the perception that a technology works properly.

Even though the studies on trust in technology are growing, currently there is not a
clear framework on the factors affecting users’ trust before and during the interaction
with different technologies. However, some theoretical and empirical studies have
suggested that trust in technology can be supported or prevented by the perceived
usability of the system [13]. Concurrently a relationship between trust in technology
and usability was underlined in several domains, such as web retail [13], information
systems [7] and e-health [14].

Usability is defined as the extent to which a product can be used by specified users
to achieve specified goals with effectiveness, efficiency and satisfaction in a specified
context of use [15]. A low level of usability could compromise the users’ interaction
with a product, thus affecting the individual’s trust in the technology functionality,
reliability and helpfulness.

Although the relationship between trust in technology and usability is known in
HCI, currently there are no empirical studies that analyzed the relationship between
trust and usability during the interaction with virtual reality (VR) environments. VR is
defined as an experience where an individual is placed in a 3D environment generated
by a technology, and is able to interact inside this environment [16]. VR systems are
today commonly applied in several situations – such as phobia treatment [17–19], pain
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reduction [20–23], training [24] etc. Nevertheless, as [24] suggested these systems are,
still today, quite expensive, and often researchers and practitioners are so focused on
testing the functionalities of their systems that they missed to explore, with standard-
ized tools, aspects such as the perceived usability and trust.

Present work aims to discuss the initial results of ongoing research on trust in VR.
The objective of the research is to identify the main factors of trust, and validate a

model to assess trust in the use of VR. The initial framework hypothesizes that trust in
VR is influenced by at least three main factors: (i) Usability, (ii) Presence [25], and
(iii) Acceptance [26] (see Fig. 1).

An ongoing set of data on the relationship between usability and trust1 of different VR
environments will be presented and discussed in this paper. To gather data, three VR
systems - a Desktop 3D tool, a Cave Automatic Virtual Environment (CAVE), and a flight
simulator - were tested using twenty five participants – ten participants for the 3D Desktop,
ten for CAVE, and five for the simulator. Whilst three different virtual environments were
experienced for different experimental aims, the same methodology was used after each
interaction to assess both trust and usability. This methodology is described below.

2 Experimental Design

2.1 Materials

Three experiments were organized from October 2014 to December 2014. Each study
used a common set of standardized evaluation tools (i.e., questionnaires) to gather data
about perceived usability and trust.

Fig. 1. The framework of trust in virtual reality

1 From now on, the term “trust” is referred to “trust in technology” as defined before.
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• System Usability Scale (SUS). The SUS has been built by [27]. SUS is composed
by two factors: Usability and Learnability [28–30].

• Trust in Technology Measures (TTM) questionnaire, developed by [4] has been
built to investigate trust in technology.

2.2 Hypotheses

The hypotheses of the study were:

1. The trust and SUS questionnaires are reliable for subjective measures of VR
products.

2. There is a correlation between trust and usability.
3. This correlation exists in different types of VR systems.

2.3 Study 1 – Desktop Virtual System

The first study was conducted at The University of Nottingham for the project LARTE
(Live Augmented Reality Training Environments, in collaboration with HoloVis Ltd
and Jaguar Land Rover (JLR). LARTE project aims to investigate the effectiveness of a
virtual training for automotive services. Data from ten participants (5 male, 5 female;
Mean age = 26.5, SD = 4.77), recruited among students of The University of Not-
tingham in UK, were used to observe the relationship between usability and trust. In
study 1, participants, through a pc desktop, were trained on how to perform a service
procedure on a 3D car model experienced on the LEGO ® Digital Designer
(LDD) virtual environment. Each participant was initially trained in the use of the LDD
for 15 min by an expert. After that, participants received a video training on the service
procedure and were asked to perform the procedure on the LDD and on a real model of
a car. After the performance, participants were asked to assess the usability (SUS) and
the trust in the use (TTM) of LDD application as a virtual training tool.

2.4 Study 2 – CAVE Environment

The second study, conducted at JLR Virtual Innovation Centre (VIC), was designed
with a twofold objective, as follows: (i) to investigate the applicability of the trust
questionnaire to VR environments experienced in a CAVE; (ii) to have a first set of
data on the relationship between trust and usability in CAVE. The participants were 10
all were JLR employees (7 Male, 3 Female; Mean age = 33.21, SD = 15.01). Partic-
ipants of this study received an initial training (15 min) to learn how to use a CAVE
system and become familiar with the manipulation of the objects in the 3D immersive
environment. After that, participants were asked to interact with the technology to
perform a set of assembly and reassembly tasks with a limited amount of time. After
the performance participants were asked to assess the usability and the trust in the use
of a CAVE application to perform object manipulation and assembly and reassembly
tasks.
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2.5 Study 3 – Flight Simulator

Study 3 aimed to investigate the reaction of pilots of Airbus Group to a new interface
for a jet commercial aircraft. A part-task simulator was used to allow pilots to interact
with the new interface. Moreover, the simulation experience also used flight gear for a
short haul flight.

Study 3, as well as the above studies, is ongoing research. For the aim of this work,
we discuss here only the outcomes collected by five male pilots (Mean age = 50.2,
SD = 8.23). Pilots have both military and commercial licenses and are based at Airbus
Group. Each participant experienced the interface of fly simulator to achieve three
emergency activity tasks given to the participants. The emergencies given to the par-
ticipant include; engine fire, fuel leak and a combination of the two. Each task starts
during cruise phase; consequently the participants do not have to take-off or land.

The procedure for experiment three requires two experimenters in the assessment.
The first experimenter is the lead experimenter, who looks after the participant,
explains the tasks and delivers the questionnaires. The second experimenter’s role is to
handle the simulator, explain the cockpit philosophy to the pilot and act as Air Traffic
Control (ACT).

Firstly, the lead experimenter briefs the participants regarding the flight including
the route, what they would be required to do i.e. to manually fly the aircraft, the
weather, etc. This can be considered similar to what would occur during a briefing
session before a flight was to take place. The participants are then introduced to the
system and asked to have a trial run using the interfaces. Pilots were instructed to freely
interact with the system until they were comfortable and ready to start the task. The
order of the tasks is controlled to reduce the learning effect. During the task they need
to maintain aircraft control, attend to the emergency using the relevant checklists and
comply with the ATC instructions (delivered by the second experimenter). After the
performance of the three tasks, pilots are asked to complete the SUS and Trust ques-
tionnaire about the use of the fly simulator application to learn how to react in
emergency situations.

2.6 Data Analysis

Pearson’s correlation coefficient analysis was used to assess the correlation between
SUS and Trust questionnaires. Moreover, Cronbach alpha index is used to check the
scales reliability. Finally a linear regression with stepwise method was performed to
observe the effect of usability on trust. The results of the TTM are converted in
percentage.

All the data were processed by IBM SPSS ® 22.

3 Results

The three VR applications tested in the studies were perceived by participants as usable –
average SUS overall score equaled 78.9 % - and trustworthy – average TTM score
equaled 77.9 %. Nevertheless the three applications have different levels of usability and
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trust, in particular the flight simulator resulted in the most usable and trustable VR
environment among the studies (see Fig. 2).

Independently from the hardware experienced by participants (Desktop, CAVE and
simulator), SUS and TTM questionnaires resulted reliable tools when applied to
measure usability and trust in the use of VR environments. As Table 1 shows SUS
reliability ranges from .65 to .92, while TTM ranges from .792 to .884.

Fig. 2. Overall scores (in percentage) of SUS and TTM scales for each study. Study 1 LDD
application experienced through a Desktop pc. Study 2 a VR environment experienced through a
CAVE. Study 3 a VR application experienced in a fly simulator.

Table 1. Cronbach’s alpha (α) of SUS and TTM scale estimated in each study

SUS TTM

α α
Study 1 .65 .792
Study 2 .92 .884
Study 3 .903 .831

Table 2. Correlation between the overall scale of TTM and the usability factor of SUS.
Correlation was measure through the Pearson’s correlation coefficient (r).

Overall TTM

Study 1 Study 2 Study 3
r p r p r P

Usability SUS .645 .044 .693 .026 .895 .04

54 D. Salanitri et al.



Table 3. Outcomes of linear regression to observe the effect (F, β and p) of the usability factor of
SUS on the overall level of trust, and to analyze the percentage of explained variance (AdjR2).

Overall SUS Usability SUS

Overall TTM Study 1 F 6.35 5.69
β 0.665 0.645
p 0.036 0.04
AdjR2 0.373 0.343

Study 2 F 6.56 7.39
β 0.762 0.693
p 0.04 0.026
AdjR2 0.382 0.415

Study 3 F - 12.11
β - 0.809
p - 0.04
AdjR2 - 0.735

Fig. 3. Relationship between usability factor of SUS and TTM for each study
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The overall scale of TTM and SUS questionnaires correlated in study 1 (r = .665,
p = .036) and 2(r = .672, p = .033). Concurrently, as Table 2 shows, TTM overall scale
correlate with the usability factor of SUS in all the three studies.

Linear regression, as showed in Table 3, revealed that overall scores of SUS predict
TMM overall scores only for participants of study 1 and 2. Nevertheless, the usability
factor of SUS resulted as a good predictor of TTM scores for the participants of all the
three studies. Figure 3 shows the relationship between the usability factor and TTM in
the three studies.

4 Discussion

The relationship between usability and trust has usually been studied in web and
software domains. These three studied aimed to investigate if this relationship is
applied also to VR systems. This section will discuss the results of the three studies in
light of the hypotheses explained above in the paper.

Hypothesis 1: TTM and SUS are Reliable for Subjective Measures of VR Prod-
ucts. The results of the Cronbach’s alphas indicate that the two questionnaires are
reliable for VR domain, mainly in study 2 and 3. Since there is lack of literature
regarding the applicability of these questionnaires in VR, these results can have a high
impact on the future work in the VR fields and in the way of measure usability and trust.

Hypothesis 2: There Is a Correlation Between Trust and Usability. The results of
the correlation analyses demonstrate that there is a significant correlation between the
overall SUS and TTM in study 1 and 2. Whist these results show that there is a
relationship between SUS overall scale and trust for study 1 and 2, this is not demon-
strated in study 3. However, significant outputs were found in all the three studies when
investigating the influence of the usability factor of SUS on trust, shown in Table 2.

As for the correlation, also the linear regression shows significant results for the
relationship between overall SUS and TTM for study 1 and 2 and a significant rela-
tionship between the usability factor of SUS and TTM for all the three studies.

The lack of significant result for study 3 could be due to two different reasons. First
of all, the small sample. It is possible to hypothesize that with a bigger sample size, the
results will align with study 1 and 2. The second reason could rely on the nature of the
participants’ experience. Indeed the study 3 is the only one where the users were
actually experts. Further analyses on the influence of expertise on the relationship
between SUS and TTM should be done.
Hypothesis 3: This Correlation Exists in Different VR Systems. As the three studies
display similar results, this indicates that the relationship between usability and trust is
demonstrated in different VR systems with different characteristics. This is mainly
demonstrated by the results of study 1 and 2, which use two different VR systems. For
example, the CAVE used in study 1 had a 3D environment in comparison to the 2D
desktop set up, different interaction modalities, and a different level of immersion.
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5 Conclusion

As stated in the introduction, VR is a growing technology and it is applied in several
domains. Investigating the factors influencing the trust that users have in the tech-
nology could change the way people interact with VR and the way VR is developed.
This study aimed to have a first set of data on the relationship between one of the most
known factor of HCI, usability, and trust. It is important to address that this is one of
the first studies where trust is applied to VR systems.

Generally, it can be said that the results of the three experiments fulfill the
hypotheses of the study, demonstrating (i) that standardized tools largely applied in
HCI studies may be reliably used to test the user experience of different VR systems
(ii) that a strong relationship between usability and trust in VR systems exists, thus
usability could be a predictor of users’ trust in VR systems and (iii) that the relationship
between usability and trust is present in different VR technologies.

Further data will be collected in the next months, to add more users to our eval-
uation cohorts. Nevertheless, current results support the idea that the designers who
want to deliver a successful VR application have to carefully define the functioning of
the system by proving usable tools. As said above, trust is a wide and multi factorial
concept, therefore understanding the usability role is just one step toward the full
comprehension of the trust in technology concept applied to VR application. In tune
with that, future works are needed to investigate the role of usability in the develop-
ment of people beliefs and attitudes (such as trust) toward a technology, but also to
understand the effect of other factors (such as Presence and Technology Acceptance)
on trust in VR.
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Abstract. Culture strongly influences people’s values, expectations, behavior,
and even perceptions and cognitive reasoning. Although HCI researchers rec-
ognize culture as an important factor, the research about cultural issues and HCI
needs to go further. This paper discusses why culture should not be viewed as a
threat or something that is better to relegated to minor importance in
Human-Computer Interaction, but that has a key role in the investigations and
development of new theories, methods and techniques. In the light of the grand
challenges prospected in GranDIHC-BR by the Brazilian HCI community, we
explore some of the opportunities and challenges culture brought to HCI as a
research area.

Keywords: HCI and culture � Cultural aspects of HCI � Research challenges in
HCI

1 Introduction

In 1959, Hall [16] argued that technology is the most efficient way to introduce changes
in culture and to redefine a society. Today, we live in a society mediated by information
and communication technologies (ICTs). The changes introduced by this scenario are
not only visible but have defined the way we work, study, eat, interact to each other,
understand time and space, and live.

Among the main disciplines of Computer Science, Human-Computer Interaction
(HCI) is the one that should deal with issues that are universal and transversal to the
other areas of computing and, at the same time, should consider specific and situated
aspects (e.g., cultural, social, economic, political, geographical) of the environment in
which it is applied. It means that HCI has a fundamental (and complex) role in tech-
nology development and innovation, as well as a strong responsibility and ethics in the
design, evaluation and implementation of interactive computing systems for human use.
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In fact, as we live in an increasingly globalized world and we frequently interact
with ubiquitous technology in many places and contexts (e.g., work, school, leisure,
relationships, etc.), the HCI research should explore the cultural issues that permeate
and influence the design, development, evaluation and use of interactive technologies.
However, considering and dealing with cultural issues have become an even complex
and critical challenge when thinking in terms of a culture mediated by ICTs. The very
idea of culture, in its broadest sense, has suffered transformations that require us to
revisit our theoretical and methodological grounds and practices.

Different initiatives have been conducted to identify and inspire future directions in
HCI for the next years. In 2007, for instance, researchers from academy and industry,
from several countries and with different backgrounds, joined efforts for discussing the
HCI in 2020 [28]. The participants were unanimous when pointing out to the need for
placing human values in the core of HCI area. In 2012, the HCI Brazilian community,
in turn, presented an initiative to prospect 5 (five) Grand research challenges for HCI in
the Brazilian context for the next 10 years [3, 7]: (1) Future, smart cities and sus-
tainability; (2) Accessibility and digital inclusion; (3) Ubiquity, multiple devices and
tangibility; (4) Human values; and (5) HCI education and industry. “Human values” is
one of them. Values cannot be understood outside their cultural context, and the same
is true for other social issues such as human needs, preferences, habits and behavioural
patterns. While these issues reveals important aspects that should be considered when
designing a technology, the cultural context will explain why they are important and
indicate how to address them.

We have recently started a discussion about the 5 grand challenges identified by
the Brazilian HCI community through the lenses of culture, arguing that culture is
transversal to them and cannot be ignored if we desire to advance in these challenges
[24]. In this paper, we analyze more deeply the cultural issues related to each 5 grand
challenges. Although there are influential literature about culture in technology,
recent literature regarding culture and HCI claims that the treatments given to culture
in HCI research has been often fragmentary and guided by practical and specific
problems [27]. So, in this paper, we extend the discussions presented in [24],
approaching culture as an important subject that is transversal to some HCI chal-
lenges and hot topics (e.g., information visualization, wearable computing, big data,
etc.). Additionally, we show that culture itself is a challenge for HCI, once it requires
that our traditional HCI theories, methods and practices to be jointly rethought and
redefined.

The paper is structured in five sections. Section 2 presents a brief literature review
on the theme, from the definition for culture to some of the main works developed
around the subject. Section 3 presents some challenges and hot topics in HCI discussed
through the lenses of culture; in this section we highlight critical factors that are
related to/dependent on culture for each challenge, and discusses on the general rela-
tion between culture and usability. Finally, Sect. 4 presents our final remarks and
conclusions.
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2 Background

Anthropological scientific research on culture started about 150 years ago [10].
Although there is not a single definition for culture, there is a consensus that the term
emerged in 1871 as a synthesis of the “Kultur” and “Civilization” terms. Kultur was
used to refer to all the spiritual aspects of a community; and Civilization referred to the
material achievements of a people. Edward Tylor synthesized both terms in the term
“Culture”. Culture, or civilization, in its wide and ethnographic sense, is that complex
whole which includes knowledge, belief, art, morals, law, custom and any other
capabilities and habits acquired by man as a member of society [29].

Culture can have a serious effect on the way people interact with, react to, and feel
about symbols, terms and situations [5]. In HCI literature dealing with culture, Hof-
stede’s perspective [19] is among the most known and cited [8, 13]. According to the
author, culture is the sharing of beliefs, values and practices of a group of people; the
collective programming of mind that distinguishes the members of one culture from
the members of another. On the one hand, this approach has been advantageous for
those interested in predicting the behavior of cultural groups, because it assumes the
existence of generalized cultural traits [27]. On the other hand, Hofstede’s approach
does not favor the ones interested in identifying relevant cultural aspects that may
emerge from, and be relevant for, a particular cultural context.

Hall [17] and Geertz [15] views of culture has also been adopted in research about
practical and methodological culture and HCI. From a broader perspective, Hall
understands culture as the way of life of people, their learned behavior patterns, atti-
tudes, values and material goods. Hall analyzes culture as a form of communication
giving emphasis on the non-verbal one (behaviors, values, intentions, needs, expec-
tations, etc.). According to Hall, culture is related to the different ways of organizing
life, thinking and understanding basic assumptions about the family, the state, the
economic system, and even the human being, acting as a link between humans and the
mean to interact with each other [16].

When talking about culture, Hall [17] believes that it is more important to look at
the way things are put together than at specific theories. In this sense, the author
proposed 10 (ten) primary messages systems (PMS), or areas, he named the basic
building blocks of culture (interaction, association, learning, play, protection, exploi-
tation, temporality, territoriality, classification, and subsistence), arguing that any
culture could be characterized, analyzed and compared through a combination between
these areas.

Geertz in his interpretive or symbolic anthropology, in turn, believes that man is
suspended in webs of significance he himself has spun and take culture to be those
webs. This view is in line with the third HCI paradigm discussed by Harrison and
co-authors, in 2007 [18], which views interaction as a form of meaning making, and
also with the view of Salgado [27] and colleagues about culture-sensitive meanings, as
a large portion of the content communicated in cross-cultural systems.

The interest in culture in HCI research dates back to the 1980s, as explained by
Marcus in [21]. Some authors have considered cultural issues in the creation of
interactive technologies, particularly investigating its influence on usability evaluation
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[4, 11, 30, 32, 35], and proposing (or revisiting) design methods from a cultural
perspective [1, 13, 25, 26, 34]. Culture is also on the core of researches related to
internationalization and globalization [21]. However, recommendations for the inter-
face design for international users are often based on collective knowledge, personal
experiences and few case studies [22].

In this sense, some authors [22, 25] argue that although HCI researchers recognize
culture as an important factor, studies that explicitly consider cultural issues are still
scarce. In fact, the treatments given to culture in HCI research have been mostly
fragmentary and guided by practical and specific problems [27]. Therefore, it is nec-
essary to discuss and generate new knowledge that will help HCI professionals to
recognize the importance of cultural factors in the design and evaluation of interactive
technologies. The very understanding of culture, its role in technology design, and
existing theories and methods for dealing with cultural issues, are topics that need to be
discussed, disseminated and revisited.

3 Challenges in Culture and HCI

Winograd and Flores [32] argued that the role of an interactive system designer goes
beyond the construction of an interface to encompass all the interspace in which people
live. The author advocates that it is necessary a shift from understanding the machinery
to understand people life’s while using it. In fact, the very definition of HCI provided
by ACM (Association for Computing Machinery) indicates that this shift is not only
necessary, but should be an already well-established concern and practice: “a discipline
concerned with the design, evaluation and implementation of interactive computing
systems for human use and with the study of major phenomena surrounding them”1.
This definition represents the complexity and comprehensiveness of the area, and
attributes to HCI the responsibility to consider not only technical issues, but also the
ones related to the cultural context in which interactions occurs.

There are relevant works on the literature intended to identify, discuss and inspire
current and future HCI research. Harrison and co-authors [18] discuss a new paradigm
in HCI that must deal with the establishment and multiplicity of meaning in situated
interactions. Bødker [6], in turn, speaks in terms of a new wave in HCI where new
elements of human life are included, such as culture, emotion, and experience; and
where the focus is on the cultural level and on an expansion of the cognitive to the
emotional. Bannon [2] claims for a “re-imagination” of the HCI area, and Sellen and
co-authors [28] and Baranauskas and co-authors [3] prospect challenges and oppor-
tunities for HCI in the near future.

The Five Grand Research Challenges proposed by the Brazilian community [3, 7]
is a good starting point to show the challenge of dealing with culture in HCI. Brazil is a
country of continental dimensions, with a heterogeneous population in terms of eth-
nicity, behaviors, geographic, etc., and marked by inequalities (in its widest) and
chronic deficiencies (e.g., infrastructure, education, health, safety). We believe that

1 http://old.sigchi.org/cdg/cdg2.html#2_1, last access on February 10th, 2015.

Cultural Issues in HCI: Challenges and Opportunities 63

http://old.sigchi.org/cdg/cdg2.html#2_1


although these challenges have been proposed specially for the Brazilian context, they
may be considered relevant for the HCI field as a worldwide research area, and for a
globalized society.

Following, we draw the 5 Grand Challenges and discuss them through the lenses of
culture. Each topic requires research and advances in different perspectives that are
equally challenging, covering technical, theoretical and methodological, and social
issues. Our discussion is guided by these three perspectives and shows that all pro-
fessionals in the HCI community have more than a direct or indirect relation with
culture (regardless the adopted focus or topic investigated).

3.1 Future, Sustainability and Smart Cities

Discussed as a Grand Challenge, Future, Sustainability and Smart Cities bring into
consideration that issues related to renewal, reuse and disposal of software and hard-
ware should be considered as part of design requirements. Smart Cities is a hot topic for
technology design, being both an additional challenge for sustainability and an ideal
context to investigate solutions and solve critical problems.

There are several points that need to be considered when talking about sustain-
ability and the future. Some of them require deep cultural changes in society. To
promote sustainability, there must be a change in people’s behavior. There are studies
being carried out in the context of persuasive technologies that aim to promote people’s
sustainable behavior (e.g., saving water and electricity, recycling). Besides ethical
issues (and values) involved in the design of technologies that want to promote a
certain type of behavior, if there is not a deep understanding of how people organize
themselves, survive and operate in society, then, it will be impossible this promotion to
occur in the correct (desired?) direction.

A key step in designing a solution for promoting or inhibiting a sustainable action is
to understand the needs and the behavior patterns of a social group and to know their
origin. For example, if a given community does not separate the garbage for recycling,
there maybe several possible reasons that explain this behavior, such as: (i) people are
not aware of it, (ii) people are not motivated, (iii) they do not agree with the idea,
(iv) they do not have resources to support garbage collection, etc.

Every possible reason has different explanations and leads to different under-
standings that influence the type of action for encouraging behavior change: social
training and awareness activities/publicity; an incentive and reward program; providing
the equipment and structures that enable the collection and recycling, etc. Each group
of people develop their social organization strategy and is placed in a physical envi-
ronment with opportunities and weaknesses. Understanding this situated context is
central to analyze what is important (and necessary) to people and how to design
something that can add to their life, well-being and dignity; and for this, we should
consider the specificities of their culture.

From this first “Grand Challenge”, thus, we argue that besides usability, adapt-
ability and so on, HCI design and evaluation should deal with cultural sustainability,
i.e., the quality of support sustainable behavior. HCI as a research area should advance
the quality criteria concepts currently disseminated to include world’s urgent needs.

64 L. Salgado et al.



3.2 Accessibility and Digital Inclusion

This topic makes it explicit the concern with accessibility issues and their role to
promote digital inclusion, highlighting the need to build systems that can be used both
on different devices and specialized for different users and their needs. Promoting
accessibility is a basic requirement for supporting people’s and a democratic society,
guaranteeing that people will find no barriers for living and acting regardless their
limitations and specificities.

In this sense, it is essential to consider cultural issues when thinking about
accessibility. The way accessibility is understood and treated, the importance given to
universal access of citizens to existing resources, and the strategies to ensure such
access are closely linked with cultural issues. Economic resources, educational back-
ground, gender and age, the environment and the physical infrastructure, the need for
information, etc., are examples of issues that vary greatly according to the group
analyzed. These issues directly influence the accessibility, the type of strategy and
technology to be adopted and results.

In [23, 25], the authors argue that accessibility should be discussed as a cultural
value related to the exploitation of the world, and with different levels of formality. For
instance, it is necessary to recognize that people have different needs, views, under-
standings and expectations regarding accessibility; different stakeholders value and
react to accessibility in a different way. There are also social rules, laws and norms
related to accessibility that must be understood and followed; there are accessibility
standards and certifications, formal training and education, etc. Finally, there are
physical structures, tools and technical devices for providing accessibility (e.g., as-
sistive technologies), or that require accessibility; there are public and private services
related to accessibility, technical procedures, frameworks, and so on.

For this challenge, it is important a mutual understanding in HCI between tech-
nology and users. In this context, designers and researchers cannot impose their points
of view, for example, they should support to local culture to develop, and thereafter
pass it in the technology. This mean approaching people to the technology without
trample, because we need to know the different users’ facets. Besides, there are often
political and cultural decisions within technology, even when we think we are neutral,
because we carry our personal believes and understanding about the world.

Nowadays, interactive systems can be anywhere and anytime. Therefore, today it is
important to know how to deal with cultural issues, especially when developing or eval-
uating wide-access applications and interactive systems. Interactive systems for the web
need to provide support for an ever increasing amount of material and make it available for
local-language populations across the world. One of the main challenges for designers is to
build/evaluate systems that aim explicitly at acknowledging the diversity of their users’
cultural background and attending to a wider variety of needs and expectations [14, 27].

3.3 Ubiquity, Multiple Devices and Tangibility

This topic draws attention to a new range of interactive technologies and interactions
possibilities, encompassing immersive and engagement aspects in interactions. Ubiq-
uitous systems, simultaneous interaction with multiple devices, brain-computer
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interfaces, tangible interfaces and gesture-based interfaces are examples of new forms
of interaction.

Besides the issue of accessibility and other considerations presented previously, this
challenge makes it explicit the need to understand how to design new forms of
interaction that make sense to people and contribute to make their life easier. Identi-
fying the kind of physical artifact to be designed, the feasibility of designing it, peo-
ple’s interesting using it, and the benefits that can be offered, are issues that need a
cultural understanding to be clarified.

There are several cultural factors that influence this challenge, ranging from more
known issues, such as gestures that are recognized by a group of people and the
preferred types of devices to use, to more subtle issues, such as the knowledge to use
them, the time and the location where the devices are available and how the interaction
occurs, the possible impacts on emotional, affective and physical aspects of users, etc.

The security and privacy are one of the main burdens ways to accepting ubiquitous
computing. They are dynamic and contextual, e.g. privacy laws and regulations vary
widely all over the world, and individual participation (and his/her consent) is an
important issue. In this way, the cultural needs are different, the access to the tech-
nology and to the cities are different, and a new perspective emerge - the human now
interacts with all environment, not only with the computer. This is a new perspective
that must be understood.

3.4 Human Values

The link between culture and human values is inseparable. A value cannot be under-
stood outside its cultural context [25]: while a value indicates something that is
important and needs to be taken into account, the cultural context explains why such
value is important. What people like, consider importance and value is closely con-
nected with the environment in which they live and their social relations. Therefore, the
most important point here is the need to approach values and culture in an integrated
and articulated way, including the concern for both concepts in the methods, practices
and artifacts used to support the design of interactive technologies.

The explicitly consideration of values and culture is not only a challenge in the-
oretical, methodological and technical issues, but also a cultural challenge for the HCI
community in its posture and practices. There is a tendency to leave these issues to the
margins of the developed works, underestimating their importance or even neglecting
them altogether. Therefore, we must make an explicit commitment to understanding
and respecting values and culture in our research and practices.

Many open issues emerge when we discuss human values and culture itself in
interaction design, and HCI, including:

• How can we understand and represent human values and use them appropriately in
the interaction design?

• How do we obtain relevant cultural information about a specific community and
how do you determine each is relevant?

• How do we generate design ideas from this cultural information?
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• How important is culture among all other aspects being considered in an interaction
design?

• How Brazilian HCI community, and other communities, can address cultural issues
in their research?

This paper obviously has not an answer to these questions, it just tries to provide some
directions of how culture in HCI still an open issue. Therefore, it is yet a limited
journey into a territory that includes many other possible perspectives and paths to be
explored.

3.5 HCI Education and Industry

HCI Education and Industry have a two-way relationship with cultural issues: on the
one hand, cultural issues influence on what need to be taught, how it should be taught,
what kinds of skills need to be developed, what strategies should be adopted, etc. On
the other hand, the HCI education is usually the only opportunity that students of
technology and computing courses have to be able to deal with social issues, such as
culture and values. Therefore, the HCI education plays a key role in capacitating
students to conduct a socially responsible work in academy as well as in industry.

As claimed by HCI researchers [28], computer technologies are not neutral – they
are laden with human, cultural and social values. So, HCI disciplines should emphasize
the interdisciplinary aspect of the field, involving different perspectives and people,
creating something new by crossing boundaries.

Additionally, we should understand that the companies and organizations are not
looking only for technical skills, but they are looking for creativity and talent. In
Computerworld last research about the hottest IT skills for 2015, for instance, talent
was explicitly included by John Reed: “The leaders who realize that IT talent trumps
technology put hiring at the top of their priority list and create the urgency and enforce
the message that bringing on top talent is of the utmost importance.” [9].

Another challenge is to bridge the gap between what and the way we teach and the
practice of computing. As claimed by Matt Leighton, director of recruitment at Mondo,
a tech staffing agency, “there is a gap in terms of what the companies want to do and
the talent that is out there to execute these initiatives” [9]. HCI education should
motivate, therefore, initiatives to bring industry experts and academy (teachers and
students) closer together. Strengthening the links between the two parts is an important
way of ensuring mutual understanding.

3.6 Culture and Usability

Usability is a relative concept rather than an absolute one. You cannot say, for instance,
that some design is usable or has good usability. You can say, however, that design ‘X’
is relatively more usable than design ‘Y’ based on some measure of effectiveness,
efficiency, satisfaction, and learn ability [12]. Numerous usability evaluation techniques
have emerged to measure these factors, and, nowadays, different researches have been
studying these techniques and how they are adapted for different cultures [12, 30, 35].
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Some researchers have gone beyond these more mechanical measures to focus on
the emotional impacts of design, and many practitioners would now prefer to focus on
what is the user experience (UX), rather than just usability. This recognizes that while
usability is important and an often neglected part of design, the holistic nature of design
is such that a successful design requires a balancing of all the different aspects of that
design (usability, functionality, aesthetics, and why not culture?, etc) and not just
concentrating on one to the neglect of the others. It recognizes that a finished design is
a gestalt – the whole is greater than the sum of its parts [12]. Such view brings a new
perspective about how to deal with cultural issues (e.g. in the design and the evaluation
process, and analyzing all stakeholders cultures – i.e., designer, user, programmers, and
so on). All people involved in the design or evaluation process have their particular
cultural characteristics, and these could bias the interpretation of a design concept or an
understanding on the evaluation.

Cultural awareness become central when we have to interact with people from other
cultures. The quality of user experience is intricately related to the users’ cultural
characteristics [20]. System features appropriated for one culture may not be suitable
for others; as well as system’s design needs to be adapted for different cultures [20].

The influences of culture can be seen in products, by choices concerning use of
colors, symbols, language set, and so on, and in the design process, e.g., culture
influences higher level design issues, the design methods employed in building inter-
faces and in usability methods [11]. The cultural influence, if ignored, can compromise
usability evaluations, therefore giving information that is inaccurate [31].

Although culture issues is becoming increasingly important to HCI, many of its
concepts, techniques and approaches are not known by the designers. Besides this,
culture is in a constant movement, and must be preserved and respected. It is not our
goal to point out what is the best approach (if this answer is possible), but to make a
stand in communicate to HCI practitioners and researchers to be aware of cultural
issues involved in their design and solutions.

4 Conclusion

How can we turn HCI cross and/or intercultural issues into opportunities? UNESCO
argues that cultural diversity needs to be addressed as an asset and not a threat, a source
of renewal for public policies in service to development, social cohesion and
peace [30]. The challenges cultural diversity may represent to ICT should be tamed in
favor of a sustainable world.

Today, in the context of discussions about the future of HCI research area and the
need to rethink the theories, methods and practices adopted to support the design of
interactive and more innovative technologies, the concern with aspects related to
cultural diversity is a trend and a challenge by itself. In fact, we must understand and
acknowledge that these aspects directly influence the way an interactive technology is
created, perceived, understood and used. Research on the impacts of cultural differ-
ences on HCI [4, 31, 33, 35] has led professionals to the creation of products that do
not meet the demands of its users, does not make sense to them, and often cause
unwanted effects on the environment in which they are introduced.
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Therefore, we, as HCI designers, have an ethical responsibility to ensure that the
solutions we design do not trigger unwanted effects on the environment in which they
are inserted and on the different stakeholders involved. While researchers, in turn, we
must assume a compromise to investigate and create solutions to support designers in
industrial and academic contexts in this task. We hope this paper to promote discus-
sions about the complexity in designing interactive technologies, and the need to direct
efforts to solve fundamental problems that still affects society.
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Abstract. The aim of this paper is to illustrate the design process and devel-
opment of a novel model for cause - effect artificial intelligence system, which is
based on the digital endocrine model in human computer interaction. The model
is inspired by the architecture of the endocrine system, which is the system of
glands that each of them secretes different type of hormones directly into the
bloodstream. The digital hormonal model can provide a new methodology in
order to model various advanced artificial intelligence models for predictive
analysis, knowledge representation, planning, learning, perception and intelli-
gent analysis. Artificial glands are the resource of the causes in the proposed
model where the effects can be modeled in the data stream. In this paper such
system is employed in order to develop a robotic system for the purpose of
language translation.

Keywords: Artificial endocrine system � HCI � Translation robot

1 Introduction

State of the art in computer science allows users to use various software and appli-
cations for the purpose of language translation; however the availability of hardware
for this usage is very limited. Apart from computer and smart phone applications only
limited systems such as wearable devices in the form of glasses have been developed in
the domain of language translation [1]. With the aim of combining hardware and
software and as an application of our proposed AI model, in this work, we have
equipped the smart phone translation APP with robotic platform by adding touch and
voice sensors, improving the audio output quality via a speaker and designing wheels
for the robot movement.

In the age of digital technology, smart phones became an essential tool for
everyone. Moreover, several software and APPs have been developed for the purpose
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of language translation. These several APPs for translation enable us to benefit from
basic translation between languages. Even though the accuracy is not perfect yet, but
the current technology can help us to understand the basic meaning of statements in a
different language. Our motivation in this research was to equip the available APPs on
smart phones with embodiment and navigation facility in order to develop a mobile
translator robot. We have developed artificial intelligent systems which can process the
user input for smooth and correct functionality of the robot.

Our ultimate goal is that the translation robot can function fully autonomous and
that’s why AI modules such as artificial endocrine system and state flow are employed
in our system. In this way the robot would acts intelligently based on the situation
during interaction.

In our research we have focused on the robotic interaction design and development
and for the translation module. We decided to simply use available translation modules
such as Google translator. Hence our contribution is to extend the available translator
APPs into embodied robot with intelligent behavior. We believe that empowering the
APPs with robot navigation and interaction capabilities could improve the quality of
communication and furthermore makes it more convenient and efficient. Despite var-
ious APPs, translation application has been very limited in robotic systems. The
wearable translation robot is basically intelligent glasses, which can automatically
translate multiple languages in real-time [1]. Such kind of technology could be pro-
moted with applications such as Google’s glass. Our aim was to change the wearable
nature to a robot shape.

Various advanced robots are equipped with basic translation capabilities. However,
that is still limited to expensive robots, which are currently in the research phase. Our
goal was to make the robotic system low cost, functional and available for public use.
We have considered various modes for the functionality of the translation robot. The
main function is to have voice as the medium of communication. Furthermore, users
can use text for data entry. Additionally, the robot can use the camera of the smart
phone in order to scan, identify and translate any written text in the environment which
is shown to the robot. This paper is extension of our work for this research [2, 9].

2 Background

2.1 Artificial Endocrine System

Homeostasis is the property of a system in which variables are regulated so that internal
conditions remain stable and relatively constant [3]. The endocrine system include
pituitary gland, thyroid gland, adrenal gland, gonads, insulin, parathyroid glands etc.
They can secrete a variety of hormones. Hormone delivery to the desired effect with the
blood cells, take to change a chemical change in the body, to coordinate physiological
function. The basic flowchart of hormones functionality is presented in Fig. 1.

72 H. Samani et al.



We have employed Artificial Endocrine System (AES) on top layer of our robot
navigation system. Artificial endocrine system concept is inspired from the biological
system which empowers the robot to behave smoothly like the way hormones help
biological system to behave smoothly with collaboration with the emotional system.
AES is the calculation of the biological role of the endocrine system containing the
basic model and the endocrine system by biological principles, models inspired by the
wisdom of generic methods [4]. With such system, we will be able to make a response
to external stimuli, and has control of the system using artificial hormones.

AES system has been used in various robotics applications such as Lovotics [5].
Physiological unit of the Lovotics artificial intelligence employs artificial endocrine
system consisting of artificial emotional and biological hormones. Artificial emotional
hormones include Dopamine, Serotonin, Endorphin, and Oxytocin. For biological
hormones Melatonin, Norepinephrine, Epinephrine, Origin, Ghrelin, and Leptin hor-
mones are employed which modulate biological parameters such as blood glucose,
body temperature and appetite [6]. By using the artificial endocrine system in the
robot’s AI, the robot can operate smoothly in an unstable environment. Another
advantage of AES system is to make it possible to express “slow” relation between
causes and effects as it takes time for an artificial hormone to be effective. Such
property generates smooth and realistic behaviors by the robot.

Another advantage of AES system is to make it possible to express “slow” relation
between causes and effects (as presented in Fig. 3) as it takes time for an artificial
hormone to be effective. Such property generates smooth and realistic behaviors by the
robot.

2.2 Translation

We have considered various modes for the functionality of the translation robot. The
main function is to have voice as the medium of communication. Furthermore, users
can use text for data entry. Additionally, the robot can use the camera of the smart
phone in order to scan, identify and translate any written text in the environment which
is shown to the robot. In order to give an appropriate command, we have employed

Fig. 1. Flowchart of the hormonal reactions functionality

Biologically Inspired Artificial Endocrine System 73



extra sensors such as touch sensor to incorporate with the translation APP. Such
interaction is not limited to direct commands. We have developed Artificial Intelligent
(AI) systems, which can process the user input for smooth and correct functionality of
the robot. Our ultimate goal is that the translation robot can function fully autonomous,
and that is why AI modules such as artificial endocrine system and state flow are
employed in our system (Fig. 2).

Considering the limited functionality of available translation software, we tried to
keep our design simple and believable where the user does not expect perfect trans-
lation but enjoys the help of the robot of conveying the message in different language.

Data from touch and sound sensors are transmitted to the processor unit which
includes three modules. The State Flow module handles state transitions of the robot.
Artificial Endocrine System (AES) is highest level of AI for smooth behavior gener-
ation. Finally, the Control unit includes a PID controller for navigation of two motors,
which are connected to wheel.

3 Interaction Channels

In the time that almost everyone has a smartphone, the use of telephone is beyond
traditional way of merely audio communication. Our communication in enriched with
various capability and possibilities were phones have been changed to media device
with multimodalities. Language is still a barrier in international communications and
smartphones are getting equipped with different tools to provide easier understanding.
We see the change from traditional phones to smartphones and believe that future
communication tools require robotics structure where output would be beyond simple
display. We believe that robotics can change the way of current communication during
interactions. In our developed translator robot three channels of communication are still
via current smart phones.

Fig. 2. Software architecture of the system
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3.1 Audio

Our robot is using two audio sensors, one is the one on the smart phone and the extra
one is integrate in the robotic body. The microphone on the smart phone is directly
employed for using the capabilities of the smart phone to use available APPs such as
Google Translate. The other sound sensor is used beyond natural language processing
(NLP) were sound parameters are input of robot AI system for controlling the behavior
of the robot. In this case robot has two processors: One on the smart phone and the
other on the microcontroller of the robot which run parallel software. The reason for
separating these two channels was to use independent channel for two different tasks of
NLP and control considering the heavy computation cost.

3.2 Video

Using the camera on the smartphone to scan the environment, interpret and understand
the text translated into the other person, translation results will be presented on the
screen as well. Such application is useful for example when user is in a restaurant and
would like to read a menu in a foreign language. We also consider more development
when robot can help the user to read various letters and translate with smart notifica-
tion. For example a person who lives in another country can put all his utility bills in
front of the robot and robot can send notification to pay bills in appropriate time.

3.3 Text

Using the screen and text entry capability of the smart phone, the users can also input
the text by simply typing. In our user studies such functionality was especially useful
when it was mistake in NLP and users wanted to enter a statement with exact words.
These three modes are to facilitate the needs of users in different conditions to select the
appropriate translation mode.

4 Robot

Our proposed robot design is beyond basic functionality of translation in this version of
the robot. Current robot is especially useful in application like restaurants and coffee
shops where the role of robot can combine translation and entertainment interaction.
Our experiences in the lab where we have members from various countries were also
pleasant when the robot became a medium between lab members as entertaining way of
communication. One of our success achievements was to change the way people are
disconnected these days by focusing on their own smart phones. By using the robot,
smart phone is moved from hands of individuals to between people.
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5 Method

The simple schematic of the proposed AI model is presented in Fig. 3. It is expressed
that our proposed AES can relate causes and effects by taking into account the time
factor.

For the purpose of implementation we have employed hydraulic system (Using
physical modeling module of Simulink) in our AI engine in order to develop as system
according to Fig. 4.

When the system receives external signal information, which in our translator robot
is touch and sound, the system behaves naturally to use that cause to define two
artificial hormones. One relates to sound and one to touch. For example, if the input
sound signal is active for long duration, it increases the level of artificial sound hor-
mone which leads that robot navigates slower to hear all the conversation. We defined
various commands for the touch sensors for changing mode. For example if touch
sensor is activated multiple times, the level of relevant hormone increases, which
makes the robot to change between modes frequently.

Fig. 3. The schematic of the proposed cause-effect system

Fig. 4. The structure of the one unit of AES system
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The output of AES is related to the State Flow module where several states are
defined and managed in the robot. The detail of state flow is illustrated in Fig. 5. In the
state flow module, we let the robot translate back and forth between two people. Based
on our experiments, we adjusted the timing. The default value for changes of navi-
gation between two people is 5 s. Users can commend the robot via voice or more
directly via touch sensor. We explain the way of handling the robot for the user before
experiment. In many cases, users also like to use the smartphone interface which can
simply interrupt the robot movement using the touch sensor.

6 Result

Figure 6 is the prototype of the robot hardware architecture including a touch sensor
and a sound sensor which is responsible for receiving and transmitting signals to the
central controller, and two outputs to control the motor, which makes the robot users
can easily back and forth, Speak is to make use of who can more clearly hear the
contents of the translation, but the top of the translation of the robot we have prepared
an upright physical infrastructure to carry a Smartphone.

As presented in Fig. 7 the robot prototype is covered to improve the believability of
the robot. An example of changes in these two hormones is illustrated in Fig. 8 when
we tested it for sinusoid input signals.

An instant of robot performance is illustrated in Fig. 9. In this experiment the robot
is placed between two people where they can communicate in two different languages
with the assistance of the translator robot.

Another example of using the translator robot is presented in Fig. 10 where the user
is employing the translator robot in a restaurant which the menu is in another language

Fig. 5. Translate robot state flow
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and the camera sensor is used to read the menu. Our experiment shows that such
facility could be provided directly by the restaurant which engages the customer and
facilitates the ordering process.

Fig. 6. The hardware structure of the translator robot

Fig. 7. Appearance of the robot

78 H. Samani et al.



Fig. 8. AES hydraulic translate simulation with touch sensor and sound sensor

Fig. 9. Translate robot between two users

Fig. 10. One user is using the translator robot to read the menu in a foreign language
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Compare to using a human translator the robotic translator has several advantages.
Apart from cost benefit, the robot is able to translate between several languages were
human translators often only know couple of languages. Some users also expressed the
positive issue of privacy when using the robot compare to having a human to translate.
Users also found the robot entertaining during interaction. The translator robot acts
beyond functionality when users enjoy having a smart robot navigating between them
and assist them in conversation.

7 Conclusion

We have presented a robotic system which is used for the purpose of translation
between different humans using various modes of interaction such as audio and text.
The proposed system empowers available APPs with embodiment which enables the
translation system to navigate in the environment and facilitate multilingual commu-
nication between users. We have tested this system in the country were English is not
the main language and communication between foreigners is often troublesome
because of the language barriers. Our robotic design also triggers positive interaction
between users due to curiosity about the developed robot. This system can be used in
various applications such as meetings, ordering foods in restaurants, shops, museums
and tourist attractions. In future, we aim to further develop this robot with more extra
performance and behavior such as adaptive movements. We also plan to perform
formal user studies to improve the design and behavior of the robot.

Apart from the mobile robot platform for hardware we have also presented a
comprehensive software structure for controlling the behavior of the robot. Apart from
low level PID control system, the state flow architecture could manage the transition
between various states and in highest level of software the artificial endocrine system
manages the main behavior of the robot based on touch and audio sensory data.

In future we aim to focus on user experience analysis [7] and also we hope to be
able to design a variety of different shapes and patterns of the shell, through the concept
of user experience with mobile devices [8] collected for different user groups with
different preferences.
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Abstract. We developed a quantitative model based on game theory related to
IT security promotion and implementation in an organization. This model
clarified the kinds of organizational conditions in which an employee does or
does not carry out security measures. We also clarified the desired and undesired
conditions for security implementation in an organization. In addition, we
showed that an extremely undesirable dilemma that hitherto has not attracted
attention might occur. Then we applied this model to an incident that occurred at
a certain school. Using public information and survey data, we calculated the
parameters of the model quantitatively. Then we found what kinds of changes to
the parameters would be effective for making security improvements. Further-
more, we used the model to show the appropriate order of promoting security
measures.

Keywords: Security � Incident � Game theory � Model � Dilemma �
Organization

1 Introduction

Serious security incidents are likely to occur when security measures that have been
decided upon in an organization are not carried out. To prevent the occurrence of such
incidents, it is necessary to analyze the mechanisms for promoting the security
measures within the organization. To meet this requirement, we apply an IT security
implementation model to an actual Information Technology (IT) security incident and
analyze the results obtained in applying it.

2 IT Security Implementation Game

The subject of IT security has been studied from the viewpoint of economics and
social psychology [1–3]. On the basis of these studies, we have previously developed
a game-theory-based model for implementing IT security in organizations [4].
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This model consists of two players: one is an IT security promotion section, which
promotes the implementation of IT security, and the other is an employee who
implements IT security in his or her section. In this study, we applied the model to an
actual IT security incident and investigated the effect of the model parameters on
the promotion of security implementation and the effectiveness of varying the
parameters.

This model is a security measures promotion and implementation game in which
security measures are promoted and implemented on the basis of a strategy of
non-cooperativity that does not consider repetition or a mixed strategy. The IT security
promotion section selects security measures and promotes their implementation. The
employee is sometimes instructed by the promotion section to implement security
measures while carrying out his or her duties.

The strategy of the IT security promotion section regarding security measures is
either “promotion” or “non-promotion”. The employee thinks about how the measures
will affect his or her duties and the efforts that will be necessary to carry them out. As a
result, the employee uses his or her judgment in deciding whether to implement a given
measure. That is to say, the strategy of the employee is either “implementation” or
“non-implementation” of the measure in question. Table 1 shows the payoff matrix of
this game.

In the matrix, P1 is the probability that the promotion section recognizes a
security incident, Sp is the post-measure expense incurred after the incident occurs,
M is the gain to the IT security promotion section obtained by promoting the security
measure, P2 is the probability that the employee recognizes the incident, Yd is the
loss of duties that the employee cannot perform due to time limitations and a decline
in the efficiency of carrying out the security measure, Y2 is the quantity of losses of
money an employee incurs when an incident occurs, Ca is the cost that an employee
expends when he or she carries out the security measure requested by the promotion
section, and V is the penalty that the promotion section gives the employee when the
incident occurs.

Moreover, x and y are defined as the difference between the payoff of “imple-
mentation” and the payoff of “non-implementation” when the IT security promotion
section selects “non-promotion” and “promotion”, respectively. {The strategy of the IT
security promotion section: the strategy of the employee} denotes the combination of
the strategy of the IT security promotion section and the strategy of the employee. G2

(The strategy of the IT security promotion section: the strategy of the employee)
denotes the payoff for the employee.

Table 1. Game between promotion section and employee. (Source: IPSJ Journal, vol. 52, no. 6,
p. 2024).

Employee

Implementation Non-implementation

Promotion section Promotion 0, −Yd −P1 Sp, −P2Y2
Non-promotion M, −Yd −Ca M −P1 Sp, −P2Y2 −P2V

Payoff of the promotion section appears as the first expression of each pair, payoff of the
employee as the second
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x and y are given as follows:

x ¼ G2ðnon-promotion: implementationÞ
� G2ðnon-promotion: non-implementationÞ

¼ �Yd þ P2Y2;

ð1Þ

y ¼ G2ðpromotion: implementationÞ
� G2ðpromotion: non - implementationÞ

¼ �Yd � Ca þ P2ðY2 þ VÞ;
ð2Þ

respectively.
From expressions (1) and (2),

y ¼ x� Ca þ P2V : ð3Þ

Based on the x and y values, five types of the game exist. Figure 1 shows x, y, and
the five games.

(1) Regular implementation game (x ≥ 0, y ≥ 0)

In this case, the Nash equilibrium and the Pareto optimum are {promotion:
implementation}. Regardless of the strategy of the promotion section, the dominant
strategy of the employee is “implementation”. With or without the promotion of the

Fig. 1. Five games between the IT security promotion section and the employee. (Source: IPSJ
Journal, vol. 53, no. 9, p. 2163).
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promotion section, the employee always carries out a security measure. This game is
therefore the most desirable state for implementing security measures.

(2) Promotion-implementation game (x < 0, y ≥ 0)

The Nash equilibrium and the Pareto optimum are {promotion: implementation}.
The dominant strategy of the employee is “implementation” when the strategy of the
promotion section is “promotion” and “non-implementation” when the strategy of the
promotion section is “non-promotion”. With the promotion of the promotion section,
the employee carries out a security measure. This game is therefore a desirable state for
implementing security measures.

(3) Promotion-non-implementation dilemma game (x ≥ 0, y < 0)

The Nash equilibrium is {promotion: non implementation}, and this combination
of the strategy is not the Pareto optimum. This game is in a dilemma state. The
dominant strategy of the employee is “implementation” when the strategy of the
promotion section is “non-promotion” and “non-implementation” when the strategy
of the promotion section is “promotion”. That is to say, the dominant strategy of
the employee is to always take the opposite action to the strategy of the promotion
section. This game is therefore the most undesirable state for implementing security
measures.

(4) Regular non-implementation dilemma game (−P2V ≤ x < 0, y < 0)

The Nash equilibrium is {promotion: non-implementation}, and it is not the Pareto
optimum. This game is in a dilemma state. All strategies except {promotion:
non-implementation} are the Pareto optimum. Regardless of the strategy of the pro-
motion section, the dominant strategy of the employee is “non-implementation”. With
or without the promotion of the promotion section, the employee does not ever carry
out a security measure. This game is therefore in an undesirable state for implementing
security measures.

(5) Regular non-implementation game (x < 0, x < −P2V, y < 0)

The Nash equilibrium is {promotion: non-implementation}. All strategies are the
Pareto optimums. Regardless of the strategy of the promotion section, the dominant
strategy of the employee is “non-implementation”. With or without the promotion
of the promotion section, the employee always does not carry out security measure.
This game is therefore in an undesirable state in which to implement security
measures.

3 Analysis of Actual IT Security Incident

3.1 Analysis Method

The model described in Sect. 2 was applied to an actual IT security incident. To enable
the same standard to be used in comparing and analyzing the model parameters, the
parameter values are considered in monetary terms.
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3.2 Actual IT Security Incident

The proposed model was applied to an actual IT security incident that happened with
a PC used by teachers at a school [5]. In this case, the PC was set so that its
password had to be changed every week by the manager of the system, who
belonged to the security promotion section. However, one of the teachers wrote down
the password, and stored it in his desk drawer because he was not able to remember
it. Some students found the password and, consequently, information stored in the PC
was leaked out. It was therefore necessary to re-examine the achievement test in
place. The teacher remembered the password at first, but when he forgot it, he asked
the IT security promotion section to cancel it and reissue a new password, which he
then wrote down and saved.

In this case, the security measure implemented by the promotion section was
“change the password every week”. That is to say, the strategy of the IT security
promotion section was “change the password every week” or “do not change the
password every week”. When the promotion section chooses the strategy “do not
change the password every week,” changing the password is left to the judgment of the
employee (in this example, a teacher).

When the promotion section chooses a strategy of “changing,” the system forces
the employee to change the password every week. The strategy of most employees is
therefore to either “remember the password (or do not write it down)” or “do not
remember the password (and write it down)”.

The payoff for an employee regarding security measures is examined as follows.

(1) The cost per time of the employee

According to a survey by the Ministry of Internal Affairs and Communications, the
(monthly basis) average salary of a high-school education job teacher is 430,111 yen
[9]. On the basis of this value, cost per time is calculated as the employee works for 20
days in a month for 8 h a day. The cost per time of the employee is 2,688 yen.

(2) The loss of duties of employee when carrying out the security measure

The time necessary for an employee to make a password and memorize it is
equivalent to Yd, that is, the loss of duties that the employee cannot perform owing to
time taken carrying out the security measure and to a decline in his or her efficiency. It
is thought that this work is completed in several minutes, including the work to make a
so-called “good password” and memorize it. In this case, that time is estimated to be
3 min. In terms of cost per time, this time is equivalent to 134.4 yen.

(3) The cost that an employee expends when carrying out the security measure

When the security promotion section chooses the strategy “change the password
every week,” it is necessary for the employee to make a new password and memorize it
51 times a year (in addition to setting the first password). For the employee, this work
for 51 times a year is given as cost Ca. From the cost per time, this work is calculated
as 6,854 yen in monetary terms.
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(4) The quantity of losses that employee incurs when an incident occurs

On the other hand, a security incident and a business loss occur with a certain
probability when a promotion section does not order a password change every week
and when the employee does not perform it. In this case, a leak really occurred, and the
achievement test was necessary. Therefore, trouble such as re-making, re-enforcement,
and re-marking the achievement test incurs loss Y2, that is, the quantity of losses an
employee incurs when an incident occurs. In this case, it is estimated that the quantity
of losses takes two days. From the cost per time, this is calculated as 43,008 yen.

(5) Penalty

In addition, when an employee takes a strategy to write down a password on paper,
even though that employee was instructed to change the password every week by the
promotion section, without obeying the instructions, the work involved is only writing
a random character string on paper; it hardly incurs a necessary cost at all. However, a
penalty is imposed on the employee when a security incident thereby occurs.

According to an investigation performed for a personnel manager of a private
enterprise, when an employee did not have malice, the most common penalty was a
reprimand (submit an apology) issued to the employee in question [6].

When an employee writes down a password on paper, and it becomes a case
security incident, it is therefore assumed that penalty V is to write a written apology
and apologize to the person concerned within half a day. From the cost per time, V is
calculated as 10,752 yen.

(6) The probability that the employee recognizes the incident

We considered a rate of the number of information leakages reported in an
investigation to be the probability of the incident that the employee recognized. This
investigation was carried out for 206 randomly selected elementary schools, junior high
schools, and high schools throughout the country [7]. A total of 99 answers to the
questionnaire were received (48 % of recoveries) from 105 schools. According to this,
the investigation revealed that eight schools had information leakage problems.
Because there were 105 schools, probability P2 (that an employee of the school rec-
ognizes the incident) is 7.62 %. Table 2 lists the values of the employee parameters for
this case.

Table 2. Employee parameters. (Source: IPSJ Journal, vol. 53, no. 9, p. 2165)

Parameter Value Unit

Yd 134.4 Yen The loss of duties that the employee cannot perform
Y2 43,008 Yen The quantity of losses an employee incurs when an incident

occurs
Ca 6,854 Yen The cost that an employee expends when he/she carries out

the security measure
V 10,752 Yen The penalty that the promotion section gives the employee

when the incident occurs
P2 7.62 % The probability that the employee recognizes the incident
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The x and y values are calculated from these parameter values. From an expression
(1) and an expression (3), the x and y values are calculated as 3142.8 and −2891.9.
Because x ≥ 0 and y < 0, the state of this actual IT security incident is “(3)
Promotion-non-implementation dilemma game” (Fig. 2).

In this incident, the teacher remembered the password at first but forgot it later. This
case shows that if the promotion section had not required a password change, the
teacher would probably have remembered it and not written it down. That is to say, it is
understood that a “(3) Promotion-non-implementation dilemma game” occurs in this
case. It was estimated that the employee considered probability P2 of a security incident
as from 0.31 % to 13 %.

Figure 3 shows a game position that was calculated by changing the value of P2
every 1 %. If the value becomes big, the game position moves towards the direction of
the “(1) Regular implementation game” domain.

Fig. 2. State of actual incident. (Source: IPSJ Journal, vol. 53, no. 9, p. 2165)

Fig. 3. Value of P2 and state of the incident. (Created based on: IPSJ Journal, vol. 53, no. 9, p. 2165)
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4 Examination on Improving IT Security Implementation
in an Organization

We examined a number of methods to improve security. We changed parameter values
where appropriate and analyzed game states by calculating the values of x and y at that
time.

4.1 Extending Password Change Period

In the actual IT security incident, the PC had been set so that the password had to be
changed by the system manager every week. We examined the measure of extending
the password change period to once a month.1 This means eleven changes (the first one
made in the second month) per year are necessary, and the corresponding cost (Ca)
incurred by the employee decreases to 1,478 yen. Table 3 lists the employee parameter
values obtained in implementing this measure.

The calculated x and y values are respectively 3142.8 and 2484.1. Figure 4 shows
the position of this game, which is a “(1) Regular implementation game”. Since the
original game state was a “(3) Promotion-non-implementation dilemma game”, this
means extending the password change period is a desirable security measure.

4.2 Increasing Penalty

The measure of increasing penalty V was investigated next. A representative penalty is
a salary reduction (that is, a disciplinary measure). Article 91 of the Japanese Labor
Standards Law stipulates that the amount of salary reduction must not exceed half the
average wage for a day. It also stipulates that the total sum of the amount of salary
reduction must not exceed one tenth of the total sum of wages in one wage-payment

Table 3. Employee parameter values (Ca is improved) (Source: IPSJ Journal, vol. 53, no. 9,
p. 2166).

parameter value 

Y d

C a

Y 2

V

P 2

1 Note that, theoretically, a change period of password should be decided on the basis of the decoding
time. This problem, however, is not addressed in this study.
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period [8]. In cost per time terms, this penalty comes to 21, 504 yen. Table 4 lists the
employee parameter values for this measure.

The calculated x and y values are respectively 3142.8 and −2072.6. This is a “(3)
Promotion-non-implementation dilemma game”. Figure 5 shows the game position,
which is improved over the original state. However, increasing penalty V has little
effect as a security measure because the game state remains a “(3) Promotion-
non-implementation dilemma game”.

Fig. 4. Decrease in Ca obtained by extending password change period. (Created based on: IPSJ
Journal, vol. 53, no. 9, p. 2166).

Table 4. Employee parameter values obtained by increasing penalty V. (Source: IPSJ Journal,
vol. 53, no. 9, p. 2167)

parameter value 

Y d

C a

Y 2

V

P 2
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4.3 Extending Password Change Period and Using Encryption Software

Encryption software can be used to reduce security damage even if a third party
illegally accesses PC files. We therefore investigated the measures of further extending
the password change period and applying encryption software to PC files. The pass-
word change period was changed to half a year and the Y2 value was reduced by
one-tenth by using encryption software. Table 5 lists the employee parameter values
obtained in implementing these measures.

The calculated x and y values are respectively 193.3 and 878.6. Figure 6 shows the
position of this game, which is a “(1) Regular implementation game”. Furthermore, the
“(3) Promotion-non-implementation dilemma game” state, which was the original state

Fig. 5. Change in game state obtained by increasing penalty V. (Created based on: IPSJ Journal,
vol. 53, no. 9, p. 2167).

Table 5. Employeee parameter values obtained by using encryption software and extending
password change period. (Source: IPSJ Journal, vol. 53, no. 9, p. 2168)

parameter value 

Y d

C a

Y 2

V

P 2
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and existed in implementing the aforementioned other measures, does not exist in
implementing this measure. Therefore, extending the password change period and
applying encryption software are very desirable as IT security measures.

5 Order of Security Measures

Using the game-theory-based model, we examined the order of several security
measures.

5.1 Changing Organization State by Changing Parameters

We examined the case in which the state of the organization is at point P in Fig. 7.
From expressions (1)–(3), the state changes as follows when each parameter

increases.

(a) Increase Yd. The state moves in the direction of arrow A to point Q.
(b) Increase P2. The state moves in the direction of arrow B to point R.

Fig. 6. Change in game state obtained by using encryption software and extending password
change period. (Created based on: IPSJ Journal, vol. 53, no. 9, p. 2168).

x

y

O

B

D

A
C

Q S

P

R

T

y=x-Ca+P2V

Fig. 7. Increase in parameters and change of state
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(c) Increase y2. The state moves in the direction of arrow B to point R.
(d) Increase Ca. The state moves along the Y-axis in the direction of arrow C to
point S.
(e) Increase V. The state moves along the Y-axis in the direction of arrow D to
point T.

5.2 Promotion Order of Two Security Measures

Here we assume that there are two security measures, 1 and 2. Measure 1 is effective in
reducing the value of Yd and measure 2 is effective in reducing the value of Ca. As
shown in Fig. 8, we assume that the organization is at point P in “(4) Regular
non-implementation dilemma game”.

Let us examine the order of promoting these two security measures.

(a) Measure 1 is promoted first

Because measure 1 makes the value of Yd small, the state moves from point P to
point Q in the direction of arrow A. Since point Q is in “(3)
Promotion-non-implementation dilemma game,” this state is undesirable.

(b) Measure 2 is promoted first

Because measure 2 makes the value of Ca small, the state moves from point P to
point R in the direction of arrow B. Since point R is in “(2) Promotion-implementation
game,” this state is desirable.

Fig. 8. Order of promoting two security measures
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The state moves from point R to point S along the direction of arrow C if we
promote security measure 1 in this state. Since point S is in “(1) Regular implemen-
tation game,” this state is most desirable.

Thus, even when the same combination of security measures is applied, the result
becomes undesirable or desirable depending on the order in which they are promoted.
In other words, our model makes it possible to determine the appropriate order of
promoting security measures.

6 Summary

We applied the IT security implementation model of an organization to an actual
security incident, calculated the model parameters, and clarified in which state of the
model the incident is. We also used the model to examine the effects obtained in
implementing a number of security measures by using this model. The results clarified
the security measures that were the most effective.

We conclude from the results that this model has the potential to be a useful means
for promoting security measures in an organization.

7 Limitations and Future Work

In this study, we made a number of assumptions when we calculated the model
parameters. In future, it will be necessary to determine more accurate model parameters
by giving questionnaires to general employees and performing several types of
experiments.
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Abstract. Information Systems are composed in four main portions, people,
information, appliance and facilities. These four portions are called information
assets. Information security protects information assets and keeps safe them
from the view point of Confidentiality, Integrity and Availability (CIA).

Recently, cyber-attacks to people in specific organizations are called
advanced persistent threat (APT) or targeted attacks. APT attacks are
attacks using psychological and behavioral science weakness of people,
are not technical attacks.

Kevin Mitnick, the most competent and the most famous attacker for
people says “Security is not a technology problem. It is a human and
management problems” in his book.

By using the knowledge of psychology, behavioral science and
criminology, the attackers attack people, and achieve the purposes.
Targets of the attacks are not only the direct objects that are theft or
destruction of information, but also the indirect objects that obtain the
information necessary to achieve the goal.

Sun Tzu, a Chinese military general, strategist and philosopher said
“If you know your enemies and know yourself, you can win a hundred
battles without a single loss”.

Attackers and victims are classified into people, appliance (hardware
and software) and hybrid (people and appliance).

The methods of attackers for each attack and cases of attacks are
classified in this paper.

Some organizations are beginning to use the elements of games and
competitions to motivate employees, and customers. This is known as
gamification which is the application of game elements and digital game
design techniques to non-game problems, such as business and social
impact challenges.

Gamification is very useful for awareness training of information
security, I believe.
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This paper attempts to classify and systematize attackers, victims and
the methods of attacks, as by psychology, behavioral science, criminal
psychology, and cognitive psychology I have proposed some ideas for
education, training and awareness for information security using the
findings of psychology and behavioral science.

Keywords: Information security psychology � Social engineering � Deception

1 Introduction

Information security psychology is to research the information security from the human
aspects or psychology.

Information security is to protect information and information systems from
unauthorized access, use, disclosure, disruption, modification, or destruction in order to
provide confidentiality, integrity and availability.

The attacker is to attack victims by using the findings of psychology, behavioral
science and criminology. The objective of attack is to be a theft or destruction of
information assets, and to obtain information to achieve the final goal.

Defenders acquire the knowledge that the attackers use, and must think about the
defense systems. By performing the education and training, etc. for the user of the
information assets, it is necessary to consider measures to protect the information assets
from the attacker. By using the knowledge of psychology, behavioral science, and
criminology, effective education and training are performed.

In education and training, we have two areas:

– One is that the course contents include knowledge of psychology, behavioral sci-
ence and criminology.

– The other one is that the design of education and training include psychological
concepts, especially regarding motivation, behavior, and personality.

2 Information Assets

2.1 Definition of Information Assets

The following are definition of the information assets which are classified with the four
groups [1].

• People are those who are vital to the expected operation and performance of the
service. People may be internal or external to the organization.

• Information is any information or data, on any media including paper or electronic
form.

• Technology describes any technology component or asset that supports or auto-
mates a service and facilitates its ability to accomplish its mission. Some technology
are specific to a service (such as an application system) and others are shared by the
organization (such as the enterprise-wide network infrastructure).
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• Facilities are the places where services are executed and can be owned and con-
trolled by the organization or by external business partners. In general, any of the
information assets are targeted attackers and many of the cyber-attacks use the
findings of psychology and behavioral science as well as the technical knowledge.

2.2 Attacks of Deception Against Information Assets

In general, any of the information assets are targeted attackers and many of the
cyber-attacks use the findings of psychology and behavioral science as well as the
technical knowledge.

The following are the psychological and behavioral scientific attacks for each
group.

• People: Attacker makes a call by pretending to be someone else and gets the
necessary information.

• Information: One example is a targeted attack which has been aimed at a specific
user, company or organization using e-mail of attached file or embedded url.

• Technology: A SYN flood attack is intended to deceive the three-way handshake of
TCP, that is, this attack works by not responding to the server with the expected
ACK code.

• Facilities: Attacker enters premises by pretending to people of a delivery company
or an electrical work company, and often looks for information discarded by a
company employees.

3 Basic Model of the Deception

From time immemorial, human beings have been deceived others. Recently, some
people begin to deceive new field, computer systems. Directly, some people deceive
other people related to the computer systems instead of deceiving the computer
systems.

In the information security, we call this social engineering.

1. Definition of Social Engineering

Some definitions for social engineering are as follow;

• Social engineering refers to psychological manipulation of people into performing
actions or divulging confidential information. A type of confidence trick for the
purpose of information gathering, fraud, or system access, it differs from a tradi-
tional “con” in that it is often one of many steps in a more complex fraud scheme
[2].

• Social engineering is the act of manipulating a person to take an action that may or
may not be in the “target” best interest. This may include obtaining information,
gaining access, or getting the target to take certain action [3].

98 K. Uchida



I would like to take a further more wide definition, that is, social engineering or the
art of the deception is the act of manipulating person and/or things to take an action that
may or may not be in the target best interest.

2. Basic model of deception

Figure 1 shows the relationship between attacker and victim. Attacker and victim
are classified three group, People, Technology, and People and technology.

Each group of attackers deceives each group of victims by social engineering
techniques

(1) “People” attacks “People”
This is mainstream part in social engineering. There are phone call with victim,
URL embedded e-mail, and targeted email attack induced by message exchange.

(2) “People” attacks “People and Technology”
Shoulder hacking and site intrusion are famous in this attack.

(3) “People’” attacks “Technology”
Biometrics system authenticates the fake biometric, such as fingerprint.

(4) “People and technology” attacks “People”
Vishing (Voice phishing) uses telephone system for automatic call and attacker’s
voice.

(5) “People and technology” attacks “People”
Nothing special.

(6) “People and technology” attacks “People and technology”
The e-mail attached with malware is this area.

(7) “Technology” attacks “People”
Caller ID spoofing is the practice of causing the telephone network to indicate to
the receiver of a call that the originator of the call is a station other than the true
originating station.

(8) “Technology” attacks “People and technology”

Fig. 1. Basic model of deception
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Malware is malicious code that includes viruses, worms, and Trojan horses.
(9) “Technology” attacks “Technology”

• SYN Flooding deceives TCP connections that are designed to perform the 3-way
handshake with the server and the client.

• Mac spoofing is a technique for changing a factory-assigned Media Access Control
(MAC) address of a network interface on a networked device.

4 Some Cases for Social Engineering

Some cases for the art of deception are as follow.

(1) Oct. 1981, “Fake phone call” at Japanese Local
bank1The attacker was a phone call “I am a member of COMCEN (the local bank
jargon, “computer center”) so please make fund transfer 35 million yen to the
account of S branch for computer test.” The manager in Savings account
department believed the phone call from the data center, and made fund transfer.
After the fund transfer, a female accomplice withdrew 30 million yen from the
account in S branch.

(2) Dec. 1987, Forged sender address (Mail spoofing) CHRISTMAS.exe worm
A user would receive an e-mail Christmas card that included executable code. If
executed the program claimed to draw a Xmas tree on the display. It also sent a
copy to everyone on the user’s address lists.

(3) Nov. 2011, “DARPA Shredder challenge” for Dumpster diving [4]
Dumpster diving is the most exciting thing for attackers, they can find a lot of
valuables, CD-ROM, USB memory, and user manual, etc., in dumpsters.
Straight cut of documents by a shredder was restored by Iranian students about 35
years ago. Cross cut documents by recent shredder was also restored at DARPA’s
Shredder challenge in Dec. 2011.

(4) Shoulder hacking
From some results of the simple experimental, shoulder hacking is very difficult
without the recording of the video or photo.
Therefore, you can see ATM skimming instead of shoulder hacking. ATM
skimming is when someone illegally copies your account details from the mag-
netic strip on your credit or debit card when you use an ATM. Card skimming can
also happen when you use ATM.2.

(5) Pretexting
At the request of a private detective hired by the stalker, the executive of a
research company who pretended to be the housewife husband, telephoned some
city hall in Japan on the day before the murder occurred and got the information of
the housewife.
In leakage of personal information from the city hall, the stalker killed a house-
wife, and also killed himself [5].

(6) Microexpressions
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A microexpression is a brief, involuntary facial expression shown on the face of
humans.
They express the six universal emotions: disgust, anger, fear, sadness, happiness,
and surprise. They are very brief in duration, lasting only 1/25 to 1/15 of a second.
A social engineer understands the true feelings from microexpression of the
victim.
Example of microexpression, I know only in the movie series, “Lie to me”.

5 Psychological Findings Used in Social Engineering

It most important response to social engineering is to understand how social engineers
to use what kind of psychological findings.

5.1 Six Weapons of Influence

Cialdini has been written compliance techniques into six categories based on psy-
chological findings that direct human behavior [6].

(1) Reciprocation recognizes that people feel indebted to those who do something for
them or give them a gift.

(2) Commitment and Consistency
(a) Low-ball technique is a technique used in sales and other styles of persuasion

to offer products or services at a bargain price in order to first attract a buyer,
but then adds on additional expenses to make the purchase less of a bargain
than originally thought.

(b) Door-in-the-face technique is to make a costly large first request that the
recipient will probably refuse, and then is to make less costly and more
realistic request.

(c) Foot-in-the-door technique is the tendency for people to comply with some
large request after first agreeing to a small request.

(3) Social Proof: When people are uncertain about a course of action, they tend to
look to those around them to guide their decisions and actions.

(4) Liking: People prefer to say ‘yes’ to people who are attractive, similar to them-
selves, or who give them compliments.

(5) Authority: People want to follow the lead of real experts.
(6) Scarcity: The more rare and uncommon a thing, the more people want it.

5.2 Elicitation

The following is the definition of elicitation by FBI [7]

Elicitation is a technique used to discreetly gather information.
Elicitation is to extract information from people without giving them the feeling they are being
interrogated.
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A trained elicitor understands certain human or cultural predispositions and uses techniques to
exploit those.

An elicitor is an excellent communicator.
Mentioned before at 4.(5) pretexting, the executive of a research company was

good elicitor.

5.3 Environmental Criminology

A criminal is a normal ordinary people who is a weak presence in the temptation of
crime opportunity. Many people have weak characteristic that would not resist temp-
tation and suffering.

6 Education and Training

6.1 Education, Training, and Awareness

(1) Against Pretexting
As personal information leakage countermeasures, we hold an awareness training
as follow.
As actually an example that occurred, an awareness training introduces a tele-
phone deception technique by the attacker, and the characteristics of the victims.
From the introduced contents, at the awareness training, we discuss what the
victims should be done in this situation with taking into account the characteristics
of the attacker and the victims.
An example of characteristics of an attacker and a victim are as follow;

• Attacker
– Posting as a housewife husband or a fellow employee
– Using insider lingo and terminology to gain trust
– Refuse to give call back number, and ask to call mobile phone number
– Stress urgency

• Victims
– believe kindness and politeness are good for his or her customers
– tend to trust others
– do not want to involve with the problem
– become a feeling that perpetrators want going well.

(2) Training a targeted attack
A targeted attack is designed to test employees’ level of user awareness or their
detection and response capabilities.
First step: from the address of address spoofing, the email that attached a file is
sent to employees. After the mail was sent, we count the number of employees
who opened the attached file, and calculate the percentage of employees who
opened it.
Second step: from the address of address spoofing, email of the embedded URL is
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sent to employees. After the mail was sent, we count the number of employees
who clicked the URL, and calculate the percentage of employees who clicked it.

6.2 Gamification

Werbach says that;

Gamification is the use of game elements and game design techniques in non-game contexts [8].
Gamification is about learning, learning from game design but also learning from fields like
psychology and management and marketing and economics.
It’s a way in to understand things about motivation.

The best usage of gamification is security awareness training, so we are planning to
the information security contents for business area.

7 Conclusion

As Sun Tzu said “If you know your enemies and know yourself, you can win a hundred
battles without a single loss”, basically, learning techniques of attackers is to be the best
protection of social engineering.

In addition, Gamification become an effective tools to education, training, and
awareness to improve the security level of the user.

Attack defense methods and education and training, properly I do well-known
classification.

In addition, there is a need to crime characteristics of the crime, etc. both research
from the side of criminal psychology deepen.

In this research, it is not able to sufficiently classification deceptive, if it is possible
to consider dealing appropriate classification of new attacks method utilizing psy-
chological or behavioral science, and lead to the establishment of information security
Psychology
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Abstract. Pace of life is getting faster today, and it even affects the quality of
people’s life. Time is so important to human while it also troubles us a lot.
Sometimes time seems so valuable that we take everything to earn more sec-
onds. However, during a vacation, we ignore the passing of time. We are willing
to consider what kind of pace of life can bring us more happiness. Time sense
becomes an important experience in our daily life. This research is trying to
improve our time experiences of interaction with interface design. As we know,
people without specialized training cannot count time precisely without a clock,
while they surely have an individual habit of perceiving time. Psychology of
time is a psychology about human’s time perception. Therefore, the research is a
cross-over study of interaction and time psychology in terms of knowing how
design can improve people’s time experiences.

This study takes some time psychology theories as a foundation to know
about the principles of human’s perception of time. With the purpose of ele-
vating the time experiences of people, three aspects are considered having
effects on it: signal stimulus, time information processing and personal psy-
chological condition.

Signal stimulus—human’s perception of time always depends on some time
signals, which are necessary materials of the brain processing. They could be
numbers, visual dimensions, colors, temperatures, sound volumes, frequency of
motion and so on.

Time information processing: several time processing models and calcula-
tive strategies of the time duration explain basic rules of processing time
information in a human brain.

Personal psychological conditions: different time perceptions can trigger
different emotions. And people in different moods can have different feelings
about the same time interval.

In the study, the author summarized four possibilities to bring people better
time experiences.

Following that, some assumptions in accordance with the research were
made. Based on these assumptions, several experimental products, which are
calendar design and traffic lights design, are designed. Finally, some experi-
ments were conducted to test if the new designs can indeed create better time
experiences. And one of the experiments would be reported in this article.
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1 Program Illustration

1.1 Study Context

People have their own feelings about time. Philosopher Guyan (1980) said time was
just a systematic disposition, a mental representation organization of the description on
the variation in universe [1]. People can feel the temporal moments and the duration of
time. Beyond doubt, those estimations are usually not accurate, and they deviate from
the clock time more or less. Moreover, those illusions also cause emotional reactions to
the duration of an event. For example, a person, who is blow-drying hair in 1 min,
usually has a better mood than the one who is waiting at a red traffic light in 1 min. The
former person is relaxed and the 1 min goes without an attention. By contrast, the other
one is eager to cross a street so that the 1 min is suffering. Seizing seconds and killing
time are very contradictory while common in our daily lives as well. We can be
affected by the positive and the negative aspects of time. In brief, time perception has
significant influences on our experiences in life.

1.2 Research Objectives

Emotions make our experiences colorful. Products with both functions and emotions
complete our lives better [2]. With the pace of life is speeding up, people have a more
critical requirement of life quality. Time experiences become an important part of our
happiness. As Steve Taylor said in Making Time, human’s perception of time was
variable and he proposed an idea of controlling the time perception. Thereby, according
to the study and references, there are four possibilities for designers to improve the
interaction of time experiences:

• To release the anxiety of waiting.

Anxiety of waiting is the most common human feeling of time. During a waiting
process we cannot decide the end time and we hope time passes faster, especially when
we are in a bad mood, time seems pass slower. This research needs to find several ways
to release the anxiety.

– To improve people’s efficiency of reaction.

Time has several subjective attributes. Because of the attributes, people particularly
for those who have procrastination, usually cannot notice the time fleeing and have a
low utilization of time. Nevertheless, they could use time better if they are reminded.

– To help people to recreate.

In the world, especially in China, a job occupies most of a person’s life and many
people are in sub-health status. Timekeeping devices can help people to catch every
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second while also make them forget to have a necessary rest. Helping people to recreate
and release pressure is an important responsibility of this research.

– To eliminate or correct people’s time cognition bias in order to avoid misoperation.

Some timekeeping devices deliver unreasonable time information leading to a
wrong action by users. To find those mistakes and correct them will eliminate people’s
misoperations.

Time perception has already been found having effects on interaction experience.
Some designs, such as the countdown of advertisement during shows, the appealing
loading bars and so on, have already involved people’s time experiences. These ideas
improved the time experiences by reducing the anxiety of waiting. But we do not know
if there will be better ideas and if the time perception be controlled as required. The
research objective is to improve the time perception in a product-human interaction
with the cross-over study of time psychology and design. Interaction design is a new
field of design, and it changes the relationship of human and products from “use” to
“interact”. It starts to focus on the interaction of both sides (human and products).
Inevitably, human-centered and user-friendly criterions become significant to product
design. In order to understand the deeper and more complex human behaviors,
designers have to find helps form other subjects. This research is based on the inter-
active design and the time psychology. Using design methodologies to apply the time
psychology theories in cases, designers can understand the users’ specific time sense
and design products well, so that to create better time experiences in interaction. On the
other hand, as a big branch of psychology, the time psychology has lots of achieve-
ments while many of them still stay in theory. Blending with design, the time psy-
chology theories can be transferred into products and it can improve the interaction
experience.

2 Psychological Mechanism of Time Experience

2.1 Generation and Operation of Time Perception

Time psychology is a science studying of the reaction of an individual brain to the
duration and the succession of time [3]. In terms of the time psychology, it has three
attributes: succession, duration and focus of events. Temporal duration means the
length of time between two successive events. Human can estimate the temporal
duration. Temporal duration is more comprehensive than the succession and the focus
of event. Duration estimation is a very common behavior in time perception study [4].
The perception of time succession is very important to interaction experience.

Tools for Measuring Time: Physical Time and Human Internal Clock. The reason
of human even animals can have the time perception and estimation is the inter-reaction
between the physical time and the human internal clock.

– Physical time covers artificial timekeeping devices: clock, calendar, as well as
inartificial ones: sun rise and down, lunar cycle, day-night cycle, season changing
etc.
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– Inner clock: the biological model of time perception explains human body has an
internal clock, which is consist of rhythmic physiological activities and mental
activities inside of the body, like hart beating, breath, digestion and memory rep-
resentation lapse. Even certain status of nervous system can be temporal signals.
All of these are the premise of organism and the basic time perception [5].

Processing of Temporal Duration Information. Several mental models have been
developed to explain how human process temporal stimulation and they mainly reveal
the types of the temporal duration estimations. The most famous ones are storage size
model (SS model), processing-time model (PT model), change/segmentation model
(CS model) and range-synthetic model [6]. Each of them is trying to explain time
perception behaviors. In PT model, there is a cognitive timer in human brain being
responsible for processing the non-time information. And there is also a stimulation
processor for the stimulation of the event. As human’s attention resource in brain is
limited, putting more attention resources on the cognitive timer inevitably will lead to
less resources put on the stimulation processor, and a longer temporal duration will be
perceived vice versa.(vroon,1970; hicks 1977, burnsides, 1971, zakay 1983 macar).
This model explains that when we are doing nothing but waiting, time passes very
slowly to us. But when we are playing cell phones or reading a funny book, the
temporal duration can be shortened obviously. The range-synthetic model advocates
different duration length, days-weeks-months-years, involves the particular cognitive
strategies and different representations (Huang Xi ting, Xu Guang guo 1999).

Estimation Strategy of Temporal Duration. Temporal duration estimation strategy
means people can infer the duration of an event according to the processing speed and
content of it. And even if the processing speed is changed, people still can speculate the
rest progresses and judge the ending time based on the present speed [7].

Hecht said people could estimate the rest of time with arithmetic and operational
perception. This strategy explains the principles of people inferring the future temporal
duration. Stephken K. Reed and Bob Hoffman proposed 4 advanced strategies for the
temporal estimation [8].

Influential Variables in the Estimation Strategy of Temporal Duration. If the
environmental variables and the individual variables are changed in an event, people’s
estimation strategy will be changed accordingly as well as the estimation. Usually, the
individual variables are difficult to control. But we can put more concentrations on the
environmental variables which can be easily perceived and designed. The environ-
mental variables can be into many forms: numbers, shapes [9], frequencies of act,
colors, and so on. E.g., the size of digits is in the direct proportion to the length of the
estimation of temporal duration.

Comparing to the values of number, people all tend to compare the temporal
durations by the scales of number. As the Fig. 1 shows, although the value of 3 in left is
equal to the right one, the right one is considered having a longer duration [10].

Summary. In this research, the time psychology theories mainly are estimation models
and strategies of temporal duration. According to the PT model, designers can simply
set some attractions for users in waiting process to reduce their anxiety. It is a very
simple and effective method. The estimation strategy is the main method for an event
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temporal prediction. By controlling the environmental variables, it can impact people’s
estimation strategy and then change the time perception.

2.2 The Interacting of Time Perception and Emotion

Time experience is complicated. It is not only depends on time perception, but also the
users’ psychological conditions. Comparing to the time perception, people’s initial
psychological conditions are fickle factors, which can affect people’s time perception
while also be affected by time perception [11]. Thereby, the time experience
improvements in interaction can be achieved with the user’s time perception and the
psychological condition.

1. Impacts of psychological conditions on the temporal perceptions

– Anticipation [12]

Generally, people’s anticipate is opposite to the temporal actual changes. In other
words, when you are wishing the events to go faster, time seems to get slower. What is
more; the harder your wish is, the slower time is.

– Psychological conditions

Generally, the positive emotions will make time pass faster while the negative
emotions make it slower.

– Attentions

Highly concentrated attentions can shorten and lengthen the estimated durations.

2.3 Impacts of Time Perception on Emotions

Emotions can affect people’s time perception. Moreover, the time perception can affect
the emotions vice versa. And that is the key of this research. The emotions are a big

Fig. 1. Two ‘3’ with different scales
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part of the interaction experience. The time perception can have effects on emotions
because time has several subjective attributes in human brain [4].

• Time has variations—time senses of human are different in one day. Time could be
flash or very slow.

• Irreversible and loose—time can be irreversible and free that is very appreciable to
people having different careers.

• Fragility of time—helps people to be punctual.
• Invariability—time stays in one pace to people leading to inefficiency.

These subjective attributes are the connections between the emotions and the time
perception, as well as the premise of the time experiences. They can affect people’s
emotions and cause the experiences changed during an interaction procedure. The time
sense and the user’s emotional status are the evaluation criteria for the time experiences.

3 Product Carriers

Not all human-product interactions need the time experience design. Products directly
correlating to time sense decides this interaction to have a requirement of a time
experience design. Basically, they contain two types as below.

3.1 Timekeeping Devices

As the timekeeping devices, clocks and timers are directly associated with time
experiences, e.g., watches, clocks, timers, calendars, sundials, sand timers as Fig. 2
indicates. This category shows the objective time is trusted by people. When people’s
time estimations have bias with the indication of a timekeeping device, they adjust their
inner clock. The objectivity of time information is essential to those kinds of devices so
that they are avoided delivering the false time information.

3.2 Indirectly Time Indicators

Loading bars, traffic lights, display panels of elevators are the devices delivering the
developing progresses which are the indirect time information. These kinds of products

Fig. 2. Timekeeping devices
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as Fig. 3 presents, cannot offer the accurate time information even their designs are
more flexible comparing to the clocks. There are more capacities and potentials pro-
vided to the designers.

4 Experimental Research

The experiments were based on two product designs and they will be described in this
paper. The experimentations of traffic lights will be demonstrated as well. It is helpful
in understanding how to explore more opportunities and methodologies for the designs
of the time experience improvements.

4.1 Red Traffic Light Experiments

Research Context. There are many people running red traffic lights because of the loss
of patience. Actually, the duration of a red traffic light is two minutes maximum. The
two minutes procedure is very short comparing to other activities. But people run the
red light for skipping over the short waiting. This behavior is not only because of the
anxiety of the pedestrians, but also the red light form which is not good enough for
people with a good patience. So this experiment focus on the red light designs to
improve the interaction experiences.

There is one thing need to be noticed, the red light interaction is very complex. As
well the light forms, the pedestrians’ individual variables are also varying a lot. The
research and experiments cannot cover all variables as only the ones very closed to the
time perception will be studied. In saying so, the general practicability of traffic lights
cannot be the test criteria of the experiments.

The constrained temporal duration of the red lights cannot be shortened. So the
only way to improve experiences is to decrease the anxiety and enhance the degree of
pleasure. There are three methods to enhance the pleasure degree. The first one is to
shorten the temporal duration of pedestrians. The second method is to distract atten-
tions from the time signals. The last one is to lower their expectations. The distraction
is the easiest and most common method. For example, enjoying with a cell phone when
people are waiting is a very useful way of distracting them. It takes up lots of attention
resources and the pedestrians can feel little of temporal duration. But as this method is
not a design of traffic lights, there will be no further discussion in this article. Lowering
the expectations is also hardly achieved by the traffic light designs. To shorten the

Fig. 3. Indirectly time indicators
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temporal duration estimations is a method to be pleased to use the interaction between
time signals and pedestrians.

Objectives. According to the reaction of the participants to different temporal signals,
the experiments can find how and why the samples affect the time perception.

Research Methods.

– Participants: 10 males and 10 females with ages between 23 and 28 from Tsinghua
University. All of them are Chinese and have no experience with a similar exper-
iment before.

– Materials: A laptop with flash animations. The flash content 6 red light designs
which are illustrated in Fig. 4. The interfaces of the samples are designed as fading
lattices and each sample’s combinations of shape and speed appear once in one
time. All durations of the samples are 30 s.

– Experiment design: the experiment is a 2*3 within-subjects design. The indepen-
dent variables are presenting as the A-shapes and the B-fading speeds. The
dependent variables are the temporal estimation durations and the pleasure degrees
of users. The shapes have 2 conditions: The A1-rectangle and the A2-reverse tra-
pezium. The speeds have 3 conditions: the B1-constant speed, the B2-acceleration
and the B3- deceleration.

Procedures.

– Experiments take oral reports and comparative methods. Each of 20 participants
randomly accepts 6 sample tests for 10 times.

– Without the use of any timekeeping devices, participants need to watch the ani-
mations and they are required to estimate the temporal duration of each sample.
Then they write down an estimated number of different durations and give a score
(the maximum number is 10) of the pleasure degrees about each sample. The
participants must mentally simulate they are waiting at the red lights.

– Conducting the experiment when the participants are free and calm. During the
tests, the participants cannot talk, move, count in their head, while have to focus on
the animations. That is to unify the psychological contexts or control manipulated
variables.

Fig. 4. Red traffic light samples
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Hypotheses.

– Different combinations of various shapes and speeds cause people’s different time
perceptions and interactive experiences.

– Affecting temporal duration estimation strategy can influence the temporal
estimations.

– The lengths of the temporal estimation durations and the experience qualities are in
positive correlation. It means the shorter estimation durations cause better emotions
than the longer estimated durations.

Result. All data were submitted to SPSS 15.0 for analysis.

– Estimated durations.

The means of the estimated duration in different conditions are shown in Fig. 5. The
results of the two-way repeated measure analysis of variance show there are no sig-
nificant shapes & speeds interaction, F (2, 38) = 1.117, p > .05. However, it reveals the
significant main effects of shapes, F (1, 19) = 7.214, p < .05, and the speeds, F (2, 38)
= 2.978, p < .05, indicates that the estimated durations are indeed influenced by the
shapes and the speeds. Post hoc analysis demonstrates that the participants in the A2
condition presenting a significantly longer duration as compared to A1 condition (23.2
vs 22.4, p < .05), and it has a similar situation in B1 condition as compared to the B2
condition (23.3 vs 22.2, p < .05).

– Degrees of pleasure

Degrees of pleasure in different conditions are shown in Fig. 6, and the same
process of the two-way repeated measures analysis of variance is performed. In the
same way, the results demonstrate there are no significant shapes & speeds interactions,
p > .05 and both the main effects of the shapes and the speeds are significant. Post hoc
analysis shows that the participants in A2 condition has a significantly positive
experience compared to the A1 condition (7.21 vs 6.78, p < .05), and significantly,
more positive experiences are presented in B2 condition compared to the B3 condition
(7.32 vs 6.31, p < .05).

Fig. 5. The means of estimated duration in different conditions
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Discussion.

– Different shapes can affect the estimated durations and the pleasure degrees during
the interactions. In details, the duration of shape A1 (rectangle) is longer than shape
A2 (Inverted trapezoidal); while the pleasure degree is lower than shape A2.

– Different speeds also cause distinct changes of the durations and the pleasure. The
speed B2 (acceleration) catches a longer estimated duration a higher degree than the
speed B3 (deceleration).

– The effects of Variable A on the duration and the pleasure degree cannot be
influenced by variable B.

Conclusion. Synthesizing the experiment data and the interviews, we found the sample
A2B2 brought the shortest estimated duration and the highest pleasure degree. A2B2
was so popular because its tapering shape and accelerated diminishing catered to most
of the participants’ expectation—crossing the road as soon as possible. The rectangle,
the constant speeds and the deceleration did not meet the expectation. Both visual
dimensions of time signals showed in a diminishing change and an accelerated
development would reduce the estimating temporal durations and delight the moods.
We also found that the participants had different reactions to one sample in different
sections. It is because they have both prospective and retrospective estimations in one
sample. But this experiment did not make a further study about that.

4.2 Brief Instruction of Calendar Experiment

This experiment is based on a calendar design. According to the research and the
range-synthetic model, dividing years into weeks is more acceptable than into months
to people having a job. Because one week is a work cycle while one month is only a
regular calendar unit. As we know, many people enjoy the relaxation in weekend and
hate the tension in workdays. And their expectations and moods are changing during
one week. This experiment has 16 samples of a calendar showed in Fig. 7. The
experiment is a 4*4 within-subjects design. The independent variables are font sizes
and paper areas of per day. The dependent variables are participants’ pleasure degrees

Fig. 6. The means of pleasure degrees in different conditions
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of different sections in per week. Each of samples has different combinations of the font
sizes and areas. This experiment assumes different combinations have different effects
to the users’ time perception. The experiment report will not be displayed here.

5 Conclusion

This research used psychological theories and design methods. It is a new angle for
time psychology study and design study. In one product, to improve the time experi-
ences is very complicated and difficult. A psychological theory is only a basic premise
and there is a long way of context study, sample design and experiment to go. This
research’s intention is not to forward the psychology theories but to test the theories in
the practical cases and find practicable solutions. The four main steps of the time
experiences design are problem finding, psychological defining, samples design and
experiments. Besides, being different to the psychological research, the qualitative data
collection takes a great part in this research. At last, this cross-over study of time
psychology and design is far from the end, and it has a great potential.
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Abstract. In this paper we’re presenting the formalization of a set of guidelines
to support interaction designers in their activities during the processes to design
applications. We are using these guidelines in the construction phase of the
design process and these strategies are being applied to support the interaction
design of user’s workflow, integrating professional, personal and social con-
texts. These strategies were used in a hospital for treatment of chronic mental
illness in Brazil. During this study we observed healthcare professionals in their
daily activities and with these data we developed information and communi-
cation solutions to bring new technologies into their day-by-day activities, in the
way not to interrupt their routines. After some data collection and analysis we
evaluated the results of our research. These analyses helped us to understand
some weak points in the design process that do not simplify the integration of
the different contexts in which users are naturally inserted. Thus, we proposed a
set of guidelines to an interaction design process with the objective of sup-
porting interaction designers in their work of developing natural solutions,
integrating the different contexts of the users. Also, with the integration of
contexts, we promote the extending of user’s abilities.

Keywords: Design process � User interface � Interaction design � Non ICT user

1 Introduction

It is a difficult task to monitor the evolution and the advances of concepts, methods
and applications related to information and communication technologies (ICT), which
are always changing or improving. Such transformations are mainly related with user
interaction with computer applications, and according to [14], the professionals who
work with interaction design need continuous updating models and design approa-
ches, especially for applications that uses new interactions technologies, such as
technologies for gestures, touches, sounds, movements and others. So, the techno-
logical resources for social interaction, resources for communication and exchange

© Springer International Publishing Switzerland 2015
M. Kurosu (Ed.): Human-Computer Interaction, Part I, HCII 2015, LNCS 9169, pp. 119–131, 2015.
DOI: 10.1007/978-3-319-20901-2_11



of information should be connecting seamlessly with the non-technical traditional
forms [14]. In [12], the authors point out that given the technological developments it
is not possible to have models of complete and stable design, because everything is
in a transitional stage and that, from time to time, the models need to be adapted and
created for the new reality. According to [17], this new reality needs to focus some
efforts in solutions that take into account the human ability - good tools addresses
human needs as they extend their abilities - is the transformation of what can be
made for what you want to do.

The paper is organized as follow: Contextualization is presented in Sect. 2.
Section 3 presents the observations and analysis of experiments related with the
interaction design process used in healthcare environments. The guidelines and
discussion are showed at Sect. 4. Section 5 presents the conclusions.

2 Contextualization

To create good interaction designs, those that allow to access characteristics and
functionalities in a pleasant way [11], and to allow the adoption and appropriation
process of a new technology be effective and can extend the users abilities, it is
important to consider the appropriation process of technological innovation. Appro-
priation is the term used by [3, 4, 6] in situations where the user creates new uses for
technology solutions, thereby creating new requirements that must be considered by
designers. During the appropriating process, users perceive more clearly their abilities,
the best way to interact with technology solutions, how to adapt them to new uses and
contexts and how the users performs that in a better way.

Systems with natural interaction that support the professional’s work within the
dynamics of this professional, to facilitate their activities of communication and
interaction with their colleagues and with the environment, leads the professional to
the perception and awareness of its procedures and its working group, allowing that
the professional craves for efficiency and effectiveness in their work practices. But
how to account for the fact that ICT solutions permeate among professionals,
integrating the contexts of personal, social and professional lives of these profes-
sionals? And how this integration of the contexts affects the interaction design
process? These questions exposed gaps in the research on design processes for
systems with natural interaction that integrate personal, social and professional
contexts, considering worker’s experiences in using ICT to promote the abilities of
these professionals.

The proposal to create guidelines that support interaction designs assisting and
guiding designers during the design process, development and validation of systems
with natural interaction is relevant, because the guidelines uses the personal, social and
professional experiences with technological resources, it uses what the user already
knows to make the interaction more natural and close and may thus stimulate the
development of user’s abilities. For reach this goal it is necessary to integrate the
different contexts in which the user is in, looking for their experience and abilities, by
encouraging the use of personal devices that the user is already familiar and bringing
his experience to use during the interaction design process.
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3 Interaction Design Process and the Experiments
in Healthcare

This project relies on a partnership between a research group of designers from
Advanced Interaction Laboratory (LIA) Department of Computer Science at UFSCar
(Federal University of São Carlos – São Paulo State) in Brazil and the healthcare
professionals from CAIS Hospital Clemente Ferreira, a mental care hospital located at
Lins (countryside of São Paulo State – Brazil). This research intended to determine
how information technology can facilitate and improve healthcare professional’s work,
improving the communication process among them, considering the nomadic nature of
their work, with long working shifts, without cause a disruption in their work routines.
The groups of healthcare professionals have long periods of work time and it’s very
usual some small absences forced by their needs to contact family and/or friends or
solve personal and social situations during work shift. So, for during the time they are
looking after patients who spend long periods in hospital (and most of the patients live
in the hospital while they pass through rehabilitation process/treatments), these
healthcare professionals must deal with patient’s situations, assisting and supporting in
the day-by-day activities’ routines.

The development of this project was executed using observations processes,
interviews procedures, building functional scenarios, creating prototypes and doing
experiments for the study of the environment and activities of healthcare professionals
within the hospital: requirements were collected and analyzed, the solutions for
application of ICT were proposed in the this environment and some proposed solutions
were validated. A group of LIA’s designers were monitored during the preparation and
development of several prototypes with human and professional interactions. We
observed and make some remarks of the procedures adopted by these researches during
their studies for interaction design process.

Annotations and experiments were conducted and an initial scheme of interaction
design was modeled during the development of various applications and technology
solutions to help and support the activities of healthcare professionals in the hospital.
These observations lead to organize and lay out all activities of designers during the
collection of data, requirements analysis, development, implementation and evaluation
of prototypes. Design activities were grouped into three cycles: Cycle 1 – Recognition;
Cycle 2 – Prototyping; and Cycle 3 – Evaluation (see Fig. 1).

In the first cycle the designers defined the objects of their research, identifying the
user’s groups. They also created some ideas to prototype and collected all require-
ments. These activities were performed with techniques of participatory design and
scenario-based design. Reports with interviews and observations, photos, movies,
stories shading and creating scenarios were generated as artifacts by the end of this
cycle. The second cycle of activities involved analysis of the collected requirements
and their validation through interviews. Several prototypes were developed, refined and
validated. During the validation, some solutions of interaction design were proposed
and the prototypes were reevaluated. In the third cycle the designers have proposed
some evaluations and usability tests, thus, several improvements were incorporated into
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the prototypes or new prototypes were developed, considering user’s skills and the
technology innovations.

The first cycle of the design was lead through the following actions: (1) participa-
tory design, actions in which researchers and users conducted brainstorming sessions,
interviews and dynamic with drawings of scenarios so that researchers could define the
object of study, the profile of users and their work activities; (2) formalization of
requirements, actions in which researchers discussed the scenarios with user and
analyzed the collected materials to create similar scenarios with the addition of tech-
nological innovations; and (3) evaluation (acceptance) by users, actions in which
researchers and users validated the proposed scenarios. The following artifacts were
generated in the first cycle: meeting minutes; drawings/diagrams on cardboard;
schemes digitally represented; scenarios with technologies; textual description of
scenarios; responses to questionnaires; photos and videos, description/interpretation of
photos and videos (see Fig. 2). The research team involved in this first cycle reported
their experiments and materials generated in dissertations and articles [1, 3–10, 15, 18,
19].

The second cycle was conducted through the following actions: (1) continuation of
the activities of participatory design, grouping activities of User Centered Design
(UCD), where researchers and users were in brainstorming sections performed to
further data collections of scenarios defined in the previous cycle; (2) prototyping,
actions in which the researchers created prototypes for the areas of Education [7, 18,
19], Nursing Care [1, 2] and Physiotherapy [5]; and (3) evaluation by users, actions in
which researchers and users evaluated the developed prototypes. The following arti-
facts were generated in this second cycle: meeting documents; prototypes on paper;
prototypes in computational tools for middle and high fidelity; textual documents,
photos and videos, description/interpretation of photos and videos. (see Fig. 3). At the
end of Cycle 2, the research team produced the materials: (1) the definition of shapes

Fig. 1. Activities of interaction design
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and objects to interact; (2) the definition of the features; and (3) the prototypes (paper
and executable models).

The third cycle was conducted through the following actions: (1) enhancement of
prototypes - performed from the analysis of the evaluations with users of the previous
cycle to develop enhancements and new features in the creation of new prototypes;
(2) preparation of assessments – the research team who developed evaluations, through
questionnaires, interviews and observations to check how technological innovations
and interactions were being adopted and appropriated by users in hospital; (3) user
testing - where users participated in usability tests monitored and guided by the
research team; (4) analysis of results - where researchers analyze the data collected
during testing with users. Figure 4, presents the actions and artifacts generated and the
result at the end of the cycle. Validations were made by researchers through discussions
and improvements were proposed on the developed prototypes. User tests were exe-
cuted and some data have been collected and analyzed and they are reported in pub-
lished articles [1, 2, 5, 10, 18, 19].

This entire process was documented, the applications and technological resources
were adopted and validated by users - it is important to note that the group of users, the
healthcare professionals from the partner hospital, are not familiar with ICT in their
professional activities, which makes the study most interesting in observing and
understanding how applications with technological innovations are placed in the
context of this work, and how the process of appropriation happens. Our observations
indicated that introducing new technology cannot stop or change the workflow of
healthcare professionals involved in the study, and that the proposed technology can
also be used in other contexts [3, 6].

These studies involved the developing improvements at prototyping, and the
evaluation and observation of these studies resulted in a new proposal in interaction
design, encouraging the appropriation of technologies resources. In [3, 6], the authors

Fig. 2. Activities of Cycle 1
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created an interaction design process by modifying the traditional design process:
design - prototype - to assess [16]. They proposed to add iteration in the process of
adoption and appropriation of technologies designed during design. They also created
two new criteria for maintaining the workflow of professionals using ICT.

Fig. 3. Activities of Cycle 2

Fig. 4. Activities of Cycle 3
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Based on authors [3, 6], the level of appropriation determines how the design is the
natural measure that allows users to create new uses for the expected design, as well as
use it in different contexts. The criteria proposed by [3] determine that the adoption of
new technologies should not interrupt or interfere with the professional’s tasks and the
technology should be chooser to allow its appropriation in other contexts.

After all observations and studies, we have proposed a model and a prototype were
developed in accordance with the activities of the three mapped and described cycles.
This helped us to percept the concepts of appropriation of technologies in the work-
place. The prototype, called Collab, was developed, in its first version, by [15] as part
of his master degree. After initial utilization of the tool, the prototype was re-designed
and a new version was deployed to use in the same partner hospital, because we noticed
that professionals were using Collab mostly to exchange personal messages (messages
related to patient’s personal life) and to share congratulation messages (see Fig. 5 –

Interacting with Collab using smartphone).
The Collab is an application to support the activities of communication and

socialization among healthcare professionals, who spend long periods at work and they
have, in most of the time, to help patients in their daily activities. The prototype has
three features: (a) sending public messages to all or to a specific person, (b) public
notification of tasks that must be performed by others and (c) notify when and who
finish a task. For this, the application has been installed on a server in the hospital, to
which the devices that were connected over Wi-Fi network and all healthcare profes-
sionals could access the application via any web browser, allowing professionals to use
their own devices to access the application or any available tablets in the hospital. For
sending messages and sending public tasks feature, we considered the existing uses of
tables and whiteboards for messages that were there in the corridor of the ward a TV of
46 in. functioning as an information panel, which shows the last messages sent to all
persons and pending tasks - sorted from oldest to newest. Previously, it was identified
the benefits of public demonstrations to promote cooperation in health, described in
[13]. They argued that public notifications, such as job boards, which are naturally used
to provide task management, increase sharing of awareness, leading to a more efficient
solution of the problem.

Fig. 5. Interacting with Collab using smartphone
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In this work we used the public TV display to promote greater sharing of
responsiveness among professionals, integrating the personal, social and professional
contexts, since the data collected initially show all messages being aware and attentive
to the events in the workplace. In the first two interactions with the use of Collab, many
data were collected and analyzed. The results are published in [7, 17].

We realized, during the implementation of this project and through studies con-
ducted by the LIA designers, that users need to integrate different contexts in which
they live: professional, personal and social. This observation allowed us comprehend
two gaps in existing models of interaction design: (1) the models do not facilitate the
integration of professional, personal and social contexts in which users are included,
which is essential for long term care professionals; (2) and the models do not make use
or do not extend the abilities of these users regarding the use and adoption of tech-
nologies, leaving faster the appropriation of technologies.

These observations inspired us to propose a set of guidelines which will assist
designers during the design process of interaction, to promote interaction of the dif-
ferent contexts in which users are included and to extend their abilities.

4 Guidelines and Discussion

From the analysis of Collab experiment we managed to extract 12 guidelines related to
designing interactive applications to help designers integrate professional, personal and
social context, and extends the user’s abilities. We considered two main aspects for
designing: extends user’s abilities and support the integration of contexts. The
guidelines were grouped in these two domains and when an interaction design process
achieves these domains, technological adoption happens naturally (see Fig. 6 – Inte-
gration – Expansion – Appropriation).

These domains presents common goals of facilitating the appropriation: as the
integration of contexts happens, users discover, or become aware, of the use of various
technological resources and applications on the same and other contexts; and the

Fig. 6. Integration – Expansion – Appropriation
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expansion of user abilities facilitates the use of technological resources and applica-
tions, extending the use of these. The set of 12 guidelines were formalized, grouped
and classified according of two defined domains.

4.1 Guidelines to Integrating User’s Context Domain

The INTEGRATING CONTEXTS domain guidelines highlight actions that guide
designers on how consider all aspects of the user’s context and that should be con-
sidered during the design.

GIC1. Make clear the purpose of sections design
Before starting the process of interaction design it is important to chat with the user

group and explain what and how the sections will be executed. Explain how valuable
the integration of personal and social context is to the choice of applications and
technological resources to be adopted. Before each section of the design, you may
explain which activities will be held, the duration of each and what you want to achieve
at the end.

GIC2. Promote a fast socialization before the design sessions
Start the sections with an activity of socialization and encourage each participant to

expose what he/she are waiting as a result of the day/week/month or to tell something
new, about work or not. This socialization should be fast, 1 min for each participant
may be enough. It helps to know and discover other abilities of the user or what he/she
expects, not only related with technological resources. You can also use some games or
dynamics.

GIC3. Ask which of the social networking (or e-communication services) user
participates

Designers must know how the user interacts and communicates outside the work
environment, and it can help choosing forms of interaction to be adopted. The use of
communication mechanisms that user already use can be incorporated into the design,
making it easier to use and motivating its use.

GIC4. Use group dynamics techniques to understand what kind of messages users
usually share

It is interesting to know what kinds of messages are exchanged between users
inside and/or outside work. During our experiments in [2], we realized that 75 % of
messages were related to the personal or social context. The perception of this situation
indicated us the requirement to incorporate personal and social contexts in the work
routine of the users.

GIC5. Provide fast rest breaks between sessions of design with the user
Intervals during the sections assist to provide a moment of relaxation between the

activities of the design section, but also should be used to observe user behavior. In our
experiments [2, 4, 8], during the intervals between design activities, some participants
used their mobile phones to check messages or calls, to make professional and personal
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connections and to talk about subjects not related to work with colleagues. These
observations allowed us to understand the requirement to propose a way and/or a time
for social interactions among participants. And, whenever possible, offer something to
eat (coffee break intervals) - it makes intervals more relaxed and affable.

GIC6. Design for appropriation
During the experiments, in brainstorm sessions and during the user testing [1, 2, 4,

5, 8–10, 19], we realized that users can appropriate the technological resources or
applications if they tried new uses or have used them in other context. One case that
was interested to us was the story of the physiotherapist which using your own camera
in her sessions of physiotherapy took some photos, printed these photos and wrote
comments about the therapy session. In the course of our experiments, she realized she
could take the photos with a tablet and make notes to send to her colleagues and each
could add other comments, so they could discuss a specific case. This perception
provide us highlight the importance of proposing designs flexible enough to
appropriation.

4.2 Guidelines to Extending User’s Abilities Domain

The EXPANDING ABILITIES domain guidelines highlight actions that guide
designers on how explore user’s abilities in different context of uses and that should be
considered during the design.

GEA1. Don’t waste the user’s time
The duration of design sections should be short and be prepared in advance. The

goals of each design section must be clear and defined previously. When the objectives
and activities are not defined, the designers are lost during the section and this can
make the participants annoyed, hindering their participation.

GEA2. Ask user what technological resource he/she knows
The cell phone or smart phone model, tablet, automatic machines (ATM), TV at

home – every resource that user knows how to use can help the designers and can be
used in new applications. So, it is important to ask how resources are handled and in
what situations.

GEA3. Ask user which application he/she uses in everyday activities
The use of applications such as task managers, electronic calendars, app to support

diets or sports, can illustrate the user’s abilities that he/she did not expose. Other
important observation that should be noted is the readiness of the user to receive
notifications and/or hints of these applications. Also the designers have to notice if the
user separates or links the personal, social and professional notes when using these
applications. The user’s expertise with some applications can help in the acceptance
and practice of new applications that use similar forms of interaction.
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GEA4. Encourage communication among users and designers through new techno-
logical resources

Designers can use environments and communication applications that the user does
not know, just knows a little or frequently uses. Thus, users may have the opportunity
to know or learn new technologies and communications methods. And designers can
notice some common practices and specific characteristics of users to incorporate them
in design process.

GEA5. Observe the things user have with them
During our experiments some participants said they had no account in social net-

works, but when we asked about Facebook, they said they had a profile on “Face.”
They did not know the term “social network”, only knew it by Facebook. Users can say
they do not know a technological resource or application, but it’s very common he/she
uses them without knowing, or knowing them by another name, or, also, he/she uses
them in another context and another purpose. Design must use popular names, marks
and try different forms to refer a technological resource or application, when they are
interviewing the users.

GEA6. Program the sections of design to be done in the user’s environment of work,
but do not disturb the user environment

Designers must take in consideration the working environment, in which users are
included, the locations where each one performs their activities. However, the
designers must not disturb other employees and their activities. In addition, designers
should ensure that the design sections do not disturb the routine of the participants, not
to cause embarrassment or bothered.

5 Conclusion

It this paper we presented a set of guidelines to support the interaction design process
that integrate professional, personal and social context of the user, using and extending
the user abilities. With Collab experiment we learned that professionals working with
long term care and have long shift of work, trend to mix the professional, personal and
social contexts. This warned us during the process of interaction with user’s partici-
pation, so these contexts must be taken into consideration and the abilities that users
have in other contexts can be used and extended their work environment. These aspects
drove the appropriation’s design and allowed greater user’s awareness in relation to its
potential in the use of technological resources.

Based on these feelings and the ones we collected while the researchers of LIA
were creating application at the hospital, we were able to formalize our lessons learned
as a set of guidelines that are applicable to designers who want to incentive the
appropriation, through the integration of professional, personal and social context and
are trying to extends the abilities of the user. As future work we want to make others
experiments changing the group of users of the experiment and the way to design to
confirm if these guidelines can be generalized.
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Abstract. The prototyping process is a key phase in the design of interactive
systems. Designing connections and communications for computational ele-
ments is a challenging part of constructing physical interactive prototypes. The
goal of this study is to explore and describe the practices and technologies used
in the construction of physical interactive prototypes in a university course on
interaction design. This study reviews constructed physical interactive proto-
types, presents excerpts of interviews with students, and analyses students’
blogs. In particular, the study describes and analyzes how connections and
communications were made and which components and technologies were used
in a course on interaction design. Finally, the implications of the findings of this
study are discussed.

Keywords: Interaction design � Prototyping � Design

1 Introduction

Prototypes are key artifacts used in the design of interactive systems [1]. In the last
decade, new paradigms of interaction have challenged the prototyping process.
Ubiquitous computing [2], tangible interfaces [3], augmented reality [4], and ambient
intelligence [5] have challenged existing prototyping tools and techniques. Prototypes
have become mobile, physical, embedded, connected, portable, and intelligent. Pro-
totyping tools are essential to support interaction designers in exploring and pro-
graming the design space. In recent years, many platforms have become available for
designers to construct physical interactive prototypes rapidly in a way that was
unimaginable a few years ago. Readily available sets of compatible microcontrollers,
sensors, actuators, and other components now support designers in constructing
interactive physical prototypes. Raspberry Pi, LittleBits, .NET Gadgeteer, Arduino, and
Phidgets are a few examples of these platforms [6–10]. These new technologies have
helped the process of prototyping interactive products. However, designing the con-
nections and communications between computational elements remains a challenge in
the construction of these physical interactive prototypes.

In this paper, I present the results of a study that investigated how design students
constructed physical interactive prototypes in an interaction design class. This work
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examined 15 physical interactive prototypes, conducted fieldwork observations, and
interviewed seven design students who participated in the construction of physical
interactive prototypes. This research aimed to yield detailed insights into how design
students construct prototypes in practice. The study examined physical interactive
prototypes, the technologies used, and student practices with the objective of under-
standing how designers connect hardware and software components. The study also
aimed to describe and analyze how connections were made and which components and
technologies were used. The research was driven by three specific questions: (1) How
do design students construct communication between components? (2) What types of
connections do they use? (3) What issues do they encounter and how do they overcome
them? From the design perspective, there is a need for the simple design, construction,
installation, and configuration of components. This work focuses on the important area
of the design of tools used in the design and construction of interactive systems.

2 Background

There is little previous research on prototyping tools and design practices and chal-
lenges in physical interactive prototyping. Nevertheless, in recent years, eminent
researchers have highlighted the importance of this area. For example, Shneiderman
[11] reported that the literature on the topic is scarce, pointing out that more studies on
the field are needed. From the same perspective, Stolterman stressed that by expanding
the amount of research on this underexplored area, researchers could contribute to the
development of better design tools [12].

The study presented in this paper is grounded in the theories of distributed cog-
nition [13], communities of practice [14], and activity [15]. It builds on two bodies of
related work: (1) studies of how designers design and construct prototypes; and (2) the
design of systems that help designers construct better prototypes. The importance of
this research is evident in the challenges and issues that have been reported in studies
that have described the process of designing interactive prototypes. For example,
Myers et al. [16] discussed the difficulties inherent in designing prototypes that contain
complex interactions. Alessandrini et al. [17] describes the limits of prototyping tools
used to design tangible technologies for children. Boucher and Gaver reported
the challenges in designing the drift table [18]. Hazlewood et al. [19] described the
challenges faced in designing a large-scale installation. The design process of the
Wironi Project clearly showed the limitations and challenges of using existing proto-
typing tools to design gestural interfaces for browsing audible internet content [20–22].
From a learning and educational perspective, in an unpublished work, Mellis [23]
reported the challenges encountered by students of interaction design in developing
physical interaction prototypes. Alessandrini [24] also highlighted the importance of
developing simpler prototyping tools for interaction design students.

Further studies were based on the results of field studies aimed at supporting
designers through the design of novel design tools for prototyping. For example, in
their study on opportunistic design, Hartmann et al. [25, 26] identified common
strategies adopted by practitioners to build physical interactive systems. Alessandrini
[27] explored the design challenges and limitations for researchers and designers
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in constructing Internet of Things systems using existing prototyping tools. In a
fieldwork study based on interviews and observations, Carter et al. [28] investigated the
challenges and issues encountered by researchers and practitioners of ubiquitous
computing to create physical interactive prototypes. Another recent study [29, 30] used
interviews to determine the process involved in the design of novel prototyping
tool-kits, the findings of which were important for our research.

This study is intended to extend the literature by focusing on designers with little or
no programming experience, such as design students, who usually do not have strong
programming skills. Most previous studies are based on brief, narrow field studies,
which aimed to determine the process of constructing novel design tools. This research
intends to extend this literature by providing an extensive dedicated, longer, and wider
study with the specific aims to understand physical interactive prototyping.

3 Methodology

Fieldwork observations, semi-structured interviews, and project blog analyses were
used to gather data that were used to answer the research questions. The fieldwork
observations and semi-structured interviews were conducted using students in a
third-year course on interaction design in the social digital Program in the Design
Department at the University of Dundee (United Kingdom). The aims of the projects in
the course were to create interactive objects that conveyed information in an audible
form. The design brief focused on the following: building and crafting an “audible
information object,” which was defined as a dedicated, physical product that
sits/hangs/lives in someone’s home and conveys some meaningful information to them,
existing data/content found on the internet—through sound. The class was part of the
four-year social digital program. Fifty-five students worked in groups of three on a
10-week project. The class was composed of product design (PD) and interaction
design (IxD) students. Emphasis was placed on building working electronic prototypes.
The students were forbidden to use screens in their projects. Arduino was specified as
the prototyping platform used by the students. During the first half of the course, the
students developed concepts and defined their own design directions. In the second half
of the course, the students designed and implemented their projects, which was sup-
ported by the tutors and technicians. The classroom was organized as a design studio
space. The students had accessibility to a workshop, electronic lab, and other related
facilities.

This study presented here analyzed the physical interactive prototypes constructed
by the students, which provided an opportunity to describe the challenges and issues
that emerged during the ideation, development, and testing of the prototypes, as well as
the prototypes’ behavior. I focused on analyzing the different types of connections
established between diverse devices and components in order to describe the challenges
encountered and the solutions developed to overcome them. I also conducted
semi-structured interviews with seven students with the specific aim of understanding
how the interviewees constructed their physical interactive prototypes.
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The participants were chosen randomly from the design class. I contacted 55 stu-
dents via e-mail, seven of whom agreed to be interviewed. The participants ranged in
age from 18 to 22 years; five were male, and two were female. They had an average of
one to two years of experience in building physical interactive prototypes. The same
procedure and interview schedule was adopted in all interviews. A single face-to-face
interview ranging from 40 min to 2 h was conducted with each interviewee. All inter-
views were video-recorded with the participants’ permission, and written notes were
taken by the researcher. The semi-structured interviews were conducted in the design
studio. After briefly introducing the scope of the study, I asked a series of open-ended
questions designed to gather data about one recent project completed by each inter-
viewee, such as the construction of the system, the purpose of the system, whether there
had been any problems in connecting the components, and how they solved such issues.
I also asked each interviewee to sketch a functional representation of the system on
paper, highlighting the methods used to connect the different components (Fig. 1). The
transcribed interviews, the interview notes, and the interviewees’ sketches were later
analyzed and coded. All the data found in the analysis were mapped and clustered
according to each discussion topic.

4 Results

The next section describes the methods and technologies used and the issues
encountered by students in designing their physical interactive prototypes, all of which
were connected to Internet data sources. The following section will present the

Fig. 1. Sketch of the architecture of a prototype
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methods, technologies, and issues involved in connecting and embedding components
in the physical interactive prototypes.

4.1 Gathering Online Data

All the projects required the use of online data collected from the Internet. The data
comprised mainly two types: numerical and textual. The students used diverse online
sources to obtain the data, such as Met Office, International Space Station (ISS),
Dropbox, Sky Scanner, and other online sources. Interestingly, all the students’ projects
used only one source of data and did not combine different sources. This might be
because of the limited amount of time available or the technical challenges required to
combine multiple data sources.

I observed that the students used three main methods to gather data. These methods
varied according to the web technologies used by the online data sources. The most
frequently used was the web scraping method, in which the design students took data
from an existing website and used for their projects. Although the web scraping method
was reported in practitioners’ contexts by [25], the present study focuses on design
students. Student A2 reported: Processing processes the web page to find the exact
number, five line of codes that just split in a small, and small text until we get the
number we need. It was observed that the web scraping techniques sometimes were not
facilitated by the particular web technology used to build the websites. Student A3
reported: The web site was in Java script, and I couldn’t get the data. I used cURL with
PHP to set the timetable bus information. In several projects, the interviewees reported
that the web scraping methods required several steps to shape the data. For example,
Student A1 reported: So to get those numbers there are other step sites. It goes through
three …. It goes from this site to a PHP site, and then from there it goes into … two
other steps. It goes to an XML file. It tidies it up, and it makes it searchable. So it
labeled date, distance, magnitude, name. And then, now this file eliminated all the thing
we don’t want. 3, 4 are the numbers we are looking today.

Another widely used method was the data feed, in which the prototypes received
updated data from online data sources. These types of data were aggregations of public
data, such as news, weather, and traffic. The BBC, the Met Office, and Hong Kong’s
department of city traffic provided the web-feed data that the students used to construct
their prototypes.

Few students used web application programing interfaces (API) because they are
challenging. The students interrogated a web service (e.g. Twitter) through a web
request-response message system. Compared to the other data sources, these comprised
mostly personal data that were linked with the use of an online service. Student A5
reported: The computer runs Processing. Processing is going to a PHP scripts. The
script goes to Twitter API looks for hashtag requested. When it has tweets with a
hashtag it sends back to Processing. Than Processing goes back to PHP it calls the
text-to-speech web site. It downloads an mp3 file, which is the spoken tweet. Student
A4 reported the challenging issue in overcoming the security requirements necessary to
obtain the data: For security reasons Dropbox API require https, also you can use http
running on the local machine.
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Although the students had not taken classes in processing (processing.org) they
used it as a tool to scrape data from websites or to connect to a local server that ran PHP
scripts. The students considered that processing was the unique tool available for
obtaining Internet data. The data sources were chosen because they provided quality
data, which were both free of cost and relatively easy to use. It was also interesting that
many projects embedded a button, a potentiometer, or other input parts as methods to
simulate online data. This was done for two main reasons: First, it enabled the students
to test more easily interactive behaviors or the hardware prototype when they were
working offline, and it permitted the development of hardware parallel to the
data-gathering system. Second, because the methods and the tools used to gather data
were unreliable, these simulation inputs helped in the case that something went wrong
during the demonstration. The students usually implemented these inputs first in testing
their hardware design, especially when the data gathering systems were neither ready
nor reliable (Fig. 2).

4.2 Making Components Communicate

All the physical interactive prototypes required communication between diverse
embedded components. All the prototypes used input and output components. The
most commonly used input components were photo-resistors, potentiometers, con-
ductive threads, and RFID readers. Speakers, solenoids, servos, or water pumps were
the most frequently used output components. The students collected Arduinos, sensors,
actuators, and other electronic components from the technical departments of the

Fig. 2. Early working prototype
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university. The required components were given to students only after they consulted
technicians about the requirements and functionalities of the prototypes. Hazlewood
et al. [19] noted the importance of consultation.

The students used four main approaches to create communication between the
components. These techniques varied according to the complexity of the technologies
used by the components. The most frequently used components were solenoids, but-
tons, and LEDs, which communicate through simple digital protocols (0 or 1 values). It
was observed that the students connected these components easily and rapidly. Other
sets of components, such as photo-resistors and potentiometers, were also used by the
students, which provided rich analog values (0–1023). Although the students imple-
mented the connections of these values easily and quickly, programming the software
required to use the rich value sets required more attention and understanding than the
less complex technologies did.

A small number of components, such as conductive threads or servos, required
more complex programming techniques that were based on dedicated software
libraries. The students easily connected these components, but they were often difficult
to program. It was also observed that running more software libraries concurrently
generated unresolvable problems. Based on multiple software libraries, this commu-
nication strategy was sometimes impossible to implement, as Student A2 described:
You can listen to the Arduino trough processing, but this was the first thing we tried,
but unfortunately you can’t have an Arduino library in Processing. This with the
capacitive sensor that use is own library.

Another set of complex components, Radio-frequency identification (RFID) read-
ers, audio boards, and computers, which communicate via the serial communication
standard, were used in some interactive prototypes. Most students found it challenging
to make communication between these components via the serial communications
standard. Student A6 stated: Connecting Processing and Arduino was the most chal-
lenging part of the project; we don’t know how to do it.Many students found it difficult
to understand the serial communication standard. Student A7 reported: The system has
a RFID reader connected to the Arduino via serial to the Mac running Processing
code. When you have to upload the Arduino sketch, you need to take this [Rx RFID]
wire out. RFID’s Rx connection blocks the Arduino programming (Fig. 3).

It was very interesting that all the interactive prototypes used only one advanced
communication connection (e.g. serial) with the other components. This might be due
to the lack of time available, or it might be due to the simplification process done by the
technicians to reduce the complexity of the project during the consultation. Commu-
nication protocols, communication units and frequency rate, where complex concepts
to grasp and use by the students. The study observed that they often used libraries,
which facilitate the communication between serial components, as A3 reported: Ar-
duino has FIRMATA library and communicate via serial, which it does, trough FIR-
MATA. Interviewees reported that to facilitate the serial communication between
components, data was appropriately elaborated and formatted. As A4 reported: Pro-
cessing is used to clean and shape the data. From 4,004 % to 4 %. Processing converts
the data to an integer. A2 also stated: We have 0.05, each time we multiply the have a
whole number like 500 and we store as an integer instead of a float, and float doesn’t
go across the serial. Further strategies were used to simplify the communication
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between two components, for example as A7 reported: The RFID reader is sending in
BYTES. Arduino translate this in HEX value that I think has 10 characters. I’m always
sending the last two [characters] to Processing. This is because if I tried to send the
whole string the data get lost and it won’t differentiate between RFID Tags.

The students used Arduino (arduino.cc) as the physical tool used to power, control,
and communicate with all components. The students learned how to use Arduino in the
social digital program. Although the class was composed of IxD and PD students, I
observed that only the IxD students were actively involved in embedding the tech-
nology in their physical interactive prototypes.

5 Discussion

This research investigated the technologies, techniques, and challenges encountered by
students in constructing physical interactive prototypes. The findings contributed to the
general understanding of prototyping, provided suggestions for the design of novel
prototyping tools, and yielded information about education in this field.

The findings showed that communication between hardware and software com-
ponents is complex. In certain situations, data and information are necessary to activate
and establish a communication session. The findings revealed a fluid and dynamic
communication model in which data and information could be conveyed from both
hardware and software. In their study on opportunistic design, Hartmann et al. [25, 26]
identified similar strategies used to build interactive systems.

Fig. 3. Arduino with the RFID reader
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Although prototyping is a creative activity that requires experimentation and
design-thinking skills, most tools used today do not fully support these processes.
Prototyping tools require an approach that is different from that used in engineering. In
design it is fundamental to soften technology to make it quick, imaginative, and easy in
order to shape the user’s experience. In the “Triumph of Tinkering,” Turkle [31] clearly
described how the creative process is constrained by today’s development approach.
Prototyping tools should permit a progressive and dynamic transition between com-
ponents and behavioral arrangements. Prototyping tools should permit smooth transi-
tions between different solutions, thus enabling easy and fluid rearrangements of
components and behaviors according to the system’s requirements. Such tools would
permit fluid control of the prototyping process according to the designer’s skills,
objectives, development phase, and context.

6 Conclusion

The study highlights the opportunities, challenges, and limitations associated with the
prototyping of interactive systems. As an initial effort in the development of pre-
liminary knowledge in this area, the analysis presented here is not intended to be
exhaustive or complete. Instead, it focuses on the qualities that each project contributes
to the knowledge of this area. The findings of this study indicate that we need to design
better tools that combine complexity and flexibility, support fluid transitions between
different integration styles, and facilitate quick modification. Further research on the
prototyping of interactive systems will be conducted in the near future.
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Abstract. A revision is currently being undertaken of ISO 9241-11, published
in 1998 to provide guidance on usability. ISO-9241-11 defines usability in terms
of effectiveness, efficiency and satisfaction in a particular context of use. The
intention was to emphasise that usability is an outcome of interaction rather than
a property of a product. This is now widely accepted. However, the standard
also places emphasis on usability measurement and it is now appreciated that
there is more to usability evaluation than measurement. Other developments
include an increasing awareness of the importance of the individual user’s
emotional experience as discretionary usage of complex consumer products and
use of the World Wide Web have became more widespread. From an organi-
sational perspective, it is now appreciated that usability plays an important role
in managing the potentials risks that can arise from inappropriate outcomes of
interaction. The revision of ISO 9241-11 takes account of these issues and other
feedback.

Keywords: Standards � Usability � User experience

1 Origins of ISO 9241-11

What is usability?1 In the English language, usability is typically defined as the
“capability of being used”, implicitly the capability of an entity to be used. In the 1980s
and 1990s a considerable amount of material was published describing the attributes
that would make a product usable (e.g. Smith and Mosier [20], and the early parts of
the ISO 9241 series [9]). From this perspective, usability could be designed into the
product, and evaluated by assessing consistency with these design guidelines, or by
heuristic evaluation. This was the perspective taken in ISO 9126:1992: “Software
engineering—Product quality”, which defined usability as “a set of attributes of

1 This is a problem that has been troubling the first author since work started on developing the
original ISO 9241-11 in 1988 [1–3].

© Springer International Publishing Switzerland 2015
M. Kurosu (Ed.): Human-Computer Interaction, Part I, HCII 2015, LNCS 9169, pp. 143–151, 2015.
DOI: 10.1007/978-3-319-20901-2_13



software which bear on the effort needed for use and on the individual assessment of
such use by a stated or implied set of users”.

However an alternative approach recognised that the same product could have
significantly different levels of usability depending on who was using it with what
goals. In order to achieve usability for the intended users it would be necessary to
address the actual outcomes of their use of the product. This was the approach
advocated by Whiteside, Bennett and Holzblatt in 1988, based on an operational view
of usability in terms of user performance and satisfaction [22].

The approach taken to usability in ISO 9241-11 (1998) was similar, defining
usability as: “The extent to which a product can be used by specified users to achieve
specified goals with effectiveness, efficiency and satisfaction in a specified context of
use.”

This approach has the benefit that it directly relates to user and business require-
ments: effectiveness means success in achieving goals, efficiency means not wasting
time and satisfaction means willingness to use the system.

ISO 9241-11:1998 explains that in order to specify or measure usability it is
necessary to identify the goals and to decompose effectiveness, efficiency and satis-
faction and the components of the context of use into sub-components with measurable
and verifiable attributes. The standard identifies the benefits of this approach:

• The framework can be used to identify the usability measures and the components
of the context of use to be taken into account when specifying, designing or
evaluating the usability of a product.

• The performance (effectiveness and efficiency) and satisfaction of the users can be
used to measure the extent to which a product is usable in a particular context.

• Measures of the performance and satisfaction of the users can provide a basis for the
comparison of the relative usability of products with different technical character-
istics which are used in the same context

• The level of usability needed for a product can be defined, documented and verified
(e.g. as part of a quality plan).

2 What Have We Learnt About Usability Since 1998?

ISO 9241-11:1998 has been highly successful in providing an internationally accepted
basis for understanding and applying usability. Its definition of usability is widely
referenced in research, industry, and other international standards. This widespread use
has been accompanied by a greater level of understanding of usability than was
available when this first version of ISO 9241-11 was developed. As a result, work was
started in 2011 to revise this standard to provide enhanced guidance based on over a
decade of experience with the concepts that it introduces. This revision is intended to
retain the basic concept of usability and to provide users of the concept with further
levels of understanding about usability taking account of what we have learnt about
usability since 1998, including the issues identified below.
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2.1 It Is Important to Understand the User’s Experience

In much early work in industry, usability was operationalised primarily in terms of the
user’s performance (effectiveness and efficiency), which was regarded as the prime
issue given the many problems that were experienced by users of commercial systems.
But as use of complex consumer products and of the World Wide Web became
widespread, there was an increasing awareness of the importance of the user’s sub-
jective reactions and emotional experience. This has led some authors to regard
usability as being restricted to “ease-of-use”, and relegate it to the role of a “hygiene
factor”, e.g. [5] usability “…is a thermometer that sets the ‘hygiene’ level of a product.
Users today take the ‘ease of use’ part of product concepts for granted and will not
praise the fact that a product or service has good usability.” Similarly, Hassenzahl et al.
[4] differentiate between ease of use as a “pragmatic quality being a ‘hygiene factor’,
enabling the fulfilment of needs through removing barriers but not being a source of
positive experience in itself”, and “hedonic quality being a ‘motivator’, capturing the
product’s perceived ability to create positive experiences through need fulfilment”. ISO
9241-210:2010 “Human-centred design for interactive systems” defines user experi-
ence as a “person’s perceptions and responses resulting from the use and/or anticipated
use of a product, system or service”. User experience focuses on the experience of an
individual in contrast with the view of effectiveness, efficiency and satisfaction as
representing the collective responses of a group of users.

One objective of the revision of ISO 9241-11 is to clarify that the satisfaction
component of usability includes aspects of user experience.

2.2 There Is More to Usability Evaluation Than Usability Measurement

ISO 9241-11:1998 focussed on the evaluation of usability by user based measurement
of effectiveness, efficiency and satisfaction, as this was a convincing way of demon-
strating the existence of usability problems to system developers. ISO/IEC DIS
25066:2015 “Common Industry Format (CIF) for usability: Evaluation report” pro-
vides a broader view explaining that usability evaluation can be based on inspection to
identify potential usability problems, in addition to observation of user behaviour and
the collection of user-reported data. The revision of ISO 9241-11 needs to make it clear
that effectiveness, efficiency and satisfaction represent the intended outcomes of
interaction, but that their measurement does not represent the only way of evaluating
usability.

Another issue is that many authors have emphasised the importance of more spe-
cific aspects of usability. For example Nielsen’s definition of usability [19] includes, in
addition to efficiency in normal use and satisfaction with use:

• Learnability in early use.
• Memorability after a period of non-use.
• That errors during use can be corrected, and do not lead to undesirable

consequences.
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2.3 Avoidance of Negative Outcomes

In the existing ISO 9241-11 effectiveness focuses on the accuracy and completeness
with which goals are achieved. But an unintended outcome can have significant
undesirable negative consequences for the individual or the organisation (such as
inconvenience, wasted time, or financial loss). The ISO/IEC 25010:2010 “System and
software quality models” standard takes account of both positive and negative out-
comes by defining “quality in use” as a combination of the positive outcomes of
usability in the existing ISO 9241-11 combined with freedom from risk of negative
outcomes. The revised ISO 9241-11 also needs to explain how to take account of the
risk of any negative outcomes that could arise from inadequate usability.

3 The New Version of ISO 9241-11

3.1 Requests for Changes and Feedback

The revision of ISO 9241-11 was preceded by consultation with the countries that
participate in the ISO TC159/SC4 Ergonomics standards committee and the related
ISO working groups. The feedback (which identified many of the issues above) pro-
vided a starting point for the changes listed below that have been made in the first draft
that has been circulated for national voting and comment. The text will be revised
based on these comments, and will be circulated for further voting and comment later
in 2015.

3.2 Changes Made in the New Draft

Systems, Products, Services and Environments. ISO 9241-11 currently applies to the
usability of “products”. In line with changes in standards such as ISO 9241-210 this has
been extended in the new draft to “products, systems and services”, as the concept of
usability applies equally well to all these categories. The new draft also explains that
although environments are considered as part of the context of use, user interactions
with a specific environment or component of the environment can be considered in
terms of the usability of an environment (e.g. the smoothness of a path used by a
wheelchair).

Goals. The current standard only mentions goals that achieve well-defined outputs.
In reality, people may have other reasons for interacting with a product, system or
service, so the new draft takes account of a much wider range of goals that include
aspects of user experience:

(a) output related outcome(s) that could either be assigned (in an organisational
context) and/or personally chosen;

(b) personal outcomes such as entertainment or personal development;
(c) usability outcomes in terms of levels of specific (sub)dimensions of usability, such

as the desired level of accuracy;
(d) other outcomes (e.g. related to safety, security or privacy) to be satisfied in the

course of achieving output-related or personal outcomes.
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Effectiveness. The effectiveness with which a goal is achieved was previously defined in
terms of accuracy and completeness. Appropriateness has been added as an additional
consideration that can include: a) the form and needed degree of precision of the output
(e.g. is information displayed appropriately on a web page?) and b) avoidance of errors
and minimization of the risk of any unacceptable consequences that could arise from
lack of accuracy and completeness. Adding appropriateness to the other components of
effectiveness goes some way towards taking account of both the potential positive
outcomes (accuracy and completeness) and the risk of negative outcomes.

Efficiency. Efficiency was previously defined as the ratio of effectiveness divided by
the resources consumed. While this is scientifically correct as a productivity measure, it
is only meaningful for continuous output, which is not a common situation. So, effi-
ciency has been redefined in the revised standard as the resources (time, human effort,
costs and material resources) that are expended when achieving a specific goal (e.g. the
time to complete a specific task).

Satisfaction. In the current ISO 9241-11, satisfaction is defined as “freedom from
discomfort, and positive attitudes towards the use of the product”. The new draft
identifies a much wider range of personal responses, including those that have been
highlighted in research on user experience: “the extent to which attitudes related to the
use of a system, product or service and the emotional and physiological effects arising
from use are positive or negative”.

Context of use. The current ISO 9241-11 does not say anything about how wide a
range of users, tasks and environments should be included in the context of use. The
revised standard explains that usability can be related to: (a) All potentially relevant
contexts of use (when considering overall usability), (b) Specified contexts of use (the
users, goals and environments of particular interest), (c) A single instance of the
context of use, or (d) The context of use for a single individual (for individual usability
when considering a user’s experience).

The current ISO 9241-11 provides detailed information on how to specify the
context of use. This has been removed from the new standard as it is now included in
ISO/IEC 25063:2014 “Common Industry Format (CIF) for usability: Context of use
description”.

Scope of “Usability”. The revision explains the relationships between the approach to
usability in ISO 9241-11, and other interpretations. By defining usability in terms of the
measurable outcomes of effectiveness, efficiency and satisfaction, ISO 9241-11 takes
an approach to usability that:

(a) Focuses on the outcomes of interaction rather than the user interface design
activities and resulting product attributes that make a product usable.

The new draft explains that the term “usability” can also be used as a qualifier to
refer to design related activities and product attributes. Thus it may be used refer to the
knowledge, competencies, activities and design attributes that contribute to usability
(such as usability expertise, usability professional, usability issue, usability method,
usability evaluation, usability problem, and usability guidance).
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(b) Defines usability a high-level concept rather than referring to normal use of a
product in contrast to learning to use or reuse a product.

The new draft makes it clear that usability applies to all aspects of use, including:

• Learnability, to enable new users to be effective, efficient and satisfied when
learning to use a new system.

• Regular use, to enable users to achieve their goals effectively, efficiently and with
satisfaction.

• Error protection, to minimise the possibility that users can make errors that could
lead to undesirable consequences.

• Accessibility, so that the system if effective, efficient and satisfying for users with
the widest range of capabilities.

• Maintainability, to enable maintenance tasks to be completed effectively, efficiently
and with satisfaction.

Usability Measures. The current ISO 9241-11 focuses on specification and mea-
surement of usability, and includes detailed information on usability measures and
specification of usability. This information has not been included in the new draft. It is
possible that it might be included in a new related standard on usability measurement.

3.3 Additional Proposed Changes

Some of the other aspects of usability that have been proposed as relevant, but that
have not yet been included are explained below.

System and User Outcomes. One of the issues raised in the feedback was that it is
sometimes necessary to take account of both the objective system outcome (e.g. whether
an ecommerce transaction has been completed) and the subjective user outcome (e.g.
whether the user believes that the transaction is complete). Both types of goals may need
to be achieved for a successful outcome that can be regarded as effective.

An additional distinction could be made in the standard between goals for system
outcomes resulting from interaction (such as information provided to the user, com-
pleting a purchase or casting a vote), and the outcomes for the user such as acquiring
knowledge or making a decision based on the output of a system, product or service.

Evolving Goals. The user’s goals can evolve during interaction, particularly when the
user is exploring use of a product. So a product may have low usability for the initially
intended outcomes, but be quite usable for the final outcomes achieved. Conversely,
with new goals the user may find that the level of usability is lower for these goals.
Usability can be considered in relation to the user’s goals at any stage during the time
that the user interacts with the product, system or service.

Social Responsibility. One critique of ISO 9241-11 is that it ignores social respon-
sibility (for which there is now a standard: ISO 26000). A clear distinction needs to be
made between considering usability for the user’s intended outcomes and for another
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stakeholder’s intended outcomes. Taking account of the user’s goals satisfies funda-
mental human needs and produces designs that respects human dignity.

The new draft defines accessibility as usability for people with the widest range of
capabilities. To respect social responsibility, systems, products and services should be
designed to be usable by people with the widest range of capabilities who could
potentially use the system, product or service.

3.4 Related Concepts

In addition to elaborating on the understanding of usability, the revised version of ISO
9241-11 provides an explanation of the relationship between usability and some
associated concepts including:

Human-Centred Quality. The objectives of human-centred design are identified in
ISO CD 9241-220:2015 “Processes for enabling, executing and assessing
human-centred design within organizations” as achievement of human-centred quality,
which is composed of usability, accessibility, user experience and risk reduction. While
usability as described in the revised ISO 9241-11 takes account of aspects of accessi-
bility, user experience and the risks that could arise from poor usability, use of the
concept human-centred quality makes each of these explicit and independent objectives.

Accessibility. ISO 26800 emphasises the importance of widening the target population
to take account of the range and diversity of human characteristics, thus making
products, systems, services, environments and facilities more accessible to more peo-
ple. ISO 9241-11 interprets accessibility as usability for people with the widest range of
capabilities, which is applied in the same way as usability. This provides a basis for
specifying and evaluating accessibility in terms of effectiveness, efficiency and satis-
faction for a wider range of user capabilities.

User Experience. User experience focuses on the user’s preferences, perceptions,
emotions and physical and psychological responses that occur before, during and after
use, rather than the observed effectiveness and efficiency. While usability typically
deals with goals shared by a user group, user experience is concerned with individual
goals, which can include personal motivations including needs to acquire new
knowledge and skills, to communicate personal identity and to provoke pleasant
memories. User experience also puts emphasis on how the experience changes with
repeated use.

One source of potential confusion is the increasingly widespread use of the term
user experience to refer to an overall view of all aspects of the user’s interaction with a
system, product or service, rather than the original meaning that emphasized the
importance of emotional experience. This use of the term user experience is closer to
the concept of usability in the revised version of 9241-11, which explicitly includes the
personal factors for individuals.
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4 Contributing to the Development of ISO 9241-11

If you would like to contribute to the development of ISO 9241-11, or to comment on
drafts, you can either do this via your national standards body [6], or if you are a
member of one of the ISO TC159/SC4 liaison organisations [7] such as UXPA [21]
you can participate through the liaison organisation.
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Abstract. Nowadays, international companies have been using different strat-
egies in order to obtain more attractive products and get a higher impact on the
market. But when referring to software products, it is necessary to keep in mind
that such strategies are affected by specific quality criteria as usability. Usability
and marketing can be combined to offer more attractive products. In fact, spe-
cific instances of marketing technics have been gradually adopted by software
engineers to improve usability. All in all, there is a lack of systematic approa-
ches dealing with the integration of both marketing and usability through
activities in a user-centered development process. To face such challenge, in this
paper we have selected the most important marketing strategies to be integrated
as activities in a user-centered process model. Activities were classified into
Pre-Development, Development and Post-Development, and they have been
sorted out depending on the marketing processes taking place before, during and
after the development of a software product, respectively.

Keywords: Usability � User-centered process � ISO 9241-210 � Marketing

1 Introduction

In the last years, even the biggest companies have come using different strategies
oriented to offering more attractive products and make them easier to sell. In this
process, strategies related to marketing management and sales play an important role.
But, when referring to software products we need to keep in mind that these strategies
need to be accompanied by quality criteria. More specifically, and mostly for products
oriented to the final user, usability, as a quality characteristic of the software product, is
an essential criteria that such products need to include when being released on a
specific market.

In general, there is a great deal of technics used to improve usability in software
products, not only from the Human-Computer Interaction (HCI) point of view, but also
from the perspective of the marketing strategies being used. Some well-known strat-
egies of this kind are related to Digital Marketing for software applications, Search
Engine Optimization [1], E-mail Marketing [2] and On-line advertising [3]. Also, some
new technics can be mentioned, such as Holistic Marketing [4], a term related to
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software products and personalized solutions, and the Customer Relationship Man-
agement [5], which is a strategy based on Relational Marketing [6] where the largest
beneficiary is the final user, and not the product itself.

However, when thinking of obtaining usable and attractive products for the final
user, the development process is as essential as the product itself. In fact, one of the
standards highly used for the construction of usable applications is the ISO 9241-210
[7]. This standard provides a framework for usability assurance by stating planning and
analysis phases that can be meaningful to integrate usability and marketing strategies.
Those are: planning of the human centered design process, specification of the context
of use, and specification of user requirements. In order to accomplish this goal, it is
necessary to identify what marketing technics can be integrated in specific activities of
the ISO 9241-210 standard, with the goal of obtaining more usable and attractive
software products.

In the state of the art, there are some specific examples of marketing technics that
have already been adopted by the usability engineering paradigm. This is the case for
the Competitive Analysis [8], a technic that allows to analyze the market competitor’s
strengths and weaknesses. However, marketing technics adapted from the usability
field are only a few, and there is not a systematic approach when dealing with specific
activities and tasks to be considered in a development process model according to the
software engineering’s criteria.

This way, the main aim of this paper is focused on establishing relationships
between the marketing field and the development of user-centered software to improve
usability overall. In order to do so, after a conscientious analysis, the most important
marketing strategies were selected in form of activities, in order to be integrated in a
user-centered process model. These activities were classified in the following catego-
ries: Pre-development, Development and Post-development, and they were sorted out
depending on the marketing processes taking place before, during and after the
development of the software product. The objective pursued is to ensure the usability of
a software product throughout the development process.

The paper is structured as follows. Section 2 presents research context and related
work. Section 3 provides the main contributions to this paper, that is, the detailed
description of Pre-development, Development and Post-development marketing
activities to ensure usability. Finally, Sect. 4 presents conclusions and future work.

2 Related Work

In this section, a thorough analysis of the current literature has been made. First, an
informal bibliographical research was carried out but, at first sight, it did not show any
relevant results related to the research objective pursued, so that a more focused
research method needed to be applied. To carry out this task, a Mapping Study [9] was
achieved. The main goal of the Mapping Study is to discover academic works that can
combine the main fields of research, which are marketing and HCI. After concluding
the Mapping Study, there were no academic papers found embodying relevant infor-
mation about marketing and HCI, or others that could describe an existing and explicit
relationship between the two domains either. Studies between areas of software
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engineering and usability were found separately, but with no reference to the marketing
field. This results back up our initial hypothesis concerning the inexistence of previous
works combining marketing activities in a user-centered process to ensure usability.

On the other hand, in order to relate marketing and usability, it is necessary to
obtain a common understanding of each field by describing usability engineering and
marketing paradigms.

Usability engineering is a discipline that involves user participation during the
development of software and it facilitates effectiveness, efficiency and satisfaction of a
product through the use of usability specifications and metrics [10]. Also, it is
important to get an understanding of the marketing field.

Marketing, more than any other business paradigm, handles customer issues. The
general definition that can be given to this process is: “marketing is about managing
profitable customer relationships” [11]. In this way, marketing can pursue the goal of
attracting new customers by promising superior value and, also, keeping and growing
current customers by increasing satisfaction. In addition, marketing can be meant as the
process by which companies create value for customers and build strong customer
relationships in order to capture value from customers in return. It is also a well-known
fact that marketing needs to be viewed as a sense of satisfying customer needs [11]. In
addition, one of the main goals of marketing is to sell products easily. This step can be
easily achieved by understanding the consumer’s needs, developing products that
provide superior customer value and prices, and distributing and promoting products
effectively. Furthermore, a marketing strategy represents the marketing logic by which
a company expects to create customer value and achieve profitable relationships. It is
very important to decide which customer the strategy will serve (by applying methods
of segmentation and targeting) and by which manner it will serve the customer (by
differentiation and positioning). From a general point of view, marketing strategies
have the role of identifying the total market and, after that, dividing the market into
smaller segments.

Integrating marketing in the development of products provides an interesting
challenge. In fact, in [9] authors present points of integration where marketing might
enrich the overall development process. The integration points related to the marketing
field were offered by analyzing the image from a general point of view. Thus, some
examples of synchronization tasks are presented, such as the identification of the user’s
characteristics (from usability engineering), the analysis of the consumer behavior
(from marketing), and the identification of the environment (from marketing); all can
influence the description of the context of use. Furthermore, one of the principal point
of connection between marketing and software development is the consumer behavior.
As stated in [12], there are lots of commercial websites that have the goal of inducing
users to take part in an idea or encouraging decision-making for a purchase by using
marketing strategies. Whereas market research is interested in demographics, usability
is more interested in a qualitative understanding of people as individuals with a history,
goals, interests and a relationships for the website or product.

Another issue is to select a right development model to create usable software
products. After having revised the different user-centered process models, it can be
concluded that none of them is completely adequate for a marketing environment,
because there are no specific activities such as those for the identification of marketing
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experts and others concerning marketing environment strategies. However the ISO
9241-210 standard [7] is a good alternative to be used as a starting point for a
user-centered process, as it can integrate the description of the marketing activities and
allows the integration of the marketing process model. In addition, the IEEE Standard
[13] has proven to be very useful, especially concerning activities categorization
according to their main role and moment of realization in the lifecycle.

ISO 9241-210 comprises a multi-part standard covering aspects of HCI. Con-
cretely, the 210 part studies the ergonomics of the human-computer interaction and it
also provides some guidance on human-system interaction throughout the lifecycle of
an interactive systems. In order to integrate the marketing activities in the user-centered
model, first we need to design activity groupings for the proposed process model,
which involves structuring and ordering activities creating also specific tasks, as it will
be described down below.

3 Proposal of Marketing Activities and Integration
in a User-Centered Process Model

3.1 Integration Framework

The major contribution to this work is the definition of different marketing activities
that can be integrated in the development of software products through a user-centered
approach.

The activities proposed in this model, described in Fig. 1, have been structured
using the following categories [13]:

• Pre-development: Initial activities that are carried out before starting the develop-
ment of a software product. Those include team building, marketing research and
market analysis (IntA.1, IntA.2 and IntA.3).

• Development: Activities that take place during the development of a software
product. These activities are grouped inspired by ISO 9241-210 [7] iterative pro-
cess, in which the design solution is always evaluated and validated by the user after
implementing the final system (IntB.1, IntB.2, IntB.3).

• Post-development: Activities that belong to the marketing mix, mostly related to
price and promotion strategy. These two categories of activities are explained at the
end of the development of the software product, because of the importance that they
can bring to the software development (IntC.1, IntC.2).

In addition, there is also some integral activities that need to be addressed in
pre-development, development and post-development stages, respectively. This is the
case for activities concerning the marketing strategy, the marketing mix, and the
product strategy (IntA.4 and IntB.4, and also the aforementioned IntC.1, IntC.2).

Incorporating Marketing Strategies to Improve Usability 155



3.2 Process Model

We propose a model including three kinds of process elements: Activity Groupings,
Activities and Tasks (see Fig. 1):

• Activity Grouping: Are categories of activities grouped according to a same
development stage, according to the IEEE 1074-2006 Standard [13] and, also,
fitting the definition of marketing strategy and the marketing mix [11].

• Activity: They represent main actions to carry out during the process.
• Task: They correspond to a subdivision of activities into smaller ones in order to

split workload and sharing.

3.3 Activity Groupings

As commented before, in order for marketing activities to be integrated in a
user-centered process model, activities were classified into Pre-development, Devel-
opment and Post-development groupings. Groupings and activities will be described
down below.

Pre-development Activities (IntA). These activities are depicted in Table 1. It is a
common fact that there are different aspects that need to be taken into account before
starting the development of a software product, such as processes and workflow,
authorization and assignment control, when and where change happens across the
lifecycle and who is in charge of communicating such changes to all involved, and so
on. This way, at the beginning of the software development the work team needs to be
built (IntA.1.). As it can be shown in Table 1, the most important aspect that needs to

Fig. 1. Proposal of marketing and user centered model process
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be taken into account here is that, not only usability engineers, requirements engineers,
developers, analysts, but also marketing experts need to be included in the team
(IntA.1.1). Furthermore, after having identified the exact marketing experts that will be
included in the product development, an analysis of their main goals and interests is
also needed (IntA.1.2.).

After having accomplished the team building, it is necessary to represent the sys-
tematic design, collection, analysis and reporting of data relevant to a specific mar-
keting situation involving an organization. In order to achieve a good research plan,
there are some steps that need to be accomplished (IntA.2): the definition of the
problem and main research objectives (IntA.2.1.) and the gathering of all the research
information and its analysis (IntA.2.2.).

The process continues with the identification of a target market in which the
product will be further developed and then launched (IntA.3.), thus identifying the size
of the market (IntA.3.1.), the market segmentation (IntA.3.2.) and also targeting the
most important segments of the chosen market (IntA.3.3.) and the market differentia-
tion (IntA.3.4.)

The product strategy activity represents the beginning of the marketing mix
description, which is the main phase regarding the marketing process model. Products
are considered a key element in the overall market offering. Marketing mix planning
begins with building an offer that brings value to target customers (IntA.4.). This activity
grouping is focused on detailing the initiation of the product development (IntA.4.1.).

Development Activities (IntB). These activities are depicted in Table 2. In this case,
as development activities imply technical task concerning product development, the
activities have been designed taking into consideration the ISO 9241-210 user-centered
development process, in which the design solution is always evaluated and validated by
the user after implementing the final system. This way, as shown in Fig. 1, activity
groupings IntB.1 and IntB.2 have been integrated in the ISO 9241-210 stage “Specify
the context of use”, whereas activity grouping IntB.3 has been integrated into the ISO
9241-210 stage “Specify the user requirements”. Also, activity groupings concerning
marketing and the marketing mix strategy has been added.

The main point here is to gather and analyze information on the current context in
order to understand and then specify the context for the future system. For this reason, a
thorough Competitive Analysis and the identification of the most appropriate target
market need to be done (IntB.1.). Also, marketers need to identify the competitor’s
goals (IntB.1.1.), and carefully assess strengths and weaknesses (IntB.1.2.). This pro-
cess is usually achieved by analyzing secondary data, personal experience and word of
mouth, or by conducting primary marketing research with customers, suppliers and
dealers (IntB.1.3.). After having identified its main competitors, a company needs to
design some broad marketing strategies by which it can gain competitive advantage.
The problem in this situation represents what broad competitive marketing strategies
might the company use and, from these, which are best suited for a company or for the
company’s different visions and products. After having realized a marketing research
and also an analysis of the most important competitors that exist nowadays on the
market, there is a high demand on determining the most important target market
(IntB.2.). In order to realize this activity, there are two main steps that need to be
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Table 1. Pre-development activities

Activity groupings Main activities Main tasks

IntA.1. Team building IntA.1.1. Incorporation of
marketing experts in the
software development project

—

IntA.1.2. Analysis of the main
goals and interests of every
marketing expert

—

IntA.2. Marketing
research

IntA.2.1. Defining the problem
and research objectives

IntA.2.1.1. Exploratory
research

IntA.2.1.2. Descriptive
research

IntA.2.1.3 Causal
research

IntA.2.2. Developing the research
plan for collecting information

IntA.2.2.1 Analysis of
primary data

IntA.2.2.2 Analysis of
secondary data

IntA.3. Market analysis IntA.3.1. Determining market
size

IntA.3.1.1 Analysis of
market volume and the
market potential

IntA.3.1.2 Analysis of
competitive sales
(bottom-up approach)

IntA.3.1.3 Analysis of
competitive sales
(top-down approach)

IntA.3.2. Market segmentation IntA.3.2.1 Geographic
segmentation

IntA.3.2.2 Demographic
segmentation

IntA.3.2.3 Behavioral
segmentation

IntA.3.2.4 Psychographic
segmentation

IntA.3.3. Market targeting IntA.3.3.1. Selection of
two important market
targets

IntA.3.4. Market differentiation IntA.3.4.1.
Undifferentiated
targeting

IntA.3.4.2. Concentrated
targeting

IntA.3.4.3. Multi-segment
targeting

(Continued)
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accomplished: the analysis of the internal factors of the company (IntB.2.1.) and also
the analysis of the external factors (IntB.2.2.). Furthermore, an analysis of the most
important marketing stakeholders (IntB.3.), referred to different users that will work

Table 1. (Continued)

Activity groupings Main activities Main tasks

IntA.4. Defining the
marketing strategy and
the marketing mix

IntA.4.1. Product strategy – the
new product development
process

IntA.4.1.1 Idea generation
IntA.4.1.2 Idea screening
concept

IntA.4.1.3 Concept
development and
testing

Table 2. Development activities

Activity groupings Main activities Main tasks

IntB.1. Competitive
analysis

IntB.1.1. Identify the
competitor’s goals

—

IntB.1.2. Selecting the most
or least dangerous
competitors

—

IntB.1.3. Competitive
strategies

IntB.1.3.1 Adopting overall
cost-leadership

IntB.1.3.2. Differentiation
IntB.1.3.3. Focus

IntB.2. Identifying
the most
appropriate target
market

IntB.2.1 Analysis of the
internal factors of the
usability company

–

IntB.2.2. Analysis of the
external factors of the
usability company

IntB.3. Analysis of
the marketing
stakeholders

IntB.3.1. Identifying the
stakeholders

–

IntB.3.2. Analysis of the
goals, interests and
conflicts of the
stakeholders

IntB.3.2.1. Identifying and
characterizing the necessities and
the interests of each stakeholder

IntB.4. Product
strategy

IntB.4.1.Managing the new
product development

IntB.4.1.1.Customer centered new
product development

IntB.4.1.2.Team-based new product
development

IntB.4.1.3. Systematic new product
development

IntB.4.2. Marketing test —
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with the software application in the future, needs to be realized (IntB.3.1.). Also, after
the product has passed the business test, it goes to the next stage, which is the product
development. In this stage, the research and development department or the engi-
neering department will be in charge of transforming the concept of product into a
physical one. It represents an important step to show whether the product idea can be
turned into a workable product or not (IntB.4.1.). Finally, a marketing test should be
carried out in order to expose the product to a sample population for deciding whether
to reject it before launch or not (IntB.4.2.).

Post-development Activities (IntC). These activities are depicted in Table 3. After
having accomplished the pre-development and development of the software product,
the post-development activities take place. In this situation, the activities that belong to
the marketing mix enter into discussion: price strategy (IntC.1.) and promotion strategy
(IntC.2.). These two categories of activities have been addressed at the end of
the development of a software product because of the importance that they can bring to
the software development, especially from the marketing point of view, in order for the
software/usability company to obtain a certain amount of benefits after finishing the

Table 3. Post-development activities

Activity groupings Main activities Main tasks

IntC.1. Pricing
strategy

IntC.1.1. Market skimming pricing —

IntC.1.2. Market penetration
pricing

—

IntC.1.3. Product mix pricing IntC.1.3.1. Product-line
pricing

IntC.1.3.2. Captive product
pricing

IntC.1.3.3. By-product
pricing

IntC.1.3.4. Product bundle
pricing

IntC.1.4. Pricing adjustment
strategies

IntC.1.4.1. Discount
allowance pricing

IntC.1.4.2. Segmented pricing
IntC.1.4.3. Psychological
pricing

IntC.1.4.4. Promotional
pricing

IntC.1.4.5. Geographical
pricing

IntC.1.4.6. International
pricing

IntC.2. Promotion
Strategy

IntC.2.1. Identifying the promotion
strategies
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software product. Actually, one of the most difficult and important elements is the
decision on money and how much to charge the customer (IntC1.1., IntC1.2., IntC1.3.
and IntC1.4.). Finally, current promotion strategies need to be identified (IntC2.1.) in
order to correctly advertise the brand image of the product. Some of the tactics that are
applied here are advertising, sales promotion, public relations and direct marketing.

3.4 Methods and Technics

In order to accomplish the presented activities, some of the existing methods and
technics appearing in the current literature can be used, such as focus groups, ques-
tionnaires, Delphi method, ethnography field research, unstructured interviews, con-
ceptual maps, to cite a few [1, 10]. For instance, unstructured interviews, where
questions are not prearranged, allow flexibility as questions are developed during the
interview. Another important technic is focus groups in order for the user to present
spontaneous reactions and ideas, allowing the expert to observe group dynamics and
organizational issues.

4 Conclusions

The main goal of this paper was to analyze the development of user-centered software
through the use of marketing strategies, with the aim of increasing usability assurance
[14]. In particular, the main contribution presented is the proposal of specific activities
in a user-centered process model, establishing a relationship between marketing and
usability, and addressing the lack of specific approaches in the state of the art so far.
Standard ISO 9241-210 has been considered as a user-centered process model that
recognizes important aspects of planning the human centered process or the specifi-
cation of user requirements, highlighting appropriate aspects useful to be considered for
integrating the marketing activities in the proposed model. Therefore, marketing
activities were gathered in three development groupings: pre-development, develop-
ment and post-development. This classification has been achieved according to the
IEEE 1074:2006 standard. In general, we propose the integration of specific activities
such as team building, marketing research, and market analysis. Also, other proposed
activities identify the importance of knowing the competitors that the specific product
might be facing before released, as well as a better knowing of the market in which the
product will be further launched. Finally, other late activities are also presented
including promotion and price strategies.

As future work, we expect to refine the development activities and create others.
Also, we plan to carry out a validation of the proposed process model with a real
application construction, and propose an evaluation criteria based on a quality model.
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Abstract. Although both agile developers and UX designers have a common
concern regarding to build software with quality, they usually have different
viewpoint of the user experience and usability. We have proposed a protocol in
which personas and Nielsen’s heuristics were used as a common vocabulary
between designers and developers (SCRUM team) for the communication of
recommendations and/or design solutions. We have adopted action research to
conduct our research, performing a workshop and interviews to study the fea-
sibility of the proposal; and later two case studies to compare and evaluate the
use and non-use the protocol. In the final, adding to the case study comparison,
we interviewed the SCRUM team who revealed that the protocol improved the
understanding of recommendations and the Nielsen’s heuristics contributed to
objectively communicate the main problems of interaction.

Keywords: Action research � User experience � Interaction design � SCRUM �
ERP

1 Introduction

The integration of interaction design into the practice of software development may
improve the process to support the development of products, which could be more
adherent to user needs and expectations. The main concern of professionals who work
in the field of User Experience (UX) is on drawing interactive products, which properly
supply user-software communication and interaction [19]. Although the issues of UX
and interaction design have been discussed by the software development area, few
results have been achieved from the inclusion of interaction design practices within the
phases of the main agile processes [20].

Boivie et al. [4] point out that the incorporation of interaction design in the software
development process is not the simple addition of some UX activities. It requires new
approaches and assets, such as guidelines of planning and practical methods. It also
achieves cultural aspects in the organization triggering changes in the relationship
among project managers, development team and UX designers. Wolkerstorfer et al.
[23] spotlight that the difference between the mindset of software engineers and experts
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in human-computer interaction area (HCI) - who use different practices and ways of
expressing from their knowledge areas - may complicate the integration of design
artifacts into the phases of agile processes. Moreover, developers are not familiar, as
the usability experts, to give attention to the cognitive aspects of the end-user. Despite
common concern of the agile developers and UX designers - they aim at building
software with quality - each one addresses the development activities from a different
perspective [11, 22], especially on the aspects of user experience and usability issues.

Considering the statements, this paper presents a protocol composed by decisions
and recommendations of interaction design which aims to improve the communication
of the agile development team and support the integration of user interaction design
into the phases of SCRUM process [21]. The protocol for communication is based on
concepts of personas and usability Nielsen’s heuristics. The motivation for the adoption
of personas and Nielsen’s heuristics emerged from the hypothesis that these concepts
can aid the developers and the UX designers to level out their interpretation on the
usability fundamentals. Furthermore, the protocol can enhance the understanding of
interaction design decisions for guiding the efforts of developers during the coding and
testing activities. In the protocol the personas and the usability heuristics are used as a
common vocabulary for the communication between both teams SCRUM and UX.

2 Research Approach

The protocol proposed is a partial result of a research project that has been developed in
partnership with a producer company of ERP (Enterprise Resource Planning) systems.
The objective of the research project is to propose methods and artifacts, suitable to the
domain of ERP systems, for which can be incorporated into the SCRUM process,
recently adopted by the company. To achieve the project goal, our strategy has been to
work the mindset of the employees on the importance of the UX in the software
development. Some workshops to introduce, promote user experience practices and
evangelize the usability [18] have been developed during the last two years.

The research project is naturally incremental which partial findings applied directly
to the company’s processes, so the Action Research (AR) [1] has been the most
appropriate methodology to conduct our research. According to Hayes [13], Action
Research offers HCI researchers theoretical lenses, methodological approaches, and
pragmatic guidance for conducting socially relevant, collaborative, and engaged
research. Particularly, in the work reported in this paper, we used a qualitative approach
of AR called Cooperative Method Development (CMD), which combines qualitative
empirical research, with problem-oriented method, technique and process improvement
[9]. In this approach the researchers, who are motivated to understand how the software
developers face the daily challenges in software development, can combine both
technical innovation, and method and process improvement within one CMD cycle.
We adopted the interview and ethnography as supported techniques. The three stages of
the CMD cycle are (1) Understanding Practice, (2) Deliberate Improvements, and
(3) Implement and Observe Improvements.
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In the following sections we describe the procedures used to mastermind, develop
and validate one of the artifacts created to be used in the development process model
proposed in the research project: a protocol based on personas and Nielsen’s heuristics
for communication of design decisions and usability issues.

3 Understanding Practice

Both concepts of personas and Nielsen’s heuristics are largely used in industry of
software development. They are recognized by the experts as good practices to keep the
focus on the end-user and on the software usability [3, 10].

Persona is a concept frequently used to create fictional characters, hypothetical
archetypes of a group of real users, thus defining the typical users and their relevant
features within a context of interaction. The personas are artifacts guiding the devel-
opment of interaction scenarios and/or used to describe the typical tasks in usability
testing [7]. The research presented by Billestrup et al. [3] reveals that the companies’
developers recognize and understand the potential and advantages of using personas.
The application of the persona technique has proved that designing for a small set of
personas can meet a significant number of users by their similar goals and features.
However, the construction of personas should be grounded in the research on target
users, which requires a longer time spent on this work and that often the development
companies cannot adopt [12]. Miller and Williams [15] present a simplified structure
proposal for personas specification, thus allowing greater flexibility in the creation
process and in the use of personas.

Nielsen’s heuristics are usability guidelines commonly used to drive the design of
interactive interfaces [17]. Heuristic is defined as a general principle or rule used to
forward a decision in the process of designing an interactive system, support the critical
analysis of a design decision already performed, or confirm problems identified in
usability testing [12]. The ten Nielsen’s heuristics are: Visibility of system status (H1);
Match between system and the real world (H2); Control and freedom for user (H3);
Consistency and standards (H4); Error prevention (H5); Recognition rather than recall
(H6); Flexibility and efficiency of use (H7); Aesthetic and minimalist design (H8); Help
users recognize, diagnose, and recover from errors (H9); Help and documentation
(H10).

Nielsen’s heuristics are known as general rules rather than specific usability
guidelines, since they are not entirely suitable to address for particular use’s charac-
teristics of different interactive systems [16]. For this reason we have proposed Niel-
sen’s heuristics to ERP systems by perspectives of presentation and task support.
According to the impact of each orientation to usability inspection some heuristics were
mapped to perspective of presentation; others to perspective of tasks support; and
others to both perspectives. The perspectives may be used to guide the inspection in
ERP software and lead properly the inspectors during the inspection of ERP systems.
Results of empirical studies detailed in [6] have pointed that the perspective-based ERP
heuristics can be efficient and effective to detect usability issues, especially in
medium-fidelity prototypes.
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On the assumption that the personas and Nielsen’s heuristics concepts can be used
as artifacts which cross the whole development process to support the different
development phases, we decided to apply them to ensure that a minimum set of
usability aspects would be implemented. We supposed that the artifacts that cross in the
process should provide tools to the developer to work in final products, which supply
the target audience with a good interaction experience. Aiming at putting in practice the
assumption in the ERP software area, we try to address the following questions:

– RQ1 – Can the concepts of personas and Nielsen’s heuristics level out the
awareness and concerns on usability aspects of UX designers and developers
(programmers and testers)?

– RQ2 – How could personas and Nielsen’s heuristics concepts be used as a common
vocabulary for the communication between the UX and SCRUM teams?

In order to answer the questions, we planned and carried out a workshop (to
evangelizing the usability issues) and interviews with the UX and SCRUM teams (who
participated of the workshop). In the next subsections, we report the activities and the
analysis of the data collected.

3.1 Evangelizing Usability

First, we work with the workshop entitled “Usability Heuristics for ERP system” which
had the goal of spreading the concepts and practices of application of personas and
Nielsen’s heuristics by perspectives (presentation and task support) in the ERP systems
development.

A UX specialist (from the company) and two UX researchers organized and drove –
in 2 days – the workshop. The 59 employees who participated in the event were
professionals of the development area: developers (36), testers (12), analysts (5),
technical leaders (4) and software architects (2). The workshop was divided into
(i) explanation of the concepts of personas, heuristic inspection and Nielsen’s heuristics
to ERP systems by perspectives; and (ii) a heuristic inspection activity – in groups of up
to 5 individuals – in two modules of ERP systems that were developed by the company –
the Material Receiving module and the Sales Order module – both are modules of the
Business Management System. The participants were clustered by the UX designer in
order to prevent that one participant could perform the inspection in a module that s/he
had interacted previously in the developing process. Before starting the inspection the
groups should observe the description – goals, difficulties and knowledge – of 2
hypotheses of personas by module. The hypotheses of personas are supposition of
personas that are built based on the previous knowledge of the end-users that the
company can have.

In the end of the workshop, we applied one based questionnaire on TAM model [8]
to collect data of the perception of the participants on the usability evaluation technique
using Nielsen’s heuristics to ERP systems by perspectives and personas, focusing in
three points: the perception of ease of use, the ease of understanding, and the usefulness
of the heuristics. In this moment, the participants not answered question regarding the
personas technique.
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Although the main approach of this study is qualitative, we analyzed data collected
from the questionnaire using the quantitative approach. Most participants had less than
five years of experience in software development, and 56 % had less than five years of
experience in developing ERP systems. Only 11 participants (18.64 %) had more than
ten years of experience in software development and 9 participants (15.25 %) had
experience in the development of ERP systems. The issues of perception of the ease of
use and understanding in the application of usability evaluation technique with Niel-
sen’s heuristics to ERP systems by perspectives and personas revealed that most
participants broadly agree that the technique was easy to use and easy to understand,
and 55 participants agree – completely (10) or largely (25) or partially (20) – that was
easy to obtain skills for use the technique. Regarding the utility of technique, 28
participants (47.45 %) strongly agree that the technique is useful for usability
inspections, 57 participants (96.61 %) agree (at some level) that the use of the tech-
nique has improved awareness on good interaction development practices, and 54
participants (91.52 %) believe that all heuristics are applicable to ERP systems.

3.2 Interviewing Participants of the Workshop

In order to investigate the impact of the workshop in daily practice of the employees
who attended it, we conducted an interview to observe: (i) the expertise and skills
obtained from the workshop; and (ii) the contribution of the workshop in changing the
participants’ viewpoint on the usability aspects in the software development, especially
in ERP systems. We led the interview thirty days after workshop for the purpose of
pointing out the real changes that the event caused in the employees’ work. The
interviews were audio recorded with the prior permission of the interviewees, and later
transcription to a report. During 1 day, we performed a semi-structured interview with
ten individuals with different features (roles and experience), including questions that
summarize three aspects: (i) their viewpoint of usability aspects, (ii) their perception for
practical application of the Nielsen’s heuristics and personas in ERP system, and
(iii) their evaluation regarding the improvements on ERP systems brought by the
application of usability issues. We analyzed qualitatively the participants’ answers,
categorizing them in the three points listed above. We include some participant’s
comments and our observations that are shown in Table 1.

3.3 Findings

Based on the interviews outcomes, we found evidences to answer our first question
(RQ1). We confirmed that the subjects and activities of the workshop had been enough
to influence the participants’ mindset. The participants considered that personas and
Nielsen’s heuristics can guide the product development and also can be used as a
common vocabulary among the developers, testers and UX designers.

Taking into account the need of using a common vocabulary between designers and
developers, we answered the second question (RQ2) masterminding a protocol to
support the communication between the teams that consists of three items:
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recommendations and/or design solutions, personas and Nielsen’s usability heuristics.
The starting point is the research, ideation and prototyping activities performed by UX
designers, generating indications about the end-user needs. After the UX designer has
validated (using inspection or user tests techniques) the interaction design, s/he lists the
usability issues and/or solutions, in accordance with the hypothesis of personas,
mapping the issues/solutions to Nielsen’s heuristics. The Nielsen’s heuristics work as a
classifier of the listed item (usability issues and/or solutions), allowing the teams to
achieve the same interpretation of the items.

Table 1. Overview of participants comments in the three aspects

Aspect 
observed Participants' comments Findings
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“(...) I pay more attention and recognize that simple
points are important improvements which we should do
(...) the workshop opens my mind of user interaction.”

“(...), now when we look at a new screen we try to 
simulate the persona’s interaction, we are able to
identify usability problems.”

“(...) we are working on changes of error messages of a 
project because we noted the messages had no signifi-
cance to the user (...)”

The majority of the       
respondents say that they 
are more careful and pay 
attention the simple details, 
which can improve the 
system. They are concerned 
about the needs and percep-
tions of the users (the per-
sonas).
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“(...) The heuristics and personas facilitated my work 
(...) We developed a new user interface applying the 
concepts of colors in a caption. We had not decided to 
use them randomly; we had looked for color patterns.”

“(...) In my opinion, the heuristics showed to me that 
my concerns should not be only about the functional 
aspects, I also have to consider the screen, the content 
arrangement, pattern, etc. (...) After seeing the per-
sonas, I become more critical about the user interaction 
issues.”

“(...) The heuristics could be used as a checklist during 
the software tests.”

All respondents agree with 
the useful of the heuristics 
and personas in the practice 
of ERP development. They 
believe that heuristics can 
guide the usability verifica-
tion and aid the developer in 
finding alternatives to solve 
usability issues. The per-
sonas have a psychologi-
cal influence, because they 
have a concrete person that 
represents the users.
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“Some people and some professionals believe that in 
big and complex systems, like ERP systems, the     
usability is not necessary. They think the user is famil-
iar with the idea of a difficult system. On the contrary, I 
do not agree. Even though ERP systems are complex 
and require complicated processes, I think our job, as 
developers, is to facilitate the user interaction, through 
the usability heuristics application, for example.”

“The ERP system is really complex, I have no doubt 
about it, but it is always possible to improve the user 
interaction.”

Although the ERP system 
complexity, the respondents 
believe that it is possible to 
make the user experience 
more enjoyable.
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Formalizing, the protocol can be represented in Eq. (1). In next section, we describe
in details the protocol.

Protocol ¼ fitem : item � description; NHsubset; HPsubsetg ð1Þ

where:

NH = Nielsen’s Heuristics HP = Hypotheses of Personas

4 Deliberate Improvements: The Protocol Elaboration

The activities and their outcomes were reported to the employees, UX designers and
SCRUM (developers and testers), who keep the bridge between the company and the
academic researchers. Up to the meetings, the company has never performed user tests
formally, so we have suggested some improvements in the planning/execution/analysis
of usability tests. The idea of using the protocol as an artifact to communicate and
report results of evaluations and design solutions in usability testing was shared with
the meetings’ participants. In order to fulfill the agile principals we proposed to plan
and perform the usability testing in a single day as proposed by Kjeldskov et al. [14].
Another important issue pointed out by the meetings’ participants was the effort to
identify and model the personas. Aiming to meet the company demand for producing
artifacts quickly, we suggested them to follow the model proposed by Miller and
Williams [15], named hypothesis of personas, whose the proposal is the description of
personas in briefly way using a few fictitious data: name; skills and abilities; goals,
motives and concerns; and usage patterns.

Adding the usability test proposal to the protocol we draw the process that the
teams should follow. Figure 1 shows the approach to conduct user tests, implementing
the improvements proposed in the meetings, and the generation of the usability
solutions/recommendations from evaluation outcomes based on the communication
protocol.

In the planning phase (Fig. 1a); the UX team selects the artifacts (low/media/high
prototypes) and hypotheses of personas - relevant to the tests. The steps are performed
to produce the test plan (phase output): (i) to list the critical tasks usually played by the
users and match them to the hypothesis of personas; (ii) determine the quantitative
and/or qualitative metrics that matched to the test goal (the task, time spent on task,
difficulties to find resources, use of appropriate messages, etc.); and (iii) recruit at least
5 users that correspond to the hypothesis of personas, balancing the distribution of user
into the personas. The number of users of a test followed the suggestion of the Borsci
et al. [5] study.

In the execution phase (Fig. 1b) the UX designer carries out the test in a prepared
computer, or even in the user’s computer for convenience. Software suites - to capture

Communication of Design Decisions and Usability Issues 169



images or for online observation - may be used to improve the data caught during the
tests and the further analysis.

In the analysis phase (Fig. 1c), the test moderator and/or UX designers review and
analyze the notes and eventually the images recorded during the test, performing the
four steps: (i) list the issues caught, removing the duplicate issues (same issues pointed
out by more than one persona) and false positives (issues that were not considered real);
(ii) analyze each pointed issues, and propose their respective solutions/
recommendations; (iii) pinpoint the personas that can be affected by the issues; and
finally (iv) map each issue to Nielsen’s heuristics.

Following the protocol, the UX designer reports the outcomes of analysis phase to
communicate to the SCRUM teams the solutions and recommendation that should be
followed in the Sprint (Fig. 1d). The outcomes can be discussed between designer and
developers during a Planning Meeting or in Daily Meetings according to the needs. The
team evaluates the reported items, seeing the effects of them, and the personas and the
Nielsen’s heuristics that would be achieved. After the report evaluation, the SCRUM
team writes the user stories (basic SCRUM artifact), considering the protocol items.

5 Implement and Observe Improvements: Usability Testing
and Protocol

Based on a principle of CMD, in a collaboratively agreement between the academic
researchers and the company employees – UX designers and project managers – we
carried out the validation of the protocol through two case studies performed in a real
redesign project. In addition, we checked the guidelines to plan and conduct the
usability tests as we proposed (Fig. 1). The UX designer and SCRUM team, who

Fig. 1. Approach to conduct the user tests and report the usability solutions/recommendations
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attended of the validation, had participated of the workshop and interviews, so they had
previously knowledge of the Nielsen’s heuristics, and personas. The same redesign
project was used in both case studies: a new design for a high fidelity prototype to
Registration of Employees that is a sub module of a Web-based Human Resources
module. In order to compare the viability of the use of protocol and the guidelines to
the usability test, we chose to implement the protocol only in the second case study.

5.1 First Case Study

In the first case study, we did not interfere in the planning and conduction (for 5 days)
of the usability test. We observed the UX designer actions who outlined as relevant to
user test on the high fidelity prototype the following issues: (i) navigability and overall
usability; (ii) the adherence of the terminologies and languages to the domain and
users; (iii) number of steps performed by the user in the execution of the tasks; and
(iv) new design recommendations from the identified usability issues.

Considering the features of the sub module and without using the personas con-
ception, the UX designers recruited for the test five participants who were company’
employees from different departments; the participants had different educational
backgrounds, and no one has never used the sub module which would be tested. The
tests were run on a computer prepared for this purpose and the UX designer played the
role of test moderator; the sessions of each participant were recorded by a simple
camera with the consent of the participants. Afterwards, the recordings would aid the
UX designer on the analysis phase to calculate task execution time, and to pick the user
difficulties up.

An important outcome observation was that none of the users was able to complete
the proposed tasks in the number of steps previously estimated by the UX designers.
The most efforts of users were on performing more steps caused by their mistakes, as
required fields that were not filled, and four users had tried to login on the sub module
before their registration. After the test analysis, the UX designer listed ten identified
issues (without duplications) and reported them in natural language without any kind of
pattern, in writing and orally, to the SCRUM team during an informal meeting. In
sequence, the SCRUM team implemented some adjustments in accordance with their
understood of the usability issues reported.

5.2 Second Case Study

Differently from the first case study, in the second, we participated in the usability test
and in the protocol implementation, working in collaboration with the UX designer.
The usability testing was planned following the guidelines proposed in Fig. 1a during 1
day, keeping up the same test goals of the first case study. For this test, we considered a
new version of the same high fidelity prototype delivered after the SCRUM team had
implemented the changes based on the user test report of the first case study.

Nonetheless, on this occasion, before the recruitment of the users, the UX designer
built the three personas – using the format that we proposed in Sect. 4 – by mining
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information from the company’s database about the target audience. Considering the
features of the sub module, the personas were created to represent three different levels
of expertise regarding the use of technology: basic, intermediate and advanced.

After the steps of planning, six participants for the test – none of them had par-
ticipated in the first case study – were recruited, distributed two of them by persona.
We played the role of observer and the UX designer of test moderator, and the tests
were performed (Fig. 1b) in the same conditions of the previous study: in a computer
for the test, and recording the user interaction with their consent.

We followed step by step – (i) to (iv) of analysis phase (Fig. 1c) to compose the
information of the protocol to communicate recommendations and solutions, taking
into account the protocol structure (Eq. 1), and the notes and video snippets collected in
the test. Aiming to create an easier format for reporting the protocol items to the
SCRUM team, we decided to build a table in which a row is equivalent to an item of
the protocol. Figure 2 shows an example of the components of an item based on the
Eq. (1).

5.3 Lessons Learned

In the first case study, the report was composed by the tasks performed by the user, and
the correlated issues found in the test described in natural language. The UX designer
stated to us that the SCRUM team asked his/her, a couple of times, the clarification of
some description, arguing in a contrary view of the recommendation. We noticed that
from the ten issues pointed out by the UX designer in the report only six issues had
been fixed and four had triggered doubts of their need of fixing. In the second case
study, the test revealed three new issues, and the four issues, which had not been fixed,
were confirmed once again. The SCRUM team - who had no doubts regarding the
results and recommendations - fixed all the items reported through the protocol.

Days later of the second case study, we have interviewed the SCRUM team in order
to collect their opinion of the use of the protocol aiming to reassert or not the research
questions (RQ1 and RQ2) described in Sect. 3. Two developers who implemented the
improvements commented “(…) it was clear to understand the need of the adjustments,
because I could see the equivalent heuristic and the consequence of the fix in the
software”. Regarding the personas one of them said: “we could understand that the
problem was really serious and was affecting more than one kind of user”.

Fig. 2. Item to communicate recommendation and usability issues
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According to Bak et al. [2], although the software companies have stated to apply
usability testing, many have mentioned that software developers (analyst, programmer,
testers) have difficulties to understand the test results, and in some cases they do not
accept the results. Based on this assertion, and adding our findings during the two case
study, we can answer in the affirmative the research questions and confirm that the
proposed protocol, in its formally structure, is an good alternative to promote the
communication between the UX and developer teams. Moreover, the UX designers
perform the test observing the usability issues by the standpoint of Nielsen’s heuristics
that is the same viewpoint of the developers.

6 Conclusion and Further Work

The contribution of this work was to propose a protocol based on the concepts of
personas and Nielsen’s heuristics that improves the communication of usability aspects
between the UX team and SCRUM team. The outcomes of this work are part of a set of
actions - technological and cultural - which have aimed to promote the inclusion of
HCI techniques into the software development process of ERP system company.

Our proposal has been conducted by action research approach allowing us to deal
with particularities on practices of software development; and also to facilitate the
deliberation of improvements and the validation of proposals collaboratively with the
industry. The protocol has enhanced the common understanding between UX team and
SCRUM team from a unique code language and observing the features of personas.
Moreover the SCRUM team felt more comfortable to fix the modifications outlined
where the Nielsen’s heuristics communicate, in their opinion, objectively the main
problems of the interaction. In further work we will refine the protocol, and test it again
on other projects. Currently we have discussed with the representatives of both teams
SCRUM and UX to find out what is the best site to deliver the protocol and thus
facilitate the team’s access.
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Abstract. In this paper we present a description of a proposed hybrid, remote
usability testing method and a comparison of different approaches to participant
recruitment for the test conducted according to this usability evaluation method.
Moreover this paper contains a description of the implemented hybrid method
and its characteristic. One of the main features of this method is that it allows to
perform remote online tests. These tests are an alternative to traditional labo-
ratory tests. They don’t require a special laboratory space, gathering participants
in one place, a moderator or other equipment to perform the tests. However we
have to face a challenge – how to recruit participants for remote usability test,
which is more complicated because we must motivate our users to participate in
such test without having a direct contact with them.

This paper presents a comparison of a few selected methods that we used to
encourage users of website HotelGo24.com to take part in usability evaluation
test of that site. We present how many users were ready to participate in our
study depending on the applied method of encouragement and their reward for
participating in the study.

Keywords: Usability evaluation � Remote testing � Participant recruitment
methods

1 Introduction

Since the emerging of web-systems usability evaluation field, many various testing
methods have been proposed. They have been changing and adopting according to the
used technologies and trends in web-system development. Currently there are almost
one hundred usability methods that can be used for such evaluation [1] that have been
developed in the last four decades. They evolved from the laboratory end-user testing
[2], through inspection methods [3], to remote testing [4]. They also utilize very
different equipment from video recorders, eye trackers [5] or EEG devices. Having so
many various usability testing methods we can combine few of them, during one
evaluation, to perform a full usability audit of a given system. However doing so can be
time and effort consuming. The solution to this problem is to create one method, which
would combine particular elements of other methods – hybrid method.

The main assumptions for the hybrid method are following: it should have an
ability to perform complex usability tests much quicker than using other methods and

© Springer International Publishing Switzerland 2015
M. Kurosu (Ed.): Human-Computer Interaction, Part I, HCII 2015, LNCS 9169, pp. 175–183, 2015.
DOI: 10.1007/978-3-319-20901-2_16

http://HotelGo24.com


ability to gather all sorts of data regarding user’s interaction with the web-based system
being evaluated. Moreover it should be low cost, without the requirement of moder-
ation, and it should allow to test a large group of users at once. The detailed description
of hybrid method assumptions can be found in [4].

One of the main features of this method is that it allows to perform remote online
tests. These tests are an alternative to traditional laboratory tests. They don’t require a
special laboratory space, gathering participants in one place, a moderator or other
equipment to perform the tests. Main goal of such evaluation is to test the usability of a
given system by users working in their natural environment, so they behave more
naturally, like they would normally do while using the given web-based system.
Another advantage of such tests is that they do not require to gather all the users at one
time, they can take part in the evaluation when they want. Moreover it is possible to test
participants from all over the world and not only those who can physically visit our
laboratory. Also some studies have been performed that show that the same usability
problems have been found using traditional laboratory testing and remote tests [6–8]. In
the end, in the hybrid method we have used elements of the following methods:

• Questionnaires - survey regarding experience with the system
• Individual User Testing - tasks for users in the evaluated system, task success rate

and task completion time
• Clicktracking - clicks and path on the website for each user
• Unmoderated Testing - frame on the top of the evaluated system with tasks for

participants
• Automatic Testing - automatic usability calculation from obtained data
• Remote Testing - online application for testing

After our hybrid method was developed we have faced another serious challenge -
how to recruit participants for usability tests to be carried out with the proposed
method? This problem has already been addressed by at least several works. In the
remote usability tests described in [6] the participants were recruited by email message
that was sent to randomly selected employees of a company for which usability tests
have been made. In [9] and [10] from the other hand, authors describe utilization of
crowdsourcing platforms such as Amazon Mechanical Turk and CrowdFlower for
conducting remote usability tests. Crowdsourcing is defined in [11] as ‘the act of taking
a job traditionally performed by a designated agent and outsourcing it to an undefined,
generally large group of people in the form of an open call’.

The following chapters present the description of implementation of hybrid
usability evaluation method, the experiment with participants using this method and
different ways to encourage users to take part in this experiment, results of this
experiment, summary and future works.

2 Hybrid Method Implementation

After designing the hybrid method, the next step was to implement an application that
would allow to perform usability tests according to this method. According to the
method assumptions this method works as an application that allows to perform remote
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unmoderated online tests. With this method participants perform predefined tasks in the
system and the application records their progress. At the end the application displays
this data and some calculated metrics that allow the evaluator to assess the usability of
the evaluated system.

This part of research has been completed with help of the company Fragria Systems
as a part of the Grant Plus Scholarship (Human Capital Operational Programme, Pri-
ority VIII Regional Human Resources Management, Measure 8.2 Transfer of Knowl-
edge, Sub-measure 8.2.2 Regional Innovation Strategies) from the Faculty of Economy
Lower Silesian Marshal Office.1 After testing various ideas and technologies, finally the
system was implemented in JavaScript and PHP languages and works as a script that is
added to the evaluated web-system. Working application is presented in Fig. 1.

The usage of this application is simple, the evaluator creates tasks and question-
naires for users, inserts the JavaScript code into each of subpages and after those
participants complete the tasks, during which the data is recorded. The process of
evaluation with hybrid method is presented on the following schema (Fig. 2).

After the evaluation, the recorded data for each participant can be viewed in the
administrator panel (Fig. 3).

This data allows to perform detailed analysis of each participant’s performance. We
can view the task success rate and completion times, answers to the questionnaire and
we are able to check the progress for each task (visited subpages and clicked elements).
This way we can look for some usability issues that participant may have encountered,
for example, while completing a task, participants spend a lot of time on a particular

Fig. 1. The usability application is open in a small frame on the top of the screen and displays
task for users, questionnaires etc.

1 http://www.grantplus.dolnyslask.pl/.
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subpage, before they clicked on proper element – that means that this element is not
visible to users and it is a usability problem regarding design of information
presentation.

Setting up the 
database

Adding the 
JavaScript code 

to evaluated 
subpages

Evaluation with Hybrid Method

Evaluation finished

Setting up the 
tasks for users 

and 
questionnaires

Running the test, 
the application 
gathers data 

from participants

Fig. 2. Evaluation with the hybrid method

Fig. 3. Data gathered during the test – task completion times with answers to those tasks,
questionnaire scores, path for each task and click for each task.
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Moreover the evaluator can view the usability of the website that was calculated
based on implemented rules that assess usability taking into account provided
optimal parameters and data gathered from the participants, for each task, as shown
in Fig. 4.

3 The Experiment

The experiment was part of the evaluation of the hybrid method. We wanted to check
how it compares to other methods by performing usability evaluation of a website
www.hotelgo24.com. It is a typical hotel booking website that allows its users to search
and book hotel rooms all around the world. For the purpose of the evaluation with the
hybrid method we have created four tasks for the participants:

• Enter the name of the three star hotel, which is available to book from 1st to 7th
April 2015 - in London, UK, and has the highest guest rating.

• Check if you can indicate special room requests or preferences, such as connecting
rooms, bed type, smoking type, or early check-in?

• Enter the address of the cheapest hotel that is available to book from 3rd to 8th May
2015 - in New York, USA.

• Enter the telephone number to HotelGo24.

The next step was to recruit participants for the tests. Our target was to recruit 100
users to participate in our test. We wanted to check the effectiveness of various
recruitment methods. We have divided them into two groups – banners on the eval-
uated website and advertisements on other websites. For the first group the effective-
ness would be calculated by comparing the total visits on the website with the number
of people that participated in the evaluation, during the time that advertisement was on
the website. For the second group we would set a goal of 20 participants and we

Fig. 4. Automatic usability assessment based on optimal parameters and data recorded from
participants.
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measured how long it will take to get such amount of people from each source. The
methods that we have used are following:

a. Banners on our website that were encouraging to take part in the evaluation:

(i) Take part in usability evaluation of HotelGo24.com and help us to improve
our website

(ii) Take part in usability evaluation of HotelGo24.com and earn 5mBTC
(iii) Take part in usability evaluation of HotelGo24.com and help us to improve

our website, for each participant we will donate 1mBTC to charity2

b. Advertisement on the BitCoin forum3
– same as banner on our website, 5mBTC as

a reward
c. Advertisement on HotelGo24.com profile page and hotel/travel related groups on

Google+ - same information as banner on our website, 5mBTC as a reward
d. Advertisement among friends on Facebook – encouragement to help a friend with

the research and to share the post on own Facebook Timeline.

Duration of visibility of banners on the website was 10 days. We used BitCoin
(BTC) currency because it is the easiest way to make payments on the Internet. 5mBTC
was worth around $1 during the evaluation. More on BTC can be found in [12]. For
those methods that included payment we have used verification with vouchers – after
the evaluation was completed, participants were presented with generated voucher that
they were supposed to enter on HotelGo24.com Google+ profile, along with the Bit-
Coin account number (in case of charity only voucher).

We also wanted to place an advertisement on charity website – encouraging
users and Facebook fans of this website to take part in the evaluation, for each
participant 1mBTC would be donated to that organization. However after sending
e-mail to about 15 different charity organizations that accept BTC with a proposal
of such cooperation, none of those organizations expressed willingness or even
replied to our e-mail. There are also other methods that we have considered such as
payment for the recommendation of other users – after the evaluation participants
enter the voucher that they have received from the recommending user, who gets
paid for each of those participants. We will try to check this method in the future
research. Moreover there are some obvious ways to recruit participants such as
asking students to take part in the evaluation or simply asking friends and family,
but they results may not be entirely credible as they will have some predefined
attitude towards the evaluation (friends will look more favorably on the product and
students probably the opposite). Another possible ways of participants’ recruitment
is application of platforms such as Amazon Mechanical Turk, CrowdFlower MTurk
or other crowdsourcing platform.

2 http://thewaterproject.org/.
3 https://bitcointalk.org/.
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4 Results of the Experiment

Till the moment of writing of this article, we were able to evaluate 73 patricians. The
results of the experiment in terms of effectiveness of hybrid method will be published
in future works. Here we present results from participant recruitment methods that we
have used (Tables 1 and 2).

First table presents how many people completed the evaluation depending on the
encouragement method on the displayed banner. Percentage of participants was the
highest for the method with reward for each participant. For other two methods per-
centage was about the same, people were not tempted to support charity organization.
However even though users were encouraged by payment in BTC, only few more than
without any reward were inspired to complete the evaluation. It might be caused by a
fact that BitCoin awareness is still small and people do not use this currency. However
for the second table, we can clearly see that people who were encouraged by payment
and were familiar with BTC were eager to participate in the evaluation. As for the ads
on Google+, the response was much slower, probably also because of people being not
familiar with the BTC. Maybe a good idea would be to promote such ad on some
groups related to BitCoin instead of groups related to traveling and hotels. From
Facebook friends it was relatively easy to find 20 people willing to help, without any
financial benefits. However as mentioned earlier, evaluation by such people might not
be fully objective, as friends have some predetermined attitude towards the person
posting for help.

Table 1. Results for encouragement with banners on the HotelGo24.com website

Banner No
reward

5mBTC 1mBTC to
charity

Number of unique visits on the website during
evaluation

278 309 284

Number of participants of the evaluation (visited
link)

11 25 14

Number of successful participants of the
evaluation (completed)

3 7 3

Percentage of successful participants 1.08 % 2.26 % 1.06 %
Cost 0 35mBTC 3mBTC

Table 2. Results for the advertisements on other websites

Advertisement B-forum C-Google+ D-Facebook

Time for 20 people to
complete the evaluation

2 days 7 days 9 days

Range 1238 views
of the ad

Around 1100 People
might view the ad

Around 700 people
might view the ad

Cost 100mBTC 100mBTC 0
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5 Summary and Future Work

To sum up, our experiment has shown that encouraging participants to take part in the
remote usability tests is not an easy task. If we try to evaluate a website with a
statistically significant number of users, without giving them any reward for completing
the evaluation, it would take a very long time to do so. On the other hand, rewarding
the participants makes them much more eager to take part in such evaluation as we
found out from the advertisement on BitCoin forum. It was the fastest way to gather 20
participants. Bit Coins prove to be an easy way to reward users for their participation,
however many people that visited HotelGo24.com website did not know what BTC is
and they were afraid that it is some kind of hoax. Experiment results show also that
people are not eager to perform some tasks without any reward, even if they work
would correspond to some donation to charity organization.

Moreover the direct advertisements on some websites, where people are looking for
ways to earn money are definitely more efficient then trying to encourage the hard users
of our website. This however has some drawbacks, because the test participants might
not be the target group of our website and might never use it without this reward. The
best way is to try to encourage users of our website and simultaneously hire some other
people to complete the evaluation, to get the best diversity of user profiles and most
valuable usability testing results.

Regarding future work, we would like to test other methods of participant
encouragement, for example by rewarding user for recommending the evaluation to
other participants, application of crowdsourcing platforms or other forms of rewarding
the participants, i.e. mobile phone top-up, which could encourage especially young
people to participate in our tests. We would also like to try rewarding users differently
than using BTC. Moreover the proposed hybrid method is going to be thoroughly
evaluated and further developed.

Acknowledgements. The work was supported by The European Commission under the 7th
Framework Programme, Coordination and Support Action, Grant Agreement Number 316097
[ENGINE].
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Abstract. Brain-Robot Interaction (BRI) research has mainly focused on
analyzing system’s performance through objective data. Recently research on
Brain-Computer Interfaces (BCI) has begun moving towards applications that
go beyond the lab and medical settings. To create successful BRI applications in
the future for healthy users User Experience (UX) should be evaluated
throughout the development process. This paper discusses single and coopera-
tive BRI systems and analyzes affective and objective task performance data
collected while cognitively controlling a robot. Also this paper discusses how
this approach can benefit future research on the usability of BRI applications.

Keywords: Cooperative brain-robot interaction � Brain-computer interface �
User experience � Human-computer interaction

1 Introduction

A Brain-Computer Interface (BCI) measures the central nervous system (CNS) activity,
which translates into an artificial output that replaces, restores, enhances, supplements
or improves the natural CNS output [1]. Traditionally BCI has been primarily for
clinical research in which focus on the development of applications on assistive
technologies for people with disabilities. In recent years, there has been an increase of
interest in BCI research in the HCI community. The main focus is to design, develop,
and evaluate BCI applications for healthy users to assist them with their daily life.
Therefore, there has been discussions on the importance on the use of User Experience
evaluations towards BCI research. By utilizing UX evaluation, these applications can
be improved and adapted to the users needs and preferences. Cooperative Brain-Robot
Interaction (cBRI) can benefit from UX user’s data. BRI consists of studying how
humans interact with robots (physical and simulated) via cognitive (non-muscular)
communications. cBRI is the study of how two users or more can collaborate to control
machines cognitively. Similar to entertainment applications UX evaluation is needed
for cBRI to investigate how users feel while controlling robots. Previous cBRI work
focuses mainly on objective data collected during studies. Although this approach
assists with understanding a system’s functionality, it may exclude important
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information on how users perceive the system’s performance. In addition, UX evalu-
ation could have an impact on the system’s performance [2].

This paper explores how UX evaluation and Affective measurement can be bene-
ficial towards BRI research. It explains how concepts such as interviews and ques-
tionnaires can contribute towards the enhancement of BRI systems. However,
Interviews and questionnaires could fail to report useful information at times because
sometimes participants may be unaware of how they truly feel. Therefore, neuro-
physiological measurements (affective analysis) may be useful to assist with interpreting
how users feel while performing BRI tasks. Neurophysiological measurements provide
physiological objective data that can be used to gage user’s emotional state. This paper
focuses on interpreting engagement data to support both the robot and UX provided
data. Engagement information has shown to be beneficial in recent BCI studies [3, 4].
Users that are more engaged could be more focused on BRI tasks. In result engagement
levels could relate to situational awareness. Analyzing engagement data along side other
measurements could provide insight into how affective data can be used to supplement
research similar to this work in the future. Furthermore, this paper discusses how robotic
objective, subjective, and affective data may be used together to provide a more holistic
evaluation of the UX of cBRI. An example of evaluating single versus cooperative BRI
is included in this paper to show the usefulness of using affective, subjective and
objective data together. The last sections of this paper provide recommendations for
evaluating UX of BRI applications in the future.

2 Related Works

Recently there have been efforts to investigate howmultiple users interact and/or perform
when using BCI devices together. Much of this work is aimed towards healthy users.
Although no UX evaluation for BRI has been done to date, previous research suggest that
cooperative brain control could cause less fatigue and cognitive load in comparison to
solo brain control [5]. Much of the work in this area has been done in the area of gaming.
Nijholt and Gürkök surveyed research on multi-user brain-computer applications [6]. In
particular they looked into gaming applications that incorporated a multi-brain
setup. After investigating various existing multi-brain applications the authors con-
cluded that even though there is stillmuchwork to be done in this research area,multiparty
brain gaming has potential to provide challenging, engaging and enjoyable experience for
players. This work also goes on to mention some cooperative control research that took
place recently. Although they mentioned a system similar to full cooperative control of a
robot, there is no evidence that this topic has been thoroughly investigated. Hjelm et al.
provided an early example of multi-brain interaction [7]. In their work two players
controlled the ball through their state of relaxation. The objective of the gamewas to place
the ball in the opponent goalmouth. This research showed an example of how one can
compete and relax at the same time. Gürkök et al. researched muti-player BCI UX [8]. In
this work, UX was reported via observational analysis of social interaction. This infor-
mationwas gatheredwhile a pair of players played a collaborative BCI game. To getmore
information on how users viewed BCI control, participants compared BCI with using a
mouse to complete the same tasks. According to the article users collaborated less when
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using the BCI in efforts to try to keep control of the robot. It was concluded that the UX of
games that use BCI for direct input is dependent on advances in classical BCI. Bonnet
et al. evaluated amulti-player BCI game both in a collaborative and competitivemode [9].
In this study users attempted tomove a ball to either the left or right side of the screen. This
literature provides a comparison of solo and multiplayer motor imagery based BCI
gaming. Eckstein et al. worked on research that investigated whether a collection of brain
signals cold together make better decisions [10]. In this work a collection of twenty
humansmade perceptual decisions together via brain signals. Obbink et al. looked into the
social interaction aspect of multi-brain BCI gaming [11]. According to their report,
though users felt they collaborated better using a point and click device, there was also
some promising results for the use of multi-brain BCI. Nijholt et al. investigated
multi-party social interaction [12]. This literature discusses how it is important to research
the ways healthy BCI users can use BCI technology collaboratively. Poli et al. discusses
how cooperative BCI can be used to assist with space navigation [13]. They reported that
results from cooperative control were statistically significantly better than solo control.

There is multiple work on using BCI to control robots. Although existent in other
areas of BCI there has been little investigation of the user’s overall experience while
performing BRI tasks. Most of the previous work mentioned above relied only on task
performance data when evaluating BRI systems. This paper discusses a novel concept
of using subjective UX data, neurophysiological measurements, and objective data as a
metric of success.

3 UX Impact on BRI

Currently there is a limited amount of research on BRI systems with a focus on HCI.
There is even less work or none on the study of implementing UX evaluations to BRI
systems. There are multiple factors contributing to this issue. One factor is that these
types of systems are still mostly in a proof of concept phase [15]. As a result, the
research has taken place mainly in labs that concentrate mostly on optimizing system
performance. These projects mostly focus on detection, performance and speed. This
research has assisted with progressing BCI, but as the fields of BCI and HCI begin to
merge new findings about the impact of UX on BRI are being discovered. An example
of this was shown in recent studies that suggest there is a relation between motivation
and task performance [16]. This finding was a result of only a few studies. More focus
on evaluating UX of BRI could lead to even more discoveries that could enhance future
BRI applications. Additionally, BCI for control has been a key topic in the medical
domain form the beginning. With these implementations, system performance weighs
very heavily on practitioners, which often results in UX evaluation being overlooked or
ignored. One possible reason causing this issue is that participants in the target pop-
ulation may not have the capacity to provide efficient subjective data. A possible
solution to this problem is to utilize methods used in other areas to assess UX for
non-healthy users. The introduction of off-the-shelf non-invasive BCI devices has
enabled researchers and developers outside of the medical domain to work in the field.
This has resulted in more applications targeting healthy users. The UX of these new
applications matters greatly to the target population. BCI studies that have investigated
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UX, mention user acceptance, system performance, and user enjoyment as the main
reasons evaluating UX is vital [2]. User acceptance can play a key role in BRI systems.
Users who are frustrated with a system’s design could perform cognitive task poorly
due to system level issues. One BCI study reported that users performed worse both
with positive bias and negative bias when giving inaccurate feedback [17]. To address
this issue a user-centered design process that involves users iteratively throughout the
process should be used. This in result could increase user-acceptance and reduce factors
that could hinder UX. To assess user-acceptance, tools such as the System Usability
Scale (SUS) and NASA Task Load Index (TLX) can be used. More specifically, these
tools can be used to assess usability and cognitive workload respectively.

Many current BCI systems for healthy users are marketed as entertainment appli-
cations. User enjoyment is crucial for these applications to be successful. UX evalu-
ation provides an opportunity to assess this through various methods. One method of
doing this is through surveys. The Game Experience Questionnaire (GEQ) is an
example of a tool that has been used previously to gain insight on users’ level of
enjoyment with BCI applications [18]. Based off the trends with-in BCI, BRI could
become popular for entertainment purposes. Considering this possibility, addressing
issues regarding UX impact on BRI will be important for future applications. Currently
there are many limitations of using BCI for control, but investigating the impact of UX
could provide clues to ways to addresses some of these limitations. Although UX is not
commonly assessed during BRI studies, previous research suggest that UX can influ-
ence objective performance measures in these kinds of system [2].

For example, by collecting subjective can one can gain insights about possible
confounding factors, such as the BCI device being uncomfortable, therefore distracting
the user. Other possible distraction could have occurred such as the user being unclear
about directions or uncomfortable with the experimenter mounting the device. These
are just some examples of latent issues that might come out only if researchers
investigate the more subjective side of their experiment.

Collecting UX data is important to determine user acceptance, system performance,
and user enjoyment, but it can also be used to help further validate the objective data.

4 Approach

To investigate the use of affective data and objective data with BRI task evaluation, a
simulation environment was developed. Both solo and cooperative control was tested
using this environment. While the robot was being cognitively controlled, affective data
was collected to measure engagement levels. This data was then used to gain insights
on the relationship between neurophysiological measurements and objective perfor-
mance measures.

4.1 Non-invasive Emotiv BCI Apparatus

The Emotiv EPOC non-invasive device (Fig. 1) is a wireless EEG data acquisition
and processing device. It connects via Bluetooth to a computer. This device consists of
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14 electrodes (AF3, AF4, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC8, F4, F8) and 2
references (P3/P4 locations) to obtain the EEG signals. These channels are based on the
international 10–20 locations, which is the standard naming and positioning for EEG
devices. The sampling method of the device is based on the sequential sampling with a
sampling rate of 2048 Hz. This device was chosen among others for its portability and
its adaptability as a wearable computing system. This device was selected for the
infrastructure as it has been widely used by other HCI researchers as an input and to
study the user’s state, which shows its adaptability and accuracy among different task
assignments.

Using the BCI begins with mounting the device. Once mounted the Emotiv Control
Panel can be used to get visual feedback of the signal quality of electrodes. Green,
yellow, red, and black colored electrodes represents good, fair, bad, and no signal
respectively. Prior to cognitively controlling a robot in the simulation training must be
complete. Training is managed in the control panel. The training phase consists of
visualizing movement over a time period. In this work, push and right were the two
trained commands. The push command translated into a move the forward command.
The right command updated the current angle of the robot causing it to rotate clock-
wise. Once training is complete the robot can be moved cognitively based on the
trained commands. EmoKey, another component from the Emotiv software suite was
used to map cognitive commands to keystrokes. In this implementation forward
commands were mapped with the ‘w’ keystroke. Right was mapped to the ‘d’ key-
stroke. When the simulation application in the detected these keystrokes the robot
performed the corresponding action.

4.2 Simulation Design

The simulation was developed using HTML5 and JavaScript. The yellow canvas
served as the main stage as shown in Fig. 2. The red block represents a top down view
of the simulated robot. The black bars are obstacles in the environment. The green
square in the simulation is the target. Cognitive commands sent to the robot from the
BCI device moved it up or rotated it clockwise. The position of the robot is determined
by the equations shown in Fig. 3. The first equation calculates the robot’s next position.
The x in the equation holds the current position of the robot and the y represents the

Fig. 1. EEG Emotiv EPOC device
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current location of the robot in the y-axis. The new x and y variables are located on the
left side of the equation. The equation also includes a variable f, which controls how far
the robot will travel. To maintain the same speed throughout a session this variable is
set to a constant. For the x equation f is multiplied by the sin of the current angle of the
robot. In the y equation f is multiplied by the cosine of the robot’s current angle. The
current angle is converted to radians to retrieve the 2D coordinates. This is a well
known formula commonly used in 2D simulations. When the robot receives a move
forward command the x and y coordinates are updated. When the robot receives a
rotate command the current angle is updated. Due to the current limitations of BCI the
setup was kept simple so that the robot could be navigated throughout the simulation
environment successfully.

5 Results

Two tests were performed to collect affective and objective data while cognitively
controlling a robot. The first test consisted of a solo BRI task. During this test the user
was responsible for the push and rotate commands. The second test consisted of two
users cooperatively controlling a robot. The two commands were divided between the
users in this case. One user was responsible for the forward command and the second
user controlled the robot’s rotation. In both cases the goal of the task was to move the
robot to the green square shown in Fig. 2. Once a command was sent, the robot moved
and afterwards stopped to wait for further commands. When the robot ran into a wall it
was logged as an error. The task ended once the robot reached the green square. Task

Fig. 2. Simulation environment

Fig. 3. Equation to determine robot’s position
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completion time and engagement levels were collected. Engagement was computed
using a well-known formula shown in Fig. 4 [14].

6 Discussion

Prior to completing the solo task the user trained the push and right commands.
Engagement and objective data collection was synced so that user state, robot position,
and commands could be analyzed together. During solo control, it took 351 s to
navigate the robot to the target. The average engagement level during this task was
0.15213. As shown in Fig. 6 the amount of time for this task was greater than the
cooperative task as expected. The average time the robot stayed idle during this task
was 2.92 s. Figure 5 shows engagement levels for the solo task during the initial 133 s.
Shown by the green line there were a few drops in engagement during this task.
Although at times the engagement increased, the graph shows that engagement for the
solo task on average remained less than cooperative control during the initial seconds
of the task. There could be multiple reasons why this was the case. One reason may be
that the user only needed to focus on self-motivated movements. During the solo tasks
there was no need to collaborate, which could have also influenced the engagement
levels.

Fig. 4. Engagement formula

Fig. 5. Solo and cooperative engagement levels
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The two users for the cooperative task trained one command each. The cooperative
task took 133 s to complete. The average engagement for the user controlling the
forward command was 0.043891. The average engagement for the user controlling the
rotate command was 0.137043. The robot stayed idle on average 1.012 s which is less
than it did during the solo task. This was probably due to the fact that each user only
had to worry about one command. This resulted in users being able to move the robot
more often. There was a cost associated with this ability to move the robot more
frequently. Robots that stay idle for long periods could have slower completion times.
As shown in Fig. 7, the cooperative tasks had more errors. Errors were classified as
anytime the robot collided with the black walls shown in Fig. 3. These errors probably
occurred because users were unsure of each other intentions at time. Feedback in the
form of a dynamic cognitive gage could be used to communicate users desired
intentions. This would help avoid collisions with walls. Figure 5 shows that the
cooperative forward user and solo users had similar levels of engagement. This would
be expected due to the constant need for the forward command.

Fig. 6. Tasks completion times

Fig. 7. Tasks errors
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7 Conclusion

Although more errors occurred during the cooperative test, additional training could
have reduced this. The engagement data shows that a cooperative system could result in
a different experience for collaborating users. To address this issue further research
should be done to investigate ways to provide equal experience for collaborating users.
Cooperative cognitive systems that do not balance the experience for users could result
in a degrading performance for one user, which could influence the system as a whole.
Analyzing the affective data gives insight into this issue. This serves as an example of
the usefulness of neurophysiological data. Going forward this approach could uncover
further details about other similar systems. One key next step is to extend this work
with more participants. Also subjective data will be collected to investigate the rela-
tionship between neurophysiological, subjective, and objective data. Further investi-
gation could give more insights into how UX evaluation can benefit BRI research.
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Abstract. It is often said that there is an age difference in the use of ICT
devices such as cell phones and smartphones, but the empirical evidences are
rare regarding the details of the literacy and the use of such devices. The
usability and satisfaction of such devices and applications are important for
users. In this paper, authors focus on the factors influencing satisfaction with
smartphone application use.
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Satisfaction

1 Introduction

With the progress and the diffusion of Information and Communication Technology
(ICT), many devices, such as computers, cell phones, smartphones and tablets, have
become more convenient and are used in a variety of ways in our everyday life. At the
same time, in Japan, the progress of aging is very rapid and since 2005 Japan has
become the most aged society in the world. The percentage of elderly people (per-
centage of total population aged 65 and over) in Japan has risen up from 5 % in 1950,
10 % in 1985, and 20 % in 2005, to 25 % in 2013, and is expected to rise to 30.3 % in
2025 and 39.9 % in 2060 [1]. Against these factors, manufacturers in electronics have
developed cell phones, smartphones and computers for elderly users [2, 3], but there
still exists a gap between high-skilled end users and low-skilled end users depending on
theie demographic traits. One of the marked differences is related to differences within
the age group [4].

In previous studies [5, 6], we conducted a questionnaire survey based on a quan-
titative approach to grasp the overall trend of using cell phones. Answers to the
questionnaire showed some variation, such as how elderly people are using afewer
number of functions and how they cannot operate functions that are widely known and
used among other age groups. Compared to young people, elderly people do not use
cell phones actively and do not use as many functions effectively. It was also found that
there are differences in the relative importance of the value criteria regarding age and
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sex. Younger people, ages 20s, tend to emphasize performance, functionality and
design, though there is a slight disparity between male users who emphasize perfor-
mance and female users who emphasize design. On the other hand, elderly people
emphasize the ease of operation and the display size. Elderly people do not simply
neglect the design of devices (Kansei aspect) but put more emphasis on the usability
and will regard the design as important if there are no usability problems. There is a
generation gap between those people in regards to the value criteria, how the design
(appearance) and the usability are affecting the purchase of cell phones by adopting the
research results. The usability of the device is significant to the elderly, so the usability
of software such as smartphone applications should also be considered through the
spread of smartphones.

ISO9241-11’s definition of usability is the “Extent to which a product can be used
by specified users to achieve specified goals with effectiveness, efficiency and satis-
faction in a specified context of use [7].” Regarding this definition, Kurosu argued that
the concept of usability consists of just effectiveness and efficiency. They should be
considered objective quality characteristics in the same way that reliability, cost, safety,
compatibility and maintenance are. However, satisfaction is related to subjective
quality characteristics such as pleasure, joy, beauty, attachment, motivation and value,
as well as objective quality characteristics [8].

In this paper, satisfaction was regarded as one of the key criteria for the evaluation
of artifact quality. We focused on the following points, and conducted the usability
evaluation of smartphone applications as follows:

(1) What is the most important factor affecting the satisfaction when using artifacts?
(2) Whether the strongest determinant of satisfaction differs depending on age groups?

2 Usability Evaluation of Smartphone Application

We conducted a usability evaluation for the purpose of getting detailed information
regarding the users’ subjective impressions and feelings while using a new application
we developed. The application focuses on the connection between satisfaction and
other items used the evaluation.

2.1 The Stress Measurement Application Overview

We developed an application that can estimate mental stress levels more easily than the
conventional method of using an electrocardiograph (ECG). Figure 1 is the flow dia-
gram of calculations for the heart rate variation (HRV) in the conventional method,
ECG measurement using many devices, and from the proposed application to measure
the pulse wave using only the smartphone.

We confirmed the accuracy of HRV detected by our application with a verification
experiment. According to the verification experiment, HRV measurement using our
application was found to be valid for assessing mental stress at the same precision as
the ECG method [9].
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Figure 2 shows how to hold the smartphone during the HRV measurement using
our application. The first step is to place a fingertip over the lens of the smartphone
camera and the light-emitting diode (LED). The left index finger is preferable. The
camera acquires images of blood vessels in the finger, and obtains the pulse wave data
by measuring the timing of the blood flow. Using this algorithm, we can calculate the
HRV from the pulse wave data using a smartphone.

2.2 Method of Usability Evaluation

Participants were 17 young people in their 20s and 12 elderly people in their 60–70s,
all living in Tokyo. The average age of the young people was 20.9 years with a
standard deviation (SD) of 0.5, and the average age of the elderly users was 66.2 years
with an SD of 1.9. All 17 young participants had their own smartphones and all 12
elderly people had cell phones.

Fig. 1. HRV calculation flow

Fig. 2. Measurement of the pulse wave with the smartphone application
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We defined elderly people as those who are over 65 years of age, based on the
World Health Organization (WHO) definition.

First we explained the research it is for the academic purposes and does not have
anything to do with the sales or marketing. We then told the participants the expected
duration of the experiment and that they were free to quit at anytime during the
experiment should they feel uncomfortable with our questions or our treatment of any
information gathered.

After obtaining their consent, we explained the evaluation procedure and how to
use the application to each participant. Then the participants performed a trial to
measure their mental stress level using the application. After the measurement, subjects
answered the following questions and commented on the application.

2.3 Contents of Usability Evaluation

The usability evaluation included the following questions (Table 1): demographic
characteristics (name, sex, age, experience with using ECG, etc.), number of errors

Table 1. Contents of usability evaluation
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during the use of the application, whether or not the measurement was successful, and
their impressions after using the application.

Description on basic characteristic of the application and comprehensive evaluation
of the application were evaluated by 5 point rating scale. Only the results of the
usability evaluation are described in terms of the association with satisfaction and other
evaluation items in this paper.

2.4 Results

The evaluation first quantified the degree of subjective belief in the questions and then
analyzed by Kendall’s rank correlation coefficient. The rank correlation coefficients
were calculated using a software excel statistics: Ekuseru-Toukei 2012 (Social survey
research information Co., Ltd., Tokyo, Japan). In the results of the rank correlation
coefficients analysis, we found some differences in the use of the ICT devices between
young people and elderly people (Table 2).

It was shown that elderly people made more positive evaluations than the youth on
the following 5 items. Among the 5 items that the elderly rated positively, these 3 items
showed a significant difference with a value of .001; “(6-a) Ease of understanding on
the contents”, “(6-g) Responsiveness” and “(6-i) Length of measurement”. Items “(6-f)
Ease of use” and “(7-e) Satisfaction” also showed a significant difference with a value
of .005.

Table 2. Rank correlation coefficients between age/sex and items
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The association between evaluation of satisfaction and other items are shown in
Table 3. 4 items were commonly linked to satisfaction for both age groups: “(6-g)
Responsiveness”, “(6-h) Reliability of data”, “(7-c) Likability” and “(7-d) Repetitive
use of the App”. On the other hand, “(6-a) Ease of understanding on the contents” had a
statistically significant association with satisfaction from only young people. Addi-
tionally, 4 items: “(6-b) Ease of understanding on the operational procedure”, “(6-c)
Ease of understanding on the screen structure”, “(7-a) Safety” and “(7-b) Usefulness”
were statistically significant linked to the satisfaction among elderly people only.

2 of the 5 items suggested the association with satisfaction from the youth, were
linked to satisfaction at the significance level of .001: “(6-a) Ease of understanding on
the contents” and “(7-d) Repetitive use of the App”. 8 items indicated the significant
association with satisfaction among elderly people. 3 of the 8 items were related to
satisfaction at the significant level of .001: “(6-h) Reliability of data”, “(7-c) Likability”
and “(7-d) Repetitive use of the App”.

3 Discussion

This study focused on factors that influence satisfaction with the usability evaluation.
The evaluation of satisfaction with the application was more positive among elderly
people. Factors affecting satisfaction were different depending on the age groups.

All young participants were using smartphones in their daily lives, hence they are
accustomed to using such applications. Because the application does not require any

Table 3. Rank correlation coefficients between satisfaction of 2 age-groups and items
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special operation, they reported boredom while staring at the screen during the use of
the application. On the other hand, all member in the group of elderly users who had
never used smartphones but had experienced ECG measurements in hospitals, felt that
the measurement time was short and was content with the application.

The results showed that understandability of the application contents and whether
to use the application repetitively were strongly linked to satisfaction among young
people. Whether to use the application repetitively, in addition to reliability and like-
ability, had deep connections with satisfaction from the elderly. It was also found that
understandability of the application contents had association with satisfaction from
only the youth, and that the understandability of the application procedure and screen
structure, safety and usefulness of the application were linked to satisfaction among the
elderly only. It can be interpreted that only the elderly were strong satisfied with the
safety and usefulness of the application based on their prior experiences of with
standard ECG measurement practices.

Early in the application development process, we conducted a product test using a
prototype for another paticipants and extracted the requirements from young and
elderly groups [10]. Requests obtained from the youth included a demand to make
application contents easy to understand, and requests from elderly people were also
embraced demands to make the application procedure and the screen structure more
understandable. In order to get high level of satisfaction with the quality of artifacts, it
is important to ensure conformance to the requirements from each user.

4 Conclusion

In this paper, we focused on the factors influencing satisfaction with the usability
evaluation of smartphone application. We conducted the usability evaluation of the
application for obtaining information regarding the relationship between satisfaction
and other evaluation items.

It was found that the evaluation of the application was more positive among elderly
people, and the youth and elderly evaluated satisfaction of the application use by
different criteria. The result showed that factors influencing to satisfaction could be
determined by the conformance to requirements of each user group.
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Abstract. This paper refers to the significance of defining and using personas for
the design and development of technological solutions for informal care. It not
only argues for the importance of carefully defining personas, but also discusses
the influence that personas exert in the design decisions made throughout the
process. We illustrate these two aspects with empirical results gathered in the
project TOPIC – The Online Platform for Informal Caregivers – in which a series
of online technological solutions are being designed and developed to integrate a
CarePortfolio to provide caregivers with emotional, informational and tangible
support, as they go on to handle their care responsibilities.
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1 Introduction

The past number of years has witnessed an increase in the demand for care work, which
in the European Union is primarily provided by informal caregivers [1]. Such work is
often associated with high psychological pressure, which subjects caregivers to a great
deal of emotional stress, usually evolving to some sort of emotional burden [2, 3].
Furthermore, informal caregivers can sometimes be exposed to severe physical loads
stemming from the care procedures they perform, which can potentially lead to the
development of a physical burden as well [4]. Such physical and psychological burdens
can increase the risk for both psychical and physical morbidity and mortality among
caregivers [5]. Therefore, it can be argued that informal caregivers are our society’s
“hidden patients”, who deserve especial attention and need support [6, 7].

One possibility of support refers to providing technological solutions to help
informal caregivers to deal with their care work and be in contact with people in similar
situations, with whom they could share their burden [8]. This is the main goal of
TOPIC,1 a European project funded by the AAL Joint Program, aiming at designing

1 For more information, visit the project website at: http://topic-aal.eu.
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and implementing technological solutions to support informal caregivers to reduce the
impacts of the potential burden stemming from the care work that they carry out.

In order to design systems that support informal caregivers’ daily lives and
potentially reduce their burdens, it is crucial to understand their needs, problems,
and expectations. Hence, the project has been using a user-centered design approach
and applying qualitative ethnographic methods [9]. One of the main tools being used in
the project to keep the users’ needs in focus is personas [10, 11], which have been
created based on the empirical data collected for the project. This paper reports on the
approach that we used to define our personas and discusses how the defined personas
have impacted on our design decisions.

The paper is organized as follows: Sect. 2 introduces the notion of personas and
discusses literature on the relevance of using it in user-centered design efforts; Sect. 3
provides an overview on the personas devised for TOPIC; Sect. 4 discusses how the
empirical data collected for the project informed the elaboration of the project personas
and introduces the impacts that our personas had in our design decisions; finally, we
conclude with a further reflection on how personas have shaped our design.

2 Related Research

Personas are a useful methodological tool in defining and assessing system requirements
for challenging user groups, like older persons, with regard to their diversity [11, 12]: they
are crucial to find accurate representations of the target group and are a valuable approach
in capturing the conceptual model of the users, so that usable and useful technologies can
be designed and developed to meet their needs, capabilities and expectations [10]. For
instance, the Center for Usability Research and Engineering (CURE) in Vienna have
demonstrated how important it is to use personas to identify and describe certain type of
users – like older persons – for a better estimation of the European population [13].

Furthermore personas are valuable in providing a shared basis for communication
between all relevant groups of stakeholders and make design decisions more trans-
parent [14]. However, personas are not a self-sufficient tool: although Bredies [15]
defends that the relevance of a persona approach to design is more relevant than using
interviews for eliciting requirements, authors like Pruitt & Grudin [14] argue that
personas should complement and not replace other quantitative and qualitative meth-
ods; according to them, personas can amplify the effectiveness of the other methods
used for the requirements elicitation. Combined with scenarios in which personas’
context and main activities are described a thorough picture can be provided to help
understand the circumstances under which a certain group of people (as potential users
of systems in development) live and what their habits and expectations are, especially
in relation to technology support for everyday life.

Personas can be defined according to Moser et al. [12] by three different approa-
ches: purely qualitative, purely quantitative and mixed qualitative and quantitative.
Although these three approaches exist, there is no framework to inform the decision
about which approach should be used. In an attempt to close this gap, Moser et al.
propose the use of decision diagrams to support choosing the appropriate approach for
the creation of personas [12].
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Notwithstanding the existence three approaches for defining personas, we argue
that it is not clear what each of these approaches entails and what is the process to be
followed for their definition. Therefore, we set out to clarify the process for defining
personas through the mixed qualitative and quantitative approach, which according to
our finding is the best approach for elaborating and choosing personas that can be
indeed representative of the target group.

3 Methodology

In TOPIC, we base our research work on a user-centered design approach supported by
ethnographically informed studies. We started our project with a pre-study to under-
stand the daily lives of our informal caregivers and to identify their problems,
needs and burdens. The pre-study was conducted with 10 informal caregivers – 1 male
and 9 female. They were facing different care situations: 5 were caring for their spouse,
3 for their parent and 2 for their child. 2 out of the 10 users were not living in the same
household as their care receiver. The age of the informal caregiver participating in the
pre-study ranged from 55 to 80 years – the average was 64 years. 2 out of the 10
informal caregivers were still working – the rest retired or unemployed.

The pre-study began with a first contact interview at the homes of the informal
caregivers: We talked about their situation, their care receiver and themselves. Fur-
thermore we gave them a short overview about the project and what they have to
expect. Then we started with the participatory observations: For this part of the
pre-study we defined 3 to 4 appointments with the informal caregivers where we visited
them again in their homes and observed their daily life – at each appointment for
approximately half a day. Before and after each appointment we conducted informal
interviews through which we engaged in deep conversations with our participants about
their situation, the status of the care receiver and also about news that happened since
the last appointment. Always when possible, we also tried to involve the care receiver
in the conversations.

At the beginning of the participatory observation phase we also distributed a cul-
tural probes kit for collecting additional data about the care situation and the care-
givers’ everyday lives. The kits contained a diary (for caregivers to write down daily
activities, feelings and thoughts), an actimoClock (for them to register the different
kinds of work and activities during a day), polaroid camera (to capture situations of the
daily life), smiley stickers (to underline emotions in the diary and/or actimoClock), a
social map (to visualize the frequency and amount of social contacts) and picture cards
(to describe feelings and thoughts related to pictures showing different care situations).
Furthermore we included two questionnaires: A care questionnaire to gather
(socio-demographic) information about the care receiver, the care situation and also the
informal caregiver itself, and the Zarit Burden questionnaire to stage the level of burden
from that the informal caregiver is suffering at the moment.

Once finished the participatory observation phase, we carried out an in-depth
interview with the care receivers to clarify what we saw during the participatory
observations and what we read from the filled items of the cultural probes. Based on all
data resulted from the pre-study, we tried to identify and define personas from different
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perspectives to be used for the TOPIC project. We basically focused on person-related
characteristics, but also included all necessary aspects of care- and context-related
characteristics to understand and better identify the personas we need. We elaborate on
our approach to define our project personas in the following sections.

4 Personas Definition and Its Impacts upon Design Decisions

In preparation for the definition of our project personas, we created an overview tablewith
the different characteristics of our participants (Table 1), so to visualize the variety of
profiles we had. Knowing that personas must be representative of the users of the system
being designed and the activities that they will perform on it, we focused on typical
characteristics used for defining personas (e.g., age, gender, social environment, etc.) [16]
and added some new ones that fitted to the context of informal care (e.g., care situation,
care receiver, relationship with care receiver, etc.), as suggested by CURE [13].

After careful consideration of the profiles of the participants in our sample, we
started working on the characteristic of our project personas. As a result, we elaborated
two personas, namely Anna and Otto, whose characteristics are listed in Table 2.
Besides Otto and Anna, we also created a non-persona called Carola (Table 3). Carola
represents people that are not potential users of our future TOPIC platform. Defining a
non-persona has been proven to be a good design practice, since it reminds the
designers of the types of people whom they are not designing for [14]. The personas
and non-personas work together in opening and restricting the design possibilities, so to
achieve an appropriate list of requirements accurately addressing the user needs.
Drawing on the results of our pre-study data analysis, we were confident that by
addressing the person-related, care-related and context-related aspects, we would
create precise representations of the different types, or archetypes, of people for whom
we are designing in the TOPIC project.

In the following section, we will discuss how our findings from the pre-study have
informed the definition of the characteristics and therefore for the personas and
non-persona. In doing so, we aim to illustrate the relevance of empirical data for the
definition of personas.

4.1 Person-Related Characteristics

Person-related characteristics mainly refer to demographic information concerning the
profiles of the types of users targeted by the system – for TOPIC, the informal care-
givers. The three characteristics that we decided to represent were age, gender and
mobility. These allow inferring quite a few things in terms of functional and
non-functional requirements for the representatives of the target group. For instance, it
is known that the older the people are, the bigger the possibility for them to suffer from
some types of sensory impairment that comes with the age [17], e.g., visual impair-
ments, which have a stronger impact on the activities of daily living than hearing
impairments [18]. This means that the interfaces should be prepared to require less
effort to read, which can be done with the use of larger fonts, the presentation of less
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information in each interface and careful positioning of the interface elements [19].
Also, taking account of people’s ages, it is perfectly possible to assess the types of
technologies they grew up with, which can be a source of inspiration for the design

Table 2. Overview of the characteristics of personas Anna and Otto

Anna Otto

Age 60 years old 70 years old
Gender Female Male
Living
situation

Live separated Live together

Care situation Starting (inexperienced with care
procedures, takes care of some
chores at the care receiver’s
house, share the care
responsibility with her daughters)

3 years (experienced with care
procedures, takes care of all
chores at the house, does not
share the care responsibilities)

Care receiver Partially mobile mother Non-mobile wife
Mobility Very good Not very good anymore
Social
environment

Husband, children No contact to children

Isolated No Yes
Relation with
CR

Non-aggressive Aggressive

Financial
dependency

Exists (Anna depends on her
mother)

Does not exist.

Technical
skills

High Low

Internet
access

Yes Yes

Table 3. Overview of the characteristics of the non-persona Carola

Carole (non-persona)

Age 50 years old
Gender Female
Care situation 2 years (visits the CR twice a week, manages the paperwork)
Care receiver Partly-mobile father, live in a retirement home
Mobility Not very good anymore
Social environment Existing, has own family and work
Isolated No
Living situation Does not live with the father in the same house
Relation with CR Lovely and non-aggressive
Financial dependency Exists
Technical skills Average (she uses computer at work)
Internet access Yes for her children
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of interaction mechanisms with which the users are familiar. In the following, we
discuss how the attributes assigned to our personas and non-persona connects with the
pre-study data analysis.

Age. The age in our sample was in average 64 years. This is similar to the general
situation in Vienna, where the average is 63 years, and the age ranged 55 to 72 years
for persons taking care for people older than 60 years [4]. Therefore, we decided to
assign Anna and Otto an age within this age range. Anna was given 60 years and Otto
70 years. The gap of 10 years was chosen deliberately because we judge that 10 years
of age would impact considerably on the skills and health situation of people, espe-
cially when it comes to older adults. It is widely accepted that 10 years entail con-
siderable changes in the types of technology available. Therefore, considering that
Anna and Otto are separated by a 10-year time frame means that they have been born in
times where the technological apparatus available to them was considerably different.
In terms of design implications, this would mean that the solutions should be flexible
enough to be used by people with different technological backgrounds. Concerning
Carola, our non-persona, she was aged 50 because this lies under the TOPIC participant
inclusion criteria of 55 + years of age.

Gender. The general situation in Vienna shows that more than two-thirds of all
informal caregivers are female [4]. Compared to our sample, male caregivers were
underrepresented – for the pre-study, only 1 male informal caregiver has accepted to
partake in the data collection activities of the project. Nonetheless, we have decided
that it would be important to have both genders represented in our personas. Past and
current research has demonstrated that gender plays a very important role in informal
care: there are many differences in caregiving related to gender. For instance, there is
evidence of a generalized culture assuming that women should take over the role of
caregiving: they are often likely to shoulder the bulk of caregiving responsibilities
compared with their male counterparts [20]. This does not come without a cost. Since
female caregivers usually do not seek support with the care responsibilities in which
they should engage, they have a higher prevalence of chronic health disorders, stress,
anxiety, depression, and social isolation. Also female caregivers are more restricted in
their mobility and life activities and have a worse self-care compared to male caregivers
[21]. This information is important for designing different types of supports for care-
givers with different gender.

Mobility. The mobility of both the informal caregivers and the care receivers is a
very important issue for the design of technological solutions for informal care.
Knowing whether (i) the caregivers can freely move and engage in short distance
mobility, (ii) the care receiver can accompany them or (iii) stay alone at home for short
periods of time when the caregivers need to be absent leads to different types of
requirement to be fulfilled. Although we observed homogeneity in our sample, we
decided to have one of our personas, Anna, as fully mobile, the other, Otto, as partially
mobile due to limited physical ability. This actually reflects the results from some other
studies pointing out to possible degeneration of physical movements with the passage
of the years – also showing an obvious worsening from the age group 50-69 years to
the age group older than 70 years [22]. We found out relevant to represent such a
variety in order to prepare our system accordingly.
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4.2 Care-Related Characteristics

In addition to demographic information, personas must voice the users’ goals and
aspirations. Designers should be reminded of what the users want to achieve through
the system and understand what types of activities are meaningful for them [16].
Providing TOPIC is thought for informal caregivers, it is important to make it clear the
types of care situations with which the users of the system are involved. The
care-related characteristics focus on this. It mainly describes the care context in which
persona is situated and, consequently, it provides information about the care receivers
and their health condition. In the following, we present the rationale behind choosing
the specific care related characteristics for our personas.

Care Situation. Most of the caregivers in our sample are caring for an ailing
relative for more than two years. However, the needs of informal caregivers who are
starting caring for somebody and the ones of those caring for someone for a longer
period of time are considerably different. For instance, many participants told us about
the difficulties they faced at the beginning with all the bureaucracy regarding social
welfare benefits, for which they are eligible, the lack of information about the proce-
dure to apply for it. On the other hand, participants also mentioned that once you get
the gist of it, you do not need this type of information. Instead, for caregivers who have
been caring for somebody for a longer period of time, the need for support with the
emotional burden they experience is definitely more important than information about
the procedures to apply for financial benefits or the care procedures. Not only that,
according to the participants, more experienced caregiver could in fact provide the
aforementioned types of information to caregivers starting with the care work. From
our observations, it was clear that some of our participants, like Mrs. Liebe, were very
experienced with the care procedures that they had to perform. Hence, we decided to
make one of our personas – Anna – as a beginner caregiver and the other – Otto – as a
more experienced one. Regarding Carola, we decided to assign her a care situation that
is not the focus of our project, i.e., one in which the caregiver is not really engaged in
the care work. In Carola’s case, the father lives in a retirement home and she visits him
just twice a week in order to check upon him and sort out any paper work that is
necessary for his permanency and for the treatments that he must receive.

Care Receiver. Information about the family relationship of the caregiver and the
care receiver as well as about the mobility capabilities of the care receiver is very
important to better define the care context with which the caregiver deals with. Most of
our participants were taking care for their spouses, their parents or their children.
Following these observations, we decided to have one of our personas – Anna – caring
for her mother, whilst the other – Otto – is caring for his wife. To have these different
family relationships reflected in the personas is important, because it exposes some
differences in the pattern of caregiving depending on who are you caring for [23]. In
addition to that, we described Anna’s mother as partly mobile whilst Otto’s wife is
non-mobile. By partially mobile we mean that the person can walk short distances,
even though with difficulties. Non-mobile means that the person cannot walk and can
have some other types of motor impairment – e.g., parts of the body can be paralyzed.
This differentiation is rather relevant in terms of system requirements and allows for the
description of different scenarios.
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Living Situation. This attribute provides information telling whether caregivers
and care receivers live in the same household. We found it important to account for it,
as our data suggested that it is directly connected with feeling of security. From the data
analysis it became noticeable that informal caregivers who do not live together with the
care receivers experience certain emotional burden stemming from the uncertainty
about how the care receivers are doing when they are not around. Although situations
in which informal caregivers and care receivers live together in the same household is
commoner in our sample, Robison et al. [24] show that almost three quarters of all care
situations correspond to caregivers and care receivers living in different households.
Providing these distinct residential situations (i) may contribute to increased social
isolation, decreased preventive care, greater activity restriction and less relationship
strain in shared households [21, 24] and (ii) can lead to different technical require-
ments, we decided to represent this diversity in our personas.

Relation with Care Receiver. Empirical evidence collected through fieldwork
suggested us that the quality of the relation between the caregiver and the care receiver
can be a source of emotional and psychological burdens. Although, we observed that in
one half of our sample the relationship between the informal caregivers and their ailing
relatives was good, the relationship in the other half of the sample showed that
sometimes the caregivers have to deal with difficult situations. Since one of our aims is
to provide informal caregivers emotional support so that the impacts of any burden
stemming from the care work can be relieved, it is important to have this issue rep-
resented in one of our personas, so to provide the necessary tools for this. However, we
should also account for good relationships, as these leads us to different user needs.

Financial Dependency. Another characteristics that we judge relevant to represent
are financial dependency, as we observed that it impacts most of the times upon the
relationship between the caregiver and the care receiver. Financial dependencies in
both ways were observed in our sample. For instance, Ms. Yoga is financially
dependent on her mother, who seemed to play a dominant role in the relationship. On
the other hand, Mrs. Liebe’s and Ms. Ehrenamt’s daughters depend financially on their
mothers, who happen to be their caregivers. Except four cases, no financial dependency
has been found between the caregivers and their care receivers. However it is worth
pointing out that this does not guarantee the rise of some issues in the relationship
between the caregivers and the care receivers. Mr. Sorgsam, for instance, told us about
the extra work that required from him to keep his and his partner’s expenses separated.
He explained that they decided to keep their expenses totally separated. They have
separate incomes and bank accounts, but Mr. Sorgsam is the one responsible to sort all
the financial issues out. In terms of work, this requires half an hour everyday from him
to log into the spreadsheets he uses to control their monthly expenses what he has spent
and what she has spent during the day.

4.3 Context-Related Characteristics

This cluster includes characteristics describing the social context as well as technolo-
gies in use or under consideration. The social context of a future user of the TOPIC
platform is a very important point in defining personas: both the social environment,
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meaning how does the family circle and the circle of friends and acquaintances look
like, and the isolation, indicating how intense the contact is to members of these circles,
describes the social context. The social context of a persona implies how big the need
of social contacts over digital media could be. Defining Internet access and technical
skills for a persona on the TOPIC project is necessary to identify the users’ techno-
logical skills and allow the designers to focus on these different needs in aspects like
usability, user interaction and user experience.

Social Environment. In terms of social environment, we observed very different
situations in our pre-study regarding this characteristic about family and friends. In
general, it can be said that the social surrounding from informal caregivers starts
shrinking as soon as they engage in handling a care situation. Because some informal
caregivers of our sample have no regular or any contact at all to their family especially
their children, friends are very important although often rare. But if the family is
available, they are an important help. Our data also shows that (former) colleagues and
neighbors are an important part of their social life. These issues have been addressed by
having Anna with a loving family and lots of friends around her, and Otto without
contacts with his friends and his children.

Isolation. Although in most cases, people have to accept the fact of being isolated
due to external reasons, we also observed informal caregivers who choose to be in such
situations. Despite the fact that just two participants from our sample seem to be
socially isolated, we judged relevant to represent both manifestations of this charac-
teristic in our personas: Anna and Otto shows different needs and requirements to the
platform, due to their different isolation levels.

Technical Skills. More than half of our sample considers having average technical
skills, whilst one third of them consider being highly skilled with technology. As
observable in Table 1, only one user low skills about technology. In order not to forget
to take into consideration the needs of these three groups we defined Anna as being
experienced with technologies and Otto as the newbie with it. Although only one
participant from our sample considered having low technical skills, past research shows
that for the age group we target, it is very common to find people with low or no
technical skills [25]. In terms of design implications, this means that the platform must
show high usability levels, being simple to understand and use and accommodating
also the needs of more skilled people with technologies.

Internet Access. Concerning Internet access, all, but one participant has it.
Therefore both Anna and Otto have been defined as having access to it. This also goes
towards the fact that the final product of the project will be an online platform. Carola,
our non-persona, has no Internet access, highlighting the fact that we are designing for
people who can go online.

5 Conclusion

Meaningful personas like Otto and Anna and the non-persona Carola are a very helpful
tool for the design of systems, especially in terms of their functionality, interfaces and
interaction mechanisms. Personas’ age is connected to their technical skills and the
level of technical skills itself influence the design of the user interfaces. One of the
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biggest challenges in TOPIC is to define simple and usable user interfaces to support
not only experienced users but also the newbies. However, we do not lose sight of
configurability and personalization, so to accommodate more advanced users.

Furthermore, the different time periods of caring for someone reflects on the dif-
ferent needs and expectations from the platform: people who are new to a care situation
seek for information from experienced users and the experienced informal caregivers
want to help by providing tips and advices. Mobility is a very important aspect we have
to support both from the caregivers’ and care receivers’ point of view. In order to
support mobility of caregivers, we have to think of wearable technologies equipped
with GPS for the care receiver in the future work.

To conclude, social support provided by a community of peers or care profes-
sionals, different ways of communicating by using messages, notes, video and audio
transmissions, information about legal, medical or care-related procedures and mea-
sures are some examples that call for a care-related protected multi-level platform like
TOPIC CarePortfolio.

Acknowledgements. We would like to thank the AAL Joint Program for financial support, our
participants for all the useful information they have been giving us, and our project partners for
insightful ideas and productive discussions.

References

1. UNFPA.: Ageing in the Twenty-First Century: A celebration and A challenge. United
Nations Population Fund (UNFPA), New York (2012)

2. Brouwer, W.B.F., van Exel, N.J.A., van de Berg, B., Dinant, H.J., Koopmanschap, M.A.,
van den Bos, G.A.M.: Burden of caregiving: evidence of objective burden, subjective
burden, and quality of life impacts on informal caregivers of patients with rheumatoid
arthritis. Arthritis Care Res. 51(4), 570–577 (2004)

3. Chwalisz, K., Kisler, V.: Perceive stress: a better measure of carer burden. Measur. Eval.
Couns. Dev. 28, 88–98 (1995)

4. Schneider, U., Trukeschitz, B., Mühlmann, R., Jung, R., Ponocny, I., Katzlinger, M.,
Österle, A.: Wiener Studie zur informellen Pflege und Betreuung älterer Menschen 2008
(Vienna Informal Carer Study - VIC2008) Wirtschaftsuniversität Wien, Forschungsinstitut
für Altersökonomie, p. 98 (2009)

5. Coon, D., Evans, B.: Empirically based treatments for family carers distress: what works and
where do we go from hear. Geriatr. Nurs. 30(6), 426–436 (2009)

6. Emlet, C.A.: Assessing the informal caregiver: Team member or hidden patient? Home Care
Provid. 1(5), 8 (1996)

7. Chen, Y., Ngo, V., Park, S.Y.: Caring for caregivers: designing for integrality. In:
Proceedings of the 2013 conference on Computer supported cooperative work, San Antonio,
Texas, USA, pp. 91–102. ACM

8. Breskovic, I., de Carvalho, A.F.P., Schinkinger, S, Tellioğlu, H.: Social awareness support
for meeting informal carers’ needs: early development in TOPIC. In: Adjunct Proceedings of
the 13th European Conference on Computer Supported Cooperative Work (ECSCW 2013),
Paphos, Cyprus. Department of Computer Science Aarhus University, Aarhus, Denmark,
pp. 3–8 (2013)

212 S. Hensely-Schinkinger et al.



9. Schinkinger, S., de Carvalho, A.F.P., Breskovic, I., Tellioğlu, H.: Exploring social support
needs of informal caregivers. In: CSCW 2014 Workshop on Collaboration and Coordination
in the Context of Informal Care (CCCiC 2014), Baltimore, MD, USA, February 15, 2014.
TU-Wien, pp. 29–37 (2014)

10. LeRouge, C., Ma, J., Sneha, S., Tolle, K.: User profiles and personas in the design and
development of consumer health technologies. Int. J. Med. Inform. 82(11), 18 (2013)

11. Cooper, A., Reimann, R., Cronin, D.: About Face 3: The Essentials of Interaction Design,
3rd edn. Wiley, USA (2007)

12. Moser, C., Fuchsberger, V., Neureiter, K., Sellner, W., Tscheligi, M.: Revisiting personas:
the making-of for special user groups. In: CHI 2012 Extended Abstracts on Human Factors
in Computing Systems Austin, Texas, USA, pp.453–468. ACM (2012)

13. CURE 2011: Results of Multivariate Analysis and CURE-Elderly-persona. Project
Deliverable

14. Pruitt, J., Grudin, J.: Personas: practice and theory. In: DUX 2003 - Designing for User
Experiences, p. 1–15. ACM (2003)

15. Bredies, K.: Using system analysis and personas for e-Health interaction design. In:
Undisciplined Design Research Society Conference 2008, Sheffield Hallam University,
Sheffield, UK (2009)

16. Benyon, D.: Designing Interactive Systems: A Comprehensive Guide to HCI and Interaction
Design, 2nd edn, p. 712. Addison Wesley, USA (2010)

17. Klaver, C.C.W., Wolfs, R.C.W., Vingerling, J.R., Hofman, A., de Jong, P.T.V.M.:
Age-specific prevalence and causes of blindness and visual impairment in an older
population. Arch. Ophthalmol. 116(5), 6 (1998)

18. Burmedi, D., Becker, S., Heyl, V., Wahl, H.-W., Himmelsbach, I.: Behavioral consequences
of age-related low vision. Vis. Impair. Res. 4(1), 30 (2002)

19. Picking, R., Robinet, A., Grout, V., McGinn, J., Roy, A., Ellis, S., Oram, D.: A case study
using a methodological approach to developing user interfaces for elderly and disabled
people. Comput. J. 53(6), 842–859 (2010)

20. del Río-Lozano, M., del Mar García-Calvente, M., Marcos-Marcos, J., Entrena-Durán, F.,
Maroto-Navarro, G.: Gender identity in informal care impact on health in spannish
caregivers. Qual. Health Res. 23(11), 1506–1520 (2013)

21. Chepngeno-Langat, G., Madise, N., Evandrou, M., Falkingham, J.: Gender differentials on
the health consequences of caregiving people with AIDS-related illness among older
informal carers in two slums in Nairobi, Kenya. AIDS Care 23(12), 1586–1594 (2011)

22. Iezzoni, L.I., McCarthy, E.P., Davis, R.B., Siebens, H.: Mobility difficulties are not only a
problem of old age. J. Gen. Intern. Med. 16(4), 9 (2001)

23. Neal, M.B., Ingersoll-Dayton, B., Starrels, M.E.: Gender and relationship differences in
caregiving patterns and consequences among employed caregivers. Gerontol. 37(6), 13
(1997)

24. Robison, J., Fortinsky, R., Kleppinger, A., Shugrue, N., Porter, M.: A broader view of family
caregiving: effects of caregiving and caregiver conditions on depressive symptoms, health,
work, and social isolation. J. Gerontol.: Soc. Sci. 64B(6), 788–798 (2009)

25. White, H., McConnell, E., Clipp, E., Bynum, L., Teague, C., Navas, L., Craven, S.,
Halbrecht, H.: Surfing the net in later life: a review of the literature and pilot study of
computer use and quality of life. J. Appl. Gerontol. 18, 21 (1999)

The Definition and Use of Personas in the Design of Technologies 213



An Interaction Design Method to Support
the Expression of User Intentions

in Collaborative Systems

Cristiane Josely Jensen1,3(&), Julio Cesar Dos Reis1,
and Rodrigo Bonacin1,2

1 FACCAMP, Rua Guatemala, 167, 13231-230
Campo Limpo Paulista, SP, Brazil

cris_jensen3@hotmail.com, julio.reis@faccamp.br,

rodrigo.bonacin@cti.gov.br
2 Center for Information Technology Renato Archer, Rodovia Dom Pedro I,

km 143, 6, 13069-901 Campinas, SP, Brazil
3 FAH, Rua Pr. Hugo Gegembauer, 265, Pq. Ortolândia, 13184-010

Hortolândia, SP, Brazil

Abstract. The communication and interpretation of users’ intentions play a key
role in collaborative web discussions. However, existing mechanisms fail to
support the users’ expression of their intentions during collaborations. In this
article, we propose an original interaction design method based on semiotics to
guide the construction of interactive mechanisms, which allow users to explicitly
express and share intentions.We apply themethod in a case study in the context of
collaborative forums for software developers. The obtained results reveal pre-
liminary evidences regarding the effectiveness of the method for the definition of
interface components, enablingmoremeaningful and successful communications.

Keywords: Collaborative web � Intentions � Pragmatics � Collaboration �
Interaction design � Organizational semiotics

1 Introduction

Collaborative web-based systems provide opportunities for lifelong learning and are no
longer restricted to specific contexts of use [1]. The diversity and comprehensiveness of
the web encompasses people with different physical constraints and from various
cultural and social backgrounds, allowing them to share both professional and personal
problems as well as solutions. This diversified context makes web-mediated commu-
nications increasingly complex, and requires advanced computational solutions to
support more meaningful collaborations among users.

Various factors underlying collaborative discussions influence the interpretation of
exchanged messages, which may prevent participants from easily sharing, managing,
retrieving and exploring available content. In this context, pragmatic aspects of human
communication, such as intentions, play a central role in enabling adequate
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collaboration support. During face-to-face communication, people explore a variety of
mechanisms, such as facial expressions, gestures, inflection, etc. Nevertheless, people
predominantly use written language when interacting via collaborative systems, which
does not favor the clear expression of intentions, and other pragmatic aspects, in a way
that participants can obtain successful communication.

The literature presents limited interactive solutions to support user expression and
perception of intentions. For example, some approaches aim at analyzing audio feed-
back in controlled environments, while other studies focus on natural language text
analysis to make user intentions more explicit through techniques of keyword tagging
and metadata descriptions. However, existing approaches still demand a lot of user
effort and are dependent on continuous monitoring of user activities. The complexity of
the web requires more precise and effective approaches.

This research investigates the conception of an original Interaction Design
(IxD) method that can lead to interactive solutions allowing users to efficiently com-
municate intentions with little effort. This article makes the following contributions:
(1) we define and describe the Interaction Design for Intention Expression method
(InDIE) demonstrating the phases and elements involved in the solution; and (2) we
present a case study illustrating the application of the method in the design of proto-
types. A total of 22 users participated in the activities in this study.

The InDIE method relies on empirical research studies of our previous work [1–3]
aligned with techniques and concepts from Organizational Semiotics [4] (OS) and
Speech Acts Theory [5] (SAT). The method is composed of five phases in an iterative
(i.e., phases occurring in small cycles) and interactive process, where design solutions
are produced and analyzed with end-users.

The obtained results highlight the major advantages and limitations of the approach
through an assessment of the proposed method via the case study. This study shows the
potential benefits of the solution for supporting designers and users in their creation of
meaningful interfaces for expressing the users’ declared intentions.

We structure the remainder of this article as follows: Sect. 2 presents the related
work as well as the methodological foundations; Sect. 3 details the proposed method;
Sect. 4 describes the application of the method in a case study; Sect. 5 wraps up with
concluding remarks and outlines future research.

2 Background

We present the related work followed by the methodological framework.

2.1 Pragmatic Web and Users’ Intention Expression

The Semantic Web (SemWeb) stands for an extension of the current web [6] comprising
meaning representation, sharing, and interpretation by artificial agents and humans. The
Pragmatic Web (PragWeb) concept emerged to cope with several critical issues of the
SemWeb [7]. PragWeb aims at investigating and capturing the complexity of social and
human behavioral interaction via web-based technologies, which includes people’s
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intentions, interests, and participation [7]. PragWeb includes less objective observable
facts such as beliefs, norms, people’s social and cultural background, aswell as intentions.

Our systematic literature review emphasized the issues of detection and influence of
intentions, as well as the design and communication of intentions, and explored
indexed documents from ISI, IEEE, ACM and Scopus. The analysis revealed three
categories closely related to our work. Category 1 refers to empirical examinations
focused on understanding human behaviors, and points out a view of the users’
behavior that must be considered. Category 2 presents methods for the recognition of
user’s intentions via an interface that maps onto alternatives that can be employed in
design solutions. Category 3 encompasses investigations of pragmatic factors in the
design and construction of interactive web systems. Table 1 summarizes the objectives
and results of each study and denotes their category.

The existing studies highlight multidisciplinary research issues, including the need
to deeply investigate communication on the Web, as well as to apply these studies to
design methods and complex computational mechanism. Although the explored liter-
ature indicates various relevant aspects to be included in the design of systems that
consider intentions and other pragmatic aspects, the related work lacks a proposal of
design process that explicitly guides the construction of interfaces to communicate
intentions, which is addressed in this research.

2.2 Methodological and Theoretical Framework

Organizational Semiotics and Pragmatics Communication Analysis. OS studies
organizations and information systems using the Peirce theory of signs [16]. In OS, the
organization concept is not only restricted to enterprises. It refers to a social system in
which people behave in an organized manner. MEASUR (Methods for Eliciting,
Analyzing and Specifying Users’ Requirements) stands for a set of methods employed
by the OS researchers [17]. In this work, we considered and adapted some of the
methods from MEASUR, described as follows:

• Stakeholder analysis (Organizational Onion). The stakeholders are analyzed
according to their involvement in the given problem. This includes an informal level
where the intentions are understood and the beliefs are formed; a formal level where
meanings and intentions are replaced by forms and rules; and a technical level
where the formal system is automated by computers;

• Semiotic framework (Semiotic diagnosis). This method is used to examine the
organization based on Stamper’s six semiotic layers [17]. In addition to Morris’
syntactic, semantic, and pragmatic Semiotic layers (i.e., structures, meanings, and
usage of signs), Stamper [17] proposed three additional layers: physical, empirical,
and social world. While the pragmatic layer deals with the purposeful use of signs,
intention, negotiation, and the behavior of agents, etc.; the social layer deals with
the social consequences of using signs in human affairs, including beliefs, expec-
tations, commitments, law, and culture.

In addition to these methods, we adopted the Liu [4] perspective of pragmatics,
which is based on OS and Speech Act theory (SAT) [5]. In the Pragmatics
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Table 1. Summary of the existing approaches

Cat Objectives Results Ref

1 Examined the effects of distinct
interface styles on users’
perceptions and behavioral
intention to accept/use computer
systems

Interface styles indicated direct
effects on the utility and perceived
usability by users, which affected
the intentional behavior of system
usage

[8]

1 Identified the motivational
behavioral factors influencing
students’ intention to participate in
online discussion forums

The students’ intentions to
participate were positively
influenced by hedonic outcome,
utilitarian outcome, and peer
pressure

[9]

2 Investigated the recognition of users’
intentions in virtual environments,
more specifically in a fight
simulation

Highlighted the possibility of
recognition of intentions by using
virtual interfaces that monitor the
users’ behavior and compare with
predefined actions models

[10]

2 Explored natural language interfaces,
such as dialogue systems, in
ambient assisted living. Their aim
was to incorporate conversational
agents that consider the external
context of interaction and predict
the user’s state

A context-aware system, which
adapts to the context of patients
with chronic pulmonary diseases

[11]

2 Captured and interpreted users’
search intentions to improve image
based search engines

Use of visual information as a search
parameter was described as
positive, but dependent on extra
user actions. The work also
highlighted limitations on the use
of a single image to express
intentions

[12]

2 Proposed observation of users’
behavior using pattern recognition
of linguistic features via data
mining techniques to gather user
intentions

Data mining techniques can support
the recognition of users’ intentions

[13]

3 Automatic synthesis of user
interfaces based on intentions
captured by communication acts

The automatically generated
interfaces showed good usability
levels

[14]

3 Proposed a conceptual framework for
interaction design based on the
WebPrag concept

Contributions of the interaction
design for the realization of
WebPrag, such as the design of
mechanisms for the materialization
of intentions in user actions

[15]

3 Investigated the dynamic aspects of
pragmatics in messages exchanged
during collaborative problem
solving

Presents the influences of intentions
on Web collaboration and proposes
an entire research framework

[1]

(Continued)
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Communication Analysis, a communication act refers to the minimal unit of analysis.
A communication act consists of a structure with three components: the speaker, the
listeners, and the message. A message has two parts: the content manifests the
meaning, while the function specifies the illocution, which reflects the intention of
the speaker. The illocutions has three dimensions: time (i.e., whether the effect is on the
future or the present/past), invention (i.e., if the illocution used in a communication act
is inventive or instructive, it is called prescriptive, otherwise descriptive), and mode
(i.e., if it is related to expressing the personal modal state mood, such as feeling and
judgment, then it is called affective, otherwise denotative).

Emotions and Meta-Communication. Emotions can affect the interpretation and
meaning of a communication. According to [18] people express their emotions to
establish a more sociable and friendly conversation. To minimize communication
problems in online conversations, users explore various alternatives to express their
emotions, including graphical tricks, pictures with text symbols, and emoticons.

Several studies show the benefits of using emoticons in communication. Emoticons
are highly disseminated on Instant Messaging (IM) tools. They can produce positive
effects on personal interaction, perceived usefulness, user satisfaction, among other
benefits [19]. Hayashi [20] employed OS methods in participatory activities to identify
requirements for tools with expressive components (i.e., that express emotions) to
support users via meta-communication mechanisms on inclusive social networks.

Based on these studies, we propose that emotions can be an alternative to express
intentions in collaborative systems, which is originally explored in the method pre-
sented in the next section.

3 The InDIE Method

The InDIE method relies on preliminary studies [1] based on OS and SAT. These
studies were important to elucidate how the theoretical framework would adequately
support the method. InDIE is composed of five phases in which the design solutions are
produced and validated with end-users in an interactive and iterative process. In each
phase, we pay special attention to how to elucidate the pragmatic aspects so that they
can be incorporated into the requirements for design interactive mechanisms. Dashed
rectangles in Fig. 1 represent the five phases. Each phase is composed of specific
activities. We detail the method as follows:

Table 1. (Continued)

Cat Objectives Results Ref

3 Identified recurring situations of use
that might require the design of
solutions to facilitate or avoid the
manifestation of a wrong
interpretation in collaborative
systems

A set of recurrent patterns detailing
problems, examples and abstract
design solutions

[3]
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1. Phase I: User modeling – focuses on how end-users explore and make sense of
information systems to communicate on a daily basis, and how they express
intentions in collaborative tasks. This phase contains two activities: (1.a) User
context analysis. It studies the users’ context, their discussions in the collaborative
systems and their location. Various activities can be used to elicit and understand
the users’ context, such as: interview techniques, focus groups, and participatory
activities. The results should be formalized and summarized in order to be used in
further activities. Designers may inquire about specific aspects of intentions via
questions elaborated for this purpose. The questionnaire results are evaluated using
statistical tools. (1.b) User context specification. This activity proposes the use of
the organizational onion artifact [4], as well as the detailing of problems and
stakeholders’ needs. This is relevant in order to understand the way that stake-
holders can communicate with each other and the types of intention elements they
explore;

2. Phase II: System context analysis – emphasizes the analysis of the context where the
systems will be used. This phase contains one activity: (2.a) Semiotic Framework.
The requirements, problems, and possible solutions are grouped according to the
semiotics levels. For each level, problems are elicited from the users and discussed
collaboratively. The analysis of the pragmatic and social levels focuses on the
investigation of problems due to misunderstanding of the users’ intentions;

3. Phase III: Initial design – elicits from users the system functionalities where the
pragmatics communication aspects are critical. Both users and designers discuss the
benefits of having mechanisms to directly express intentions in each case of specific

Fig. 1. Overview of the InDIE method
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user interface. Low fidelity prototypes are defined and constructed in this phase.
This phase contains three activities: (3.a) Discussion of mechanisms to express
intentions. In this activity designers and users discuss the existing computational
mechanisms and how to employ or adapt these mechanisms to the system context.
Designers may explore the classified illocutions and the defined dimensions of time,
invention, and mode according to the Pragmatics Communication Analysis (cf.
Section 2.2.1). Discussions involving these elements remain essential in order to
materialize the design of interface structures for expression of intentions. End-users
need to understand the illocutions in the context of collaboration to suggest how
possible interface metaphors would be suitable to represent the illocutions. (3.b)
Definition of the system functionalities. Discuss the integration of the mechanism to
express intentions into the system functionalities. Designers can propose potential
solutions based on the conducted discussions and share them with end-users. (3.c)
Design of low-fidelity prototypes. Low-fidelity prototypes are constructed to eval-
uate high level concepts of the interface with the users. The low-fidelity prototypes
enable a quick communication between designers and users, low-cost refinements,
and detection of usability issues in an early stage.

4. Phase IV: Detailed design – proposes the design of alternatives and interface
structures based on results from the previous phases. Additionally, this phase
suggests that designers can explore studies on emotions and meta-communication,
aiming to support the generation of the design alternatives. Practices with the users
to discuss the design alternatives are also recommended. This phase contains four
activities: (4.a) Prototype Inspection. The prototypes are deeply analyzed and
examined with the users. Participatory evaluation, focal groups, interviews, among
other techniques, can be used in this activity. Users can already detect whether their
expectations regarding the mechanisms are materialized in the prototypes. (4.b)
Explore Emotions and Meta-communication Studies. Determine possible design
alternatives by exploring studies on emotions and meta-communication (cf.
Sect. 2.2.2). For example, this activity includes the discussion of how to adapt
interfaces and icons representing emotions for transmitting intentions. The illocu-
tions can have representative emoticons that might make sense to users. (4.c)
Participatory Practices. At this stage, the design decisions are more fine-grained
and the design choices are duly documented. This action aims to define the adequate
mechanisms discussed with end-users that would enable them to easily express
intentions. (4.d) Prototype Development. Development of a high fidelity prototype
and functional prototyping based on the previous decisions. Fast prototyping
techniques and low incremental cycles should be used interactively;

5. Phase V: Evaluation –evaluates practices and proposes improvements for a next
design cycle. This phase contains one activity: (5.a) Evaluation of High Fidelity
Prototypes. This evaluation can be guided by key issues such as, if the design
solutions enable users to explicitly express their intentions, and if users will make
real use of these solutions. This evaluation may lead to the decision to take the
mechanisms to the phase of implementation. Otherwise, designers would go back to
Phase III.
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4 A Case Study on Software Development Forums

This section presents the application of the InDIE method in a case study.

4.1 Context, Subjects, and Methodology

The case study examines the experimental evaluation of the InDIE method, and
includes the identification of open issues in the design of mechanisms for intention
sharing. The following questions guided the study: (1) To which extent can InDIE
support the design of mechanisms to express intentions? and (2) What are the central
strengths and deficiencies of InDIE?

First, we informally invited developers from the following programming forums:
Clube do Hardware,1 Clube da Programação,2 Script Brasil3 and GUJ.4 Additional
developers were personally invited according to their previous experiences and
availability for face-to-face activities. We presented the participants a summary of the
study, objectives, and subsequent activities. Afterwards, the participants answered an
initial questionnaire with their profile.

Table 2 summarizes the key features from the participants’ profile. A total of 22
developers participated in the study. These participants are from various parts of Brazil,
have different experiences with using collaborative forums, and have different levels of
programming skills. As shown in Table 2, the majority of the developers participated in
the phases 1–2 of InDIE due to time restrictions.

Initially the designers interacted with the participants using distance communica-
tion technologies. We adopted the Google Form5 tool for the questionnaires. A smaller
group with users 1, 12, and 19 participated in face-to-face meetings according to the
activity (cf. Table 2). In addition to face-to-face evaluation, designers constructed and
digitalized the low fidelity prototypes (on paper) for distance evaluation. Supplemen-
tary tools including emails and online/video communication tools were also applied
during the study.

4.2 Results and Discussion

The users’ modeling analysis started with the application of two online questionnaires
and interviews collecting information for the Organizational Onion (first phase). These
activities contributed to the elicitation of stakeholders’ needs as follows. The informal
level presented a set of topics typically related to how users communicate using
informal conventions, such as: What are the conditions for the community to accept the
inclusion of a new topic on the forum?; and What is the commitment of a user to give a

1 www.clubedohardware.com.br.
2 www.clubedaprogramacao.com/.
3 www.scriptbrasil.com.br.
4 www.guj.com.br.
5 www.google.com/Forms.
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solution? The formal level presented a set of topics on how the participants are aware
of, and interpret the description of, the programming language problems, and how they
formalize (express in a formal language) their intentions in the text. Finally, the
technical level included questions about the software applications used to recover,
share, and transmit questions and solutions.

The answers obtained during the first phase contributed to the identification of how
stakeholders informally and formally interact with the collaborative system to transmit
their intentions. These are key aspects to support subsequent steps, and the definition of
the new mechanisms. For example, when we asked about the commitment of a user to
present a solution, we are examining the strength of a prescriptive communication act
(question) before determining a design solution to represent it. Similarly, at the formal
level, we can analyze the way users express the prescriptive communication acts in
writing language. The level of formalization can indicate, for example, whether or not it
is acceptable to use icons embedded in the text (a design solution).

Table 2. Basic profile of the participants

N# Age Programming
languages

Experience Academic
level

Employment
position

Participation
(Phases)

1 24 Java, C#, Delphi 1–5 year MSc. Stud. Scholarship 3–5
2 23 C#, VB, VB.net 5–10 year Graduate Director 1–2
3 30 Cobol, Abap 1–5 year Graduate System Analyst 1–2
4 27 C ++,C#, javascript 5–10 year Graduate System Analyst 1–2
5 32 Abap e Java 1–5 year Graduate Unemployed 1–2
6 25 Visual Basic 5–10 year Specialist System Analyst 1–2
7 21 php, Java, js 1–5 year Undergra. Web Develop. 1–2
8 22 C#,Delphi,Java 5–10 year Graduate Developer 1–2
9 27 C#,ActScr,Delphi 10+ year Master Proj. Manager 1–2
10 21 Html,Php,Python 5–10 year Graduate Developer 1–2
11 42 Python, Java 10+ year Specialist System Analyst 1–2
12 50 Java,Delphi,C ++ 10+ year Graduate IT Manager 3–5
13 12 C, Python 1–5 year Sec. School Student 1–2
14 24 C,Pascal,Java 5–10 year Undergra. IT Technician 1–2
15 32 PHP, jQuery, Html 1–5 year Graduate Chief Develop. 1–2
16 30 Java,C#,VFoxPro 10+ year Graduate System Analyst 1–2
17 26 Java,C ++,Phyton 5–10 year Graduate System Analyst 1–2
18 34 Java 1–5 year Specialist Scholarship 1–2
19 35 Java, C, C# 10+ year Master Lecturer 3–5
20 19 .Net less 1 year Undergra. Trainee 1–2
21 29 C#, Java, PHP 10+ year Graduate Owner 1–2
22 35 JS, C#, Java 10+ year Graduate IT Coordinator 1–2
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During the second phase, the semiotic framework guided the elicitation of
requirements on all OS levels. The responses used to support structured interviews and
discussions with users. The key topics addressed were:

1. Physical level. We analyzed the infrastructure necessary to access and host col-
laborative systems with solutions that support intention sharing. We verified if the
design alternatives are feasible in terms of the existing computational resources,
e.g., the computational requirements for solutions with text interpretation algorisms;

2. Empirical level. We investigated the data transmission availability and throughput
requirements to share intentions. This includes, for instance, the viability of sharing
multimedia artifacts;

3. Syntactic level. We took into account the protocols, syntactic conventions, codes,
and language structures used to transmit intentions in collaborative systems. This
level includes, for example, the analysis of codification/programming limitations for
implementing a proposed design solution, as well as syntactic conventions for
expressing intentions in a formal language;

4. Semantic level. We examined the meanings of signs in the interfaces to represent
and share intentions. A key aspect is whether the meanings of the interface com-
ponents in the design candidates are correctly interpreted by the users or not;

5. Pragmatic level. We investigated if the participants’ intentions are effectively shared
in the collaborative systems. This level includes the analysis of how users share
intentions in the existing systems, and the identification of limitations and misun-
derstandings. With respect to the initial design alternatives we were also interested
in how the participants could share intentions;

6. Social level. We analyzed the consequences on the agents’ social behavior as a
function of whether or not they shared their intentions in the existing systems. At
this level, designers examined the potential social consequences of a prospective
design.

In general, the semiotic framework contributed with the elicitation of issues such
as: (1) many existing systems are basically restricted by the use of textual language;
(2) many novice users do not understand the technical language used by expert users;
and (3) programming codes shared by users are frequent causes of misunderstanding
among the participants.

During the third phase, the participants were informed about the importance of
sharing intentions in collaborative work, and then we discussed design alternatives.
Low fidelity prototypes materialized the initial proposals. These prototypes included
basic elements using emoticons (adapted to represent intentions) and
meta-communication, which clarified how to express intentions in the proposed
interface.

Figure 2a presents a low fidelity prototype of a Web form to post questions on a
“generic” collaborative forum. The prototype included boxes to represent the writer’s
mood and a meta-communication area.

In the fourth phase, the designer defined a high fidelity prototype based on the low
fidelity prototypes and design alternatives established as a result of participatory
practices. During the prototype inspection (4.a), the participants proposed to move the
emotions from the “format bar” to the right side as shown in Fig. 2b. The users

An Interaction Design Method to Support the Expression 223



suggested additional meta-communication boxes to accommodate information close to
the mechanism.

Figure 3 presents a prototype containing three mechanisms, in which users can
optionally express intentions, as follows. (1) Associate a phase with a color according
to a predefined palette. In this palette “cool colors” are denotative and “warm colors”
are affective illocutions. (2) Use icons (named intenticons) in the text. Users can choose
these icons from a predefined set. (3) Associate a selected illocution (from the text)
with dimensions using “range sliders”. In the proposal, these dimensions are also
displayed to the readers when the mouse hovers over the given mechanism.

We started the fifth phase with a preliminary evaluation in which the prototype was
informally presented to users and other designers. Although the participants agreed on
the general structure of the interface, they pointed out the need to advance the design of
the proposed mechanisms. For example, they suggested the definition of a more rep-
resentative set of icons. Consequently, we have to go back to the third phase.

This case study remains limited in the following major aspects: (1) it does not
evaluate the effectiveness of the produced interface in real cases, and (2) it fails to
directly compare the InDIE with other methods. Despite these limitations, the study
was able to present how each InDIE phase contributed to the design of an interface
mechanism, as well as how we considered users’ opinions and participation in the

Fig. 2. Evolution of the low fidelity prototypes during the phases of InDIE

Fig. 3. High fidelity prototype proposed in the fourth phase
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design decisions. The case study also pointed out the need for further research,
including the study of (semi-)automatic methods that could suggest the positions of the
proposed “range sliders”.

5 Conclusion

The expression of intentions plays a central role in human communication. Collabo-
rative systems (e.g., programming forums) are typically restricted to textual commu-
nication, which leads to misunderstandings and difficulties in the collaborative process.
We proposed the InDIE method aiming to guide designers in the construction of
interactive mechanisms that support users’ expression of their intentions in collabo-
rative systems. The InDIE method was instantiated in the context of programming
forums, and this research achieved a high fidelity prototype with the participation of 22
users. The results highlighted the potential of the mechanisms.

As next steps, the goal is to carry out detailed studies to determine a set of rep-
resentative icons to express intentions, and to conduct a controlled experiment to verify
the effectiveness of the proposed interface by comparing it to interfaces without the
mechanisms. We also aim to improve InDIE by conducting new case studies with other
collaborative contexts and users.
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Abstract. In this paper, a history of usability concept is reviewed including
Shackel and Richardson, Nielsen, and ISO standards to show how the usability
is located among relevant quality characteristics. Secondly, the importance of
subjective quality is emphasized in relation to the usability. Thirdly, the concept
of quality in use is considered in relation to the usability. Finally, a new scheme
on quality characteristics is presented.

Keywords: Usability � Quality in use � Quality characteristics � ISO standards

1 Introduction

The UX is now a buzzword. But the concept of usability is still very important even
though the connotation of UX is much wider than usability. In this paper, the author
presents the historical review of usability concept, the emphasis on subjective quality,
the difference between the usability and the quality in use are discussed and finally a
new scheme on quality characteristics is presented.

2 Historical Review of Usability

One of the important characteristics of artifacts that constitute the everyday experience
of the user is the usability. Artifacts are made to be used. All the hardware, the software
and the humanware (i.e. services) are used to expand the range of our experience, thus
the ability for use, i.e. the usability is very much important. Artifacts that are difficult to
use will have a little meaning and will lead to the dissatisfaction.

2.1 Shackel and Richardson

In academia, the concept of usability was first systematically defined by Shackel and
Richardson (1991). They listed up three positive aspects of artifacts; utility, usability
and likeability, to be important. The utility means that the artifact will do what is
needed functionally. In other words, it is the functionality that matches to the users’
need. The usability means the degree of the success that the user can work with the
artifact. The success can be regarded as the same with the goal achievement. The
likeability, a coinage by authors, is similar to the subjective feeling of suitability, thus
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will lead to the satisfaction. On the other hand, there is a negative aspect, the cost,
including the initial cost and the running cost. The balance between the sum of utility,
usability and likeability and the cost will affect the degree of acceptance, or the
acceptability. If the former is equal to or larger than the latter, the artifact will be
accepted and be purchased and used.

The significance of their model lies in that the usability is regarded as one of the
important aspects of the artifact. But they didn’t specify the relative importance among
utility, usability and likeability. In other words, if an artifact may have a high degree of
utility and likeability and the sum of the two will exceed the cost, there is a question if
the artifact will be accepted even though it has a low level of usability. There must be a
kind of absolute threshold for each of utility, usability, likeability and cost. Further-
more, not such other characteristics as performance, safety, reliability, compatibility,
etc. than utility, usability, likeability and cost are not included. There is a question
whether utility, usability, likeability and cost are more important than performance,
safety, reliability, compatibility, etc. or not.

2.2 Nielsen

Following Shackel and Richardson, Nielsen (1993) proposed a hierarchical model of
acceptability including the usability. In his model, the influence of Shackel and Rich-
ardson can be seen. At the top, the system acceptability is located that is split into the
social acceptability and the practical acceptability. The latter consists of cost, compat-
ibility, maintenance, reliability, safety and usefulness. The usefulness is composed of
the utility and the usability where the latter is further divided into the sub-characteristics
such as learnability, efficiency, memorability, errors and satisfaction.

His model is more acceptable than the one proposed by Shackel and Richardson
because the structure of quality characteristics are more systematically described and
the location of usability is clearly specified. But we’ll have to take care that Nielsen is
also the one who proposed the heuristic evaluation method. In other words, learnability
and other sub-characteristics below the usability are focal points when that method is
applied for evaluating the usability of artifacts. In other words, the learnability, for
example, means having less problems regarding the learning. Likewise, with the
exception of satisfaction, all sub-characteristics under the usability are proposed for
detecting the usability problems. That is, these sub-characteristics are directing towards
the zero level from the negative (minus) level. On the contrary, the utility that can be
presumed as consisting of the functionality and the performance is directing towards
the plus zone from the zero level because having some functionalities or higher per-
formance can be accepted by users positively.

This reflects the situation of the usability engineering in 80 s and 90 s when
managers and engineers were directed more to the utility than to the usability. Fur-
thermore, there is another problem that the components of usability are not system-
atically chosen and do not cover all relevant characteristics. For example, the ease of
cognition including the visual size of the target, the contrast of the target against the
background, etc. is not included.
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2.3 ISO9241-11

In 1998, ISO9241-11 was standardized. In this standard, the definition of usability is
the “Extent to which a product can be used by specified users to achieve specified goals
with effectiveness, efficiency and satisfaction in a specified context of use” where the
effectiveness is defined as “Accuracy and completeness with which users achieve
specified goals”, the efficiency is defined as “Resources expended in relation to the
accuracy and completeness with which users achieve goals” and the satisfaction is
defined as “Freedom from discomfort, and positive attitudes towards the use of the
product”. This definition was quite influential in TC159 (Ergonomics) and was referred
later in such standards as ISO13407:1999, ISO18529:2000, ISO16982:2002,
ISO18152:2003, ISO9241-210:2010 and ISO20282 series with minor changes in some
cases.

In the Annex B of ISO9241-11, there is a list of measures for overall usability,
desired properties of the product, and some others, with the measures of effectiveness
that is mostly the number or the percentage, measures of efficiency as the time and
measures of satisfaction as the rating scale. This list shows that the effectiveness and
the efficiency as usability components can be objectively measured while the satis-
faction can be subjectively measured.

According to Bevan (2001), the origin of the concept of usability in this standard
was defined at ISO TC159/SC4/WG5 meeting in 1988 as “the degree to which spec-
ified users can achieve specified goals in a particular environment effectively, effi-
ciently, comfortably and in an acceptable manner” and “the word satisfaction was
introduced for simplifying the definition as ‘freedom from discomfort and positive
attitudes towards the use of the product’ to have essentially the same meaning as the
phrase ‘comfortably and in an acceptable manner’”. But the author cannot understand
the reason why the satisfaction was included as a part of usability even though it is a
very important aspect. It could have been included in the model as an independent
characteristic as in the case of Shackel and Richadson’s likeability.

The model describes the dynamic process on how the usability and its measures can
be located. But we will have to be careful that usability measures are not mutually
exclusive and collectively exhaustive (MECE) with each other. Especially, they are not
independent with each other. Firstly, the efficiency cannot be measured when the goal
was not achieved, hence the efficiency is dependent on the effectiveness. Secondly, the
satisfaction will be experienced when the effectiveness and the efficiency are satis-
factory and furthermore, it will be influenced by other such characteristics as reliability,
safety, beauty, etc. hence the satisfaction is dependent on all these characteristics. Thus
the author has been using only the effectiveness and the efficiency as the measures of
usability.

2.4 Kurosu-1

Within the scope of ISO9241-11, Kurosu (2005) proposed the model of goal
achievement as in Fig. 1. This model describes the effectiveness and the efficiency in
the context of the goal achievement.
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The dotted line ends up on the way to the goal and this suggests the occurrence of
the error or the user being puzzled. It means that the use of an artifact is ineffective in
this case. The dashed line reaches the goal and represents the effectiveness, but it took a
winding path thus is inefficient. It suggests that there was a trial and error. The straight
line that reaches the goal in the shortest path means it is effective and efficient.

Anyway, this figural representation only describes the usability concept proposed in
ISO9241-11. No other such quality characteristics as reliability, safety, compatibility
are not included here.

2.5 ISO9241-210

ISO13407 that adopted the definition of usability of ISO9241-11 was standardized
in 1999 and focused on the human centered design. It was then revised into
ISO9241-210 in 2010. The definition of usability in ISO9241-210 (2010) is expanded to
include the “system, product or service” from that of ISO9241-11 that was applied only
to the product. In other words, ISO9241-210 covers almost all kinds of the artifact.

3 Subjective Quality Characteristics

Although the usability is very important for the artifact, some researchers also pointed
out the importance of subjective quality. As an example, we saw that the likeability was
juxtaposed with the usability by Shackel and Richardson in a similar sense to the
satisfaction. We also found that the satisfaction was located as a component of usability
in the concept structure of Nielsen and ISO9241-11. The question here is whether such
subjective quality as the satisfaction be independent to the usability or be included in
the usability.

Initial 
State

Distance

Goal 
State

Effectiveness

Efficiency

Ineffective

Effective but inefficient

Effective and Efficient

Use of Artifact

Fig. 1. Model of goal achievement by Kurosu (2005)

230 M. Kurosu



3.1 Jordan

Jordan (1998, 2000) proposed a three-layered hierarchical model composed of func-
tionality, usability and pleasure. According to Jordan, the functionality is the funda-
mental characteristics for a product. But the usability is also important in order for the
function to be used (effectively and efficiently). His idea is more than that. He put the
pleasure atop of functionality and usability, because it makes the product attractive.
Then he differentiated four types of pleasure, namely, physio-pleasure, socio-pleasure,
psycho-pleasure and ideo-pleasure.

The pleasure as the subjective quality characteristics is similar to the notion of
satisfaction in the ideas of Nielsen and ISO9241-11, but is different from them in the
sense that it is differentiated from the usability and is an independent concept. In this
sense, his idea is more similar to that of likeability by Shackel and Richardson, but is
more marked as being positioned at the top of other quality characteristics.

3.2 Hassenzahl

A clear differentiation between the objective quality characteristics and the subjective
quality characteristics was done by Hassenzahl (2003). Using his terminology, he dis-
tinguished pragmatic attributes from hedonic attributes. Hedonic attributes is his unique
terminology but has something common to the subjective quality characteristics.

3.3 Kurosu-2

For the purpose of integrating the concept of Nielsen and ISO9241-11 and clarifying
the conceptual location of satisfaction, Kurosu (2006) proposed a model in Fig. 2.
There are several ideas embedded in this figure.

(a) The small usability consisting of the ease of cognition and the ease of operation is
a part of the big usability.

(b) The big usability includes the utility as well as the small usability.
(c) The concept of (big) usability has two sub-concepts: effectiveness and efficiency.
(d) Unlike ISO9241-11, the satisfaction is located far above of all relevant quality

characteristics.
(e) There are objective quality characteristics such as reliability, cost, safety, com-

patibility and maintenance as well as the usability.
(f) On the other hand, there are subjective quality characteristics such as pleasure,

joy, beauty, attachment, (matching for) motivation, and (matching for) value.
(g) All these quality characteristics are put together to the satisfaction.

3.4 Satisfaction

According to OED (third edition), the satisfaction is defined as “The action of gratifying
(an appetite or desire) to the full, or of contenting (a person) by the fulfilment of a desire
or the supply of awant. The fact of having been thus gratified or contented”. The important
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keyword here is “full”. In other words, there is a certain mental space to be filled in the
human need or want. People recognize something as attractive when it seems to fill their
need of want. And they tend to try to do something to get it so that the space will be filled.
That is the motivation mechanism of the human being. The room to be filled could be
in terms of many quality characteristics including both of objective and subjective ones,
i.e. usability, reliability etc. and novelty, scarcity and beauty and cuteness.

Themechanism of need-fulfillment is rather themultiplication than the addition. Take
an example of objective quality characteristics and subjective quality characteristics. In
the additive model, the lack on one side can be filled by other side so that the sum of the
twowill exceed the threshold for acceptance. But the fact is not just so. Because the lack of
subjective quality characteristics, for example, cannot be filled by the high level of
objective quality characteristics. Instead, the mechanism is more of the multiplication.
The low level (e.g. 0.3 where 0<=level<=1) on one side cannot be supplement by the
high level (e.g. 0.8) on the other side, thus 0.3 × 0.8 = 0.24. Even if it is not the
simple multiplication, the minimum rule can be applied instead to give the result of
0.3 = minimum (0.3, 0.8). This kind of logic can be viewed in Kano’s theory of attractive
quality.

3.5 Kano’s Theory of Attractive Quality

Taking the satisfaction as a dependent variable, Kano et al. (1984) distinguished the
attractive quality and must-be quality in relation to the needs fulfillment as an inde-
pendent variable. Must-be quality will give the dissatisfaction to users when it is not

Fig. 2. A model of quality characteristics proposed by Kurosu (2006)
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fulfilled. Even when it is fulfilled, it doesn’t give users a high level of satisfaction. On
the contrary, the attractive quality will be accepted even when it is not fulfilling the user
needs, but when its degree of fulfillment grows it will give the user an excitement and
satisfaction.

A typical example is that usability, reliability and safety as well as ordinary
functionalities are must-be qualities while new functionality and good design can be
perceived as attractive.

For this reason, managers, planners, engineers and designers tend to focus more on
the attractive quality than on the must-be quality. But the important point is that the
attractive quality can be attractive only when must-be quality as a fundamental is
fulfilled. The attractive quality without any considerations on the must-be quality is a
quasi-attractiveness.

3.6 Usability and Utility

A similar relationship between attractive quality and must-be quality can be found
between utility and usability. The relation between utility and usability is not an
addition but a multiplication. That is, the lack of usability cannot be compensated by
the utility. Thus, we will have to build up a stable usability when we are developing a
new functionality and improving the performance.

4 Quality in Use

Although Kurosu (2006) dealt with many quality characteristics, the artifact’s quality
and the quality in use were not clearly separated in his model. The artifact’s quality is
the quality characteristics of the artifact itself and can be measured without consider-
ations on the user’s specific traits and the contextual information of the actual use of the
artifact. In terms of the quality of software, ISO/IEC9126-1:1991 made a distinction
between the internal quality and the external quality. The Internal quality is defined as
“the totality of characteristics of the software product from an internal view and is
measured and evaluated against the internal quality requirements”. And the external
quality is “the quality when the software is executed, which is typically measured and
evaluated while testing in a simulated environment with simulated data using external
metrics”. This notion of the quality of software can be expanded to all kinds of artifact.

On the other hand, the quality in use is “the user’s view of the quality of the
software product when it is used in a specific environment and a specific context of
use” according to the standard.

The key difference between the artifact’s quality and the quality in use is that the
former is the quality of the artifact TO BE used while the quality in use is the quality of
the artifact DURING the use. Conceptually this relationship can be described as

Quality in Use = f (Quality of the Artifact, User, Context)
where the Quality of the Artifact is the sum of the internal quality and the external
quality, and the Context includes the environment and the situation. And this
relationship is important when we think of the UX.
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4.1 ISO/IEC9126-1

ISO/IEC9126-1 was first standardized in 1991 based on the thorough study of
(objective) quality characteristics. While ISO9241-11 was standardized by TC159 of
ISO on the ergonomics, ISO/IEC9126-1 was standardized by JTC1 (Joint Technical
Committee 1) of ISO on the information technology to “develop worldwide
Information and Communication Technology (ICT) standards for business and con-
sumer applications”. Because of this reason, ISO/IEC9126-1 was standardized in terms
of the software and was not intended to be applied to the hardware and the humanware.
But the author thinks that the fundamental idea of this standard can be applied to all
kinds of artifacts.

In this standard, there are functionality, reliability usability, efficiency,maintainability
and portability included as quality characteristics each of which has a list of sub-quality
characteristics on the side of the internal and external quality (left) and there are effec-
tiveness, productivity, safety and satisfaction on the side of the quality in use (right).

An interesting point in comparison with ISO9241-11 is that the sub-concepts of
usability in ISO9241-11, i.e. the effectiveness, the efficiency and the satisfaction are
split into the left side and the right side. Furthermore, the productivity on the right side
is a generic concept and will be affected by the effectiveness (and possibly by the
efficiency too).

4.2 ISO/IEC25010

ISO/IEC9126-1 was abolished and was renewed into ISO/IEC25010 in 2011. The
quality model was changed. There are many changes from ISO/IEC9126-1 among
which major ones are that the title of the left side was changed from “internal and
external quality” to “system/software product quality” and that all the sub quality
characteristics of usability in ISO9241-11 were moved to the right (quality in use). But
it’s quite confusing that the sub quality characteristics of usability, i.e. effectiveness,
efficiency and satisfaction, were all moved to the side of the quality in use even though
the usability is still located on the left side, i.e. the product quality.

5 A Model of Quality Characteristics

5.1 Kurosu-3

Kurosu (2014) proposed his latest model as in Fig. 3 based on his previous model in
Fig. 2 and the some concepts of ISO/IEC25010. This figure contains such ideas as
follows:

(a) There are the artifact quality (the product quality in ISO/IEC25010) and the
quality in use. Hence the usability is different from the quality in use.

(b) There are objective quality characteristics and subjective quality characteristics.
(c) As a result, there are objective artifact quality and subjective artifact quality on the

left side and objective quality in use and subjective quality in use on the right side.
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(d) Objective artifact quality includes those quality characteristics that were included
in the list of ISO/IEC25010. In Fig. 3, all the sub-characteristics are suppressed
for the purpose of simplicity regarding functionality, performance, reliability,
safety, compatibility, cost, and maintainability. For the sub-characteristics on
these quality characteristics, ISO/IEC25010 can be referred.

(e) Novelty and scarcity were added because they are objective but can be catego-
rized as the part of attractiveness.

(f) Subjective artifact quality is the attractiveness that includes beauty and cuteness as
well as novelty and scarcity.

(g) Objective quality in use consists of the productivity and the freedom from risk
where the former includes effectiveness and efficiency. In terms of the position of
productivity, the author thinks it is more reasonable to summarize all relevant
sub-quality characteristics into it.

(h) Subjective quality in use is the satisfaction and also is the meaningfulness. These
two characteristics are almost identical because something meaningful will bring
the satisfaction and the artifact that satisfies users will be regarded as meaningful.

(i) Under the subjective quality in use, such Kansei quality characteristics as joy-
fulness, pleasure, and delightfulness and some more are included.

(j) Objective artifact quality will influence the objective quality in use and the sub-
jective quality in use.

(k) Subjective artifact quality will influence the subjective quality in use.
(l) Furthermore, objective quality in use will influence subjective quality in use. Thus

the satisfaction (meaningfulness) can be regarded as the utmost quality
characteristic.

Fig. 3. Quality model of Kurosu (2014)
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5.2 Relationship to the UX

The concept of UX has two important aspects; the temporal and longitudinal viewpoint
and the inclusiveness of subjective aspects. Regarding the latter, the quality in use that
is dependent to the artifact’s quality is the key to the UX. Because the quality in use
includes both objective quality characteristics and subjective quality characteristics, the
quality in use will be the basis for understanding the UX.

6 Discussion

Based on previous ideas on the usability and other quality characteristics, the author
presented a conceptual model of the quality characteristics (Fig. 3) including the usability
as a part of the artifact’s quality and the quality in use. The model also includes both the
objective quality characteristics and the subjective quality characteristics including the
satisfaction, so that it will serve as the basis of the discussion on UX.
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Abstract. This paper presents an automatized creation process for Per-
sonas user modeling focus on minimize stereotyping and to increase Per-
sona’s reuse on many different projects. This creation process has focus
on similarity and automation which, are some main issues of variation
from project to project. We discuss this process applying it on two dif-
ferent projects. First is a medical web system (HCI-M) and the second
one is a human-robot interaction project with Sony AIBO pet robot
(HRI-P). Results show that the process makes possible to minimize the
stereotyping and also we reuse Personas from project HCI-M to help us
on planning phase of project HRI-P which, turns it practicable.

Keywords: QSIM · Clustering · User modeling · Personas

1 Introduction

Worries about users during product development are more frequent on design and
software teams nowadays [10]. To become possible to develop products focus on
users is necessary, first, to comprehend them. For understanding users is required
to identify their needs, motivations, objectives, skills, and among others features
which, will help us to define the target audience profile [1,4,10].

Jung discuss on his work [9] that a person can adopt different personalities
according to a certain scenario. This capability Jung calls as Personas. Cooper
describes Personas as hypothetical archetypes once it proves that a Persona
really represents real users of a launching product [3].

However, user modeling with Personas has as objective to increase communi-
cation between project teams. Exchange information is favored due to Persona
is like a fictitious character who has name, biographic description and even a
picture to illustrate it. In that way, designers and developers can focus on user’s
features only and saving efforts to create user models using thoughts about how
they think that final users are going to be. This is important because avoid bias
user models from project team [1].

When designer creates some product and pay attention on needs and behavior
of a certain Persona, he will be attending a biggest number of real product users.
c© Springer International Publishing Switzerland 2015
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Thus, many works present methods to create Personas [7,12,15]. Nevertheless,
biggest part of these works are manual and can lead this process with bias or
stereotyped according to specialist experience. One way to minimize the bias on
Personas creation process is to use clustering algorithms and then to perform
statistical data analysis for finding relevant information and most similar users
between each other. This paper presents a whole process for creating Personas
using a clustering algorithm as a support tool and how to reuse the Personas
created on diversified projects.

Clustering algorithm brings some benefits for reuse process and it is main
focus of this paper. Some benefits which, can be mentioned here is the automa-
tion process and high speed during data mining from project HCI-M to project
HRI-P. Another important thing to consider is that on some project the differ-
ence between one project to another is the similarity between them. It influences
directly the number of personas created on the project.

This paper goes first with the explanation of the whole process for creating
Personas and each step of the process explains particularities of two real projects
that we applied it. First project was a web system developed for a hospital
(Project HCI-M) and the second one is applied for human-robot interaction
proposals (Project HRI-P). After that, we discuss some ideas presented during
the description of process. In the end, we present conclusions and future works
about creation and reuse of Personas.

2 Creating Personas

Many projects present methods for creating Personas [7,12,15]. However, the
biggest part of these projects present a manual process that can lead to create
bias Personas or stereotyped ones, in other words, according to specialist expe-
rience. One way to minimize the bias on creation process is the use of clustering
algorithms and after this to perform statistical data analysis to find most rele-
vant information and subjects with biggest similarity between each other. That
way, a process for creating Personas with six basics steps presented on Fig. 1.

2.1 Step 1 - User Information Collection

Many methods are used to collect data from users. Some examples are question-
naires, system event logs, observation, focus groups, and brainstorms, among
others [14–16]. Questionnaires are an easy way of declared data collection, using
online tools. Users can answer in a comfortable place and pay more attention
during the process. However, questionnaire creation process is not easy to exe-
cute. Specialist needs to be careful for elaborating questions and answer options
to not generate doubts. Another way to collect user data information is to use
event log collection. This kind of data collector helps specialist to look through
user behavior during system’s use and it helps to follow the evolution of user
profile over time. In that way, information about user profile are reused on other
projects. These two manner to collect user information are the focus on this
paper, and it will be detailed as following.
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Fig. 1. Personas Creation Process

Questionnaires. With questionnaires it is easy to collect information declared
by subjects using an online tool. Thus, subjects can answer in places that they
think it is better to make this task and they pay more attention on it. Beyond
that, it is easy to diversify the population of target audience. This concept can be
applied at two different moments of the project. First one is on conception idea,
before project begins. The second one is after build the project which, can be
used to improve final product or even during developing time to fix designer
issues.

To build questionnaires isn’t an easy task and it requires attention to elab-
orate questions and answers once each of those items cannot be ambiguous.
Furthermore, it is needed to identify the population who will answer the ques-
tionnaire to maximize results.

At project HRI-P we used questionnaires pre-defined by technique Big-
Five [6]. As a project on human-robot interaction (HRI) we are interesting on
psychological behavior of subject. After some related works studies we realize
that Big-Five produces the result needed to create Personas with interaction
characteristics. It will help us to develop HRI components for our robots.

System Event Logs. The automatic data collection through system’s log helps
to trace user behavior during the use. Beyond that, it is easy to measure the
computational skills of users. An important thing to work with automatic data
collection is to determine what kind of system the information will be collected,
i.e., desktop system, web system, mobile system, among other ones. It will help
to determine what component can be used.
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D’Angelo [5] presents a list of variables that could help to capture user
skills, scenario complexity and so on for web systems. Burzacca and Paternó [2]
present variables applied to mobile systems. Even though work focus on usability
tests, these variables can identify users profile. Furthermore, this information is
closer to real profile of users than questionnaire answer. The capture automation
decrease the subjectivity of user behavioral information and user preferences and
it turns possible to follow user computational experience evolution.

Decision of how to collect information depends on project. At project HCI-
M we decided to adapt the component presented by D’Angelo [5] using seven
variables focus on user skill. It was a web system and we need to trace the
evolution of learning of the users. The chosen variables are: (I) Interval of time
to fill the fields on a form; (II) Typing speed; (III) Percentage of “backspace”
key press; (IV) Amount of errors in form filling; (V) Amount of recurrent errors
in form filling; (VI) Usage of double clicks when a single click is expected; and
(VII) Unexpected click (or clicking on a not clickable component).

2.2 Step 2 - Preparing Information

Algorithms always perform your process based on numerical information. Even
if the problem presents categorical or textual information. Categorical or textual
information are transformed, in some way, on numerical information during the
process to be an input for algorithms. Because of this, it is preferable that
such information is stored or captured directly on numerical format. On way to
perform it is through human interpretation. Human will translate textual values
into numerical codes making possible to keep the fidelity on analyzed data. When
the algorithm makes this translation, instead of a specialist, some mistakes can
occur on a semantic classification or syntactic of attributes values significance.

With translation executed and it implemented on data collect mechanism, it
is necessary to define how it will be stored. First option is the use of a Comma-
Separated Values (CSV) file. This file separate each attribute by comma storing
them at columns. A second option to store information is to use a database
system. To store this kind of information is preferable to use only one table
without any normal form, because it will make easy for the read processing of
the algorithm.

There are many other kinds of store information like XML and JSON file.
For the projects studied here we use CSV file and database system. At project
HCI-M we choose database due to integration with the web system was easier
than use another way to store this information.

As we use Google Forms for questionnaires on project HRI-P, we decided to
use CSV file due to is how the tool store information already. It make easy to
adapt QSIM algorithm to receive this kind of entrance for processing.

2.3 Step 3 - Performing QSIM

At this moment data collected can be processed by clustering algorithm. The
algorithm used to perform is QSIM [13]. A clustering algorithm which, finds the



242 A.A. Masiero and P.T. Aquino Jr.

number of existing classes based on data similarity. By using QSIM on grouping
process is interesting to diversify Q value (minimum similarity) to observe group
behavior. At both projects were executed this variation of Q value. During the
experiments, we noted that some similarity values reproduce a minimal group
element exchange. Because of it, we determined a similarity classification to turn
communication easier between specialists then to use numerical values. Table 1
presents the classification determined.

Table 1. Similarity Intervals

Intervals Classification

Q > 0.69 High Similarity

0.49 < Q < 0.7 Moderate Similarity

Q < 0.5 Low Similarity

QSIM presents some advantages in grouping process, mainly on user profile
information. First one is the quality for keeping similarity inside group. At this
point QSIM was the best algorithm [13]. It doesn’t need of preview information
about how many groups exists, as the classical algorithm k-means [8]. It is nec-
essary to inform only the desire similarity that QSIM finds exactly how many
groups exist for this Q value. Results of grouping compared to k-means are
similar, however when exists a dense information QSIM makes softer bound-
aries than k-means [13]. All in all, QSIM spends a higher computational time of
processing than k-means if it has a big number of elements on his Related Sets.
At this point, k-means has a better performance than QSIM. A version of QSIM
is implement in Java Programming Language and available on-line through the
link http://amasiero.github.io/qsim/.

With creation of groups complete it is important to perform two analysis
procedures to obtain a better use of Personas. First step is verify what group
has the biggest density. Those groups can help specialist to determine the most
significant Personas of the project. Second step is verify the existence of groups
that represent the same Persona. In that case, those groups have to become
one avoiding duplicity. The second step explanation has more sense after the
execution of step 4 of whole process, due to attribute values of each group are
defined and we can identify if there are two or more groups with the same
attribute values.

2.4 Step 4 - Data Analysis

After step 3, groups are determined and the number of generated groups rep-
resents how many Personas exist on the project. However, the information that
will compose Personas is not ready yet. For each attribute it should finds the
measure of central tendency to determine the value for that group. The most
common measures are mean, median and mode [12]. Although it is important to

http://amasiero.github.io/qsim/
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attempt for a rule present by Masiero et al. [11], where the mean is only validate
for attributes that has no bias problems. It can be checked through Eq. 1.

CV < 0.3 (1)

where CV is data coefficient of variation. If condition of Eq. 1 is true then data
mean can be used as measure of central tendency, else it is recommended to
use median or mode. Through this procedure is possible stipulate a common
value that will compose each attribute of group. At this moment, it is good
to translate the categorical or textual variable for its original state. Finish-
ing it, Personas should be create on presentation format for the best team
communication.

2.5 Step 5 - Personas Creation

To finally create Personas in your final state methods from interaction scenar-
ios and problem scenarios are necessary [1]. With these methods, we can add
description for all users needs, skills, motivations and objectives that was quan-
tified on earlier steps. Now with Personas ready to use, it is necessary to validate
them with project’s stakeholders.

2.6 Step 6 - Validating Personas Significance

All Personas created during this entering process are presented to project’s stake-
holders. They will validate if presented Personas are corresponding to the target
audience of the project. At this validation process, it could occurs some small
adjusts to increase the Persona’s description quality. After that, the set of Per-
sonas is presented to all team, developers and designers, so they can always focus
on these profiles during the project’s life-cycle.

3 Results and Discussions

This process was applied on two different projects. First one is a medical web
system and second one is a human-robot interaction project. As presented at
Sect. 2, first step of the process is to determine what variables will be capture
by data collect mechanism (manual or automatic one). For the first project, we
adapted 7 from 28 variables presented by D’Angelo [5], as discuss on Sect. 2.1.
The focus on these variables is user computational skills.

After variables definition and implementation of collect component at the
web system, data was collected during test with users. It was recorded 200
records during the tests. Then some similarities variations, homogeneous group
was noted with Q value equals to 0.6 in other words 60 % of similarity between
the subjects. It generate of five Personas. Applying step 4 of the process, it
obtained results present on Table 2.

During the process of step 4 we validate that there is no bias for anyone of the
variables. Thus, we applied for each variable the data mean to obtain common
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Table 2. Common information obtained through step 4 of the process.

value of the group, once the rule of Eq. 1 has been attempted, presented on cells
of Table 2. The sequence of common values generation for each group, it was
necessary to create Personas formatted for team presentation. Table 3 presents
one of five Personas obtained during the process.

Dr. John (Persona of Table 3) was created based on information of row 2 from
Table 2. It was the only Persona with a value different of zero for attribute “Usage
of double clicks when a single click is expected”. It surprised the team because he
has satisfy values for the others attributes which, indicates high computational
skills. Analyzing all the set of information about this Persona, we realize that

Table 3. Persona 2: Dr. John
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despite high computational skills people that compose it has experience only on
desktop systems which, is necessary to interact with double click frequently.

Following the validation with stakeholders’ projects was done and as expected
some users were recognized among Personas created. In that way, it is possible
to affirm that the application of the process was successful.

The main objective of second project is to identify the Personas behavior
to serve as a guideline for developing new social robots mechanism. Although,
Personas created for project HRI-P are behavioral and we use then to create the
reception robots interaction for the hospital of project HCI-M. These robots will
substitute the team of public service support which, gives out passwords and
information to the public. The data collection was made with pre and post ques-
tionnaires created focus on information of Personas created on the first project.
The answers were quantified from process of identification of people behavior
profile called Big Five (see Sect. 2.1). This process quantifies user answers into
a numerical degree of intensity for each Big Five attribute. Thus, it is intuitive
to identify behavior profile of the user. Table 4 presents the common values for
Big Five attributes after step 4 analysis process.

Table 4. Common information obtained through step 4 of the process for project
HRI-P.

# Age Gender Extroversion Agreeableness Conscientiousness Neuroticism Openness

1 7 Female 5.0 4.5 5.0 4.5 6.0

2 11 Male 5.0 4.5 4.0 4.5 4.5

3 18 Male 4.5 5.0 5.5 4.0 5.5

4 23 Female 5.0 5.0 5.5 5.0 5.0

5 41 Male 5.0 4.5 6.0 3.5 6.5

The values presented on Table 4 help us to create the description of Personas.
How it contains psychological information, the description can be detailed with
behavioral data, like openness for new experience as row 5. This information
will help us to identify better information for interact with this kind of Persona.
To create Personas based on the kind of Table 4 helps to minimize Persona’s
stereotyping once team project has real data to support description creation
and they do not need to think how is target audience of the project.

This human-robot interaction project used a Q value equals to 0.8 which
means 80 % of similarity desired. High similarity can best split groups with
small samples or data record. In that case, validation process occurs a little bit
different, because the team is your own client. After creation of Personas were
analyzed videos of each test and so it was possible to realize that, some subjects
are similar to some Personas, as earlier project.

In that way, that the proposed process by this work supports an automatize
creation of Personas for any kind of project and that Personas created through
this process can be reused in another projects decreasing the cost and analyses
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time of users at a first step. Also, Personas create in future projects can help
to improve older projects like happen on project HCI-M and project HRI-P.
Beyond that, the process tends to minimize the Persona’s stereotyping which,
before are only based on information acquired by team experience.

4 Conclusion and Future Works

The process presented at this work allows that Personas can be created in an
automatized way and it minimize stereotyping of Personas. This is an impor-
tant point because it formalize that user-centered projects effectively attempt
objectives and needs of target audience.

Another important point that may be highlighted here is that QSIM algo-
rithm makes it easy due to it finds the number of existent groups in database
keeping the similarity quality inside each group, proved on [13]. The proposed
cycle implementation in many projects of the same company or even the same
market segment allow knowing the users of new products or service before to
start the project. All of it through the user modeling based on Personas.

It is also possible to follow Personas evolution all time long. It can determine
a cycle of life as the user they represent. Some preliminary tests show that
is possible to realize some intersection between Personas and projects which,
makes reuse of Personas and also to create a Personas repository practicable.
However, more tests are necessary to complete this task fully. This extra works
are developing and we will publish it soon.
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Abstract. In this paper, we present the application of User Diaries in
the context of connection dispatching. Connection dispatching is a field
with quickly rising requirements which also affect the used dispatching
support software. The usage of User Diaries will be motivated for this
specific domain. The diary will briefly be presented as well as the results
of the study. We will point out the advantages and disadvantages using
User Diaries in the given context.

1 Introduction

In the field of connection dispatching currently no specifically adapted software
is used. Since connection dispatching has an impact on the quality of service
for the customers and thus has a high visibility for them, its importance rises.
Also, traffic contracts contain rules for connection assurance which are often
linked to penalties in case of not achieving them. This increases the importance
of connection dispatching and therefore also the requirements for the connec-
tion dispatcher. That is why a new prototype software was developed to better
support dispatchers in the field of connection dispatching.

Before integrating the prototype software in the daily working environment
of the dispatchers, a field study should be conducted to prove its suitability,
to further improve and better adapt it to the users’ needs. During this field
study, the dispatchers should be involved in evaluating this prototype software.
They should test it during their work and state their opinion and improvement
proposals, if any.

To get detailed and diversified information about the usage of the prototype,
three evaluation methods were carried out in a row: First, Diary Studies were
conducted. Then an Observation followed before ending the evaluation process
with a Focus Group. In this paper, we will concentrate on the Diary Studies in
the context of a field study with a prototype software for connection dispatching.

The focus of this paper will be on describing the evaluation method of Diary
Studies and the reflection of its suitability for use in the field of connection
dispatching rather than on the prototype software as such.

So, first an overview over related work in the field of connection dispatching
will be given in Sect. 2. In Sect. 3, current problems and our motivation for
conducting a field test using Diary Studies will be presented. A description of
c© Springer International Publishing Switzerland 2015
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the methodology can be found in Sect. 4. The results are presented in Sect. 5 and
discussed in Sect. 6. In Sect. 7, a conclusion will be drawn.

2 Related Work

Connection dispatching is a well-studied field of research where several focuses
can be distinguished. Particularly, two of them are interesting for this research
paper. The first involves software engineering and usability engineering. Many
studies exist which concentrate mainly on software evaluations. The methods
used are the following:

– Event Logging [1]
– Screen Capturing Software [1]
– Semi-Structured Interviews [2]
– Observation [2,3]
– Questionnaires [2–4]
– Observations [2,3]
– Unstructured Interviews [3]
– Collegial Verbalisation [2]
– Interactive Diary [2]

Only the studies of [2] are real field studies, meaning that dispatchers used the
software during their everyday work. All other references mentioned are rather
laboratory studies. Although the study was conducted at their work place, the
dispatchers had to handle a specific scenario created for the test. Only the meth-
ods Questionnaires, Interviews and Observations are dealt with in detail in these
papers. Reference [2] only mentions the methods Collegial Verbalisation and
Interactive Diary, but no further details about method, procedure or results.
That is why, in this paper, we will further concentrate on Questionnaires, Inter-
views and Observations when comparing and discussing User Diaries in Sect. 3.2.

The second focus is past and ongoing research concerning the detection and
solution of connection conflicts. Here, the focus is often on the optimization of
(traveler) delays as in [5–7]. Reference [8] developed a system for connection dis-
patching which is also based on customer delay, but interacts with an infrastruc-
tural counterpart. Reference [9] present a system which focused on the traveler’s
side of connection dispatching including a smart phone prototype application.
In [10,11], a modular dispatching support system for connection dispatching
including an evaluation for connection conflicts and solutions exceeding classical
waiting strategies is presented.

Little attention has been paid to the design and evaluation of dispatching
software in this field, but has been addressed in [12,13].

3 Problem Description

For a (railway) transportation company, connection dispatching is one of the
dispatching tasks with the most influence on their customers and thus has a high
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visibility. Apart from travelers expecting more sophisticated solutions in traffic
management, also, traffic contracts contain rules for connection assurance. This
makes connection dispatching an important task with increasing requirements
for the connection dispatcher.

Historically, connection dispatching in the German railway environment was
performed by the infrastructure company, but has been assigned to the trans-
portation company as fulfilling contractor of the traveler. First, the task was per-
formed by staff also responsible for personnel and vehicle dispatching whereas
today dedicated positions for connection dispatching and traveler information
are being created.

The task of connection dispatching comprises the surveillance of connections,
conflict detection, conflict resolution and customer information. As the require-
ments grow, the dispatcher needs to find better solutions for more connection
conflicts on a dense schedule in shorter periods of time. For this, he increasingly
relies on software systems that should on one hand provide the necessary infor-
mation and on the other hand need to be user friendly and easy to use such that
the connection dispatcher can easily gather information about the connection
conflicts which currently require dedicated attention.

3.1 Connection Dispatching Software

Dispatching software needs to support the dispatcher in the aforementioned
tasks. This is done on different levels such as conflict detection [12], conflict res-
olutions [11] and visualization [12]. While the first two are background processes
which produce data to be displayed, the latter implies direct interaction with the
user and is also used to present results from conflict detection and resolution.

To address the problem described in Sect. 3, a prototype software to visualize
relevant information in connection dispatching has been developed in coopera-
tion with a German railway company [12]. An example screen shot is given in
Fig. 1. The software has been designed such that the dispatcher is able to gather
information about many connections at a glance. For this, a matrix interface
is used on which the feeders are arranged vertically and the distributors hor-
izontally. Whenever an interchange between a feeder and a distributor exists,
the corresponding cell in the matrix contains information regarding the connec-
tion status, otherwise it is left blank. Lines or columns without any connection
relation are hidden.

The standard view shows current and future connections. As soon as a dis-
patching action is applied to a connection, it will be hidden in the standard view.
To be able to keep track on her/his decisions, the dispatcher can switch the view
to see dispatched connections.

Another interface, shown in Fig. 2, enables the user to reduce the displayed
information providing a greater (time-wise and regional) overview of the current
situation.

The software first has been developed for a simulation environment, the
Eisenbahnbetriebsfeld Darmstadt (EBD) [14], to be tested by dispatchers [13].
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Fig. 1. Matrix view of the connection dispatching software

Fig. 2. Compacted matrix view of the connection dispatching software

Considering the results of the evaluation in the EBD [13] and an expert evalu-
ation using the IsoMetrics Questionnaire [15] and Cogintive Walkthrough [16],
the user interface of the existing software was adapted and improved such that
a first test in the field could be performed. The aim was to obtain information
about the usability of the software interface in the field.
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3.2 Evaluation in the Context of Dispatching

When deciding on an appropriate evaluation method to gain information about
the usability of the software interface, we first concentrated on the three evaluation
methods mentioned in Sect. 2 – Questionnaires, Interviews and Observations.

We started with describing significant boundary conditions and defined evalu-
ation criteria of the study (cf. [17]). First, detailed information from the dispatch-
ers to learn more about how to further improve the software and to
better adapt it to the requirements of the dispatchers had to be obtained.
Second, detailed data about the opinion of the users directly from the user in
the context of using the prototype over a longer period of time had to be gained.
Moreover, due to time limitations and the long distance to the locations of the
field test, a way which allows the dispatchers to state their opinion without the
test leader being on-site all the time had to be found.

Since Observation does not allow for asking the user about their opinion, this
method could not be used. Interviews could not be applied as well because they
should ideally be conducted in a face-to-face situation which was not compatible
with the above-mentioned time limitations. Also, personnel restrictions on the
dispatchers’ side ruled out the application of interviews via telephone or internet,
since it is not possible to relieve them from service to conduct an interview with
a duration of one or two hours.

Questionnaires were not deemed suitable either since the objective was to
obtain information about the usage of the prototype software on a daily basis,
including detailed information about every operation carried out. So, the dis-
patchers would have been obliged to fill in questionnaires every day which can
be very tedious.

The evaluation method for our purpose needed to fulfill the following require-
ments:

– detailed data about the opinion of the user,
– directly from the user,
– in the context of using the prototype,
– over a longer period of time,
– which also considers time limitations, long distances and personnel limitations

and
– to obtain information about every operation they carried out with the proto-

type.

Only User Diaries met all these requirements and were therefore chosen for this
field test.

4 Methodology

In this section, we will first present general aspects of Diary Studies. Then, we
will concentrate on the structure and the layout of the User Diaries for the
aforementioned prototype software. Finally, we continue with the procedure of
conducting this method.
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4.1 Introduction to User Diaries

The evaluation method of Diary Studies aims at gaining information about

– context/situation of use,
– frequency of use,
– operations,
– work,
– dates,
– duration,
– problems and
– opinions.

over a longer period of time with the help of a diary, either handwritten or
electronical [18–20].

A huge disadvantage is the dependency on the compliance of the user to
fill in the User Diary. The initiative and motivation of the users are decisive
for the amount of entries and the degree of detail. Furthermore, entries are very
subjective, exaggerations are possible and the data cannot be verified by the test
leader. Moreover, the users are on their own during the evaluation. A functioning
prototype is needed [18,20].

Advantages of this method are its applicability during a longer period of time
and at different, distant locations. No special resources or equipment are needed,
so it is cost-efficient to use [18,19].

4.2 Structure and Layout

The design and the degree of standardization of the User Diary depends on the
specific context. The objective is to allow the user to fill it in rather quickly and
easily. For the presented purpose, half checkboxes and half text fields are used.

The structure of the diaries is as follows: First, a general introduction to using
the diary and about the procedure of conducting the evaluation is presented.
Then, a general introduction into the prototype software follows. Subsequently, a
short demographic questionnaire gathering age, working place, working function
and professional experience is interposed. Then, the actual diary starts with an
example on how to fill in the columns and rows of the diary followed by about
20 pages of diary. Every page contains three rows for describing one operation
each. At the end of the diary, there are two pages for stating general remarks
about the prototype software and one page with contact data of the test leader.

On the actual diary page, we asked for time, current workload, delay of
entry (if any), dispatching actions, reasons for dispatching actions, how many
and which dispatching decisions were made and the functions, program views
and auxiliaries used.

4.3 Procedure

The procedure of conducting the User Diaries consisted of six steps:
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1. training power users in using the prototype (one per working place)
2. training power users in using the User Diaries (one per working place)
3. introduction to the prototype software for all participating dispatchers
4. introduction to the User Diaries for all participating dispatchers
5. free exploration
6. filling in the User Diaries

At first, power users were trained on the software and on the User Diaries to
cope with one major disadvantage of the diary studies, in particular that users
are dependent on themselves (step 1 and 2). Moreover, training power users was
helpful to find last bugs in the software and to specifically adapt the User Diary
and especially the examples used to the needs of the dispatchers.

Then, an introductory event for the dispatchers participating in the evalu-
ation was organized to train them in using the software and the diary (step 3
and 4). All functions and program views were introduced and the structure and
layout of the User Diary were explained to them. Moreover, the example for
filling in the User Diary was discussed in detail.

Then, the dispatchers had about two weeks for freely exploring the prototype
software, to try all the functions and program views and to get used to it. This
aimed at allowing the dispatchers to establish a work process with the software
(step 5).

In the following three weeks, the dispatchers filled in the user diary (step 6)
before sending them back to the test leader for evaluation. The dispatchers were
asked to use the User Diary for at least three times, if possible in a row.

5 Results

In this section, results of the User Diaries will be presented briefly. The focus will
be on general results relevant to the usage and the situation of usage which are
important for the discussion in Sect. 6, to reflect the suitability of the prototype.

In total, 91 entries were handwritten by the nine participating dispatchers.
These document 471 dispatching decisions, such as dispatching connections or
finding alternative trains. In 63.95 %, the current situation was described as calm,
27.91 % as medium – in-between calm and stressful – and in 8.14 % as stress-
ful. 61.54 % of the entries were registered directly after the operation, whereas
38.46 % were delayed by about 12 min in average. The time shifted entries con-
sisted of all entries in stressful situations and half of the entries in medium
situations.

Since going into detail about operations or improvement proposals requires
a detailed knowledge of the prototype software, only a few examples according
to operations and program views will be given.

The most frequently used function (35.8 %) is the filter adjustment function
which can be seen on the left hand side in Fig. 1. The train number search
function which can be seen in both figures, once without a number (cf. Fig. 1)
and once with a number (cf. Fig. 2) in the upper area of the program, was used
in 13.0 % of cases. The least used function was the sorting function which can
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be seen in Fig. 2 and which was only used in 3.25 % of cases. Concerning the
program views, in 85.44 % of cases they used the standard matrix view which
can be seen in Fig. 1. The program view with reduced displayed information as
shown in Fig. 2 was used only in 9.70 % of cases. The third program view which
shows the already dispatched trains was the least used one (4.85 %).

Summarizing, dispatching actions and the reasons for conducting them were
comparable or even identical to the ones foreseen when designing the prototype.
So, the use cases which aided in maintaining a clear focus during the design
process are identical to the usage patterns of the dispatchers in their everyday
work.

6 Discussion

Unfortunately, different problems arose during the field test. As stated in Sect. 5,
the 9 dispatchers participating in the study wrote 91 entries in total which were
often redundant. So, the variance of the data was rather small.

Moreover, only 8.14 % of the entries were done in stressful situations, all of
them later on with a certain delay. The problem is that during normal opera-
tions, dispatchers do not face a high workload. It increases dramatically when
disturbances occur which is also when the dispatcher starts to heavily use dis-
patching support software. It can be stated that stressful situations are the most
important and interesting ones, but in these situations, dispatchers do not seem
to be able to fill in the User Diary. Thus, data from stressful situations will be
reported in the User Diary with a certain delay as stated in Sect. 5. These are the
most revealing and insightful situations for improving the prototype and to bet-
ter adapt it to the dispatchers’ operational requirements. As we get only delayed
entries in these situations, the question arises if the provided data is still com-
plete, and thus, whether we can rely on the time-shifted entries. The dispatchers
might not remember every operation they carried out with the prototype soft-
ware as well as every detail. The reliability and the working environment for
stressful situations are issues for further research using User Diaries in dispatch-
ing contexts.

Nonetheless, we gained a lot of useful and valuable information for improving
the software, especially regarding the most used functions and views. It could
be shown that, e.g., the sorting function which can be seen in Fig. 2 and which
was explicitly required by an expert panel during the design process was not
intensely used. The same is valid for the program view with reduced displayed
information as shown in Fig. 2. This view was later implemented because it
seemed to be necessary to provide the dispatchers a view which allows to have
a better overview over the current situation by reducing information, but it was
not intensively used either. It could be clearly proven that dispatchers prefer the
standard matrix view which can be seen in Fig. 1. Moreover, it became obvious
that we had to concentrate on improving the filter adjustment function which
can be seen on the left hand side in Fig. 1 because of the frequent use to better
support dispatchers and also to save time during operations.
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Also, valuable hints for the Observation we conducted after the User Diaries
were gained. It was much easier to decide on a specific focus for the Observation
since we could identify the most used functions and program view with the
help of the User Diaries. Moreover, the entries and especially the remarks gave
us hints about problems that arose while using the prototype which we could
concentrate on during the Observation.

The process of conducting Diary Studies and also the structure and the layout
of the User Diary has proven of value. There were no further inquiries regarding
the use of the diary and the users filled it in a correct manner. When having
a closer look at the remarks given by the dispatchers, we can conclude that
the dispatchers seem to feel quite comfortable about using the diary and the
prototype.

User Diaries are useful to obtain meaningful information about a proto-
type software in the described context. Nevertheless, weaknesses of the method,
especially regarding stressful situations, could be discovered during our study.
To overcome these weaknesses, a carefully considered combination with other
methods needs to be developed. Further investigation how Diary Studies can be
adapted better to the specific situation of dispatchers and how to combine them
with other methods is necessary.

7 Conclusion

We successfully used the evaluation method of Diary Studies in a field study
with connection dispatchers. A lot of insightful data could be gathered which
provided helpful input for further improving and better adapting the prototype
software to the needs of the users, but also to decide on a specific focus for the
following evaluation methods. Thus, User Diaries have proven to be useful in
the context of evaluating dispatching software regarding the standard working
environment.

Nevertheless, further field tests using the evaluation method of Diary Studies
need to be conducted to prove its suitability for use in similar working environ-
ments and to further investigate the problematic stressful working times. This
method can either specifically be adapted to the specific environments. Other-
wise, an alternative evaluation method fulfilling all the criteria we were looking
for in this field study with dispatchers needs to be developed.

Using the results of the User Diaries presented in this paper, our prototype
software will be developed further and improved to better support dispatchers
in doing their work.
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17. Stelzer, A., Schütz, I.: Field evaluation of a new railway dispatching software. In:
The Eighth International Conference on Advances in Computer-Human Interac-
tions, Lisbon, Portugal, Feb 2015 (accepted for presentation)

18. Sharp, H., Rogers, Y., Preece, J.: Interaction Design: Beyond Human-Computer
Interaction. John Wiley & Sons Ltd, Chichester (2007)

19. Schlick, C., Bruder, R., Luczak, H.: Arbeitswissenschaft. Springer-Verlag,
Heidelberg (2010)

20. Rubin, J., Chisnell, D.: Handbook of Usability Testing: How to Plan, Design, and
Conduct Effective Tests. John Wiley & Sons, Indianapolis (2008)



Heuristic Evaluation in Information
Visualization Using Three Sets of Heuristics:

An Exploratory Study

Beatriz Sousa Santos1,2(&), Beatriz Quintino Ferreira2,
and Paulo Dias1,2

1 Department of Electronics Telecommunications and Informatics,
University of Aveiro, Aveiro, Portugal

2 Institute of Electronics Engineering and Telematics of Aveiro/IEETA,
Aveiro, Portugal

{bss,mbeatriz,paulo.dias}@ua.pt

Abstract. Evaluation in Information Visualization is inherently complex, and it
is still a challenge. Whereas it is possible to adapt evaluation methods from other
fields, as Human-Computer Interaction, this adaptation may not be straightfor-
ward since visualization applications are very specific interactive systems.

This paper addresses issues in using heuristic evaluation to evaluate
visualizations and visualization applications, and presents an explor-
atory study in two phases and involving 25 evaluators aimed at
assessing the understandability and effectiveness of three sets of heu-
ristics that have been used in Information Visualization.

Keywords: InfoVis evaluation � Usability, cognitive and visual heuristics �
Heuristic evaluation

1 Introduction

Throughout the last decades numerous information visualization techniques and
applications have appeared. These are generally highly interactive visual exploratory
tools or methods aimed at allowing users to formulate better hypothesis and develop a
deeper understanding of the underlying phenomena. Yet, these techniques tend to be
complex and thus adequate development methods for them to effectively support users
are pivotal. In this scope, a proper evaluation of the tools, including the visualization
techniques they provide is crucial. Though, how to evaluate visualization applications,
or techniques has been (and still is) a challenge in several ways [1–6], and numerous
publications as well as several workshops have been devoted to discuss this topic (e.g.
the beliv workshop series).

A natural approach to this problem, although not without risks, was to adapt
evaluation methods developed and applied in other fields. Indeed, this was the case of
several usability evaluation methods widely used in Human-Computer Interaction
(HCI), each fostering the detection of different types of problems and having different
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limitations, implying that evaluators should select and use various appropriate tech-
niques that best fit the situation [7].

Using the taxonomy of usability evaluation methods by Dix et al. [8], we may
divide them in analytical and empirical; while the latter involve users, tend to be more
complex and onerous, there are low-cost analytical evaluation methods widely used,
capable of producing useful results with a low investment. Heuristic evaluation is such
a method, possibly the most popular discount usability evaluation method [9], and has
been adapted to evaluate Information Visualization tools, and techniques by several
authors [10–14]. We have previously used the method and believe that it may provide
useful results with an interesting cost-benefit [15]; still, some heuristics may be difficult
to understand hindering their applicability by not very experienced evaluators, which
suggests the need for a study on the comprehensibility and applicability of
visualization-specific heuristics. This paper describes a first step towards this goal: a
study involving 25 evaluators aimed at assessing how easy to understand and apply are
the Nielsen’s heuristics in Information Visualization evaluation, as well as two sets of
visualization-specific heuristics, the ones proposed by Zuk and Carpendale [10] and by
Forsell and Johanson [11].

The remainder of the paper is organized as follows: Sect. 2 presents the method of
heuristic evaluation and the three sets of heuristics used, Sect. 3 presents the example
selected to be evaluated and the methodology used in the study, Sect. 4 presents and
discusses the results, and some conclusions are drawn in Sect. 5.

2 Heuristic Evaluation

Heuristic evaluation is a widely used discount usability evaluation method that allows
finding potential problems in a user interface [9]. As it is subjective, it should involve
several evaluators who inspect the interface concerning its compliance with a set of
established usability principles (the “heuristics”). Non-compliant aspects should be
compiled in a list of usability problems rated according to their severity, including
possible suggestions of how to fix them. This list is supposed to help the development
team to prioritize the problems to tackle.

According to Munzner [16], heuristic evaluation is an “immediate validation
approach” that can be used at the visual encoding and interaction design level, the third
level of the nested model for visualization design and validation proposed by this
author. At this level the threat is that the design does not convey the desired abstraction
to the user. We believe heuristic evaluation can be most useful in the scope of a
(iterative) user centered development process of visualization applications and tech-
niques as it is a pragmatic way to obtain quickly, inexpensively, and effectively
valuable formative information if adequately employed, however, several issues must
be carefully considered when applying this method [17], namely:

• what heuristic set to use;
• how well does it represent the relevant aspects of the type of user interface under

evaluation;
• how to train evaluators to use correctly the set of heuristics;
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• if they will be able to use it effectively to find problems;
• and how many evaluators should be involved.

It is possible to use specific heuristics to evaluate specific types of products (e.g.
groupware [18] or mobile applications [19]), or considering a particular class of target
users (as seniors or children). Nonetheless, selecting a set of heuristics adequate to an
actual situation is not easy and a poor choice will influence the problems found, and
consequently how many evaluators are needed and the quality of the obtained evalu-
ation. Hence, a careful consideration of the heuristic set to use concerning the above
mentioned aspects is essential before applying heuristic evaluation. Moreover, the
evaluators’ experience in using the method and their understanding of the set of
heuristics used are also relevant factors.

Tory and Moller [20, 21] considered heuristic evaluation as a useful expert review
method to evaluate visualization systems, outlined how to conduct a heuristic evalu-
ation, and advised the usage of visualization heuristics.

However, while a number of rules have been used for that purpose (e.g. in the
works by Shneiderman; Ware; Amar and Stasko; Zuk and Carpendale; Forsell et al.;
[10, 11, 22–24]), their understandability and scope is not yet fully assessed and
selecting a set of heuristics may not be a trivial task for a development team.

In this work we used the well-known Nielsen’s Ten Usability heuristics [9] and two
other sets developed specifically for Information Visualization, namely the ones pro-
posed by Zuk and Carpendale [10] and Forsell and Johanson [11], and then tried to
assess how easy they might be to understand and use by evaluators having some but not
much experience in evaluating visualization applications, a scenario we deem rather
realistic, for instance in a company.

Nielsen’s heuristics are general enough to be applicable to any kind of interactive
product; yet, whereas they may have value in finding problems also in Information
Visualization, as usability issues are often associated to visualization problems, devel-
oping heuristics sets that comprise the most common problems in this type of appli-
cations (namely encompassing issues related to visual representation, presentation, and
interaction and manipulation of the parameters) is important in order to fine tune the
method and reduce the risk of assuming too much in reusing the process of heuristic
evaluation from usability [25]. This goal has been pursued by several authors, and the
sets of heuristics selected for this study seem two interesting candidates for practical use.

2.1 Nielsen´s Heuristics

As mentioned, this set of heuristics is very general, which makes it interesting for the
developer’s evaluation toolkit; nevertheless, that might be a disadvantage, as it may not
be completely adjusted to a specific situation. We decided to use it as baseline to
compare the understandability and number of problems found with the other heuristics,
as our evaluators were familiarized with this set and had previous experience in using it
to evaluate interactive systems. Even though it is widely known, we include the list of
10 heuristics [9], for the sake of clarity and completeness:

1. Visibility of system status
2. Match between system and the real world
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3. User control and freedom
4. Consistency and standards
5. Error prevention
6. Recognition rather than recall
7. Flexibility and efficiency of use
8. Aesthetic and minimalist design
9. Help users recognize, diagnose, and recover from errors

10. Help and documentation

As mentioned, these heuristics are general enough to be useful to evaluate any kind
of interactive product; however, we expect them to help finding problems mainly
related to the interaction mechanisms provided and not so much related with visual
representation and presentation aspects that should also be assessed in any Information
Visualization technique or application [26].

2.2 Zuk and Carpendale’s Heuristics

This set was compiled specifically to evaluate the visual and cognitive aspects of
visualization solutions from the works of Bertin, Tufte [27], and Ware [23]:

1. Ensure visual variable has sufficient length
2. Don’t expect reading order from color
3. Color perception varies with size of items
4. Local contrast affects color and gray perception
5. Consider people with color blindness
6. Pre-attentive benefits increase with field of view
7. Quantitative assessment requires position or size variation
8. Preserve data to graphic dimensionality
9. Put the most data in the least space

10. Remove the extraneous (ink)
11. Consider Gestalt Laws
12. Provide multiple levels of detail
13. Integrate text wherever relevant

Detailed descriptions of all heuristics are available in the original paper [10], which
also provides an analysis of eight examples of uncertainty visualization using this set.
In another work Zuk et al. [25] performed a meta-analysis aimed at understanding the
issues involving the selection and organization of the heuristics based on a case study.

2.3 Forsell and Johanson’s Heuristics

This set was compiled empirically by Forsell and Johanson [11] to find common and
important problems in Information Visualization techniques through heuristic evalua-
tion. The method used by the authors was based on Nielsen’s approach to develop the
widely known Ten Usability Heuristics [9]. The heuristics of six previously published
sets ranging from very specific low-level heuristics to very high-level ones (Nielsen [9];
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Shneiderman [22]; Freitas et al. [26]; Amar and Stasko [24]; Zuk and Carpendale [10])
were used to analyze a number of problems derived from earlier evaluations and the 10
heuristics that provided the highest explanatory coverage were selected to integrate the
following new set:

1. Information coding
2. Minimal actions
3. Flexibility
4. Orientation and help
5. Spatial organization
6. Consistency
7. Recognition rather than recall
8. Prompting
9. Remove the extraneous

10. Data set reduction

According to the authors, the six heuristic sets considered cover important aspects,
yet none seemed general enough to be used on its own for the evaluation of any
Information Visualization technique. On the contrary, this new empirically determined
set, comprising the highest ranked heuristics (according to the method used) from the
considered sets was considered by the authors to have significantly wider coverage than
any of the previous.

Detailed descriptions of all heuristics can be found in the original paper [11], as
well as the method used, and suggestions on how to improve and validate the reli-
ability, usefulness and applicability of the derived set.

3 Experimental Data Set and Method

The exploratory study described in this paper aimed at better understanding how to use
heuristic evaluation in the context of Information Visualization and encompassed two
main phases both performed with the collaboration of Information Visualization stu-
dents of the MSc in Information Systems (University of Aveiro) during two academic
years (2012-14).

In the first phase we asked 15 students to analyze a simple InfoVis example of their
choice in a non-structured way (we dubbed “naïve critique”) using only their judgment
based on the common sense and experience acquired in their previous use of appli-
cations, web-sites, etc., and list the potential problems they had found. We provided an
example and explained it in a lecture. Later in the semester, after having practiced the
heuristic evaluation method with other visualization applications, the students evalu-
ated the first example using heuristic evaluation with two of the three selected sets.
Results of this exploratory phase suggested that on one hand, heuristic evaluation
(irrespective the heuristic set used) does help evaluators to consider issues that they
would have otherwise missed as it fosters a more systematic inspection of the user
interface relevant aspects. On the other hand, evaluators generally found that Nielsen´s
heuristics are less finely tuned to Information Visualization examples, as expected.
Concerning the heuristics specifically developed for Information Visualization
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evaluation, participants felt some difficulties in interpreting and applying some of them,
(e.g. number 1, 2, 6 and 10 by Zuk and Carpendale).

In the second phase, we selected a simple example (http://spotfire.tibco.com/en/
demos/spotfire-soccer-2014) from the Spotfire gallery that includes interactive and
coordinated visualizations of data from the soccer world cups going back to Uruguai
1930. This example was chosen due to the concrete and easy to understand data set
visualized; moreover the experiment was performed in 2014 at a time when the fifa
World Cup Brazil had high media coverage. Thus, we anticipated this example would
motivate our evaluators fostering the discovery of a higher number of problems.

Fig. 1. World cup soccer analysis (spotfire demo gallery) - aspect of the geographical overview
of the application.

Fig. 2. World cup soccer analysis (spotfire demo gallery) - aspect of the historical view of the
goals data.
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Figures 1 and 2 show main aspects of the selected example allowing access to:
1- Data corresponding to the selected country on a map concerning a specific metric

(goals for, goals against, etc.) (Fig. 1 – geographical overview)
2- Data corresponding to average goals scored filtered by team, city, etc. (Fig. 2 –

historical view).
Ten students of the Information Visualization course participated in the experiment

as evaluators. They all had some previous experience with heuristic evaluation using
Nielsen’s heuristics to evaluate interactive systems, had attended the majority of the
course classes, performed and presented to the class a naïve critique of an example of
their choice, attended a session on the two other heuristics sets and performed an
heuristic evaluation using the Nielsen’s heuristics and one of the visualization specific
sets. Therefore, we deem that while not being experienced evaluators, the students had
already a significant experience allowing them to obtain useful results using the method
and provide valuable insight regarding understandability of the heuristics.

The experiment consisted in evaluating the Soccer example using heuristic eval-
uation with the Nielsen’s heuristics and one of the two other sets of heuristics (at their
discretion), and answering two simple questionnaires.

The protocol involved the following steps:
1- Answer a questionnaire to collect data concerning the participants’ experience in

using heuristic evaluation, as well as their background in Information Visualization and
familiarity with heuristics and guidelines used in Information Visualization (e.g. the
Bertin’s principles, or the Shneiderman’s Information Sseeking Mantra);

2- Carefully analyze the three heuristics sets and rate the understandability of each
heuristic in Likert-like scale (1- not at all … 5- very much understandable);

3- Perform a partial heuristic evaluation of the example using the Nielsen’s heu-
ristics; find 6 interaction problems, and classify each problem recording the heuristic
(or heuristics) not complied with.

4- Select one of the two other heuristic sets and perform a partial heuristic eval-
uation; find 6 problems related to visual aspects, and record the heuristic (or heuristics)
not complied with.

The complete session had a maximum duration of 90 min and time of completion of
each step was recorded.

Throughout the experiment participants had access to the Internet and were allowed
to search for any information they needed. The entire process took one hour and a half.
At the end of the experiment, there was an informal discussion with the participants
concerning what was more difficult or simpler in applying the method and the various
heuristics to the example, among other issues.

4 Results and Discussion of the Experiment

This section presents the main results regarding heuristics understandability obtained
through the questionnaire and the number of problems found by the 10 evaluators using
each list of heuristics as well as a discussion of the most relevant findings.
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4.1 Understandability of Heuristics

Figure 3 depicts median values of understandability as rated by the 10 students con-
cerning the Nielsen’s heuristics. All heuristics were considered highly understandable
(at least 4/5). Probably this is due to the fact that all students were familiarized with
these heuristics (as confirmed by the answers to the first questionnaire); yet, heuristics 9
(Help users recognize, diagnose, and recover from errors) and 10 (Help and docu-
mentation) obtained the maximum value (5), which suggests that participants consider
these particularly clear and easy to understand and apply. We took these results as a
baseline for understandability of the other heuristics sets, for this group of participants.

The median values of understandability concerning the Zuk and Carpendale’s
heuristics are shown in Fig. 4. Most heuristics were considered very understandable;
however, two heuristics were rated 3: 1- Ensure visual variable has sufficient length,
and 7- Quantitative assessment requires position or size variation. Moreover, the
understandability of heuristic number 1 was rated 1 by one evaluator, meaning that its
meaning was completely incomprehensible to him. Confronted with this, the evaluator
explained that the heuristic should be more specific to what is sufficient length, since it
is too vague and no clue is given on how to assess compliance with this rule. The same
evaluator also rated 1 another heuristic, and did not rate 5 any heuristic, which suggest
he might have been less familiarized with this set of heuristics.

Fig. 3. Nielsen’s heuristics - median values of understandability (1-not at all understandable; 5 –
very much understandable).

Fig. 4. Zuk and Carpendale´s heuristics - median values of understandability (1-not at all
understandable; 5 –very much understandable).
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4.2 Problems Found

Tables 1 and 2 show the results concerning the potential problems found by each
evaluator using the Nielsen’s heuristics, and the visualization specific heuristics. They
also show the number of problems that were considered as correctly classified, and the
time each evaluator spent to find all problems.

Analyzing Table 1 we observe that the evaluators altogether found 50 potential
problems (not all different; some problems were identified by several evaluators), and
that all the problems were considered as correctly classified regarding the heuristic not
complied with. This most probably is due to that fact that all evaluators had previous
experience in using heuristic evaluation with Nielsen’s heuristics to evaluate interactive
systems. We notice also that seven evaluators were able to detect 5 or 6 problems in a
relatively short time (19 to 27 min) and that the evaluators taking more time were the
ones reporting less potential problems suggesting that these were the less experienced
evaluators (this fact was confirmed analyzing their background and performance in the
course).

Analyzing Table 2 we observe that eight evaluators chose to use the heuristics by
Zuk and Carpendale and only two used the heuristics by Forsell and Johanson.
Moreover, one evaluator (#6) was not able to apply the heuristics he had selected to
use. Inspecting his answers to the questionnaire we noticed that unlikely all other
evaluators he decided to use the heuristic set he had not previously used. The other nine
evaluators found altogether 35 potential problems (not all different; some problems
were found by several evaluators). In contrast to what happened with the Nielsen’s
heuristics, some of the problems (20 %) were considered as incorrectly classified
regarding the heuristic not complied with. The heuristics misused to classify these latter
problems were Zuk´s number 2 (Don’t expect reading order from color); 3 (Color

Table 1. Problems found with Nielsen´s heuristics by 10 evaluators: time
spent, number of problems found, and number of problems correctly
classified.

Evaluator Using Nielsen’s heuristics
# t (min) N prob N prob OK

1 19 6 6
2 20 6 6
3 27 5 5
4 19 6 6
5 28 6 6
6 31 3 3
7 20 6 6
8 28 3 3
9 35 3 3
10 21 6 6
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perception varies with size of item); 6 (pre-attentive benefits increase with field of
view); 10 (Remove the extraneous). Analyzing the rates given by the evaluators who
misused these heuristics we noticed that most had rated the misused heuristic less than
4 (in a scale 1 to 5, meaning much understandable).

This suggests that, while all but one evaluator were capable of finding relevant
potential problems using visualization specific heuristics, they needed more practice in
order to attain the same performance they had with Nielsen’s heuristics.

Similarly to what happened in the first phase of the study, evaluators generally
agreed that Nielsen´s heuristics are adequate to find interactive problems, even in
InfoVis, however the other two sets are preferable to evaluate visual aspects.

5 Conclusions and Future Work

We reviewed relevant issues involved in using heuristic evaluation in Information
Visualization and performed an exploratory study to assess how understandable are the
heuristics of three sets that have been used to evaluate interaction and visual aspects in
InforVis, and how difficult it is to find potential problems using heuristic evaluation
with those sets. The first phase of this study, involving 15 evaluators with some
experience in using this method, suggested that, irrespective of the heuristics set used,
heuristic evaluation is useful as it fosters a more systematic inspection of the user
interface relevant aspects.

In the second phase of the study 10 evaluators, with some experience in using
heuristic evaluation in InfoVis, rated the understandability of each heuristic and applied
the method to an example. The obtained results suggest that heuristic evaluation is
indeed suitable and produces useful results with a low investment even when performed
by analysts not very experienced and hence it should be included in the developer’s
evaluation toolkit. We found also that some of the heuristics are easier to understand
than others and confirmed that the heuristics by Nielsen seem adequate to evaluate the

Table 2. Problems found with Visualization specific heuristics by 10 evaluators: heuristics, time
spent, number of problems found, and number of problems correctly classified.

Evaluator Visualization specific heuristics
# Set t (min) N prob N prob OK

1 Zuk 18 6 6
2 Zuk 18 4 2
3 Zuk - - - - 2 2
4 Zuk 25 5 4
5 Zuk 16 6 5
6 Zuk Was not able to apply heuristics
7 Zuk 20 6 4
8 Forsell 30 4 4
9 Forsell 20 4 3
10 Zuk 27 6 4
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interaction aspects even in InfoVis applications and the Zuk and Carpendale’s heuristics
are useful to detect potential problems related to the visual aspects.

Even though this study has involved 25 evaluators and provided insights con-
cerning the applicability of heuristic evaluation in Information Visualization further
research is needed to compare and validate the use of these heuristics, namely
involving more InfoVis examples, and evaluators with different degrees of experience.
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Abstract. Much interaction design research has been devoted to collaborative
systems, resulting in diverse design methodologies. Despite these efforts, we
still lack a widely adopted interaction model for collaborative systems design. In
this paper, we present a study on model-based design approaches, focusing on
their limitations with respect to the 3C Model of Collaboration. Based on the 3C
Model, we propose an extension to MoLIC, an interaction design language
grounded in semiotic engineering but with no support for collaboration. We then
illustrate the expressiveness of the extended MoLIC in the interaction design
representation of a collaborative document editor.

Keywords: Interaction design � Semiotic engineering � MoLIC

1 Introduction

Collaborative systems allow users to interact with each other, collaborating, coordi-
nating and communicating, as defined by the 3C Model of Collaboration [1], [2]. This
kind of system brought about new problems and challenges for different fields, espe-
cially for interaction design. The field of Computer Supported Collaborative Work
(CSCW) studies the development of collaborative systems, in which the interactions
between users and between user and the system occur in a distributed and synchronized
way [3, 4]. Some examples of collaborative systems include e-mail services, chat,
social networks, and collaborative document editing [4–6]. Different works propose
ways to ease and improve the design process for collaboration [5, 7–10], as well as
present studies about design practice [4, 6, 11, 12]. In this paper, we identify problems
and gaps that motivate the improvement of MoLIC, a design language grounded in
Semiotic Engineering, to represent collaborative interaction.

Semiotic Engineering (SemEng) [13] considers the human-computer interaction to
be a conversation between designer and user, and as such all computational artifacts are
viewed as a kind of computer-mediated communication. According to SemEng, the
user interface is the designer’s deputy, conveying a one-shot message from designer to
user, called a metacommunication message, or simply metamessage, allowing the user
to interact with it to achieve his goals. This metamessage represents the solution
proposed by the designer about his understanding of the users’ problems, needs and
preferences, and how they may interact with the system to achieve a range of antici-
pated (or unanticipated) goals. When it comes to collaborative systems, users also want
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or need to cooperate, coordinate, and communicate with other users. According to
SemEng, the content of the metamessage for collaborative systems includes support for
the user to see who is talking, what they are saying, whether they are listening, and how
they respond.

Based on SemEng, different researchers proposed modelling languages to represent
user and system interaction, such as MoLIC, a design language that allows designers to
conceive and represent the interaction between the user and the designer’s deputy. On
multi-user interaction, there are two proposed modelling languages, MetaCom-G*, a
tool that provides a design language to create interaction models, based on the col-
laborative work of the users and their objectives in the communication process; and
Manas, another design language to create interaction models, based on the collabora-
tive section of the metamessage and on social aspects of the interaction.

The MoLIC language has improved over the years in various researches, and can be
used in a design process with different artifacts, such as interaction scenarios, task
models, and user interface mockups. The main research on MoLIC points to
improvement opportunities to be able to design a broader set of systems, which is the
case of collaborative systems. The state of the art of MoLIC regarding collaboration
provides elements for a simplified representation of the contact between users, not
considering synchronization issues or any other collaboration concepts defined by
collaboration models (such as the 3C Model).

Based on the SemEng and the 3C Model of Collaboration, in this paper we address
the following research question: How can we extend MoLIC in order to represent the
design of collaborative systems based on the 3C Model, grounded in Semiotic
Engineering?

To answer this question, we have investigated related interaction models and the 3C
Model, which allow us to list a set of concepts expected for an extension and propose
new elements for the language. The next section presents briefly the SemEng and the
3C Model, as well as the related model: Manas, ConcurTaskTrees (CTT) and a vari-
ation of CTT in a methodology called CIAM (Collaborative Interactive Application
Methodology) [14], and the MoLIC language. Following, we present the concepts that
an interactive model must represent in order to include the 3C Model, showing in the
studied interactive models gaps related to these concepts. We conclude by proposing
the extension and showing a design example, followed by some concluding remarks.

2 Background

In this section, we briefly present Semiotic Engineering concepts, in which MoLIC is
rooted, and the 3C model of collaboration, followed by the background works based on
interaction models for collaboration.

2.1 Semiotic Engineering

As we presented in the introduction section, SemEng considers that the designer,
through signs codified in the interface of interactive systems, communicates with the
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user, including both in the role of interlocutors in the communicative process. The user
interface reflects the designer’s deputy, who represents the designer at interaction time.
Through the user interface, the designer must inform the user about the meaning of the
constructed artifact, and the user is expected to understand and respond to it by
interacting with the designer’s deputy [13].

The metacommunication from designer to user can be as the following template:
“Here is my understanding of who you are, what I’ve learned you want or need to

do, in which preferred ways, and why. This is the system that I have therefore designed
for you, and this is the way you can or should use it in order to fulfill a range of
purposes that fall within this vision” [13, p. 84].

Considering not only the user-system interaction, but also the collaborative inter-
action among users, the metacommunication artifact template is extended, including the
following:

“You can communicate and interact with other users through the system. During
communication, the system will help you check:

1. Who is speaking? To whom?
2. What is the speaker saying? Using which code and medium? Are code and medium

appropriate for the situation? Are there alternatives?
3. Is (are) the listener(s) receiving the message? What for?
4. How can the listener(s) respond to the speaker?
5. Is there recourse if the speaker realizes the listener(s) misunderstood the message?

What is it?” [13, p. 210].

This way, the user can understand whether he can collaborate with other users, and how
he can do it, based on the tools provided.

The MoLIC language, as we present in Sect. 2.6, describes the metamessage,
supporting the designer to reflect on it. Our study presents the intention to represent the
extended metamessage, allowing MoLIC to support collaborative interaction design.

2.2 3C Model of Collaboration

The 3C Model envisioned by Fuks [1] and based on the work of Ellis, Gibs and Reins
[2] defined that the collaboration process can be described by three elements: com-
munication, coordination, and cooperation. During collaboration it is necessary to
provide ways for communication among users, synchronized or not, allowing for
sharing of ideas, information and data. The coordination is achieved as a task orga-
nizer, improving the collaboration process as a whole while preventing conflicts and
task rework. The cooperation is the process of joint work, sharing one task with
members aiming at the overall goal.

These three elements work in a circular dynamic, where the communication is
intended for preparing the coordination. While coordinating, the group acts and
cooperates, creating demands again for communication in diverse situations like
decision making and task renegotiation, restarting the cycle.

As a representation of the collaboration, we use the 3C Model as basis to under-
stand what an interaction model should provide in order to represent collaborative
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interaction. Along with the study of other design models, we present the concepts based
on 3C to be represented in the MoLIC language on Sect. 3.

2.3 Design Scenario

The following sections present background works for interaction models, illustrating
their main concepts through an example: the design of a collaborative text editor. The
design intention is as follows:

A user can create a document and edit it. At any moment, he can share this document with other
users, so they can all edit it at the same time, keeping the synchronization and the awareness of
each user’s actions. It is also possible to chat with the group.

2.4 SemEng Collaborative Model: Manas

Barbosa [5] proposed Manas, a tool that considers social factors and focuses on the
metacommunication artifact of SemEng, instead of considering the users’ work,
understanding that users might want to interact with no work-related, predetermined
tasks.

Manas aims to support the designer’s reflection on the users’ problems, providing
qualitative information about the communication. It provides the L-ComUSU lan-
guage, which creates a m-ComUSU model, to be interpreted by a design logic
interpreter.

The interpreter returns two types of information: the interpretation of the model
exposing decisions both made and disregarded in the design process; and a set of the
possible social impacts on the communication process and on the experience of the
users.

Example. The design process of Manas involves defining the user roles and, for each
possible user task, a speech is created, indicating who is talking, the purpose, topic and
who the listeners are. When there is interaction among users, all the speeches involved
are encapsulated as a conversation process. This way the designer can structure when
there is user collaboration, and the role of each user in the collaboration.

For the design using Manas, we achieve the complete application design, speci-
fying the sharing, editing and communication processes. After creating the model, the
tool generates a report, indicating all the decisions made during design, also pointing to
situations not considered, giving feedback about the possible problems and how they
can be avoided.

Different from other models, Manas does not present a visual schema, and does not
support a more tactical level of interaction, that is, Manas does not support the defi-
nition of how the interaction can occur, as it allows the definition of the users, what
each one can do and how what they do will affect others.

Manas also does not indicate explicitly the cooperation objects, nor the expression
elements to interact with them. The tool also does not support reactions based on
another user action, that is, something that occurs to a user when another user performs
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some other action. For example, when some user A removes a user B from a shared
document while B is editing it, B not only needs to be notified, but also prevented from
reading and editing the new document, by closing it automatically or disabling the
interface. For Manas, in this situation, the user would only be notified as a listener of
the “remove share” speech, but what happens beyond that is not considered.

2.5 Collaborative Task Model: ConcurTaskTrees

ConcurTaskTrees (CTT) was proposed by Paternò [15], and reflects the interaction
design aiming to support the users and their tasks. CTT leads the designer to reflect on
the users’ tasks, decomposing them to the desired level of abstraction, modeling their
representation in a temporal sequence.

The model takes the form of a tree, where the root represents the general task, and
each level represents a more specific detail of the task. Each level of the tree uses
temporal associations among tasks from left to right depending on their relationships.
This means that each task can be executed at the same time, in a given order or based
on some condition.

To support the design of cooperation, Paternò created the idea of multiple user
roles, where one task to be performed by more than one user can be described in a
cooperative CTT model, and then that task is shared among each user role, having an
indication that the task belongs to the cooperative model.

Example. CTT gives support only for cooperation, with the concepts that the act of
cooperation is to allow members to perform tasks sequentially and synchronized among
each other. From the 3C Model’s point of view, the cooperation aims to support the
task performed in a shared environment, that is, there is task synchronization, but this
synchronization is made on demand, not necessarily needing a logical sequence,
allowing members to perform their tasks at any time, not just when another user
reaches a desired state.

This way, it is possible to affirm that the support for cooperation given by CTT is
limited, considering the full specification of the collaboration as defined by the 3C
Model.

The figures above present a possible design solution for the collaborative text
editor. The model in Fig. 1 shows the tasks to be performed by the user interacting with
the system, including the emission of an asynchronous message. In the model presented
in Fig. 2 it is possible to see that there is not a description of the shared environment,
and also there is no description of the cooperation objects that the users are manipu-
lating, which include the message log and the document itself. Besides, The document
editing and the message exchange by other users do not create notifications, that is,
there is no awareness about what the other users are doing and, as such, there is no
coordination. The use of the CTT’s cooperation was not the right solution for this case,
giving a model that can be read as single or multi user. These issues and ambiguities
show that the model:

• Does not represent the synchronous message exchange
• Does not define cooperation objects
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• Does not offer awareness mechanisms
• Does not allow the notification emission
• Does not explicitly shows which users are participating in the collaborative

environment

CTT extension: CIAM. Using CTT as the base interaction model, and defining a
complete method and notation to represent collaboration as a set of artifacts, Molina,
Redondo and Ortega [14] proposed the Collaborative Interactive Application Method
(CIAM). To use CTT, they argued that CTT does not have everything needed to
represent collaboration, proposing new types of tasks pursuing the gaps found. This new
notation allows to indicate collaborative/cooperative tasks and shared context tasks.

In this method, as the new notation indicates only collaborative tasks, the model is
still not capable to solve the first, second and fourth limitations listed for CTT. The
Fig. 1 would stay the same, and the Fig. 2 can be is enhanced resulting in Fig. 3.

2.6 SemEng Interaction Model: MoLIC

MoLIC (Modeling Language for Interaction as Conversation) is an interaction design
language proposed by Barbosa and Paula [16] based on SemEng. As the theory perceives
the interaction as a conversation between the designer’s deputy and the user, MoLIC
allows the representation of the interaction as a set of conversations that the user can have
with the designer’s deputy, expecting that the designer present clearly the metamessage.
The language also serves as an epistemic tool, leading designers to improve their
understanding about the problem to be solved and the artifact to be created.

Fig. 1. CTT model to create and share the collaborative document

Fig. 2. Collaborative document editing
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The design project starts with the definition of the user roles, their goals, analysis
and interaction scenarios and the signs used in these scenarios. The model is then
created to represent how the scenarios may occur, leading the users to achieve their
goals during the interaction. In the process, the designer is led to reflect on the met-
amessage, creating better ways to solve communication breakdowns and, exploring
alternatives before creating the final user interface. Figure 4 presents the traditional
MoLIC elements.

3 Collaboration Concepts

Based on the 3C Model, we studied the meaning of each element and how interaction
design models can incorporate its underlying concepts.

3.1 Communication

Communication involves the direct (sync or async) message exchange, that is, the
ability to talk to another user or member of the collaborative process. Also, as the

Fig. 3. CIAM extension CTT collaborative document edition

Fig. 4. Elements of the MoLIC language where: a is the opening point; b is a ubiquitous access;
c is a user utterance; d is a conversation scene; e is a system processing; f is a designer utterance;
g is a breakdown utterance; and h is a closing point.
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members make their commitments during communication, it is interesting that the user
be able to access the commitments later in the interaction by storing them. Thus, it is
expected that the interaction design:

• Allow synchronous and asynchronous communication
• Provide awareness about the message transmission to and reception by other

members
• Allow the awareness of the message transmitted to another member
• Define a communication language among members
• Provide the storage of the communication history so that members can access the

commitments

3.2 Coordination

Coordination can be defined as the joint work, promoting the collaboration through the
sum of the individual works. This process involves preparing the objectives and their
division between the members, managing the collaboration, and continuously rene-
gotiating the commitments and tasks, ending by analyzing the collaboration.

In order to support cooperation, the members organize the tasks temporally,
including their interdependencies, identifying also the resources to be jointly manip-
ulated, so that a computational coordinator can manage the tasks and resources.

There are cases where the computational coordination is absent, like when the
collaboration occurs simply by chat or teleconference. In these cases, it is necessary
that the members be able to use only the communication mechanisms to create the
commitments, coordinate themselves based on the awareness elements and cooperate
based on the expression elements on cooperation objects. Thus, it is expected that
the interaction design:

• Identify the tasks and activities to be achieved by the group
• Identify the interdependency and temporal organization of the tasks
• Identify the objectives and resources to be manipulated and their respective types of

temporal interdependency
• Allow the organization and coordination of the members based on communication

3.3 Cooperation

Cooperation is the joint effort in the shared environment, where the group perform the
tasks, creating or modifying cooperation objects by using expression elements, so that
awareness elements can track each user’s work and inform the group, creating a shared
environment. Thus, it is expected that the interaction design:

• Provide expression elements
• Provide cooperation objects
• Control the concurrent access to the cooperation objects through the expression

elements
• Provide balanced information using the awareness elements
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3.4 MoLIC Extension

The second version of MoLIC proposed an alternative to represent the contact between
users using a contact point, where a user could reach another user’s conversation topic
to inform him. This led to some problems based on the user to designer communication
process, seeing that a user speaks directly to another. This idea was to be the basis for
collaboration, but further studies and with the use of the 3C Model of collaboration
showed how collaboration must include other elements and dynamics.

To extend MoLIC allowing the representation of the collaboration based on the 3C
Model, we propose the use of three new elements, the Incoming Message Indicator
(IMI), Outgoing Message Indicator (OMI), and the Shared Space Indicator (SSI).
Figure 5 presents the new elements.

The IMI indicates which message the user can receive during his conversation on
the attached scene, and transitions from IMI indicate that when the user receives some
message, he can or must change his current conversation topic to attend to the message.
The OMI indicates that when the user make a request, the system will send some
message to other users, to be received using the IMI.

The OMI is mandatorily attached to a system processing, indicating that the
message to be sent is to be performed by the system, being either synchronous or
asynchronous. The IMI is mandatorily attached to a scene, indicating that the user will
receive a notification for some message only when an IMI attached to the scene has that
message defined.

Fig. 5. New proposed elements, where: a is the incoming message indicator; b is the outgoing
message indicator; and c is the shared space indicator.
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The SSI element represents one space area instance that all users share, and are able
to seeing which topic the others are during their communication with the designer’s
deputy. The top left text describes the name of the space, the bottom left lists the user
roles that can participate in that space, and the bottom right lists the cooperation objects
that the users share inside the space. Modifications on a cooperation object are seen by
all users inside the space, not specifying the type of synchronized access when mod-
ifying it. We understand that concurrency to access these objects might change based
on different implementations, and the interaction model does not need to specify it at
the interaction design phase. The expression elements to interact with the cooperation
objects are defined by the SSI space itself and the conversations the user can have with
the designer’s deputy inside the space, allowing the extension to express the main
components of each of the 3C’s elements.

Based on the proposed extension, we designed the collaborative document editor
system, presented in Fig. 6. As presented in the Fig. 6, the users can communicate with
each other when documents are opened and closed, as one enters of exits the shared
space to edit the document. While editing the document, users can see what the others
are doing, which can be editing the document, sharing it, or sending a message to the
user group inside the space. Users who are editing the document receive notifications
for new messages sent by other users, as well as to users who entered of left the space.

Fig. 6. Collaborative document editor design with MoLIC
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The cooperation objects are referenced by name using plain text on the scenes, as well
as other objects that can be defined using simply the original MoLIC language.

3.5 Concluding Remarks

Using the 3C Model of collaboration as the foundation theory for collaboration, we
created a set of resources that an interaction model should provide to fully represent the
collaboration. Based on these concepts, we analyzed related models, designing an
example to verify their efficiency on representing such concepts. This study motivated
our intention to extend the MoLIC language to represent the collaboration as defined by
the 3C Model.

Based on the concepts and the related works, we defined new elements to represent
the collaboration along with the complete MoLIC language, designing the proposed
example to verify its expressiveness.

We see that using the elements can cause the diagram to be too large depending on
the problem, by the number of IMI and OMI needed, as well as the size that the SSI
might need to take. It shows that further studies on our solution are needed to evaluate
this other kinds of problems, as well as to use it in a real design environment to
evaluate its ease of use and its epistemic capacity when thinking of collaboration.

For future works we intend to test this extension with students in an academic
setting and in professional settings.
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Abstract. Informational and reference websites benefit readers without pro-
viding their publishing organizations with any direct or immediate financial
benefit; however, organizations do expect return on their investment. We pro-
pose two website stakeholder taxonomies: one about the goals of readers when
they use informational websites and the other about the goals of organizations
when they produce sites. These taxonomies should help organizations measure
readers’ success with their sites and understand how well their sites support the
organizations’ goals, and in turn help them author and design better web content
to meet their readers’ goals.
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1 Introduction

Informational and reference websites help readers accomplish their goals without the
publishing organizations realizing any immediate financial benefits. While the cost of
producing and supporting these sites is often easy to track, the value they provide can
be much more difficult to measure. Schaupp et al. [1] recognized that measuring the
success of such sites is difficult “because the definition of success changes depending
on the perspective that the stakeholder adopts.” The stakeholders in an informational
site include, at a minimum, the site’s readers and its sponsoring organization, who have
different, yet ideally related, goals and definitions of success. As the definition of
success varies with the stakeholder perspective, it becomes difficult to know what to
measure, let alone how to measure it. The taxonomies we propose in this paper seek to
clarify the goals of these stakeholders. As a result, strategies for measuring success
towards meeting those goals can then be identified, and organizations can chose how to
measure reader performance more accurately and obtain a better indication about their
return on investment.

This paper reviews the theory and previous literature from which we propose two
taxonomies that delineate reader and organization goals with informational websites.
Within the framework of these taxonomies, we discuss how and when organizations
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should collect data about the readers’ experiences in order to track how well they relate
to the readers’ and organizations’ goals, and help organizations author and design
effective content to meet their readers’ goals.

2 Background and Literature Review

The lack of an expectation of generating revenue is the key factor that differentiates
informational sites (e.g., government, medical, library, and reference sites) from
commercial websites. This paper focuses on informational sites that do not have any
immediate commercial goals. An example of such an informational site is the United
States National Aeronautics and Space Administration (NASA), www.nasa.gov. An
example of an informational/commercial site is the W3Schools site (www.w3schools.
com) because the site contains advertisements, making its real motive commercial.
While such commercial/informational sites might be able to apply some of the concepts
in this paper, their hybrid goals are not the focus of this paper.

The following sections describe published work that helped us develop an
improved taxonomy of stakeholder goals. We build on Rouet’s TRACE model [2] of
document processing and then review usability properties and website measurement
metrics in order to characterize readers’ experiences as readers interact with the content
they encounter on the web. Finally, we describe reader and organization goals to
explore appropriate measures for meeting differing stakeholder goals.

2.1 Document Research Task Models

Rouet [2] describes how people research information on the web in a 9-step Task-based
Relevance Assessment and Content Extraction (TRACE) model that starts with readers
formulating the information-seeking task and constructing a task model to use to
accomplish the task. If external information is required, the TRACE model says that
readers will iteratively evaluate documents to collect and process the information
necessary to accomplish the task, until they feel that they need no additional infor-
mation to complete the task. This model is consistent with Redish’s observation that
readers will read until the think they have the answer [3].

2.2 Website Usability and Measurement Metrics

Website usability has been characterized in many ways and assessed with many metrics
and tools. Watson [4] summarizes usability properties from ISO-9241 [5], Nielsen [6],
and Quesenbery [7]. Nielsen and Loranger [8] reiterated the same usability properties
that Nielsen [6] listed. Many have noted that an understanding of usability involves
appreciating its purpose and use [9–11]. To assess the reader (user) experience, many
have suggested the use of usability measures such as effectiveness, efficiency, satis-
faction, memorability, engagement, ease of learning, error rates, and error tolerance
[6–8].
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Organizations use many metrics to assess website activity and effectiveness [1,
12–14]. Web servers provide activity logs; services such as Google Analytics provide
rich data from instrumented websites [15]; and online and offline questionnaires can
solicit feedback from web-site visitors [16]. However, because many of these metrics
were originally designed to support the specific goals of revenue-producing sites, they
can present challenges when they are used to monitor and assess the effectiveness of
informational sites. If the tools’ goals align with the goals of an informational site, the
tools can provide valuable information. However, when they misalign, the data pro-
vided can range from not useful to confusing. By characterizing the goals of infor-
mational sites more precisely than earlier taxonomies have afforded, measurement
metrics and tools aligned with these goals can be identified and developed.

3 Goal-Oriented Taxonomies of Informational Sites

We propose two stakeholder taxonomies that identify goals for using and posting
informational content on a website: one that identifies the readers’ goals for visiting
informational websites and one that identifies the organizations’ goals for producing
informational websites. Categorizing readers’ goals in this way should help organi-
zations analyze where and how readers accomplish their goals and in turn identify
suitable metrics to measure how well the site helps readers accomplish their goals.

3.1 Reader Goal Taxonomy

Redish [17] extended the reader’s goals tested by Sticht et al. [18] to describe three
reading goals: reading to do, reading to learn, and reading to learn to do. These reading
goals still apply to web readers today, but they do not help identify where the content
fits within the reader’s task(s) to accomplish his or her goals. We therefore propose five
goals that readers can have when they visit informational websites:

• Reading to be reminded (Reading to do lite)
• Reading to accomplish a task in a website (Reading to do here)
• Reading to accomplish a task outside a website now (Reading to do now)
• Reading to accomplish a task outside a website later (Reading to learn to do later)
• Reading to learn (Reading to learn to use later or to apply with other information)

Reading to be Reminded. Reading to be reminded, or Reading to Do Lite, occurs
when readers visit an informational site with the confidence that they know most of
what they need to know about a topic and just need a refresher. Readers use the website
as a form of offline information storage that they may use either online or elsewhere.
Brandt et al. [19] noticed this pattern while observing software developers who “del-
egated their memory to the Web, spending tens of seconds to remind themselves of
syntactic details of a concept they new [sic] well.” By knowing the information is
available online, readers do not need to remember the details, just where they can find
them. An example of such a website might be an online help website that reminds one
how to get the ribbon to reappear in Microsoft Office.
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Because readers will read “until they’ve met their need” [3], readers will spend as
little time in the site as they need accessing the site shortly before or after they start a
task. Once readers have been reminded of the information they need, they will finish
their original task when convenient. Figure 1 illustrates an example of readers’ inter-
actions with the content when reading to be reminded. In Fig. 1, the reader referred to
the content once before starting the task and twice while performing the task to
accomplish his or her goal.

Topic design principles needed to serve this reader goal include making content
easy to find, navigate, and read. Visible headings and short “bites” and “snacks” of
information [3] are well suited to such a goal. Because such content access is typically
very short and highly focused, the readers’ success in using a search engine is critical;
however, it is often successful because readers already know the terms and context they
are seeking and may have already bookmarked the page in their browser.

One success metric that can be measured in the background is the search term
relevance to the topics sought by the reader. Asking about the reader’s satisfaction
should be done soon after the interaction with a brief satisfaction questionnaire—
perhaps just one question, such as “Did this topic help you?” Otherwise, the survey
could impose on the readers’ overall task flow.

Those who assess a reader’s success with informational websites should be aware
that traditional, commerce-oriented web metrics could allow for misinterpretation of
the reader’s short interaction with the site. Google Analytics [20] describes Bounce
Rate as “the percentage of sessions…in which the person left your site from the
entrance page without interacting with the page.” In a commerce-oriented site, the goal
is to attract customers, have them engage with the site, and then go through the
purchase funnel. In that context, a high bounce rate is a bad outcome because it
suggests that people are not interacting with the site and not finding what they are
looking for. In a Reading to Be Reminded interaction, however, a high bounce rate
could be a sign of success, with readers finding what they need quickly and leaving the
website.

Short average time-on-page values [21] could also be misleading. If the page is well
designed and needed information is found quickly, readers who come to the page for a

Fig. 1. Task and content interaction with a reading to be reminded goal

286 R.B. Watson and J. Spyridakis



reminder will leave quickly and spend little time reading the page. An understanding of
the readers’ satisfaction is required in order to interpret whether a high bounce rate or a
short average time-on-page is good or bad. Otherwise, these page visit values could
easily be misinterpreted in the context of informational websites.

Reading to Accomplish a Task in the Website (Reading to Do Here). Reading to
accomplish a task in the website, or Reading to Do Here, is characterized by readers
interacting with a page in a website to accomplish a specific task through the site. The
readers’ goal is to complete the desired task, such as register for a library account,
subscribe to an online newsletter, or renew a business license.

The readers’ interaction with the content begins shortly after they decide to
accomplish the task and ends just after they complete it. Figure 2 illustrates such a task.
Readers want to find the page to help them accomplish the task as quickly as possible
and complete the task in the least number of steps and amount of time possible. They
want to know if they have successfully completed the task before they leave the
website. After they leave the website, they generally will not remember much about the
experience unless it was especially negative or positive.

Figure 2 shows a very common type of web interaction. Web usability guidelines
describe the design implications that depend on the site, context, and audience in many
texts [3, 22]. Because the task is performed almost entirely in the context of the web
interaction, measuring the success of the interaction is easily accomplished without
imposing on the reader. The web server can collect data concerning the time spent in
the interaction; the rate of successful operations (e.g., registrations, applications, or
whatever the interaction is designed to accomplish); and the path through the inter-
action (e.g., back tracks, sidetracks, and early exits). Requests for qualitative feedback
should occur soon after the interaction so readers’ remember the interaction.

Reading to Accomplish a Task Outside the Website Now (Reading to Do Now).
Readers interacting with a website to accomplish a specific task outside the website
now, or Reading to Do Now, seek to complete the desired task at the same time that the
website provides the information necessary to achieve their goal. Examples of such
websites include sites that describe how to repair a household appliance or how to cook
a meal.

Fig. 2. Task and content interaction with a reading to do here goal
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The readers’ interaction with the content begins after they decide to perform the
task. Depending on the nature and duration of the task, the reader might return to the
content several times during the task; however, the readers’ interaction with the content
ends when they feel confident to complete the task without additional information—
which may or may not coincide with task completion. Figure 3 shows the task and
content interaction of a task in which the reader refers to the content for only the first
half of the task and feels confident enough to continue without further reading the
content.

This interaction can influence several aspects of the design. For example, if readers
would be likely to print the web content to save or take with them, it might be
inconvenient to have the web content spread over several web pages. However,
because readers might stop interacting with the content at any point, the content could
be divided into individual pages of logical steps with natural breaks. Such a design
could provide the sponsoring organization with information about the readers’ inter-
actions without inconveniencing readers. Breaking a task into steps or subtasks could
be modeled as a sequence of reading to do now tasks.

Because time can elapse between when readers stop interacting with the content
and when they actually complete the task, asking for satisfaction or successful task
completion might require creativity. For example, one could use social media to
indicate the task was completed with a “post your finished project to Facebook” link,
which could trigger a short satisfaction survey or a “rate this recipe” dialog.

Tracking progress, success, and satisfaction for this type of interaction requires
coordination with the content design. The task and subtask flows must be modeled in
the content’s design so that the instrumentation used to collect data about the inter-
action coordinates with the readers’ interaction. Because readers can leave the content
without reading all of it and still complete their task successfully, metrics such as
average time-on-page and path are less relevant to the readers’ experiences than sat-
isfaction and success. It is impossible to know if it is bad or good that readers exit a
procedure on the first step without knowing whether they are also dissatisfied or
unsuccessful. Perhaps the instructions were confusing and they left with a negative

Fig. 3. Task and content interaction with a reading to do now goal for accomplishing a task
outside the website
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experience. Alternatively, the instructions on the first page might have provided the
information and the confidence the readers needed to proceed and be successful
without further reading. In either case, without assessing the readers’ experience, most
of the web metrics collected by the server and web analytics modules may provide only
ambiguous data.

Reading to Accomplish a Task Outside the Website Later (Reading to Learn to Do
Later). When a reader is Reading to Accomplish a Task outside the Website (Reading
to Learn to Do Later), the task and the content that provides the prerequisite learning to
accomplish the task later are separated in time, to the point where they may become
separate but related tasks. An example of a website that facilitates this type of reader’s
goals—where the ultimate task is accomplished outside the website—is the United
States Internal Revenue Service’s form page (www.irs.gov/Forms-&-Pubs). While the
readers’ goal might be to file an annual tax return, they may need to obtain and
download a form from the forms page, but they plan to fill out the tax return (a separate
goal) later. Figure 4 illustrates an example of the relationship between the content
interaction and the actual performance of the task studied.

The web usability goals for this reader goal include search-engine optimization and
effectiveness, and term and vocabulary alignment. Depending on the nature of the
content and the task, it might be necessary to assess the task and its performance as
separate events. In this case, it would be necessary to include affordances to test the
intermediate goal of learning the content before the task is attempted and consider
using methods to collect and coordinate information about task completion. Learning,
for example, could be measured through interactive quizzes in the content (such as
through a game) but task completion would need to be measured in a way that is task
appropriate. For example, a driver’s license test preparation site could quiz the reader
on the content read to determine the readers’ learning and the content’s effectiveness,
and even provide feedback if desired. The task of passing the written driver’s license
test would occur later and be measured at the Department of Licensing. If possible, the
two experiences could be related to evaluate the effectiveness of the test preparation
and actual task completion. Asking the reader about satisfaction could also be done

Fig. 4. Task and content interaction with a reading to learn to do later goal for accomplishing a
task outside the website
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during and after the readers’ content interaction, as long as the questions did not overly
disturb the learning task.

Reading to Learn (to use Later or to Apply with Other Information). Reading to
Learn to Use Later, without a particular or immediate task in mind, is similar to what
Sticht described as Reading to Learn [18]. The critical distinction is that the reading
task in the web is a subtask of the reader’s ultimate goal of learning a new concept or
skill. An example of a website that facilitates this type of reader goal, where the goals
are accomplished after using the website or in conjunction with using other informa-
tion, would be reading websites and books about design principles so as to use the
information later when designing a website.

In a Reading to Learn to Use Later goal, as shown in Fig. 5, the reader reads
information from many different locations, of which the content on the sponsoring
organization’s website might be only one information source. Unlike Reading to Be
Reminded, the interaction with the content with this goal is more involved because the
information they are reading is new and the reader might consult multiple sources to
accumulate the information required to reach the learning goal. It is difficult to measure
how well readers are accomplishing their ultimate learning goal when their interaction
with the website may be one step of many and they might not use the information until
much later.

The design of the web page could be modified to encourage or require readers to
interact with the page so as to collect information about the readers’ experience. For
example, the content could include quizzes, and links or other affordances such as
prompts to share the content with a social network.

3.2 Organization Goal Taxonomy

The previous section described five readers’ goals, but organizations’ goals for infor-
mational websites are also important and not always as clear or easy to measure.
Halvorson and Rach [23] state that “content is more or less worthless unless it supports
a key business objective and fulfills your users’ needs.”

Fig. 5. Task and content interaction with a reading to learn to use later goal
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To help organizations clarify their goals, we propose three goals for organizations
that produce informational websites:

• Brand awareness
• Brand loyalty
• Cost reduction

We drew these goals from marketing literature and kept their “marketing” names to
make them easier to relate to existing literature and metrics. Therefore, they will need
some adaptation by organizations that do not have specific revenue-producing goals.

Measuring the influence of web content on the organization’s goals requires a clear
understanding of how the content contributes to the organizations’ goals. Ittner and
Larcker [24] note that 77 % of the companies they surveyed did not link their metrics to
business performance. For the metrics discussed here to be meaningful, they must be
linked to the organization’s goals.

Brand Awareness. McGovern [25] says, “There is one word that describes all great
Web brands: useful.” This would seem to apply to commercial and non-commercial
websites alike. Keller [26] describes two approaches to measuring customer-based
brand equity:

1. “The ‘indirect’ approach attempts to assess potential sources of customer-based
brand equity by measuring brand knowledge (i.e., brand awareness and brand
image).

2. “The ‘direct’ approach attempts to measure customer-based brand equity more
directly by assessing the impact of brand knowledge on consumer response to
different elements of the firm’s marketing program.”

The methods to accomplish such measurements are typically survey based and take
place outside the web experience. It is impossible to assess such measures accurately
by asking or observing only the part of the market that comes to your website.

Measuring market-based goals requires some adaptation for products and brands
that are not commerce-oriented. For example, the “market” for a government-sponsored
website could be defined as those citizens who live within or interact with the gov-
ernment’s jurisdiction. If there is no pre-defined market then, for an informational
website, the market would consist of all the people who could benefit from the infor-
mation. For the NASA website mentioned earlier, the market would include at least
United States citizens; however, it is likely much larger than that. If, for example, a
student in Germany wanted to research the NASA site, would that make him or her part
of the market? If the market is defined as only U.S. citizens, then, the German student
would not be included in the market. However, that does not mean he or she does not
have something in common with the target market—in this case, an interest in NASA.

Tempting proxies for the market’s awareness of a site are often measured by
comparatively easy-to-collect website traffic and interactions, such as by counting
page-views, click-throughs, engagement, interaction with content, and social media
posts. Such metrics are important elements of an awareness metric, but they need to be
considered in the context of the market as a whole. It is possible that a change in such
metrics could simply reflect market shifts and not relate to the website or its content.
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Brand Loyalty. Once the market is aware of the site, organizations might want to keep
track of how likely first-time visitors are to return to the site and whether market
awareness is being sustained. Some common metrics used to measure awareness are
the Net Promoter Score and the Willingness to Search [27].

Reichfield [28] presented the Net Promoter Score as a way to determine brand
loyalty by asking customers, “How likely is it that you would recommend our company
to a friend colleague?” Reichfield [28] suggests this strongly indicates loyalty “because
when customers recommend you, they’re putting their reputations on the line.” While
the Net Promoter Score is a temptingly simple metric, Sauro [29] cautions that if it is
used, it should be used with other metrics to provide the information required to
explain it.

The Willingness to Search metric measures “the likelihood that customers will
settle for a second choice product if their first choice is not available” [27]. In his
commentary on the Net Promoter Score, Sauro [29] suggests Freed’s word-of-mouth
index [30] as a way to collect positive and negative aspects of the underlying sentiment.
In any case, as Ittner and Larcker [24] observed, metrics should be carefully linked
back to the financial goals of the business.

One non-market aspect of governmental websites is that there is usually only one
per jurisdiction, which means there is often no alternative for the information provided
by the site. However, a loyalty measure is still important, because visitors have the
option to ignore an agency’s website and also tell their friends to ignore it if it is not
useful. The word-of-mouth index can alert the stakeholders of an informational website
hosted by a government agency to the negative sentiment in their target market—even
when there is no other source for the information.

Cost Reduction. Online content is an increasingly popular self-service technology and
a way that organizations can reduce customer service costs [31]. When implemented
well, online content can provide readers with information needed to accomplish tasks
that would otherwise be more costly (e.g., call centers, live customer-service agents).

Tracking the cost savings offered by self-service content cannot, however, be done
by monitoring content alone. To track the savings, the cost and usage of the alternatives
to the content (e.g., call centers, customer support interactions) must be tracked against
a baseline measured before introducing the self-service content. An exception to this,
however, is in the reading to do here case where the self-service operations can be
compared to the operations they replace.

4 Conclusion

Informational websites often have many stakeholders—readers and sponsoring orga-
nizations—with potentially different goals. That readers and organizations have dif-
ferent goals does not mean they must have competing goals. Identifying the
relationship between the readers’ tasks and the website’s content can help guide the
organization in authoring and designing the website content to fit the interaction model
and can help organizations select which metrics will provide the most useful data. The
taxonomies presented in this paper can help simplify and focus the discussion about
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these relationships within an organization as they plan, design, and author web content
for informational websites in order to attract and retain the desired readers.

These taxonomies provide the authors of informational content that they will
publish on informational websites with a means to model how readers will use their
websites to accomplish their goals. They also help the stakeholders within an orga-
nization identify the goals that can be measured and tracked. These taxonomies are
intended to be used in the context of existing audience and task-analysis studies—not
to provide a substitute for them. These taxonomies provide a framework within which
these studies and analyses can be applied to simplify and focus the discussion of the
data they produce.
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Abstract. Simulation-based training for prehospital emergency care is char-
acterized by high degrees of complexity. Thorough knowledge of both the work
and the setting is crucial and it is therefore important to involve both end-users
and other stakeholders during the whole design process. This paper investigates
a design process by focusing on how project participants experience the work
process and participation of a multi-disciplinary, research-practitioner design
team. This case study focuses on the work within a development project of a
new prehospital emergency training facility. Open-ended interviews were con-
ducted with the project participants halfway through the project. Strikingly, the
results show that while there are problems and tensions that potentially could
overturn the project, all participants express strong satisfaction with their par-
ticipation in the project. This implies that the accumulated positive experiences
are so strong that they overshadow tensions and problems that under other
circumstances could have caused a project breakdown.

Keywords: User participation � Participatory design � Simulation-based
training � Prehospital emergency care

1 Introduction

This paper investigates participants’ experiences of participating in a multi-disciplinary,
researcher-practitioner design project. The goal of the project was to design, develop and
test a simulation-based training environment for prehospital emergency care.

Simulation-based approaches are important for training and testing critical tasks
and situations that can be challenging to conduct in real emergencies [1], and hence
very useful for pre-hospital care settings. Current training approaches have a number of
limitations, and richer and more holistic approaches and simulation technologies are
needed. This can be attained through a combination of different technologies and
design solutions [2, 3]. The work within the project propose a richer model for sim-
ulation that, compared to current training, provides higher realism and the ability to
train a wider range of situations, tasks, and processes in several different simulated
physical environments.
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Technology design for healthcare settings is challenging. It is characterized by high
degrees of complexity, and might include a wide range of use locations, stakeholder
organizations, rules and regulations, healthcare personnel, tools and technologies. In
prehospital work settings, a number of challenges are added, e.g., concrete factors such
as time constraints, weather, portability requirements and communication infrastruc-
ture, but also to formal guidelines such as work protocols; security and safety aspects;
different organizational and thus funding structures; and, the need for “hard evidence”
in terms of improved patient outcomes [e.g. 4, 5]. This calls for multidisciplinary,
holistic design and development approaches that take domain knowledge from multiple
perspectives into account. Hence, it is important to involve end-users as well as other
stakeholders during the whole technological development cycle.

The relationship between user participation and system success in terms of user
satisfaction is strongest when the task and system complexities are high [6]. Users1 can
participate in a wide variety of way along several dimensions, e.g., as purely infor-
mants, full members of the project team, in parts of, or during the whole process [7].
One way of doing this is through participatory design (PD) [8].

The project presented in this paper applies the views of PD as stated by [9]: “every
participant in a PD project is an expert in what they do, whose voice needs to be heard;
that design ideas arise in collaboration with participants from diverse backgrounds; that
PD practitioners prefer to spend time with users in their environment rather than ‘test’
them in laboratories” [9, p. 213]. Hence, user participation should take place in a way
that gives high value to the project and the final product as well as makes everyone
involved feel comfortable in the situation [7].

PD have been used since the 1980 s’ [10], and also in prehospital care settings [11,
12]. While there is an extensive body of research on PD, few studies have explored
how project members experience their participation as full active members of a PD
project [13, 14]. This is one of the key issues, emphasized by [15] that need to be
addressed by the research community. Thus, this paper aims to investigate how par-
ticipants experience the work process and participation in a multi-disciplinary,
research-practitioner design project in the context of designing simulation-based
training for prehospital emergency care.

2 User Participation

User participation is defined as “a set of behaviors or activities performed by users in
the system development process” [16, p. 149]. The importance of taking users’ per-
spectives into consideration has been known for more than 30 years, and ever since
Gould and Lewis [17] introduced the three fundamental principles of user-centered
design, usability experts and others have struggled to address them, not least the
principle “early focus on users and tasks” [17, p. 300]. Failing to understand the users
has repeatedly been reported as a reason to failed system development projects [6, 7,
16, 18].

1 In this paper, the term user includes end-users as well as other non-technical domain experts.
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A widespread concept to address this is to let the users participate in the design
process; user participation has been identified as one of the most important factors for
system success [19]. Involving users is also important for other reasons, such as
democratic empowerment that allows them to take active part in decision-making
that influence them and their work, as well as competence development and learning
[7, 20].

However, if not managed properly, user participation can negatively affect the
development process, e.g., not achieving the intended objectives, becoming more
difficult and less effective [6, 16, 19]. Wu and Marakas [21] investigated the impact of
different aspects of user participation on perceived system implementation success.
Aspects that influenced were, e.g., the users’ perceived extent of participation, overall
responsibility, top management support, user attitudes, system initiation, as well as
congruence between user participation and user status in terms of functional expertise.

A movement that provides an approach for user participation is participatory design
(PD) whose roots are participatory democracy [9], where cooperative design work is
emphasized and users are viewed as co-designers [22, 23]. Olsson and Janson [24] have
identified several values that are important to create a good atmosphere between users
and designer: mutual respect; active participation on equal terms; common goal;
common language; to listen; refrain from immediate implementation thinking; simple
tools that reveal what work is about; and to document findings.

3 Research Setting

3.1 Project Initiation

The focus of this case study is on the work that was conducted in relation to the
development of a new emergency training facility for a Prehospital Care Center
(PCC) in western Sweden. In order to further develop their prehospital training, the
PCC had acquired an advanced Laerdal patient simulator.2 They wanted, however, to
improve and develop the overall training approach, and the use of the patient simulator,
so that the training better would reflect the full prehospital process and its complexity
with respect to physical contexts and diversity in tasks, and they initiated the work to
plan and build a new emergency training center.

Hence, the project initiative came from the practitioners at the PCC who contacted a
group of informatics researchers at the local university. Together, they outlined an
initial idea and set up the research project. The purpose of the facility is to enable
advanced realistic simulations, covering the entire prehospital work process from
call-out to delivery at the emergency care unit, including different work dimensions,
e.g., medical treatment, transportation, communication and caretaking [2, 3].

They also invited experts in prehospital emergency care and in information science
from another university. A joint project proposal was developed and partially funded
through regional support, so that the project could start in January 2014.

2 http://www.laerdal.com/gb/nav/207/Patient-Simulators.
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3.2 Project Scope and Composition

The scope of the project was a joint effort to design, prototype, and test a holistic
approach to training the entire care chain through rich simulation and serious
games-components.

The project has an action design research approach [25] where all participating
researchers and users are full members of the project group. Purposeful interventions
are conducted in the users’ organization, and an artefact is developed.

The project group consists of 15 members from two different universities, three
academic fields, and users from (and related to) the PCC. The researchers include:
informatics and information science researchers specialized in serious games,
HCI/UXD, and, ICTs for emergency care; prehospital care researchers specialized in
emergency care, pre-hospital training and simulation, and ICT for prehospital care. One
of these had also been working in parallel as a paramedic for 15 years up until the
project started. The participating users included paramedics, ambulance training offi-
cers; ambulance training administrators; an emergency physician; and a healthcare
strategist. Thus, the users have been active participants during the whole process.

The authors of this paper (researchers in informatics and information science), are
active participants in the project and therefore have personal and inside experience of it.

3.3 Work Process

The project started with field studies conducted by information science and informatics
researchers in order to get a thorough understanding of the prehospital work process as
well as the current practices of emergency training. This was followed by iterations of
design and prototyping of simulation environments, tools and scenarios. All project
members contributed to the evolving simulation-based training concept and prototype.

The project was led by an informatics researcher, with a collaborative, inclusive,
PD inspired strategy. In the project, all experts (users as well as researchers) had
influential power on areas within their own domain and/or specialization.

The work took place in several ways; during grand meetings with all project
members, functional meetings between members working on different aspects, e.g.,
scenario building, and construction of the technical and physical parts of the prototype,
as well as frequent communication via phone, email and Skype.

The first part of 2014 was devoted to conceptual and physical design iterations,
including user testing and a small pilot study. The autumn of 2014 mainly focused on
preparing for and conducting a pilot test, an experiment where the simulation envi-
ronment was going to be evaluated by 24 paramedics. The research presented in this
paper focuses on the process up until the experiment, that is, about half-way into the
project.
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4 Research Method

In order to investigate project participants’ experiences of working in the project,
open-ended interviews were conducted with 12 of the participants (total n = 15). Three
project participants were omitted: one prehospital researcher could not be interviewed
due to time constraint issues; and, the two paper authors (one informatics and one
information science researcher).

A semi-structured interview guide was used. This approach helps in making certain
that the basic parts of the interviews remain the same and reminds the interviewer of the
main subject areas. A conversational interview style was established. The questions
covered participants’ perceptions of the project’s direction and design, meeting culture,
possibilities to influence, as well as general experiences of pros and cons of the project
overall. Examples of questions were: If you were asked by an uninitiated to describe
our project, how would you describe it? What is your viewpoint of the project goals?
What is your opinion of the content of the meetings? What have you been able to
influence so far? What have you not been able to influence so far, but that you wanted
to?

All interviews were conducted at the participant’s work place, and each lasted for
about one hour. All interviews were recorded and subsequently transcribed. In the first
stage of the data analysis the transcripts were coded in three high-level categories: a)
expressions for that the project works (it was obvious during the interviews that
everyone was very satisfied with the project so having a reverse category was not
meaningful), (b) possible reasons for why the project works, and (c) problems or
potential problems that the interviewees experienced or were worried about. All coded
text segments was provided a condensed description. From the condensed data cate-
gories emerged, e.g., resources and time; roles, interpersonal relations; and, personal
commitment. Further analysis was then made within each category participant group:
(a) users, (b) prehospital care researcher, and (c) informatics researchers.

5 Results

The all-pervading theme is that all participants express strong satisfaction with the
project so far. Some even stress that the project exceeds their expectations and their
previous experiences of collaborative projects.

There are, however, also reports of problems and difficulties. These illustrate a
continuous balance between intertwined experience-affecting aspects, primarily related
to four main themes: (1) project organization and leadership; (2) interpersonal rela-
tionships and project vision; (3) lack of resources and support; and, (4) user-researcher
collaboration.

5.1 Project Organization and Leadership

One of the themes that most clearly emerge from all participants’ perspectives is their
appreciation of how the project is organized. They felt that there is a clear and effective
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organization, reasonable meeting frequency, and an open, constructive and pleasant
discussion climate. The users feel included in the dialogue, they feel that they both
contribute and are being listened to.

All participants express that even though there are large differences in background,
knowledge and competence; there is both an openness and willingness to understand
each other and also to make an effort to explain things and be understood. Although the
users find the academic and research-related aspects that now and then are discussed in
the meetings are somewhat irrelevant, several of them consider the meeting discussions
to have expanded their view on simulation-based training of prehospital emergency
care and increased their understanding of its complexity and possibilities.

Participants in all categories express uncertainty about the formal overall goals of
the project. Moreover, when asked to describe the project, they provide fairly different
views of the project scope and its goals. Still, they consider everyone involved to be
working in the same direction. The project leader acknowledges these differences; his
strategy is to align the different goals and motivations for participating, and make them
work together side-by-side.

Thus, in spite of both the inconsistencies and uncertainties concerning how the
actual project goals are understood, and the differences in project members’ back-
grounds, the project is considered as running smoothly and is experienced as highly
positive by all the participants.

5.2 Interpersonal Relationships and Project Vision

Participants’ high engagement in the project was one of the most striking themes that
emerged from the data. Across all participant categories expressions like “enjoyable”,
“interesting”, “exciting”, “motivating”, “fun”, “win-win”, was used in relation to the
different interview themes.

This seems to be strongly related to two factors. First, the interpersonal relation-
ships between the individuals are reported to be very rewarding. The participants stress
the joy of working together. They perceive each other as highly committed and easy to
cooperate with. Second, the project vision is considered to be of high societal
importance and all participants strongly believe in the new training concept. The
potential benefits and usefulness of the new training approach are stressed; however,
noteworthy is that the character of its importance and potential vary depending on
participants’ backgrounds. For instance, some emphasize the project’s immediate rel-
evance for improving the current training, while others stress more long-term potential
for technology development or improvement of healthcare in a wider sense.

However, some participants, mostly in the informatics researcher category, think
that their primary interest has been somewhat diminished due to limitations in technical
resources. Still, they enjoy participating in the multi-disciplinary setting and find it
worthwhile. In particular, the users and the informatics researchers express that they
enjoy their collaboration and the mutual learning.

Thus, personal engagement and feelings of delight is salient, which can be inter-
preted as closely related the positive interpersonal relations and leading spirit of the
project vision. Together, these seem to have significant weight in the balance between
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positive and negative overall experience of the project, not least considering the fact
that there are a number of problematic aspects of the project, namely limitations in
funding, time and resources.

5.3 Lack of Resources and Support

There are some intertwined problematic aspects that worry the participants; aspects that
potentially could overturn or harm the project. These include: lack of financial
resources; and, lack of explicit support for the long term goal, i.e., building a new
emergency training facility for the PCC. To build such a center requires decisions from
many levels; political, regional top management, and PCC management. Although
there are many strong advocates that support the idea of a new emergency training
facility, no final decisions are made at any level. This means that the future for a fully
equipped training facility is unsecure, which is a source of worry for many of the
participants.

Furthermore, the regional financial support that was awarded for the project (to
support the design, prototype, and a pilot test of the suggested training concept) does
neither allow funded project time for all participants, nor full coverage of all
project-related costs. Thus, several members report that they had to “find” other ways
to create possibilities to participate, i.e. by using their spare time, competence devel-
opment time, and/or ask for funding from other sources to manage some of the pro-
ject’s expenses.

These fairly severe difficulties affect the participants negatively, but - interestingly
enough - not to such an extent that they seem to have an effect on the permeating
positive experience of the project. In spite of these problems, the participants find the
collaboration rewarding, are highly committed, invest their own time, and strongly
believe in the project vision and its potential societal benefits.

5.4 User-Researcher Collaboration

The collaboration between users and researchers is working satisfyingly according to
the participants. However, there are indications of potential pitfalls that could under-
mine the feelings of satisfaction in the project.

There are signs of tensions in the user-researcher relations, e.g. the users express
hesitation regarding some of the research-related activities in the project; the
researchers emphasize scientific rigor and the users stress the importance of “getting
things done” and taking a concrete form. The researchers need to publish the results
appear a bit strange to the users. Nevertheless, in this project the users respect this need
in spite of this “peculiarity”, and the users found the academic perspective meaningful
overall. For example, as expressed by one of the users; it feels empowering that
academics are interested in our daily work and what we do.

Initially users found the lack of prehospital care knowledge among informatics
researchers surprising. However, this tension vanished as the informatics researchers
participated more in the daily activities at the ambulance center, engaged in meetings
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and design workshops, and thus acquired a better contextual understanding. After these
initial problems, the users perceive the work with the informatics researchers as
well-functioning and mutually beneficial. One of the users believes that the absence of a
“gap” between them is because they are from diametrically different fields and thus
already know that there are obvious differences between them - which make everyone
extra careful to be clear, explain things and not assume healthcare or informatics-related
expert knowledge.

There is however some tension between the users and the prehospital care
researchers that seems to be stemming from them being from the same realm. Based on
previous experiences, the users feel that healthcare researchers in general often use
fancy language, and talk about their (the users’) work in ways they do not recognize.
There might also be a certain amount of competition in how training should be done,
what does work, what the real current problems are, and how to improve training by
new innovative approaches.

The prehospital researchers on the other hand, highly value the multi-professional
project constitution and the different perspectives this includes, stating that all are
dependent on each other’s perspectives and competences. They are however also aware
of the potential problems. In particular, one researcher who previously worked as an
ambulance nurse acknowledges that the users might feel that there is too much of talk
about research design and publications.

Nonetheless, regardless of the described tensions the positive overall experience of
the project remains. A probable factor is the reported mutual dependence, with com-
plementary competencies and little rivalry and prestige. Our interpretation is that these
feelings are strong and to some extent compensate for or help to overcome differences
and tensions.

6 Concluding Discussion

In this paper, we explore participants’ experiences half-way into a project in which
design, prototyping, and testing of a simulation-based training environment for pre-
hospital emergency care has been conducted. The project is a joint multi-disciplinary,
user-researcher effort, where the views of PD as stated by [9] have been applied. The
aim of the study reported in this paper was to investigate users’ experiences of their
project participation in order to identify and understand what makes such a project be
running well.

The results show that this is a much more complex pursuit than identifying a list of
“success factors” or “best practices”. Instead, there are several aspects, such as inter-
personal relations, project leadership, and user-researcher collaboration that vary along
a pros- and cons-dimension or axis, where pros can be viewed as reasons that evoke
and increase positive feelings and cons can be seen as occasions that impose and
amplify negative feelings. What seems important in order to achieve a positive overall
participation experience is that the total pros and cons balance; the “sum” of pros
outweighs cons that under other circumstances severely might harm the project.

However, many questions remain. Future studies should investigate and concretize
the interplay between these aspects and dimensions, as well as the reasons and
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occasions that influence the participants’ experiences in these types of projects. The
next step for us is to conduct another round of interviews with the project participants
to conclude the now (February 2015) finished project. In that study we intend to deepen
and expand the investigation and our understanding of the findings reported in this
paper.
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Abstract. Designing documents with folds is a difficult task with cur-
rent desktop publishing software, and this subject is also hardly explored
in the academic literature. Because the flat nature of the screen, docu-
ment design is limited to a two dimensional space, demanding extra effort
from designers to place the art with respect to the folds, sometimes forc-
ing them to resort to paper prototyping. Results from interviews per-
formed with design experts, helped us to understand the challenges and
needs faced by them during the document creations. This paper presents
an interactive visualization approach to compose foldable documents and
to interact with the results without resorting to external means. We con-
sider that a foldable document such as brochure is composed by panels
joined at the edges and the content of each panel is designed separately.
We describe our interactive approach and the results generated by a pro-
totype we developed to support the composition of foldable documents.

Keywords: Document folding · User interfaces · Document layout

1 Introduction

There are many possibilities for creating documents with folds in the age of
desktop publishing, and a large selection of software is available for this pur-
pose. However, most software focuses on organizing content into a conventional
sequence of pages rather than produce foldable documents composed by several
smaller panels joined in arbitrary positions. This hampers the creation of docu-
ments that are meant to be folded, and compels the user to design the document
before editing its content by, for example, measuring each part bounded by the
folds and adding up the total area of the document. After the document size is
set, the content is edited as a single page, even though it has logical divisions
(cover, back, middle, back-cover, etc.). Systems like Scribus1 offer features to
add guides that will not appear on the final document separating the content
1 http://www.scribus.net/.
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inside the document. This may help the user but adds nothing to the ease of
changing the content of a single part later on. Moreover, due to the two dimen-
sional nature of the screen it may be hard for the designers to understand the
dynamics of the document and how the folds will behave, causing them to resort
to techniques such as paper prototyping [5].

To understand the process of creating brochures, we performed a user study
with design experts. They reported the routine of art creation related to foldable
documents. Designer experts need to go through a variety of steps during the
brochure creation process to achieve a good visualization and interaction before
printing the final version of the document.

In this paper, we propose an interactive visualization approach for helping
designers and eventual brochure creators to build, visualize and interact with
foldable documents in a 3D environment. Users can create the document in
two distinct stages: first, each brochure panel is designed separately; after this
panels are assembled into one document. It gives users freedom to change the
form of the document without worrying about its content and also they can
validate the design by interacting with the document in a three dimensional
view. A prototype was developed from the proposed approach to present the
results regarding the visualization and interaction possibilities.

This paper is organized as follows: we start presenting the information gath-
ered from the interviews with design experts and the existing solutions related
to foldable documents. Next, we present details of the approach proposed to help
users interact and visualize documents as brochures. Thereafter, we describe the
prototype created and the results related to the possibilities of visualization and
interaction with foldable documents.

2 Building Documents with Folds

There are many approaches related to document engineering centered in the
document layout and content organization rather than the document shape and
dynamics. From existing document design software such as InDesign2, Photo-
shop3 and CorelDraw4, we see that they provide few features to support the
design of foldable documents.

Generally, design experts adopt techniques such as paper prototyping to visu-
alize the results of brochure creation, to see how it will be folded and also to
interact with the document front-and-back sides, as the visualization that many
tools offer is not enough to represent it. Paper prototyping [5] has been used to
model a wide variety of design ideas and to help designers and users to interact
with elements from an initial project.

Thus, to learn more about brochure creation and the designer’s methods, we
performed a user study as described in the next section.
2 http://www.adobe.com/products/indesign.html.
3 http://www.adobe.com/products/photoshop.html.
4 http://www.corel.com/.

http://www.adobe.com/products/indesign.html
http://www.adobe.com/products/photoshop.html
http://www.corel.com/


What About Document Folding? User Impressions and a Design Approach 309

2.1 User Study

To gather information about designer needs during the brochure creation, we
performed a set of interviews with 12 designers. The interviews follow a set of
12 questions from designer profile to experience with brochure creation.

From the participants, 7 were male and 5 female. The average time of expe-
rience in brochure creation reported by each participant is about 7 years, and 10
of them have a degree related to either Arts & Design or Marketing as we can
see on Table 1.

Table 1. Information gathered about design experts during the interviews.

Participants Degree Experience (years) Gender

P1 Marketing 8 F

P2 Engineering 15 M

P3 Marketing 10 M

P4 Art & design 6 F

P5 Marketing 1 M

P6 Marketing 5 M

P7 Art & design 14 M

P8 No degree 6 M

P9 Marketing 9 M

P10 Art & design 4 F

P11 Art & design 5 F

P12 Marketing 8 F

We asked each participant about the tools they use to design brochures and
the most mentioned software were Illustrator (cited by 8), InDesign (cited by
7), followed by Photoshop and Corel Draw (used by 6 and 7 respectively). They
clarified that they need a combination of software like Photoshop and others to
create the art of panels and thereafter merge it using Illustrator, InDesign, etc.
According to them, there are no standards for brochure creation and it depends
essentially on designer habits or needs. We asked participants to described the
steps to create a foldable document, focusing on the layout process:

P6: “First we need to define the layout and the amount of pages it will have.
We create the idea of the layout and we interact with it through a paper prototype
to imagine the document composition and also to start thinking about the panels
organization”.

Designers reported that they need to define the sequence of the foldable
document to organize the pages and the content:

P4: “We need to distribute the content along the panels and give it a logical
sequence according to the layout we planed to create”.
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P12: “If we define the number of creases and there is not enough content to
fill the pages, we need to create the document all over again”.

Most participants (10) comment that the brochure creation process is a hard
and time consuming task. Also, participants said that one of the critical steps
during brochure creation is related to the visualization of the layout structure and
pagination of the front-and-back sides. To understand and visualize the sequences
of the panels and how the pages will connect to each other, they usually print
all brochure’s faces and build a mockup, also known as paper prototype:

P6 : “For presenting to customers an idea or the work in progress, we usu-
ally take a photo from a mockup to show them the creases it will have and the
document front-and-back sides”.

They commented about the connection among pages that some brochure
layouts demands:

P2: “The connection among the pages can be a critical stage in the brochure
creation, because it demands time”.

P6: “Sometimes the creases we create simply do not work because the amount
of content we need to distribute among the pages is not enough. Also, there is
no mirroring to visualize the back of each page”.

Yet, regarding the pages connection, participant P12 add that: “Once the
connections among the pages change, it will increase the final product cost.

Designers use paper prototyping as mockups for evaluating the final look of
a brochure, its dynamics, to visualize its panels, pagination and the connection
between its folds. This is a practice cited by all designers, because the tools they
use do not have a simple approach to accomplish this task. The lack of visual-
ization of the brochure front-and-back sides was the major complaint regarding
the tools designer are used.

Paper prototypes are known by their low-fidelity to the final project and it
can be frustrating for customers to imagine how a product will be when finalized.
Furthermore, the project cost may increase quickly as the prototypes are printed
over and over.

Therefore, the design of brochure documents, could benefit from 3D digital
prototyping that can represent a document in high-fidelity [7] and also be fully
interactive with panels and faces.

The data collected from the interviews helped us to understand the chal-
lenges faced by the designers during the brochure creation process. They also
contributed to motivate the development of the proposed approach.

2.2 Existing Solutions

Little has been said about foldable documents in the literature: Chiu [2] proposed
an approach to fold digital documents on multi-touch devices based on a focus-
plus-context principle, in which the user folds the document to focus on a region
they want to read. However, this approach is concerned only with document
visualization and not with the design of foldable documents.

Also, Khalilbeigi et al. [4] perform experiments to explore interaction tech-
niques for manipulating digital content with folds through a novel device concept
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that features double-sided displays. They found that mobile handheld devices
have great potential to be explored in this field. However, they did not explore
folding along different axes and they also used predefined hinges, limiting the
paper configuration.

Straightforward solution is the use of templates. The design experts we inter-
viewed do not usually take advantage of it, but it might be a fast way to create
a document for the casual designer. Otherwise, the fact that the template is
ready, waiting for content, may turn into a disadvantage if the user wants a
personalized piece.

In the next section, we present our approach to build, visualize and interact
with document with folds based on the results of the interviews reported in this
section and the lack of related works with this goal.

3 Proposed Approach

The main ideas explained in this section may be divided in two parts. The first
involves the concept of panels and explains how designers are used to build
documents with folds. The second corresponds to a method to visualize and
interact with the built document making full use of three dimensions. These two
parts are described in the next subsections.

3.1 Working with Panels

In our approach, panels are page divisions that hold content in a document.
When a sheet is folded in half, four panels are created, two at each side of the
sheet, with the fold between them. When the paper is folded multiple times,
some of the panels may overlap. Figure 1 illustrates panel overlapping in a tri-
fold brochure. The dashed lines represent each fold in the paper and the middle
panel is created from both left and right folds.

Fig. 1. A tri-fold brochure: dashed lines represent folds and the same document in
perspective.
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1

2
2

1

Fig. 2. Example of a horizontal fold.

Thus, the first part of our approach is an interactive method to shape the
document. We assume that the panels are already designed and we provide an
environment in which the document arrangement is a matter of dragging the
panels around and connecting them.

Users select panels from a set of existing ones and drag them to an editing
area. The creation of a fold corresponds to the action of joining two panels by
their edges. As Fig. 2 illustrates, if the bottom of panel 1 is joined with the top
of panel 2, they form a larger element and their common border is said to be a
fold.

Either the front or the back faces of the panels will be facing each other
when the new element is folded. The same idea applies if two panels are joined
by their sides, but instead of a fold on the horizontal direction, a fold on the
vertical direction will be formed. When two panels are joined they form a new
panel that may be joined to other panels and to which other panels may be
joined to. If panels have different sizes, the one that was dragged is resized to
match the edge of the other panel, preserving its aspect ratio as shown in Fig. 3.

(a) The single panel is about to be joined to
a composed panel.

(b) The panel is resized.

Fig. 3. Panels matching edges with different sizes.
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(c) Step 3.

Fig. 4. Steps to build a composed panel. On the left, how the composition is seen by
the user, on the right how the composition is represented internally.

Fig. 4 shows step by step how Fig. 3(b) is created. In Fig. 4(a), there are three
single panels, represented internally as three single nodes. On Fig. 4(b) panels 1
and 2 are joined, creating a horizontal fold. Their nodes, thus, share the same
parent node (H) that represents the horizontal fold. Lastly, on Fig. 4(c), panel 3
is joined to the composed panel to create a vertical fold, thus, node 3 shares the
same parent (V) as the horizontal fold node, which is a vertical fold node.

During the process, a second view shows the back of the document as if the
document was held with its back facing a mirror, as in Figure 5. That view
provides information on how the document will look when flipped and gives a
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Fig. 5. First view (a) and second view (b) showing the front and the back of a document
respectively.

better sense of the overall result. It is also possible to change the content of any
panel (either front or back sides), even if that panel is grouped with other panels
or groups.

3.2 3D Interaction and Visualization

Once panels are joined together, we provide a way to interact with the document
for previewing without the need to print it. We use a 2D view of the document
with a crease pattern on it and a 3D view that will show all folds that are
performed. The crease pattern is obtained from the panel adjacencies and is
used as a map to show the places where the document may be folded. In this
context, a panel adjacency is turned into a crease only when its horizontal length
is equal to the document width or its vertical length is equal to the document
height. Figure 6 depicts an example in which three panels are joined together.
Panel 1 is vertically adjacent to panel 2 and both panel 1 and 2 are horizontally
adjacent to panel 3. Because the adjacency A between panels 1 and 2 does not
have the same length as the document height, it is not turned into a crease
whereas B is turned into a crease because it has the same length as the width of
the document.

The creases are subject to restrictions depending on the current configuration
of the 3D copy (that is how the document is currently folded). We define a crease
as available when it is possible to fold the document through it and as unavailable
when the action is impossible. Figure 7 illustrates a document being folded in half
two times and how the crease pattern responds to the document configuration.
First the vertical crease is folded, making the horizontal crease unavailable until
its completion (frames 1 through 3). Then the horizontal crease is folded, making
the vertical crease unavailable (frame 4). In this last case the vertical fold would
still be unavailable even when the horizontal fold is completed because the former
is blocked by the latter. A crease is said to be available only if all of its parts
are collinear and it is not blocked by any other folded crease.

This document model resembles the work of Balkcom [1] on origami folding.
The author models paper such that its creases are hinges and uncreased parts
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Fig. 6. The document may be folded through B but not through A.

Fig. 7. A crease pattern and the document (1). When the vertical crease is half folded
(2), the horizontal crease becomes unavailable. Once it is completed, the horizontal
crease becomes available (3), so the paper may be folded horizontally, but when doing
it, the vertical crease is blocked and turns unavailable (4). Crease status is shown as
green when available and red when unavailable.

are rigid bodies. Comparing to our approach, panels adjacencies may be thought
of as the hinges and the panels as the rigid bodies. Since our model simulates
paper, it should also respect its properties such as upon on folding a paper,
its distances should be preserved, and it should not intersect, although it is
allowed to touch [3,6]. Due to the hard task of modeling paper (it remains an
open problem [6]), our implementation is restricted to simple configurations on
the folded document. Folding the document multiple times, specially where the
document is already folded, is a limitation because it would require collision
detection and resolution, techniques that would require extra computational
complexity.

4 Prototype Description

We implemented a prototype in Java, using Processing5 as the rendering engine.
As shown in the Fig. 8 the prototype consists of a screen divided in two menus,
one at the top, the other at the bottom, and a working area at the center.
5 http://processing.org/.

http://processing.org/
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The top menu in Fig. 8 (a) has a button to export the final work to a PDF file,
and the bottom menu Fig. 8 (b) is used to perform actions that aid the document
editing.

Fig. 8. Screenshot of the prototype.

The working area displays the panels used to build the final document Fig. 8 (c)
and two other areas labeled as front Fig. 8 (d) and back Fig. 8 (e). The front area is
where the document is built and is called the editing area. The back area is called
the mirror area and shows how the content in the editing area would look like if it
was held with its back facing a mirror. A cursor is shown over a page in this area if
the mouse pointer is over the same page in the editing area. This gives a reference
for users to quickly remember the back of the page in context. There is also a button
(Fig. 8(f)) to flip the areas. When pressed, this button will rotate the editing and
the mirror area revealing their backs, with the same effect of flipping a paper over a
table. This allows the users to edit the document looking directly at its back while
the front is shown in the mirror area. The 3D button (Fig. 8(g)) changes the view
to the 3D perspective, where the users can visualize how the document will be and
may interact with the document folding and unfolding it as they wish.

To start editing the document, users drag one panel from the list of panels
(Figure 8(c)) to the editing area. Once there, panels are dragged around, joined
by the edges or selected for flipping or removing. A fold is formed by dragging
a panel close to another panel’s edge, and once the edges are close enough, the
panel being dragged snaps to the other one, automatically aligning and resizing
if necessary and preserving its aspect ratio, becoming a compound element that
can also be dragged, deleted, flipped and snapped. Users are also allowed to
ungroup panels by selecting a group and clicking on the break button and to
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change the content of a panel at any moment – even if it is inside of a group –
by releasing a panel with the new content over the panel with the content to be
changed. The panels are never out of sight, if the user drags one panel too far
from another, the editing area automatically zooms out to fit every panel within
its bounds.

Once users want to manipulate the final product, they may select a group of
panels and switch to the 3D mode by pressing the 3D button (Fig. 8 (g)). The
users may interact with only one group of panels at a time, and the program will
switch to the 3D mode only if a group is selected. The 3D mode is composed by
two copies of the document, one is a flat version that holds the crease pattern as
explained in Sect. 3 and the other is the 3D version that shows the folds the users
perform on the document. The interaction is exclusively via the crease pattern,
thus, every fold the users want to perform on the 3D copy must be issued from the
crease pattern. As an example, Fig. 9 shows a configuration where every internal
edge intersects with at least another edge. This means that the document can
be folded one time horizontally, as the figure shows, and many times vertically.
As one can expect from either figures, it should be possible to fold the document
horizontally and then vertically or vice versa, however this is still a limitation of
the prototype. This is, an implementation issue due to the problem of simulating
paper digitally and not in the approach of joining panels to represent folds.

Fig. 9. Complex configuration folded vertically many times and horizontally.

5 Final Considerations

In this paper we presented a new interactive visualization approach for building
documents with folds (a subject seldom discussed in the literature) that consists
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in dragging panels adjacent to each other to compose the document and then
interact with it in a three dimensional view. The main difference between the
works cited here and our approach is that we allow users to interact with the
document by changing its content and exploring distinct types of folds avoiding
the need of paper prototyping. This is a new method to interact with documents
that are being designed and enhances its visualization during the development.

We conducted interviews with design experts and observed that paper pro-
totyping is a technique widely used by them to visualize and interact with doc-
uments. However, this technique is labor intensive and time consuming when it
is necessary to generate too many document versions. Thus, designers require
approaches to ease the interaction and visualization of brochures. Based on their
answers reported in such interviews, we proposed an approach to work with
panels during the creation of foldable documents and a method to visualize and
interact with the built document. Also, we developed a prototype that allows
for users the panels visualization during the content organization process and
interact with the document creases.

As next steps, we intend to present the results from a second phase of inter-
views with designer experts. We have presented to designers the developed proto-
type as a video to show the possibilities of interaction with the folds. They have
agreed that it is helpful for visualization purposes and the 3D approach does
can decrease the manual work, save time and resources, avoiding the creation
of paper prototypes which are time consuming and low-fidelity for costumers
visualization.

We plan to embed this approach as a plug-in into existing document design
systems, such as Illustrator and InDesign to evaluate its usability. Also, more
investigation is needed to solve the problem of folding the paper over itself many
times respecting the physical restrictions a sheet of paper is subject to, which is
challenging due to the nature of paper.

Acknowledgments. This paper was achieved in cooperation with Hewlett-Packard
Brasil Ltda. using incentives of Brazilian Informatics Law (Law n. 8.2.48 of 1991).
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Abstract. With rapid advances in natural language generation (NLG), voice
has now become an indispensable modality for interaction with smart phones.
Most of the smart phone manufacturers have their Voice Assistant application
designed with some form of personalization to enhance user experience.
However, these designs are significantly different in terms of usage support,
features, naturalness and personality of the voice assistant avatar or the char-
acter. Therefore the question remains that what is the kind of Voice Assistant
that users would prefer. In this study we followed a User Centered Design
approach for the design of a Voice Assistant from scratch. Our primary objective
was to define the personality of a Voice Assistant Avatar and formulating a few
design guidelines for natural dialogues and expressions for the same. The
attempt was kept to design the voice assistant avatar with optimal natural or
human like aspects and behavior. This paper provides a summary of our journey
and details of the methodology used in realizing the design of a natural voice
assistant. As research contribution, apart from the methodology we also share
some of the guidelines and design decisions which may be very useful for
related research.

Keywords: Voice assistant � Conversational agent � User centered design

1 Introduction

Within the human-computer interaction community there is a growing interest in agent
or avatar-based user interfaces. Voice agents these days, come not only built within
commercial smartphones but are also available as external applications which can be
downloaded from many digital stores. A common characteristic seen amongst all these
voice agents is the human like behavior and appearance they all exhibit. As voice based
assistance in personal devices first came into picture, their behavior and characteristics
were limited to fewer usage contexts than they are now. Voice assistance used to be
more of a command and control agent [1]. The communication styles were also formal
and structured, which gave the user an experience of interacting with an inanimate
entity like a machine rather than a person. Presently, the behavior of the voice assistant
is designed with an intention to be suitable in almost all contexts of usage. Moreover, it
is possible to have informal and candid conversations with them as well. With
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modulations in language styles and speech parameters, creators try to impart
quasi-human characteristics in new versions of voice assistant they come up with. It is
imperative that as the voice user interfaces grow, the behavior of its avatar/agent will
have to be way more flexible and adaptive. Creating a voice agent which is not only
this dynamic but also so vast that it covers almost every usage context can be chal-
lenging. Through this paper we have tried to devise a methodology of designing a voice
assistant with the end user being at the center stage. With an assertion being that, like
designing any other user interface, the process of creating a voice assistant could also
follow a user centered design approach. Contextual interviews, survey questionnaires
and participatory design sessions were conducted to get an insight into the problem
from user’s point of view. Also these behaviors are communicative and conveyed to
the user through spoken dialogues and non-verbal gestures. In this paper, we explore
mainly the following research questions:

• Which personality attributes of a voice assistant are desired by the users and what
kind of behavior is expected of it in different usage context?

• Which are the few analogous inferences from personal assistants in real life to help
design a virtual voice assistant?

• What are the guidelines for natural behavior of a voice assistant in terms of lan-
guage, non-verbal gestures and expressions?

The framework of our study stands on three main user centered activities which were
performed to extract answers to our research questions. The results of all activities were
then combined to form design guidelines for a voice assistant. While the three activities
were independent of each other, each helps to formulate some aspect of the behavior of
a voice assistant. In the first phase of our research, we studied personal assistants of
many working individuals. Expected results from this study were to help understand
the communication style of a personal assistant with their boss. Important inferences
drawn from their behavior was a starting point in providing design guidelines to make a
voice assistant natural and quasi-human. Now, personality is of importance to this
exploration primarily because it influences the behavior of any voice assistant. In the
second phase, we set ourselves out to explore the kind of personality attributes the user
will prefer in different usage scenarios. A robot or voice avatar should be equipped with
a consistent personality in order to help people form a conceptual model, which
channels beliefs, desires, and intentions in a cohesive and consistent set of behaviors
[2]. In addition, it can enhance the notion of a machine being a synthetic person rather
than a computer. In the third phase, we study the linguistic and speech and charac-
teristics of user created dialogue library for a voice assistant across different scenarios.
Since language, speech and nonverbal cues like (gestures and expressions) are the main
touch points of perceiving the behavior of any voice agent, user’s direct perception
regarding these were taken into account by a co-creation activity. Users were required
to form the dialogues of a hypothetical voice assistant and describe the way it might be
spoken by pointing out modulations in their speech. Therefore, by following various
users centered design methods, we explored the design of a natural voice assistant
(Fig. 1).
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2 Related Works

Several researches have been reported in the area of designing Voice Assistants or
Conversational Assistants. Work by Ball et al. [3] describes the architecture for con-
structing an agent with speech and graphical interactions based on emotions and per-
sonality. Torrey et al. [4] proposed options for a robot’s help-giving speech—using
hedges or discourse markers, both of which can mitigate the commanding tone implied
in direct statements of advice. Meerbeek et al. [5] described the design and evaluation
of personality of a robotic TV assistant and the corresponding user’s preference for
control. It was observed that the users mostly preferred an extravert and friendly
personality with low user control. Work by Heylighen et al. [6] points that for the
formality of language and naturalness has a direct reflection of the personality and the
work also proposes an empirical measure of formality. For instance linguistic use of
nouns, adjectives, articles and prepositions are more frequent in formal styles; pro-
nouns, adverbs, verbs and interjections are more frequent in informal styles. We bor-
rowed this concept for the personality exploration of our Voice Assistant.

Therefore, earlier research reported in this area includes explorations of the per-
sonality for a robotic assistant for television [5], robot for giving advice [4], including
emotions in a conversational agent [1, 3, 7]. Beyond the existing work in this area, our
contributions lie in incorporating the user’s perspective as an important element in
formulating a personality for the voice avatar and creating dialogues library and
expressions for the voice agents.

Voice Assistant 
Behavior

Communication Style
PA interviews

Linguistic and speech
Dialogue Co-Creation and 

crowdsourcing

Personality
Personality Elicitation

Fig. 1. Scope of study and methods used
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3 Personal Assistant Interviews

In the first phase of our research, with the intention of understanding the relationship
and communication between a user and a voice assistant, we interviewed and observed
human personal assistants. Our interview sessions were focused mainly to identify
various personality traits of the assistants, understand how they handle various situa-
tions and observe explicit cues that are exhibited during a conversation between the
bosses and his personal assistants. Seven participants were interviewed and observed
for two hours at their work places. These set of participants were from three totally
different geographies and culture, Indian, American and Korean, and also they had
worked for bosses who were from various geographical origins. The recordings of
these sessions were analyzed using affinity method and the emerging insights were
categorized into social behavior and verbal or non-verbal expressions.

3.1 Assistant’s Social Behavior

We formulate the social behavior of the assistants through our observations on three
aspects:

• Emotional aspect, which includes mood adaptation, empathy and personal
familiarity

• Functional aspect, which includes decision making, dependency, suggestion
providing

• Functional aspect, which includes proactiveness and making interruptions

For assistant’s mood adaptation to the mood of the boss, the statements from the
assistants revealed that a moderate sensitivity to emotions is generally preferred.
Assistants are fully aware of boss’s mood but they try to maintain a neutral mood at all
situations. When their boss is happy, the assistants showed slight happiness. When boss
is sad, then assistants exhibit a neutral mood. We illustrated this aspect of mood
adaptation by the assistants using the James Russell’s Valence–Arousal circumplex
chart [8] as shown in the Fig. 2. Assistant’s mood space should be as congruent as
possible for being a reactive companion but not an over-reactive one.

On our observations regarding interruptions, the assistants chose to interrupt only
for matters that are more important as well as urgent than the ongoing task. Providing
important and urgent information immediately is generally not considered as inter-
ruptions by the bosses. Assistants give active reminders/prompts only when the pre-
defined schedules get disturbed. Assistants avoided all other interruptions coming from
outside, they analyze and decide appropriate time and way to communicate. For
communicating non important information, assistants prefer the time window between
switching tasks.
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3.2 Assistant’s Verbal and Non-verbal Expressions

We observed the typical verbal and non-verbal expressions that the assistants follow
and categorized then into following –

• Understanding non-verbal cues from others
• Use of non-verbal expression and gestures – including gaze aversion, head tilt and

nod, facial expression
• Use of intonations – while listening and while speaking

On understanding other’s non-verbal cues, assistants do that a lot to understand the
condition of others, understand the level of other’s satisfaction, infer the seriousness
and priority of tasks, etc. Sometimes gaze is used as an input for the Voice assistant to
trigger conversation and thus assistant must passively monitor the use non-verbal cues
from users.

For non-verbal gestures as expression, observations were made at instants when the
assistants were listening to some query or task, thinking or assimilating some infor-
mation and when they were delivering some tasks. Table 1 summarized few common
observations on these non-verbal expressions.

In terms of the speech constructs, assistants used intonations and discourse markers
to provide feedback on its level of understanding while listening to others but these are
not to be repeated very frequently. While speaking assistant provide feedback on its
level of confidence on the response again through use of intonations and discourse
markers. Also the speed of speaking must depend upon the kind or query, the content
of the speech. We identified several examples of using intonations while assistant
listening and speaking.

Fig. 2. Illustration of mood adaptation by the assistants on Valence–Arousal circumplex chart
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4 Personality Elicitation

In the second phase of our study, the aim was to formulate an appropriate and user
desirable personality for the voice assistant. A personality is defined as the collection of
individual differences, dispositions, and temperaments that are observed to have some
consistency across situations and time [9]. Big five theory has emerged from the
consensus of several theories for describing personality as having different dimensions.
The definition of voice assistant personality that we used in our exploration consist of 9
attributes considering various aspects of personality traits which we derive from var-
ious prior work including classical theory, the big five theory [10] as well as our
insights from the earlier personal assistant interviews. Following are the set of
considered 9 personality attributes -

• Dependable – how much the user can depend on it
• Controlling – how much does it control the user
• Engaging – how much does it keep the user engaged
• Adaptive – how much does it adapts to the user’s circumstances
• Spontaneous – how quickly does it provide solutions to the user
• Inventive – how inventive are the solutions provided by it
• Empathetic – how much does it empathize with the user
• Expressive – how much does it expresses its thoughts to the user
• Similar – how congruent in personality is it to the user’s own personality

Once we framed the set of personality attributes, we performed the Personality
Elicitation session, a face to face survey discussion session with 30 participants to
understand the importance and desirability of each of those attributes for a voice
assistant. Our intent was to quantify, how much of each of these traits was desirable to
a user. The questionnaire consisted of nine different hypothetical scenarios described in
detail one relating to each of the personality attributes. Each scenario also presented
counter situations of either of the extremes which may be due to either abundance or
scarcity of the personality attribute in question. Five responses for each question were

Table 1. Observations on non-verbal expression

State of voice assistant Gaze aversion Head tilt Head nod

Listening (trying to understand) Very less Less (sideways/below) No
Listening (query not understood) No High (sideways) No
Listening (query moderately
understood)

Less No Less

Listening (query well understood) Med No Very high
Thinking Very high High (up) No
Speaking generally Less Less No
Speaking response Very less Very less Less
Speaking instances Very high High (up) No
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designed and given to a user with each response increasing in any one particular
attribute. The users were asked to choose between the responses they would prefer in
such a situation. For example, how would the user expect a voice agent to behave in a
scenario where a meeting needs to be scheduled through voice input?

A sample scenario to evaluate the extent of expressive behavior that is preferred by
the user is shown below. The scenario caters to a situation in which, a user is looking
for navigation directions to an unfamiliar destination. The user would like to get
directions all the way to his destination, in such a situation, how will the user expect a
voice assistant to behave?

Response 1: Straight 200 m, then take a left.
Response 2: Speed up a bit to 200 m and then take a left turn.
Response 3: Drive up to 200 m, take a hard left and enjoy the lakeside view while

driving.
Response 4: Keep going for 200 m followed by a hard left turn. Destination will be

on your right, while you pass by the beautiful lake.
Response 5: To reach your destination, drive up to 200 m and take a left for the busy

west 81st street. You may wish to enjoy some good coffee at Monk’s
Café while it sits beside the beautiful lake.

The responses from voice assistant vary considerably from response 1 which is
no-nonsense, straightforward but a bland answer. The excitement in voice assistant’s
response increases as we approach response number 5 also the information delivered is
more and might be considered unnecessary at some point.

Fig. 3. Result from personality elicitation exercise showing three hypothetical personalities
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The collected responses from all the participants were plotted on a spider graph to
reflect the results. Two hypothetically extreme personalities were first plotted which
would help compare the desired traits. The results on a glance show that a user prefers a
moderate personality which neither extreme nor low on any of the nine attributes. Some
interesting points being, users may not like a voice assistant to be over sympathetic;
however the quality of inventiveness comes out to be a much desired one. Interestingly,
this sort of preferred behavior is also consistent with the earlier findings from personal
assistant interviews wherein, the assistant was expected to behave moderate and show
emotions which were congruent to their bosses’ mood (Fig. 3).

5 Crowdsourcing the Problem Through Co-creation

In the third and final stage of our study, desired behavior for the voice assistant was to
be drawn on in terms of how they should display the use of linguistic and speech
characteristics. This was done through a self-reporting method; as a part of framing the
preferred responses from a voice assistant. We conducted crowdsourcing and
co-creation sessions with 32 participants which included language enthusiasts and avid
readers of literature in order to create natural dialogues for the voice assistant in various
situations. The intent of this experiment was to extract the underlying common patterns
in responses from the users. These patterns would be in terms of the language elements
used, and distinguishable variations in speech characteristics. Since these linguistic
cues are related to the personality of any individual [11], we can primarily use them to
reflect the behavior of any voice agent. Discourse markers include repeated words,
false starts, and fillers such as “uhm”. Also observed is the use of phrases such as “like
you know,” “I mean,” “well,” “just,” “like,” and “yeah”. These words operate at a
pragmatic level; their meaning is derived not exclusively from their literal definition but
from their use in context [4]. Use of hedges literally express uncertainty; they include
qualifying types of language such as “I guess,” “maybe,” “probably,” “I think,” and
“sort of.” Use of interjections, formal/casual language, active/passive voice [4, 6] were
few other linguistic characteristics we observed in the participants’ responses. Addi-
tionally, a variety of subtle non-linguistic cues are used by individuals to communicate
their emotional states such as, speech rate, voice type, pitch, loudness, pauses and
stresses [8, 9]. Emotional valence is signaled by mean of the pitch contour and rhythm
of speech. Dominant personalities might be expected to generate characteristic rhythms
and amplitude of speech, as well as an assertive postures and gestures. Similarly,
friendliness will typically be demonstrated through speech prosody [1].

The participants were given a set of user queries and corresponding responses from
an existing voice assistant application covering various smartphone usage scenarios.
The participants were asked to frame the response of the voice assistant as natural and
in the way they would prefer to hear, with appropriate use of dialogue elements. The
participants were allowed to frame these responses and also asked to add the spoken
characteristics they would like the utterances to have. Participants could specify speech
variables like pitch, speech rate and stress along with their language responses. The
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usage scenarios for the experiment were chosen such that different personality attri-
butes of voice agent get reflected in the responses. The usage scenarios in mobile
phones for which responses were collected were: Assistance during Navigation,
Scheduling an event, Getting weather/sports information, doing a web search, playing
music and general empathetic scenarios. A few patterns which came across as frequent
i.e. more than 5 participants implied to the use of the kind of language or speech
modulations were studied closely. Few of those insights on the linguistic and speech
characteristics are mentioned here.

i. For less serious tasks, like entertainment or leisure tasks or for searches and
general tasks, opinionating statements were used. This indicates that the user may
not mind the voice assistant to suggest a choice or hold an opinion in contexts
which don’t have a serious consequence.

ii. Voice assistant in its response may use hedges when the information conveyed
could have a certain degree of ambiguity. For instance, while telling about
weather, the response were be framed with ‘maybe cloudy’ or ‘looks like it would
be sunny’.

iii. For tasks which require a greater involvement of the user and may have a risk
involved, asking for confirmations was recommended. Interrogating statements
with the purpose of confirmations were used in contexts like navigation, schedule
management and online payments.

iv. The participants preferred to stress upon various instances of the voice assistant’s
replies. When asked, the reason for putting stress was to bring emphasis of the
listeners to new information added by the voice assistant. For instance, Names,
time values, location names and other nouns were stressed upon. Also if there was
an action which maybe expected on users behalf was seen to be conveyed using
stress in voice.

v. Interjections were required to be highly context specific. If a user query was
followed by an interjection, the user gets an impression of his query being
understood well. Only when the context of the user’s query was perceived as a
positive or pertaining to a task which involves low risks, would a voice assistant
react with an excited interjection like “ahaan” or “wow!” However when the
context is serious in nature, in general the use of interjections was lower in
number.

As the next step, few of these raw dialogue generated by the participants in this
co-creation session were then given to 6 animation artists and designers with the intent
of generating the visuals of the gestural aspect of these communication. We were
discovering various gestural cues like smiles, frowns, eyebrow shapes, head nods, head
positions, body postures, etc. [14, 15]. Table 2 presents some of the visual responses
from the participants and some of the analysis drawn from those in terms of guidelines
for gestural expression.
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6 Conclusions

The underlying goal of our study was to devise a methodology for deriving the
appropriate behavior of a voice assistant avatar on mobile devices. Where many
researchers have tried to formulate various methodologies for the same, ours was a user
centered design approach. After carrying out the various activities with keeping user
empathy in mind, we were able to come up with a few design directions for
approaching the challenge of creating an avatar based voice assistant. Through the
three phases of study, we identified few insights on the social behavior of the voice
assistant, evolved the appropriate personality of the voice assistant as desired by the
users and also formulated few guidelines for linguistic, speech as well as non-verbal
expression constructs to be used by the voice assistant.

In summary, we identified that behavior of a voice assistant should be a moderate
one, under various scenarios; the expression can vary up to only a certain range. User
and assistant’s mood space should be as congruent as possible for being a reactive
companion but not an over-reactive one. The voice assistant is expected to be very
proactive and must interrupt the user immediately if the matter is more urgent and
important than current task. Voice Assistant must avoid all updates from outside and
become a single accessible point for all updates at a later stage. Preferred time to give
updates/notifications is when user is switching from an ongoing task to another. From
the personality aspect we found that the overall results from the personality elicitation
exercise was quite similar to the actual behavior exhibited by the human personal
assistants in the workplace. Voice assistant was expected not to be over sympathetic;
and inventiveness comes out to be a much desired one.

Table 2. Visual responses from the participants and analysis on gestural expressions
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In the dialogue co-creation activities, a preference in the informality of language
was primarily noted. From the responses of the participants in this activity we were
able to formulate few guidelines to design natural responses for the voice assistant with
use of various languages and linguistic constructs like hedges, discourse makers,
intonations, pauses, stresses, etc. For instance, interjections should be used with newly
introduced contexts, must immediately follow user’s query and must be uttered with
high speech rate. It should mostly be avoided for ongoing dialogue context. Pauses are
expected before giving alternatives, suggestions or making any enquiry from the user.
Speech Rate could be fast for commonly used statements, but slower while asking any
user’s decision or updating any information such as date, time, status, etc.

Finally, with all the design guidelines, dialogues and personality definitions
evolved from our research we designed the prototype of the natural voice assistant
avatar. Going forward, we plan to extend this work with participants from few other
geographical origins to consider cultural sensitivity in the design. Next goal would also
be to perform experimental evaluation of the voice assistant prototype with the users.
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Abstract. The paper presents comparative investigation of the effectiveness of
three algorithms used for optimizing control panel objects’ arrangements. We
examined two modified classical approaches involving changing of objects’
pairs, that is CRAFT, and its simplified version as well as our implementation of
the Simulated annealing concept. Their behavior was investigated in experi-
mental simulation studies of two real-life problems: the truck control panel
(small number of objects) and the control panel from a nuclear energy plant (big
number of items). The statistical analysis of the obtained results showed the
supremacy of the proposed version of the simulated annealing algorithm in both
case studies.

Keywords: Display design � Control panels � Layout optimization � Ergo-
nomics � CRAFT � Simulated annealing

1 Introduction

The interaction between a human and a machine is often conducted by means of a
graphical interface including either physical or virtual panels with signaling and control
components. The optimal layout of these panels lies within the scope of ergonomics
and human-computer interactions. McCormick (1976) formulated general principles
regarding interface components arrangements that lead to usable solutions. In his
opinion the designer should take into account the following criteria: (a) the object’s
importance, (b) frequency of use, (c) sequences of using objects, and (d) objects’
functional similarities. These general recommendations occurred to be quite trouble-
some in practical applications, therefore a number of tools have been proposed to
support the design process. Among them there were attempts to apply formal models
from the Facilities Layout Problems (FLP). Generally, classical FLP search for such an
arrangement of n objects in n available places that minimizes the general cost which is
proportional to distances between objects and depends on the number of transport
operations between them. For extensive review see Kusiak and Heragu, 1987 as well as
Singh and Sharma 2006. Two of the general panel design principles (c) and (d) may be
analyzed in a similar way once the numerical specifications of objects’ relationships are
available. Wierwille (1981) proposed statistical methods that can be used for the
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operationalization of the principles (a) and (b). He named them a first order class
models in contrast to rules (c) and (d) described as the second order ones. The first
order class models concern relations between the operator and interface components
while the second order principles deal with relations between objects.

Numerous optimization approaches in designing interfaces’ layouts generally differ
in (1) the way of objects’ relationships operationalization, (2) included design criteria –
the first and/or the second order (3) the way the size and shape of objects are repre-
sented. Bonney and Wiliams (1975) proposed a multicriteria and multistage model
where objects’ relationships were defined subjectively by a designer. Sargent et al.
(1997) applied a classical CRAFT algorithm (Armour and Buffa, 1963) in their mul-
tistage method for a control panel operated by one person. They used the AHP tech-
nique (Saaty, 1980) for determining subjective links between objects including
additionally relationships between objects and the operator. Their method also allows
for modeling real dimensions of control panel components. Lin and Wu (2010) use
similar to Sargent et al. (2007) modification of links data but add also the criterion of
time needed to operate the panel based on the Fitts’s law (1954). They employed the
Branch and Bound algorithm for optimization which was proposed in the FLP area by
Gavett and Plyter (1966).

Apart from classical algorithms there are also proposals based on artificial intelli-
gence like genetic algorithms, ant colony or particle swarms. Hani et al. (2007), for
instance, applied ant colony algorithm. A similar approach was presented by
Shengyuan et al. (2013). In the former case links represented only the frequency of use
while in the latter article the relationships reflected both the importance of objects and
sequences of use. In both cases, shapes and sizes of components were not taken into
account.

Despite multiple papers in this area it is difficult to find studies presenting com-
parisons of algorithms applied for searching optimal control panel or interface layouts.
Thus, the main goal of this research is to compare the effectiveness of two relatively
simple classical algorithms and our implementation of the simulated annealing concept.
Their performance is examined in two, real-life examples. All algorithms operate on the
regular grid and allow for modeling areas of individual components. Our approach, just
like Sargent et al. (1997) and Lin and Wu (2010), includes both the first and the second
order criteria.

2 Method

2.1 Applied Algorithms

For comparisons we used a classical version of the CRAFT algorithm originally pre-
sented by Buffa et al. (1964). The idea of this approach consists in making changes in
objects locations by pairs as long as they improve the goal function value (GFV). The
algorithm starts from the random objects’ arrangements on a regular grid.

We also used a simpler than CRAFT algorithm also based on pairs swaps (Pairs).
We just excluded the outer loop from CRAFT and, thus, the appropriate pairs’ changes
are stopped after only one run of the algorithm.
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Our Simulated Annealing (SimAnn) algorithm was implemented according to the
general idea described by Kirkpatrick et al. (1983). They recommended that in the first
step of the algorithm one should accept worse solutions with the probability of 0.8.
Starting from this assumption and preliminary estimation of the delta according to the
procedure similar to Singh and Sharma (2008) we calculated Ti. The epoch length was
set as a value proportional to the number of objects k × N such as in papers of Wilhelm
and Ward (1987) or Heragu and Alfa (1992). The cooling scheme was specified as in
Heragu and Alfa (1992), that is Tj = r × Tj-1,, where r = 0.9. The final temperature was
determined by a number of predefined steps i as Tf = 0.9(i−1) × Ti Parameter k and
i were obtained by preliminary simulations for the examined case studies and amounted
to i = 100 and k = 5. Finally, the Tf for the first and the second case study was set at 50
and 20000 respectively.

In all algorithms, there was a possibility of blocking specific objects in certain
places of the regular grid.

2.2 Relationships Matrix Modifications

Two modifications of the relationships matrix were made in our approach. First, as it
was proposed by Sargeant et al. (1997), we added the first order links (operator-objects)
to the original matrix containing the second order relationships (object-object). The
additional data represented assessments of all objects in relation to the most important
or most frequently used item which is located in front of the operator.

Secondly, we added the possibility of including the areas occupied by individual
components in conducted analyses. For this purpose, each object was modeled by the
appropriate number of regular grid segments proportional to its real dimensions. One of
the segments of a given object was set as the main one and all remaining were linked
with it. Such an approach allowed for the inclusion of areas covered by objects but not
their shapes.

2.3 Experimental Design

The presented above three algorithms along with described modifications were applied
for the analysis of two real-life control panels considerably different in their com-
plexity. The first project concerns truck driver informative panel layout. The solution to
this problem was ordered by a company manufacturing such vehicles in Poland. The
panel consisted of eight items: (1) Speedometer, (2) Tachometer, (3) Air pressure,
(4) Oil pressure, (5) Water temperature, (6) Oil temperature, (7) Clock and Time of
driving, (8) Diagnostic screen. It was assumed that the panel should be in the form of a
digital, graphical display located at the center of the dashboard with all components
arranged in one row. The sequences of objects’ uses and their importances were
determined by means of a questionnaire administered to 20 truck drivers. The drivers’
opinions were expressed on five step scale. Since the speedometer was considered as
the most important object (on the same scale), we added appropriate values to the
relationships in the first row of the matrix. The final results rounded to the integer
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numbers are put together in Table 1. The shapes and sizes of the components were not
defined so each segment of the regular grid represented one object.

The second example was taken from the paper of Sargent et al. (1997) and consisted
of considerably bigger number of items than the first one. The original relationships data
were modified by adding dummy objects to reflect the components sizes. Pilot tests
showed that the links strengths between these additional items should be bigger than the
biggest existing relationship value. We set it at the level of 500. Because the object 1 has
the highest priority, its location was fixed in the center of the layout. The grid dimen-
sions and the original null objects were the same as in the original work.

2.4 Simulation Procedure

In both cases the experimental simulation procedure was identical. We ran 100 times
each of the three described earlier algorithms. Every iteration started from a random
arrangement of segments. In the second case study the most important objects with the
number 1 were placed in the center of the grid and blocked. In the truck panel case it was
assumed that all objects are within a central visual field, so the most important component
was not fixed. The goal function value was recorded in for every individual simulation.

3 Results

3.1 Truck Panel

The basic descriptive statistical data regarding the truck panel layout are demonstrated
in Table 2.

Table 1. The relationships matrix including the first and the second order data for the truck
panel layout case study.

Object (1) (2) (3) (4) (5) (6) (7) (8)

(1) × 10 8 6 7 1 5 1
(2) 3 × 5 3 3 0 3 0
(3) 0 5 × 3 3 3 0 0
(4) 0 5 3 × 3 0 0 0
(5) 5 5 5 3 × 3 0 0
(6) 5 5 3 5 3 × 0 0
(7) 5 0 0 0 0 0 × 0
(8) 0 0 0 0 0 0 0 ×

Table 2. Basic descriptive statistics for the truck panel layout case study

Algorithm Min Max Mean *MSE **SD

Pairs 266 279 271 0.474 4.74
CRAFT 266 279 269 0.342 3.42
SimAnn 266 266 266 × ×
* MSE – Mean Standard Error, ** SD – Standard Deviation
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As it can be observed, the best layout with the GFV = 266 could be obtained using
any of the examined algorithms in 100 repetitions. The best performance was recorded
for the SimAnn algorithm, where the best value was found in each iteration. The worst
average GF values were registered for the simple Pairs procedure. Mean standard errors
and standard deviations were smaller for the CRAFT than for the Pairs algorithm. The
best layout configuration is illustrated in Fig. 1.

A standard one way Analysis of Variance showed that the differences in mean
values for the algorithms are statistically significant at the level of 0.05. The ANOVA
results are presented in Fig. 2.

The Fischer LSD post hoc analysis revealed significant differences between all pairs
of algorithms (α = 0.05).

3.2 Nuclear Power Plant

Descriptive statistical data concerned with the second case study is presented in
Table 3. Here again, the best average goal function values as well as the best solutions
were obtained by means of the SimAnn algorithm. The worst mean values and solu-
tions with minimal GFVs were observed for the Pairs algorithm. The Simulated
annealing algorithm exhibited also the smallest values of standard deviation which may
indicate that it provides consistently good solutions.

6 4 3 5 2 1 7 8

Fig. 1. The best layout for the truck panel layout case study (GFV = 266)
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Fig. 2. Mean goal function values for the truck panel layout; F(2, 297) = 46, p < 0.00001.
Vertical bars denote 0.95 confidence intervals.
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The best found solution for the nuclear plant control panel is shown in Fig. 3.

For the comparison purpose we reproduced the original best objects’ configuration
obtained by the CRAFT algorithm in the work of Sargent et al. (1997). The result is
given in Fig. 4.

After inclusion of our relationships matrix modifications, the goal function for this
solution amounted to GFV = 69 484 which is markedly worse than our best layout.
Again, we apply the standard one way ANOVA which showed significant differences
between average goal function values for the algorithms: F(2, 297) = 507, p < 0.00001.
The results are illustrated in Fig. 5.

Also in this case the Fischer LSD post hoc analysis showed statistically meaningful
(α = 0.05) differences between all pairs of algorithms.

Table 3. Basic descriptive statistics for the nuclear energy plant control panel layout

Algorithm Min Max Mean *MSE **SD

Pairs 59101 83294 68634 424 4240
CRAFT 54969 78585 67504 385 3852
SimAnn 51955 58137 54876 131 1314
* MSE – Mean Standard Error, ** SD – Standard Deviation

16 13 13 8 17 17 2 5 5 5 5 3 4 12 12 12 21 22 23 26

16 10 8 8 19 19 2 7 7 1 1 3 4 4 15 15 22 22 22 25

10 10 8 9 18 2 2 2 7 1 1 3 14 4 11 22 22 22 22 22

24 10 20 9 18 2 2 2 7 6 6 14 14 14 11 11 22 22 22 27

Fig. 3. Best layout obtained by simulated annealing algorithm for the nuclear energy plant
control panel. GFV = 51 955.

25 21 19 19 20 12 12 5 5 5 5 6 6 4 4 11 15 15 22 23

16 16 9 9 8 8 12 7 7 1 1 2 4 4 11 11 22 22 22 22

26 18 18 8 8 10 10 7 7 1 1 2 2 3 14 14 22 22 22 22

27 17 17 13 13 10 10 2 2 2 2 2 3 3 14 14 22 22 22 24

Fig. 4. Original best layout for the nuclear power plant layout (Sargen et al., 2007).
GFV = 69 484.
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4 Discussion and Conclusions

In this research we analyzed two cases that differed considerably in terms of com-
plexity. Despite that in both examples the applied approaches had similar properties.
Firstly, the presented here modifications of the relationships’ matrix enable, in a natural
way, to include information about objects sizes in simple regular grid analyses. This
way of preparing data allows for obtaining in a regular grid coherent objects structures
without involving additional constrains. This concept probably offers greater flexibility
of the generated solutions in relation to approaches that require imposing additional
limitations. Perhaps thanks to this feature, all the best solutions in the second case study
are better than the best solution obtained originally by means of the standard CRAFT
with fixed locations of the same objects’ segments. This outcome was observed
regardless of the algorithm applied.

The second major result of the present study is concerned with the significant
supremacy of the simulated annealing algorithm over the other investigated here. It
seems that this type of metaheuristic suits the data structure of man-machine interface
problems very well. It is especially true in big problems such as the nuclear power plant
control panel. The benefits measured by the decrease both in the mean and minimal
goal function values are meaningful in relation to the commonly applied in such
problems CRAFT algorithm. In the second case study, the percentage gain amounted to
19 % for average goal function value and 5 % for the best solutions.

Some limitation of employing the simulated annealing algorithm is its efficiency.
Though in this study we did not precisely recorded computation times, but we observed
quite big differences between applied algorithms. Approximate times for the single
simulation in the second case study equaled about 10 s for the simple pairs’ changes,
2 min for CRAFT and, as much as 5 min for simulated annealing. Therefore, in case of
bigger problems, repeating the simulated annealing or even CRAFT procedures may
not be feasible. In such situation one may use the markedly faster pairs’ changes
algorithm. It provided the worst solutions but the difference in mean goal function
values for the second case study in relation to classical CRAFT amounted barely 2 %.
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Fig. 5. Mean goal function values for the nuclear energy plant control panel layout; F(2,
297) = 507, p < 0.00001. Vertical bars denote 0.95 confidence intervals.
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Abstract. Following the integration of mobile applications into the mobility
information system of public transport, public transport companies seek new
opportunities to reduce paper-based information. A common example for these
new opportunities is the so called ‘paperless stop point’. This paper describes
different expansion stages of public displays for mobility information at stop
points, based on empirical evaluations with users and experts. Four stages are
discussed, which range from static information screens to individual interactive
displays. In addition, the widespread expectations of users and transport com-
panies are described, which provide the base for the stage development, are
described. As a result, this paper provides insight into typical challenges towards
paperless mobility information at stop points in public transport.

Keywords: Public displays � Mobility information � Usability � Public
transport

1 Introduction

Due to actual technological advances and new requirements, many transportation
companies discuss new approaches in order to reach the passengers of public transport
and fulfill their information needs [1]. While mobile applications are developed further
and new functionalities are added continuously [2], other information systems are
evaluated for optimizing potential as well.

Public transport already offers a wide range of information systems, from static,
collective and stationary to dynamic, individual and mobile systems [3], which have
been developed over the last decades and nowadays provide the information base for
passengers. In the past, some of these systems have been modified and adapted to new
requirements. Mobile tickets and e-ticketing have demonstrated the benefits and
challenges of this adaption process [4].

However, with new mobile information systems and new technologies emerging,
the contribution of traditional information systems to the mobility information system
as a whole has to be questioned and a more drastic redesign has to be taken into
account. One of these more traditional information systems is the paper-based infor-
mation at stop points.

Enhancing the information quality and minimizing the costs e.g. for printing and
manually updating the paper-based information, are two reasons for reducing the
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amount of paper-based information and for the development of paperless stop points in
public transport.

Additional benefits of paperless stop points, based on the perspectives of transport
companies, include e.g.:

• Actuality of information
• Readability of information
• Accessibility
• Multilingualism
• Consistency of information
• Additional information and functionality

On the other hand, the expected downsides are e.g.:

• Higher procurement and maintenance costs
• Hygiene issues
• Delays while waiting for other users to finish their interaction
• Higher repair costs caused by vandalism

Key elements of paperless stop points and stations involve the replacement of
paper-based timetables, network plans, lists of transportation fees and maps of different
content. While mobile applications already offer most of this information [5], the
ownership of a smartphone, including the necessary public transport specific applica-
tion, cannot be taken for granted.

At the moment, especially public screens and displays are used, to communicate
real-time information on departures and to enhance the information quality [6]. Fol-
lowing this concept, it is only consequent to analyze further potential for transferring
paper-based information to screens and displays. Due to the actual non-interactive and
quite large presentation of paper-based information at stop points, the transfer raises
several questions, regarding the user interface and the degree of interaction. This paper
describes the different degrees of interactivity and the related typical challenges of
public displays in public transport. The results are based on two usability evaluations as
well as expert interviews, which are described in the following.

2 Method

The development of the user interface as well as the definition of the degree of
interactivity, are primarily based on the goal of developing a product, which can be
used with effectiveness, efficiency and satisfaction by different user groups [7]. The
user-centered development process of the user interface consists of three concept stages
and three evaluation stages and is based on preliminary consideration as shown in
Table 1. These considerations integrate the requirements of public transport companies,
the knowledge of experts and requirements of typical users of public transport and are
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based on the initial usage analysis of two test systems implemented in Cologne and
Stuttgart in Germany [8].
In addition, the context of use [9] provides challenges for

• Optimizing usage times to grant more users access in a short time
• Selecting and enhancing suitable content
• Merging dynamic and static information

A list of company requirements and the results of the usage analysis of the test systems
[8] provide the base for the development, including the following elements:

• Information needs of passengers at stop points in different categories
• Design ideas for the segmentation of the display, e.g. for menus and information
• Added value functions, which are not included within paper-based information

In a first step, these preliminary considerations are used to design two basic prototypes,
in order to discuss the segmentation of the screen as well as the functionality with
public transport and usability experts. As a result, one basic concept is chosen to refine
the concept with users in the next step.

The second step is based on a fine concept, which is derived from the preliminary
considerations, the basic concept and the expert workshop. The usability evaluation is
performed as a lab-based usability evaluation with seven typical users from the future
destination of the first implemented test system. The evaluation focuses on the fol-
lowing topics:

• Degree of interactivity
• Workflow for typical user goals
• Usability and functionality
• Design of icons

Table 1. Development and evaluation phases

Development Method Details

Preliminary considerations Usage analysis 2 test systems
Company requirements Best-practice-Analysis

Basic concept
Requirements Expert workshop 9 experts
Fine concept
Interactive Prototypes Usability Evaluation 1 7 test users
Detailed concept
Final Prototype Expert Evaluation 3 expert interviews

Usability Evaluation 2 16 test users
Final concept
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Based on this evaluation, a detailed concept with only one degree of interactivity and
solutions for the identified usability problems are developed. The third evaluation
phase with an equal test setting and a final prototype focusses on the topics:

• Fulfillment of information needs
• Different task completion strategies
• Usage times
• Usability and functionality

Both usability evaluations are supported by an eye-tracking evaluation, in order to
provide additional information to the video and audio recording as well as the used
questionnaires. An expert evaluation with representatives of disabled rights organiza-
tions, service employees of a local transportation company and a designer, completes
this evaluation phase. Based on this final evaluation, the results are integrated into a
final user interface design concept, which is transferred to all parts of the user interface
and a detailed description of the concepts is derived.

3 Results

Public transport is characterized through different users, tasks and contexts [3] and
therefore provides challenges for the development of nearly all information systems.
Table 2 shows the different user groups within the first and second usability evaluation.
For both usability tests, typical tasks along the journey were chosen, which are typi-
cally performed at stop points.

3.1 Requirements and Expectations of Transport Companies

The expert workshop with representatives from five public transport companies
revealed the following, partially opposing, requirements and expectations. After the
workshop, these requirements and expectation were analyzed and three categories
identified.

Table 2. User characteristics within the two evaluations

Evaluation 1 Evaluation 2

Participants 7 users in one test group 16 users in three test groups
Usage of public
transport

at least several times each
month

Commuters
Casual users
Tourists

Age 22–62 years 17-63 years
Body height 1,60–1,93 m 1,63–1,93 m

5,25–6,33 feet 5,35–6,33 feet
Special characteristics – One user with mobility

impairments
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Content. The expectations reach from identical transfer of paper-based information to
new information concepts, which are more similar to the content of mobile applica-
tions. In general, the experts agree that typical tasks at stop points have to be addressed.
These tasks are e.g.:

• Journey planning
• Path finding
• Information about tickets

Therefore, the expectations towards the presentation of the content differ as well.
Traditional presentations provide a high conformity with the user’s expectations.
Nevertheless, new concepts can support users with low knowledge of a system and of a
place.

Functionality. The basic functionality that all experts agree upon is the distribution of
the content through software systems, which easily provide access to the public dis-
play. As a result, more up-to-date information can be provided. From that point for-
ward, three major notions can be identified:

• No additional functionality
• Adding functions to reduce usage times and to include real-time information
• Functionality concept which mainly provides individual information

All experts provided comprehensible reasons for these notions. The question, how
mobile applications will shape the whole information system in the next years, is still
open and the main source for the different notions.

Equipment and Environmental Aspects. At the moment, paper-based information at
stop points takes up a lot of space. The used space can only be reduced, if some sort of
functionality is added to navigate through the content. Thereby, the equipment is
strongly connected to content and functionality. Companies favoring the identical
transfer of paper-based information will need at least the same space as before. With
new functionalities, the space can be reduced and the available space can be used for
advertisement or something similar. In addition, the number of displays has to be
defined, depending on passenger figures and usage times.

3.2 Requirements and Expectations of Users

The usability evaluations with typical users from public transport revealed a differ-
entiated perspective on public displays and paperless information as well. Figure 1
shows the widespread expectations of users regarding the need for a replacement of
paper-based information, individual journey planning and waiting times.

All users can see at least some benefits of public displays, e.g. regarding the
actuality and accessibility of information. But their opinion on the degree of interac-
tivity varies. Again, the different requirements and expectations are grouped in the three
categories: content, functionality and equipment and environmental aspects.
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Content. Users prefer a selection of paper-based information elements instead of a
system providing all available paper-based information within an interactive system.
This is mainly resulting from the already existing problem that users can hardly dif-
ferentiate between the often very similar types of information elements, e.g. maps of
different detail level.

The presentation of the content is important for the recognition of the system. For
instance, timetables provide a well-known pattern for users. Therefore, the display is
recognized even from a distance. Menus and icons support the recognition as well and
signal interactivity. In contrast, advertisement reduces this recognition.

Functionality. Displays without any menus or dynamic elements are expected to
provide less interactivity and functionality. However, even in this case users tested and
searched for a zoom function. As soon as first dynamic or interactive functions are
added, the expectation for more individual information rises.

Supporting functions are useful to ease the existing problems with paper-based
information, e.g. complex maps and timetables. As a result, these support functions
reduce the usage times and are very valid for an easy to use information system.
Supporting functions are e.g.:

• Highlighting functions, e.g. in regard to the actual time, direct the users attention
and minimize usage times

Fig. 1. Acceptance and expectations of users towards paperless stop points (n = 23)
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• Search functions, e.g. within maps, reduce the required knowledge of a place by
directing the users attention

Equipment and Environmental Aspects. If interactivity is provided, the public dis-
play has to feature a high quality of touch recognition to support a fast change between
information and typical gestures. As public transport often has to deal with vandalism,
systems have to be designed more resistant and good touch recognition cannot be taken
for granted. The positioning and design of the system has to suite all kind of users,
especially with different heights and disabilities. In general, the requirements and
expectations of users with disabilities can be better addressed with public displays,
compared to paper-based information.

4 Expansion Stages

As a result of the expert workshops and usability evaluations, it can be stated, that
different expansion stages of public displays for paperless information at stop points are
considered and the advantages of these stages are discussed controversially. As a result
of our evaluations, we identified four different expansion stages, as shown in Table 3,
which themselves vary in their:

• capability to provide dynamic information,
• degree of interactivity,
• capability to provide individual information.

All stages provide different challenges about usage times, content and interface design.
Nevertheless, they are based on the same goal, to support the user’s tasks at stop points.
Static Information. This stage provides similar information to the paper-based
information and therefore is characterized by a comparable usability and usage time as
well as an at least identical need for information space. For public transport companies,
this stage provides a faster way to update the information e.g. on a monthly or daily
basis. As a result, this stage provides at least more actual information than paper-based
information, which results in better information for users.

Dynamic Information. As an extension of the static information, this stage provides
more actual information by integrating support functions and real-time information.
This aspect and the integration of disturbance and event information are the most

Table 3. Expansion stages of public displays in public transport

Stage Dynamic
information

Interactivity Individualization

1 Static information low no no
2 Dynamic Information middle no no
3 Interactive Information middle yes no
4 Interactive Individual

Information
high yes yes
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valuable additions for users. Through these measurements, the usage times can be
reduced compared to stage one. As an example, Fig. 2 shows the search duration for a

stop point on a map with knowledge of a place and without compared to the search
duration with and without support function for users without knowledge of a place.
Interactive Information. One of the major disadvantages of the prior stages, the large
screen size for parallel presentation of all information, is addressed in this stage by
reducing the parallel information and introducing interactivity. As a result, not all the
information is visible and the system can only be used by a single user, which may
require more than one display at a stop point. Additionally, questions regarding the
screen size, menu structure, usage times and overall usability have to be considered.
This stage still focuses on the original paper-based information which can be supported
with functions as mentioned in stage two and additional real-time information.

Interactive Individual Information. While stage one to three focus on collective
information quite close to the original paper-based information, this stage focuses on
individual information, based on basic public transport data. Therefore, stage four is
able to fulfil the individual needs of different types of users and tasks with less need for
specific knowledge of the system and of the place. An integration of real-time infor-
mation as already known from mobile applications and websites in this stage is highly
recommended.

5 Discussion

Our results show that compared to actual paper-based information at stop points, stage
one can already provide sustainable benefit for the users, e.g. by providing more
up-to-date information. The majority of test users welcome the development from
paper-based information to public displays, but the expectations are widely spread. In
addition, the question arises: whether a public display should provide the same func-
tionality as a smartphone application, or if a combination can be found, which serves
the different users’ needs best. A public display could provide the collective and always
available information while the mobile application carries the individual information.

Fig. 2. Search duration with/without knowledge of a place and with/without support function
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Previous studies show [10], that a mix of different information systems enables the
passengers to compare and recheck information, and therefore, provides security along
the journey. This indicates that an answer to this question can only be found when the
whole information system at a stop point and along the journey is considered.

Following the described lab-based usability evaluations, a future field study has to
evaluate these questions and other challenges, e.g. regarding the accessibility, as well
as the connection between the expansion stages and the interaction phases described by
Vogel and Balakrishnan [11]. These phases could provide an additional framework, to
refine the functionality of the described stages.

The described stages allow transport companies to decide what kind of system they
want to develop and provide these companies with an overview of solutions and related
challenges. In addition, the stages can be used as a communication base between all
stakeholders involved into the development process. Considering the described het-
erogeneous expectations, this is vital to follow the same basic idea within the
development.

Acknowledgements. This work was done in cooperation with the Association of German
Transport Companies (VDV) and the German public transport companies: Kölner Verkehrsbe-
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Abstract. In order to manage interruptions adequately, the prediction of an
office worker’s uninterruptible duration is desired. We assumed three factors
that may affect this uninterruptible duration: the type of work, the person’s level
of concentration, and the frequency with which the person is disturbed by
others. For features related to the type of work, we adopted category of using
application and determined the ratio of key-to-mouse usage. The rates of key-
stroke and mouse operation and the application-switching frequency were
selected to reflect a person’s concentration at work. A time of day was selected
as an index which reflects the disturbance frequency. We then analyzed the
relationship between these indices and the uninterruptible duration using 1200-h
data. The results showed that, except for the time of day, a significant rela-
tionship exists between the uninterruptible duration and these indices. The
combination of these indices appears promising for predicting the uninterrupt-
ible duration.

Keywords: Interruption � Prediction � Interruptibility � Uninterruptible dura-
tion � Work rhythm

1 Introduction

The frequency with which a person is interrupted while working has increased with the
development of information systems. However, interruptions at inappropriate times
may decrease a worker’s productivity [1]. To address this concern, studies have been
conducted to estimate user interruptibility and control of interruption timing. Esti-
mating interruptibility has been attempted by assessing various worker conditions such
as the worker’s sitting position and the number of visitors received [2]; vital signals
such as heart rate [3], pen usage, conversation status, and keystroke and mouse
operation [4], and switching of applicationsoftware [5]. The combination of PC
operation with the conversational status [6] or head motion [7] has also been examined
as a means of improving the interruptibility estimation accuracy.

Furthermore, a remote awareness sharing system used in supporting the interruption
judgment of a remote interrupter [8] and an automatic online communication mediating
agent [9] have been developed. These systems allow an interrupter to recognize that a
remote interruptee is not to be interrupted at the moment. However, these systems do
not tell the interrupter how long he or she must wait until the interruptee can be
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interrupted. A solution for reconciling the conflicting needs of the interrupter and
interruptee is to inform the interrupter of an expected waiting period. This method will
allow the interrupter to perform work until the interruption time is reached, thus
improving work efficiency. Simultaneously, this method prevents the interruptee from
being interrupted while he or she is concentrating on the work. To achieve this, the
prediction of interruptibility of a worker is required.

Several studies have been conducted on predicting future behavior of persons. For
example, attempts to produce probabilistic predictions about a worker’s return time to
his or her office have been carried out on the basis of the personal history [10].
Additionally, modeling of work rhythm has been attempted [11]. However, predicting
the duration in which a person cannot accept an interruption has not been studied.
Therefore, this study examines the feasibility of predicting the uninterruptible duration
of an office worker at a computer. Through experiments, this study assesses examined
relationships between PC operation measures and the uninterruptible duration.

2 Prediction of Uninterruptible Duration

2.1 Duration of PC Work

Among studies on interruptibility estimation, methods employing PC-operation
information have been found to be advantageous regarding the cost and implementa-
tion effort because they do not require setting up physical sensors in the work envi-
ronment. Furthermore, prediction of uninterruptible duration, which a worker cannot
accept an interruption, is desirable as mentioned in Sect. 1. Therefore, we defined the
uninterruptible duration on the basis of the estimated interruptibility using
PC-operation-based method [5]. The system estimates the “acceptable degree of
interruption” at three levels: 1. Low, 2. Neither low nor high, and 3. High for every
500 ms. The system prioritizes application switching (AS) moments over continuous
working period, because breakpoint of the work is more suitable for interruption [12].
However, the increase of interruptibility associated with AS ends in a few seconds [13].
Therefore, this study adopts an interruptibility estimation algorithm for the not appli-
cation switching period (NAS), which is based on four PC-operation indices, as shown
in Fig. 1. In this study, we defined the “uninterruptible duration” as a period in which

Fig. 1. Interruptibility estimation system
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the average interruptibility score for 1 min is less than 2.5. The average score less than
2.5 represents that the estimated interruptibility was at most 2 for at least 30 s out of
1 min. Figure 2 illustrates the uninterruptible duration.

2.2 Measures of Uninterruptible Duration

Several factors are considered that affect the duration of work. We assumed three
potential factors that affect the uninterruptible duration: the type of work, the worker’s
level of concentration, and the frequency of disturbance by others, as listed in Table 1.

Types of Work. Type of performing task might affect the uninterruptible duration. For
example, Internet surfing will require less intellectual activity, then its uninterruptible
duration to be short. In contrast, writing a document requires greater intellectual
activity, we expect that uninterruptible duration will last longer. In addition, category of
using application i.e., WEB browser, will have strong relationship with the task, i.e.,
Internet surfing. Thus, the types of work will be reflected on the category of using
application software. Therefore, we have chosen the category of using application as a
potential index of the uninterruptible duration.

Furthermore, uninterruptible durations vary even if a worker is using the same
application. For example, we use a word processor for both document reading and

Fig. 2. Example of estimated interruptibility transition and definition of uninterruptible duration.

Table 1. Assumed factors affecting uninterruptible duration and examined indices

Features Indices

Types of work category of using application software
Ratio of mouse-to-key usage

Concentration to work Rate of keystroke detection
Rate of mouse-operation detection
Application switching frequency

Frequency of disturbance from others Time of day
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writing. Writing a document appears to require greater intellectual activity than reading
a document. Moreover, document writing requires more keystrokes than does reading.
Therefore, the ratio of mouse-to-key usage is considered as an index of uninterruptible
duration.

Concentration at Work. If a worker loses concentration performing work because of
internal factors such as fatigue, he or she will gradually lose focus on the task at hand.
In addition, this lack of focus will induce a change in physical activity such as a
decrease in the number of keystrokes. Therefore, measurements of the keystroke and
mouse operation detection rates and application-switching frequency are assumed to
predict the uninterruptible duration.

Frequency of Disturbance by Others. Disturbance by others is impossible to predict
because it is an outside factor from a disturbed worker. However, the chance of
disturbance, such as from visitors, will vary depending on time of day. Therefore, we
hypothesized that a time of day has a relationship with the uninterruptible duration.

We then analyzed the relationship between the uninterruptible duration and the six
selected indices, which are related to the previously mentioned three factors.

3 Analysis of Uninterruptible Duration

3.1 Analyzed Data

In order to analyze the relationship between the uninterruptible duration and PC
operations, we recorded the PC operations of workers and automatically estimated the
interruptibility levels as they worked. The experiment is shown in Fig. 3. We recruited
four participants: two university students and two faculty members. The participants
performed ordinary research and miscellaneous activities without any restriction on
tasks to perform. The average recording time of PC operational record per day was
approximately 10 h. The number of recorded days for a month varies with the par-
ticipants from 10 to 20 days. The entire data set of PC operation consists of 1200-h.
The individual recorded periods were three and two months for each student and each
faculty member, respectively. The PC operation records include the system time, the
estimated interruptibility, the name of application used primarily, and the keystroke and
mouse usage. The activities observed most were: document writing, data analysis,
programming, and internet surfing. Disturbances by others were occasionally observed.

The distribution of the recorded uninterruptible durations is shown in Fig. 4.
Durations less than 3 min were excluded because predicting when these short tasks
would end was unnecessary. In addition, we assumed that at least 3 min of
PC-operation information is necessary for prediction. The number of uninterruptible
durations exceeding 3 min was 1819. The average duration was 15.4 min. The most
frequently observed duration was between 4 and 6 min. The number of observed
uninterruptible durations exhibited a tendency to decrease with the duration. We also
observed several long uninterruptible durations greater than 40 min. The application
software primarily used by faculty members were web browsers and software devel-
opment tools known as Visual Studio. Longer uninterruptible durations took place
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more frequency at night. The main application software used by students were web
browsers and the Excel spreadsheet program. Students performed these activities pri-
marily in the afternoon.

3.2 Method of Analysis

We clustered the uninterruptible durations on the basis of the six indices discussed in
Sect. 2.2.

The using application software for each uninterruptible period is defined as the
application whose total focus time is the longest among the used software. The
applications used mostly were: Explorer, web browser, Acrobat Reader, Word, Excel,
and Visual Studio.

The keystroke detection rate is determined on the basis of the proportion of the
keystroke detection time during the uninterruptible duration. Here, the uninterruptible
durations might be different among superficially similar activities such as writing busi-
ness documents, user’s manuals, and research manuscripts. Moreover, the differences in
duration may be related to the keystroke detection rate. Therefore, we divided the
keystroke detection rate into six percentage ranges: 0–5 %, 5–10 %, 10–15 %, 15–20 %,
20–30, and > 30 %.

The mouse-operation detection rate is defined as the proportion of mouse click or
wheel usage time to the uninterruptible duration. We divided the mouse-operation
detection rate into three percentage ranges: 0–5 %, 5–10 %, and > 10 %. We speculate
that the uninterruptible duration of work having a high mouse-operation detection rate,
such as when surfing the Internet, is shorter.

The rate of mouse usage is the proportion of the mouse-operation detection time
to the keystroke detection time. We divided this rate into five ranges: 0–0.5, 0.5–1.0,
1.0–1.5, 1.5–2.0, > 2.0. A rate close to zero means that the worker is mainly using the
keyboard. A value greater than one represents tasks mainly using mouse. We expect
that tasks mainly using a mouse require less intellectual activity, and their uninter-
ruptible durations are short.

Fig. 3. Experimental system for collecting records for analysis
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The AS frequency is defined as the average switching frequency per minute.
However, it is obviously difficult to work using application software, which is only
focused on for few seconds. Furthermore, a previous study reported that it requires
more than 2 s to start working after a task transition [13]. Therefore, we omitted
applications, which are focused on for less than 2 s. The AS frequency was divided into
four levels: 0–1, 1–2, 2–3, > 3. When the detected AS frequency is less than one, the
worker is considered to be mainly using one software application. When the
application-switching frequency exceeds three, it indicates that the worker is using
multiple software applications for a task.

We defined a time of day as the time when the uninterruptible period starts, which
is the time when the 1-min average interruptibility fell below 2.5. Because the fre-
quency of interruption from other persons could be different in the morning, afternoon,
and evening, we divided the time of day into four levels: before 12:00, 12:00–15:00,
15:00–18:00, and after 18:00. It is speculated that interruptions from others occur more
often in the afternoon and less in the evening.

We calculated the above-mentions six indices for each detected uninterruptible
duration, which represents a unit of concentrated work. Then, we calculated the
average uninterruptible durations for each cluster of each index.

3.3 Results

Figure 5 shows the average uninterruptible durations for each cluster of the six indices.
The dotted line represents the average value for all durations.

Category of using application. From the result, the uninterruptible durations were
significantly different depending on the using application software. The uninterruptible
duration was especially shorter when the interruptee was using a web browser. On the
other hand, the duration became longer when the worker was mainly using Excel or

Fig. 4. Distribution of uninterruptible durations
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Visual Studio. The longer lasting uninterruptible durations for the data analysis and
programming suggest their larger task size in terms of intellectual activity requirements
compared to web browsing.

Ratio of Mouse-to-Key Usage. Basically, a significant tendency is observed in which
the uninterruptible durations decrease with the increase in the mouse-to-key usage
ratio. This coincides with the expectation that PC operations using a mouse require less
intellectual activity than text writing using a keyboard. Interestingly, it was also

(a)      (b) 

(c)       (d) 

(e)      (f) 

Fig. 5. Average uninterruptible durations for clusters of each feature: (a) category of using
application, (b) ratio of mouse-to-key usage, (c) keystroke detection rate, (d) mouse-operation
detection rate, (e) application-switching frequency, and (f) time of day.
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suggested that the uninterruptible duration was shorter when the time spent for
mouse-operation was less than half for mouse operation.

Keystroke Detection Rate. As seen in Fig. 5(c), the uninterruptible duration tends to
be longer when a worker is engaged in tasks requiring more keystrokes, as expected.
Durations with a keystroke detection rate of less than 5 % were significantly shorter
than the others.

Mouse Operation Detection Rate. The duration of work with a lower
mouse-operation rate was short, similar to the keystroke detection rate. In particular,
the average duration for work for a mouse-operation rate of 5 % or less was 7 min and
significantly shorter than the other cases.

Application-Switching Frequency. In Fig. 5(e), an increase in the uninterruptible
duration with the AS frequency is observed. It is speculated that the AS frequency
reflects the degree of engagement of a worker in a task. It is also suggested that the
durations for tasks less than or equal to an AS frequency of 1 min−1 are significantly
shorter than the others.

Time of day. The uninterruptible durations during the evening were slightly longer
than those during the day. This is in agreement with our assumption that there are fewer
meetings and visitors in the evening, thereby making the uninterruptible durations
longer. The durations in the morning were also slightly longer than those in the
afternoon.

These results demonstrated that the average uninterruptible durations vary with the
situation. The clusters based on the category of using application, the ratio of
mouse-to-key usage (proportional to key usage), the keystroke detection rate, the
mouse-operation detection rate, and the AS frequency exhibited significant relation-
ships with the uninterruptible duration. These results suggest the possibility of pre-
dicting the uninterruptible duration by combining these indices.

4 Discussion

The average uninterruptible duration of all work was 15.4 min, as described in Sect. 3.
The duration for editing a particular page in Wikipedia was 15 min [14] in the previous
study. Therefore, the observed average uninterruptible duration in this study appears
reasonable in terms of the continuous duration of a single task.

Additionally, we confirmed the variation in the uninterruptible duration with each
index, as shown in Sect. 3. The observed differences almost fulfilled our expectation,
such that the uninterruptible duration varies within the indices. However, the unin-
terruptible durations were longer, mainly when using Explorer, even though we
expected the duration to be short. This is because an interruptee works using multiple
files or applications through Explorer. Furthermore, the work duration when Word was
mainly used was thought to be longer because the worker will concentrate on document
writing. However, the average uninterruptible duration when a user was mainly using
Word was less than the entire average of the uninterruptible duration. This result
suggests that the interruptee uses Word for tasks requiring a higher intellectual load
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(e.g., writing manuscripts) and for tasks with a lower intellectual load (e.g., document
viewing). For the ratio of mouse-to-key usage, we expected to confirm a longer
duration when keystrokes are frequently detected. However, the durations when the
ratio is within 0.5 to 1.5 (i.e., the key usage level and the mouse usage level were
approximately the same) were the longest. We also considered that a ratio less than 0.5
includes data with little PC usage. For example, if a user had 10 keystrokes and two
mouse clicks, it was categorized as a ratio less than 0.5, even though the uninterruptible
duration is short.

In future studies, it is necessary to define and analyze the effects of other features
such as combination of the currently used application. We consider that the inclusion of
a secondary application in the analysis will provide more information on the nature of
the work that the user is engaged in. For example, a user may use a web browser and
editor at a same time while collecting information.

The prediction of the uninterruptible duration is also a future challenge. It is nec-
essary to establish a mathematical prediction model of the uninterruptible duration
based on the indices analyzed in this study. Modeling techniques in addition to
ordinary multiple regression analysis, e.g., mathematical quantification theory class I,
are needed to establish an adequate expression for a mathematical prediction.

5 Conclusion

In this study, we analyzed the relationship between the uninterruptible duration and six
indices on the basis of 1200-h PC-operation data recorded from four participants. The
indices—the category of using application, the keystroke detection rate, the
mouse-operation detection rate, the ratio of mouse-to-key usage, and the AS frequency
—demonstrated significant relationships with the uninterruptible duration. We also
confirmed that the uninterruptible duration possibly depends on the time of day. The
next step is to establish a prediction model for the uninterruptible duration on the basis
of the discussed indices.
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Abstract. Although it is important for our daily lives and works to keep things
tidy and in order, it is difficult to always keep it especially in the shared space
because it is unclear who has the responsibility. In this study, therefore, a
method to persuade them to change their daily behaviors has been proposed
from the concept of Ambient Intelligence. In order to realize the method, a
system has been developed to encourage them to keep things tidy and in order
by personifying the shared space. The personified system expresses its emotions
in response to the degree of the disorder. The system consists of (1) a disorder
estimation function from the captured image of the shared space by a camera,
(2) an emotion creation function of the personified space by the transition of the
disorder, and (3) an emotion expression function in appropriate timing. In
addition, a case study had been conducted for 31 days to evaluate the system in a
student room of a laboratory. As the result, the longer they stayed in the room,
the more they watched the messages of the personified room, and improved their
consciousness and habituation of keeping the room in order. However, the users
who rarely stayed in the room did not improve the habituation.

Keywords: Ambient Intelligence �Persuasion �Nurturance �Anthropomorphism

1 Introduction

There are shared work spaces where we usually use for our daily work such as meeting
rooms and work tables. However they are sometimes left disorderly because the
responsibility to manage the shared work space is unclear. In this study, therefore, a
tidy-up promotion system has been proposed as shown in Fig. 1 where a personified
shared space joins the micro-blog community in which the users of the space join. And
it submits the tweets which are corresponding to the emotions generated by the degree
of disorder of the space. It aims that the tweets arouse the users’ emotions to help the
room (nursing desire [1]) and promotes their tidy-up behaviors. In addition in this
study, the system was developed and evaluated through a month case study.
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2 Related Works

There are lots of research studies which utilize interaction with computers in order to
persuade someone to do something. B.J Fogg summarizes them systematically by using
a coined word ‘captology’ which means ‘Computer as persuasive technologies’ [2]. On
the other hand, Ambient Intelligence (AmI) has been proposed which are intelligent
agents embedded in the environment [3]. The captology based on the AmI has been
also discussed. Here, Kaptein et al. indicate the following persuasion factors in order to
promote their behavioral changes [4];

• They feel that the provided information is reflected to the actual state.
• They feel that the object which persuades is similar to humans.
• They feel that the persuasion is directly given to them.

In case of the shared space, however, it is difficult to realize the last factor because
attribution of the responsibility is sometimes unclear.

The personified agents in micro-blog are called ‘bot’ and they are often used [5].
They have various mechanisms in order to be seen like human, but there is no work
which promotes tidy-up behaviors based on arousal of nursing desire.

Fig. 1. Outline of tidy-up promotion system
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3 System Design

3.1 Objective of the System

The objective of the system is to promote the users’ own tidy-up behaviors by per-
sonifying the shared space where the responsibility to be cleaned and well-arranged is
unclear.

3.2 System Requirements

The system requirements based on the concept to arouse their nursing desire and
persuading factors mentioned in chapter 2 are described as follows;

1. The users feel that the provided information is reflected to the actual state.
2. The users feel that the personified shared space is similar to humans.
3. It arouses the users’ nursing desire to the shared space.
4. It improves the users’ tidy-up behaviors.

As the precondition to introduce the system, all the users are participating to a
micro-blog community where the personified shared space submits its tweets.

3.3 Outline of System

Figure 2 shows the process flow of the system. When detecting a user comes to the
shared space, the degree of disorder is measured. Then the emotion of the shared space
is generated by the current degree of disorder and its change from the time of the last
submission to the micro-blog is calculated. If the time interval from the last submission
is longer that a certain period, one of the prepared sentences corresponding to generated
emotion is submitted.

Fig. 2. Process flow of system
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3.4 System Implementation

The system has been implemented as follows;

User Detection. In this study, the system employs an image processing method to
detect the user because it is convenient to introduce the system into the practical work
space using only ordinary camera. The human body detection method by HOG (His-
tograms of Oriented Gradients) feature values [6] of OpenCV [7] has been employed in
the system.

Estimation of Degree of Disorder. Another image processing method has been
employed to estimate the degree of disorder of the shared space. Actually a probabi-
listic Hough conversion has been employed which was proposed by Ishii [8]. This
method extracts line segments from the captured image by probabilistic Hough con-
version and the number of the extracted line segments is considered as the index of
disorder. Most of artificial objects have rectilinear contours such as books and sta-
tionaries so that it becomes higher when there are lots of artificial objects in the shared
space.

Generation of Emotional Messages. Table 1 shows examples of the emotional states
and corresponding messages submitted to the micro-blog by the shared space. In this
study, the degree of disorder is first measured by the number of the line segments (Nseg
(t)) and is classified into four categories which are ‘Very ordered’, ‘Ordered’, ‘Dis-
ordered’ and ‘Very disordered’. Then the change of disorder degree from the last
submission (⊿Nseg = Nseg(t) − Nseg(t−1)) is calculated and classified into six cate-
gories. In other words, there are totally 24 states and they are corresponding to the
emotions of the shared space as shown in Fig. 3.

As shown in Table 1 and Fig. 3 the emotional messages based on the left side of
Fig. 3 express happiness and gratitude, while those on the right side express anger and
sadness. The messages on the middle which have less change express moderate
emotions. At u3 and t4 in Fig. 3, event information or question to the users are
submitted in order not to bore them.

Message Submission to Micro-Blog. The typical micro-blogging service, Twitter [9],
is employed in this study. The reason is because lots of people enjoy it so that it is
easier to introduce this system into practical use. A PHP script, EasyBotter [5], is used
to realize the mechanism to submit the messages into the timetable of Twitter. Plural
messages which correspond to 24 emotional states were prepared in advance and they
are submitted according to the degree of disorder of the shared space.

3.5 Information Presentation

The timeline of Twitter can be easily accessed by such as web browsers of PC and
smartphones. In addition, a mini display which has 8-inch LCD is set around the shared
space in order to make the users to easily notice the new message from the shared space
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Table 1. 24 emotional states and examples to be submitted to micro-blog

Fig. 3. Classification of generated emotional states
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without active access to the timeline. Figure 4 shows a snapshot of the mini display.
The timeline including the emotional messages by the shared space is displayed on the
right, while the result of the image processing for the user detection and the mea-
surement of disorder is on the left in order to realize one of the system requirements,
‘the users feel that the provided information is reflected to the actual state.’

4 Evaluation by Case Study

A case study was conducted in order to evaluate the proposed system. It confirmed
whether the system requirements described in 3.2 are realized or not.

4.1 Place and Term

The case study was conducted in a student room of a laboratory of other university. The
term was 31 days from December 22nd, 2013 to January 21st, 2014. It is because at
least two weeks are necessary for the users to become accustomed to the new envi-
ronment [10].

4.2 Participants

The participants are seven people who are P1 to P7 as shown in Table 2. P1 did not
belong to the laboratory so that he didn’t have his own desk in the room. However, he
often comes there because of joint seminar. The frequencies of the space use and twitter

Fig. 4. A snapshot of mini display
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submission in Table 2 express those before the case study. Although P3 and P4 didn’t
have the accounts of Twitter, they registered and got their own accounts before starting
the case study.

4.3 Room Environment

Figure 5 shows the top view the student room. P2–P7 shows the desks which the
participants P2–P7 occupies for their study, while table A, table B and a kitchen sink
are their shared spaces. The table A was chosen to be the shared space in this case study
because it has been frequently used for such as lunch and informal discussions.

Table 2. Attributes of participants

Kitchen 
sink

Shelf

Shared 
Table B

P5

P3P7

P4

P2

P6

480cm 420cm

210cm

180cm

90cm

210cm

750cm

Shared 
Table A

Blackout curtain

Camera

P2~P7: Individual space

Whiteboard

150cm

Refrigerator

Door

Fig. 5. Top view of student room
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4.4 Procedure of Case Study

Figure 6 shows the schedule of the case study. As shown in the figure, the system had
stopped from 12th day to 17th day because it was a New Year vacation so that few
participants stayed at the room. Questionnaires and an interview were conducted along
with the schedule in order to examine their subjective impressions to the system.

4.5 Results

As shown in Fig. 7, there were long sojourn participants P2, P4, P5 and P7, and short
sojourn participants P1, P3 and P6. The effectiveness of the system can be considered
to be depending on the sojourn time at the room. They are, therefore, divided into two
groups in the later analysis.

Evaluation by Short Sojourn Group. As shown in Table 3, P1 and P3 answered
that their tidy-up behaviors were not promoted. Since they have not spent much time in
the student room, they didn’t have much chance to see the messages of the shared table.
The reason why P3 answered ‘No’ for all the questions is that he rarely spent time

Before case study Preliminary questionnaire (1st day)

Under-operation questionnaire (4th day)

Under-operation questionnaire (9th day)

Under-operation questionnaire (17th day)

Under-operation questionnaire (24th day)

Under-operation questionnaire (31st day)

Posterior interview (31st day)

Under case study

After case study

New year vacation
(12th – 17th day)

Fig. 6. Schedule of case study
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Fig. 7. Sojourn time of each participant
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because of his job hunting activity. He also mentioned that he sometimes felt uneasy
for the camera installed in the room. Since P6 also belongs to other laboratory, his
sojourn time was short. However he actively joined the events such as a year-end party
and he was interested in the change of the messages depending on the change of the
shared table state. He mentioned this promoted his tidy-up behaviors.

Evaluation by Long Sojourn Group. All of the participants in this group have been
writing their theses during the case study term so that they have stayed long in the
room. As shown in Table 3, they answered their tidy-up behaviors were promoted. P2
answered positive in all the questions. The main reason is that he felt the tweets of the
shared table were like humans did, especially emoticons such as “(^ ^)” were effective.
P4 felt familiarity to the table and wanted to help it when it suffered, however, she
could not feel it like humans. She also pointed out that the messages of the shared table
did not always reflect the actual situations. P5 answered positive in almost all of the
questions, however, she sometimes felt the system didn’t work well. P7 answered that
he felt the space was like humans, however, he also mentioned that the change of the
emotion based on the change of disorder was too large.

Table 3. Result of questionnaire and interview
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4.6 Discussion

As the results of the case study, the tidy-up behaviors of the participants who stayed
longer were improved because they saw lots of messages by the shared space. How-
ever, only one participant answered positive in the question of “Did the tweets well fit
the situation of the shared space?” so that one of the requirements, “1. The users feel
that the provided information is reflected to the actual state” was not satisfied. As the
message interactions between the participants and the shared table, some of them felt
familiarity to the table and they indicated that the emoticons were effective for the
familiarity. Further consideration is necessary to reveal how to create human-like
messages which give human-like impressions. P3 mentioned that he felt uneasy to be
observed by the camera. It is necessary to explain the system in advance and to obtain
the consent of all the users when introducing it for practical use.

5 Conclusion

The authors have proposed a system which personifies a shared space and submits
emotional messages into the timeline of micro-blog in order to improve the tidy-up
behaviors of the users by arousing their nursing desire to help it. In addition, a case
study had been conducted for 31 days to evaluate the system. As the results, 4 out of 7
participants answered they felt the nursing desire to help the space and 3 of them who
had stayed long in the room also answered their tidy-up behaviors were improved.
However, one of the system requirements, “the users feel that the provided information
is reflected to the actual state”, was not satisfied enough. It is necessary to consider the
method to clearly present the mechanism of the system to introduce it for practical use.
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University. We sincerely appreciate their contribution.
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Abstract. To eliminate the distraction caused by inappropriately timed e-mail
delivery notification, we constructed a prototype e-mail delivery mediation
system. The system was designed to mediate incoming e-mails based on user
interruptibility, which is estimated from PC operational activities of the user.
The system delivers e-mails at higher interruptibility times, especially at
application switching moments, which are considered a substitute for task
breakpoints in work which uses PC. A trial experiment with eight participants in
an ordinary working environment was conducted. The experiment results sug-
gested that e-mails were delivered at higher estimated interruptibility times and
decreased feelings of hindrance regarding incoming e-mails. However, there
were e-mail deliveries at low interruptibility moments even though participants
were using the system. Therefore, further study must be conducted to improve
the system and to conduct analysis on work efficiency.

Keywords: E-mail � Interruptibility � Interruption � Work efficiency

1 Introduction

Computer-mediated human-to-human communication in workplaces has become
popular due to growth of computer technologies and the Internet. Such communication
may facilitate smooth interaction between workers. However, there is a concern that
computer system notifications not reflecting user states may decrease intellectual
productivity [1]. For example, e-mail systems are considered a source of interruption
even though they are well used in many workplaces [2]. In particular, increase of
worker frustration is considered a major problem caused by frequent interruptions.
Therefore, systems that adequately control user interruption are desired.

To address this issue, several studies have been conducted. Sharing awareness
information among workers has been proposed to facilitate smooth communication.
For example, myUnity shares awareness information, including recommended com-
munication tools, selected by the interruptee [3]. This allows the sender to decide the
appropriate time to interrupt a partner. A more automated system, MyVine, also bears
mention [4]. MyVine automatically estimates and recommends communication tools
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based on location, PC operation status, and conversational status. These systems are
proposed to facilitate smooth communication between employees, although workers
still need to judge the timing and appropriateness of an interruption. Therefore, an
automatic interruption mediation system is required.

In order to achieve automatic mediation via computer, the user’s state must be
estimated and reflected in the interruption timing. One of the indices of user state is
called “User Interruptibility.” It is the subjective extent to which a user can accept an
interruption. Several methods are proposed to estimate user interruptibility. For
example, keystroke-based estimation during PC operation [5] and sensor-based esti-
mation [6] have been proposed. On the other hand, studies on multitasking suggest that
interruption has a cognitive impact on an interruptee that it is reduced when the
interruptee is interrupted at task breakpoints [7]. Therefore, user interruptibility esti-
mation methods based on PC operational activities and application-switching, which is
considered a task breakpoints in PC works, has been proposed [8–10]. Because that
method uses no sensors, it has an advantage in terms of implementation effort in a real
working environment. Therefore, this study is designed to mediate e-mail delivery
based on the estimated user interruptibility based on PC operational activities and
application-switching.

It is known that the interruption cost of e-mail is high. However, the automatic
mediation of e-mail delivery with more acceptable timing has not yet been achieved.
Therefore, we have developed a prototype incoming e-mail delivery mediation system
(EDMS) based on the estimated user interruptibility to achieve more appropriate timing
for e-mail delivery.

2 E-Mail Delivery Mediation System

2.1 System Requirements

In order to achieve appropriate mediation by the system, system requirements should
be considered from receivers’ and senders’ points of view, in order to facilitate smooth
communications between workers.

From a receiver’s viewpoint, e-mail interruptions during busy working conditions
(i.e. while the user’s interruptibility is low) should be avoided so as not to disrupt the
user. For example, interruptions should be delayed until a user reaches task breakpoints
while the user is working on highly intellectual tasks. Additionally, the system should
be used as extension of current e-mail systems in order to lower integration cost and to
assure access to stored old e-mails.

From a sender’s viewpoint, e-mails should not be delayed for an excessive time in
order to smoothly communicate with their partner. Otherwise, overall performance of
workers might decrease even though the receiver is not interrupted.

Therefore, the following requirements should be included in order to achieve an
appropriate e-mail mediation system:
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1. Defer e-mail when a user’s interruptibility is low. This can be achieved by blocking
e-mails while user interruptibility is low and allow e-mails to be delivered only
when user interruptibility is high.

2. Low implementation cost of the system. This can be achieved by constructing the
system as a program which is external to the mail server and e-mail clients.

3. Keep access to stored old e-mails. This can be achieved by constructing the system
as a program compatible with current e-mail clients.

4. Prevent e-mails from being blocked for an excessive time. This can be achieved by
increasing the chance of e-mail delivery depending on e-mail deferral time.

2.2 System Configuration

The configuration of the prototype system is shown in Fig. 1. The EDMS was
implemented as a software application that functions between the mail client and the
mail server, which supports POP over SSL. Therefore, EDMS is compatible with any
existing e-mail client; this enables users to access old e-mails.

Essentially, the system relays commands from the client and responses from the
server. Because e-mail delivery notification by mail clients depends on a received
server response, the EDMS controls the notification timing by modifying the timing
and content of the server response.

When the EDMS receives a response from the server notifying it of the existence of
a new e-mail, the EDMS executes a notification determination algorithm (explained in
Sect. 2.4) to determine the appropriateness of delivery timing based on estimated
interruptibility.

Notification 
determination

Mail client Mail server

Interruptibility 
estimation engine

Estimated interruptibility

E-mail Delivery Mediation System

ResponseResponse

PC usage log

New mail
notification

Command Command

User
PC

External 
PCUser

Fig. 1. System configuration
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2.3 User Interruptibility Estimation Method

The EDMS estimates user interruptibility at three levels, i.e., “3: High,” “2: Medium,”
and “1: Low”. Estimation is based on the PC’s operation activity levels at two different
times: application switching (AS) moments and not application switching
(NAS) periods. In both cases, the PC usage information, such as keystroke, mouse
click, mouse wheel, active window name, process ID, window message, and the
number of simultaneously open application windows, is used to estimate the inter-
ruptibility of a user. At AS moments, 19 indices are related to the degree of breakpoint,
such as work discontinuity, application coupling, and indices that are related to the
amount of PC operation activity, as shown in Table 1 [2]. For example, if the number
of open windows decreases, the situation is considered to be the end of a task, which is
estimated to show high interruptibility.

Table 1. Indices of interruptibility at AS moments

id Group 1: Work Discontinuity

A Increase of opened window.

B Decrease of opened window.

C Increase of opened window compared to ave. of last 2 min.

D Decrease of opened window compared to ave. of last 2 min.

E Window message (quit).

id Group 2: Application Coupling

F Window message (clipboard).

G Parent-window to child-window transition.

H Child-window to parent-window transition.

I Reuse of the same application within 2 min.

J Transition to the shell (Explorer).

K Transition from the shell (Explorer).

L Re-transition to the shell within 2 min.

M Re-transition from the shell within 2 min.

N Continuous use of one application over 2 min.

id Group 3: Physical Activity

O Continuous use of one application within 15 sec.

P Typing activity within 20 sec before AS.

Q Mouse activity within 20 sec before AS.

R More than 10% operating time in last 2 min.

S Use of both keyboard and mouse in last 2 min.
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During NAS period, only the indices related to the amount of PC usage can be
obtained, such as the keystroke usage, PC activity detection rate, a combination of
keyboard and mouse usage, and transitions from the shell, as shown in Table 2 [3]. For
example, if a user is working hard, then a higher amount of keyboard and mouse
activity will be detected. This means the user’s interruptibility will be estimated as low.

In addition, the estimated errors for exchanging high-interruptibility and
low-interruptibility during AS and NAS were 22 % and 29 %, respectively, in an
uncontrolled working environment. Because of the low chances of serious errors, such
as incorrectly estimating low interruptibility as high, this method is considered capable
of significantly reducing inappropriate interruptions during a low interruptibility state.

The advantage of the adopted estimation method is that it uses no sensors and can
estimate interruptibility in real-time. Therefore, it is easily integrated into an actual
working environment.

2.4 EDMS Algorithm and E-Mail Delivery Rules

The EDMS executes the following algorithm when it receives a response from the
server notifying it of the existence of a new e-mail. Basically, the EDMS relays the
server response to the client, with or without modification based on the user’s estimated
interruptibility.

1. EDMS holds the response from the server and waits for an increase in the estimated
user interruptibility until the end of the automatic mail-checking period of the client
(determination process). This waiting period allows the EDMS to send a response to
the client at a suitable moment.

2. The EDMS transfers the actual server response to the client when the estimated
interruptibility matches the delivery rules. If there is no match until the end of the
new mail-checking period, the EDMS sends a modified response as if there were no
incoming e-mail. Figure 2 (a) shows an example of mediated e-mail delivery, in
which e-mail is blocked from the beginning of automatic e-mail checking until the
user’s estimated interruptibility reaches a high level. Figure 2 (b) shows an example

Table 2. Indices of interruptibility during NAS period

id Effect of four indices on NAS interruptibility

T Typing activity within 20 sec before

U More than 30% operating time in last 2 min.

V Use of both keyboard and mouse in last 2 min.

W Re-transition from the shell within 5 min.
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in which an e-mail is blocked until the client reaches timeout because the user’s
estimated interruptibility did not reach a high level (notice that the determination
process will occur at the beginning of the next automatic e-mail check by the client).

3. The EDMS checks for the existence of suspended e-mails and suspension time. If
suspended e-mails exist, the rule is relaxed at 30-minute intervals so e-mails are not
blocked for an excessive period, so as to facilitate smooth communication with the
sender. If there are no suspended e-mails, the rules are initialized to be ready for
new e-mail mediation.

(a)

(b)

time

Medium

Low

High

E-mail is blocked
(server response is 
held by the EDMS)

E-mail is 
delivered

Estimated
interruptibility

Automatic e-mail 
check by client

Automatic e-mail 
check by client

EDMS sends actual 
response to client

time

Medium

Low

High

E-mail is blocked
(server response is 
held by the EDMS)

Estimated
interruptibility

Client reaches 
timeout

Automatic e-mail 
check by client

Automatic e-mail 
check by client

EDMS sends modified 
response to client

Fig. 2. Example of e-mail mediation: (a) when e-mail is delivered (b) when e-mail is blocked
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The delivery rules governed by the e-mail suspension time t (in min) are shown in
Table 3. The rules were designed to prioritize delivery during AS periods, which are
considered to be task breakpoints, because they are more reliable for interruptibility
estimation. After the detection of AS moments, the EDMS compares the estimated
interruptibility of immediately before the AS and at the AS moment with the corre-
sponding values. During the NAS period, the determination is based on the 1-min
average interruptibility because the NAS state continues and averaging provides more
reliable scores. Initially, we set the rules and they were adjusted by three pilot users in a
seven-week trial. An adjustment session was performed every Friday to reflect feed-
back received from Monday to Thursday.

3 Trial Experiments

3.1 Experimental Conditions

Trial experiments were performed to evaluate the effect of EDMS on subject feelings of
hindrance. Six faculty members and two university students participated in the
experiments in an ordinary working environment. The experiments were performed
under two conditions: “No EDMS” and “With EDMS” for five days each. We collected
estimated interruptibility at each e-mail notification interval. Additionally, we requested
that the participants rate their feelings of hindrance on a scale ranging from 1 (none) to
7 (strong) at the end of office hours every day. We have also collected the estimated
interruptibility of each participant in order to observe the system’s operation.

3.2 Results

The estimated interruptibility at the moment of e-mail delivery is shown in Fig. 3. Data
gathered while the participant was away from their keyboard was excluded. The
average scores for without and with EDMS conditions were 2.24 and 2.50, respectively
(t-test, p < 0.05). From the graph, it can be considered that the system successfully
decreased inappropriate interruptions to a certain extent. Therefore, the system has
operated successfully up to a certain level.

Table 3. Rules for e-mail delivery (*indicates “irrelevant”)

t<30 t<60 t<90 t<120 120<t

AS *−3 *−3 *−3 *−3 *−3
(Before – At AS) 2–2 2–2 2–2 2–2 2–2

1–2 1–2 1–2
NAS (1 min
average)

3 2.5≤ 2.5≤ 2.1≤ 1≤
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We expected that mediation of incoming e-mails would decrease users’ frustration.
Therefore, we collected subjective feeling of hindrance, which were scored on a scale
from 1 to 7 (1: no feeling of hindrance; 7: strong feeling of hindrance). As the result of
mediation of incoming e-mails, feelings of hindrance decreased from 2.6 to 1.8 (t-test,
p < 0.05), as shown in Fig. 4.

From these results, the EDMS may allow e-mail notifications to occur at more
appropriate times and decrease user frustration.

2.24 
2.50 

1.0

1.5

2.0

2.5

3.0

No EDMS EDMS

Estimated interruptibility

**: p < 0.01

**

Fig. 3. The estimated interruptibility at the moment of e-mail delivery

1.8 

1

2

3

No EDMS EDMS

Feeling of hindrance
*

*: p < 0.05

2.6 

Fig. 4. Feeling of hindrance correlated to incoming e-mails
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4 Discussion

4.1 Prototype EDMS

As discussed in Sect. 3.2, the EDMS reduced e-mail interruptions while the user’s
estimated interruptibility was low. However, we had several requests from the par-
ticipants regarding improvements to the system. One user’s feedback mentions that
“some e-mail seems to have arrived while interruptibility is low even though we are
using the EDMS.” In order to check this phenomenon, we have analyzed the amount of
e-mail arrival during low-interruptibility periods. As a result, 34 e-mails out of 347
overall e-mails were found to have been delivered when estimated interruptibility was
low. The results suggest that e-mails were not immediately delivered after determi-
nation, which means the existence of a lag between the determination process and
actual notification. We are improving the algorithm of the prototype EDMS to reduce
the response lag.

4.2 Evaluation Experiments

One concern regarding the conducted experiments is that we gave information about
e-mail mediation condition to the participants. Therefore, cognitive bias in subjective
hindrance scores is conceivable. To avoid this bias and obtain more reliable results, we
need to conduct an experimental evaluation using a modified system, which randomly
switches e-mail mediation mode.

Another requirement for the experiment is the evaluation of the appropriateness of
interruption timing. One potential method is to look at the user’s degree of engagement
in a task at the e-mail delivery. However, because quantitative measurement of a user’s
engagement in a real working scenario is a challenge, we have to employ a substitutive
index that reflects a user’s engagement. The amount of PC operational activity at time
of interruption is a potential measure.

On the other hand, in the field of cognitive science, it is known that interruption at
an appropriate time reduces the cognitive cost of the interruption. Furthermore,
resumption lag is considered as an index of cognitive cost. Therefore, resumption lag,
which is the time taken to resume the original task from the end of the interruption, is
one of the more promising measures for evaluating the appropriateness of an inter-
ruption. The problem is that resumption lag in a real working scenario is ambiguous
because a user’s task is not constrained and has wide variety. Therefore, we may
approximate resumption lag by, for example, measuring “time until the first PC
operation detection after switching back to the software that was being used before the
e-mail interruption.”

Furthermore, we can expect that receiving email at appropriate timing gives shorter
response time. Because the user would switch to the email task after they have finished
a subtask, a shorter response time would suggest that the user was at the breakpoint of a
subtask. Therefore, response time, which is the time from notification until the user
voluntarily switches to the mail client, may be addressed as another measure for
evaluating the appropriateness of an interruption.
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The final target of this study is to increase the work efficiency of users by avoiding
inappropriate e-mail interruptions. However, overall work efficiency has not yet been
evaluated. Furthermore, the examined environment and duration in this study is rather
limited. Long-term experimental evaluation of work efficiency in a wider variety of
working environments is needed.

Another concern of employing EMDS is that e-mail suspension may increase
message-transmission delay in a working team. The overall team performance is based
not only on e-mail receivers but also on senders. Therefore, analysis of the effect on
e-mail senders and the entire team is also desired.

4.3 Limitations and Future Works

The current EDMS prototype does not reflect the importance or priority of e-mail on
the delivery determination. Because the e-mail receiver may want to receive particular
e-mails, such as e-mails warning of emergencies or e-mails from his/her superior,
reflection of content and sender of e-mail in the delivery determination algorithm will
also be addressed in future work.

5 Conclusions

We developed a prototype EDMS that allows the automatic mediation of e-mail
delivery based on estimated interruptibility in order to provide e-mail notifications at
appropriate times. Currently, the prototype EDMS is still improving the system
response. The next step is an experimental evaluation in an actual working environment
using the improved system.
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Abstract. This paper presents a workflow-based concept of passenger infor-
mation in public transport, in order to ensure a more intuitive and effective usage
of mobile passenger information systems. The workflow-based navigation
concept is derived from a pattern analysis and a field test of current mobile
applications of passenger information, which mainly provide a function-based
navigation. The results of a comparative usability test of workflow-based and
function-based navigation concepts show, that workflow-based navigation can
reduce the number of required tap actions in relation to function-based navi-
gation concepts.

Keywords: Usability � Mobile applications � Workflow � Public transport

1 Introduction

Nowadays, passenger information systems not only include timetable and static trip
information, but also real time and context specific information, for instance about
interchanges, getting on and off the vehicle and disturbance information. Based on this
information, most mobile applications provide a variety of functions [1]. Function calls
within these applications are mainly available by menu and additional option buttons.

The resulting navigation process requires detailed foreknowledge of users about the
system of public transport, for instance available functions of passenger information,
labels, and situation specific benefits [2]. Especially, novices and occasional users of
public transport are often not familiar with passenger information applications and their
range of functionalities. Consequently, untrained users either require some time for
exploring or never take advantage of the full range of functions. As a result, the
usability of mobile passenger application systems in public transport is reduced for
some user groups.

The objective of this paper is to increase the usability of mobile passenger appli-
cations, regarding the adequate access to functionalities. By replacing the
function-based navigation by a workflow-based navigation, which is based on the
context of the journey and the different means of transport, the access and the visu-
alization of the functionalities are adapted to the relevant tasks and the relevant user
needs along the journey [3].
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In particular, the complexity and diversity of information for travelers will increase,
regarding the future of intermodal mobility, which combines public transport with
individual transport and shared mobility services. Therefore, new strategies of inte-
grated and holistic passenger information are required.

2 State of the Art

2.1 Best Practice: A Pattern Analysis of Mobile Applications

Based on the concept of Alexander [4], successful and established solutions for
recurring challenges can be described as so called patterns for a specific area of
application. While Alexander introduced the concept of pattern to the area of archi-
tecture, the pattern concept has been already adapted to other scientific areas, for
instance software development [5], music and neuroscience [6], as well.

The design patterns, which are analyzed in this study, refer to the user interface of
mobile applications for public transport, regarding the navigation functions and design.
The revealed patterns give an overview of predominant navigation schemes within the
development of mobile information systems in public transport. Although the design
patterns do not describe rigid rules or regulations, limiting the development, design
patterns are often applied by developers as tested and inspiring suggestions for solu-
tions of interface design problems [7].

The analysis included 30 mobile applications for passenger information [8]. This
variety of applications from different countries revealed the three following popular
design concepts of navigating in mobile passenger applications:

• Bar navigation (cf. Fig. 1);
• Navigation on the main screen (cf. Fig. 2);
• Foldable navigation (cf. Fig. 3).

Fig. 1. Pattern “bar navigation”
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Next to these design patterns, the content of all analyzed navigation items is related
to the same conceptual system, in which the names of the items always refer to a
function or mobility specific content. The most common navigation items, which are
used in more than 50 percent of the analyzed applications, are “planning”,
“departures/timetables”, “favorites”, and “position and surrounding”. Furthermore
“tickets”, “messages” and “more functions” are used in more than 25 percent of the
applications. A few applications also integrated the items “home”, “options”, “network
maps” or other “services” into the navigation (cf. Fig. 4).

Fig. 2. Pattern “navigation on the main screen”

Fig. 3. Pattern “foldable navigation”
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All of these items have in common, that the name and the distinction of the
navigation items are characterized by the functions or content, which are included.
Therefore, the optimal usage of the navigation requires foreknowledge of the functions
and their benefits. While expert users have a lot of experience-based knowledge of the
mobile applications and the structure of public transport, novice or occasional users, for
instance tourists or ad hoc-users, cannot draw on that kind of knowledge. As a con-
sequence, these users are not able to use all benefits of these mobile applications for
passenger information intuitively.

2.2 Theoretical Approach: Information Needs Along the Journey

In contrast to the conceptual systems of the navigation items, the journeys of travelers
consist of several recurring travel phases, for instance, trip planning, starting the
journey, waiting for the vehicle, entering the vehicle and so on [9] (cf. Table 1).
According to these travel phases, the information needs of the passengers vary [10] and
the required kind of visualization differs correspondingly.

Fig. 4. Overview of navigation items

Table 1. Travel chain in public transport [10]

Phase Preparation Travel

Dealing with disturbances

Step 1 2 3 4 5 6 7 8
Planning

the
journey

Starting
the
journey

Waiting
for the
vehicle

Entering
the
vehicle

Travel
with
the
vehicle

Transfer to
another
vehicle

Alighting
from the
vehicle

Heading
towards the
destination
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The travel chain in public transport consist of different means of transportation, for
instance busses, trams, or trains. Intermodal trips combine public, individual, or shared
mobility services and consequently increase the complexity of the journey. The variety
of means of transport implicates different information needs of the users and different
information functions to fulfill them. For instance, the information need for travelling
within a vehicle of public transport is characterized by the remaining travelling time
and the destination station. In contrast, information on using a bike along the journey
requires extra information on navigating in the streets.

3 Concept and Evaluation of the Workflow-Based Navigation

3.1 Design of the Workflow-Based Navigation

The increasing complexity of information requires a change to a more intuitive navi-
gation in mobile applications for passenger information. The concept of
workflow-based navigation [11] was especially developed for business applications and
is orientated on the sequence of user tasks. The transfer of this concept allows an
orientation for workflow-based navigation along the travel chain with specific user
tasks, instead of the system’s functions.

In order to reveal the required information and functions, according to the travel
phases, a hierarchical task analysis (HTA) [12] of intermodal journeys with different
mobility services was conducted. The HTA detailed the concept of a workflow-based
navigation by assigning the relevant tasks. The necessity of parallel and sequential
functions is systematically analyzed and ordered, in respect to the tasks of a journey.
The results of the HTA revealed, that “trip preparation”, “being on a trip section”, and
“changing between trip sections” are the most relevant stages of a trip with charac-
teristic information needs. The task “handling disturbances” is considered as a subtask
of all stages.

Finally, the relation between information and the stages of a trip is derived from a
systematical analysis of the information needs along the journeys [10] and the results of
a field study about the usage of mobile applications in public transport [13]. This field
study of mobile applications for passenger information was conducted with 36 par-
ticipants along a representative journey with one change of the vehicle. The number of
intended function calls was gathered by analyzing the screencast of the smartphone and
video data of a focus camera. Especially, the situation with functions switching within
one task was analyzed, concerning the reasons of actions in a retrospective thinking
aloud interview. Based on the results of this field study and a statistical analysis of
intermodal travel behavior, the approach of the workflow-based navigation of mobile
passenger information systems in public transport was developed.

3.2 Evaluation Method

The study compares the two conceptual navigation schemes function-based and
workflow-based navigation in a usability test, which is conducted with users of mobile
passenger information systems.
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Test Method. The usability test [14] is based on a typical scenario in public transport.
The scenario consists of a route planning task in combination with the first orientation
tasks for travelling:

• Identifying the line, which has be chosen first;
• Identifying the destination station;
• Identifying the number of stop points to the destination station.

The interviewer accompanied each test session next to the test person, in order to
answer questions and comments. The interactions with the mobile phone in each test
session were video-taped and analyzed, in regard to the number and kind of user
interactions. In order to ensure comparable results and reduce the learning effects, each
user conducted the test either with the function-based or with the workflow-based
navigation.

Test Persons. The test was conducted with 10 male test persons between the ages of 18
and 35 years of age. Every test person had medium knowledge of the public transport
system and limited knowledge of the scenario place. All users were very experienced
smartphone users.

Test Objects. For this study two functional prototypes of mobile applications for
passenger information were developed. Due to a better comparability, both prototypes
were designed according to the pattern of bar navigation (cf. Fig. 5). Thus, both
navigation concepts were permanently present at the screen during all test tasks.

(1) Function-based navigation. The prototype with the function-based navigation
includes the most popular navigation items “planning”, “departures/timetables”,
and “favorites”, which provide detailed information of a planned journey. In
addition, “messages” of disturbances and a vehicle information function are
included.

(2) Workflow-based navigation. The developed workflow-based navigation is orien-
tated towards the stages of a trip, instead of the functions. The concept provides
different levels of detail: a planning overview for the preparation, a journey
overview, and detailed trip section views for the travel. The available information
and functions are displayed at the according stages of the trip.

3.3 Evaluation Results

The user interactions were counted and documented in connection with the purpose and
the kind of interaction, by the reference of the video material.

The first analysis criterion is the total number of user interactions. In contrast to the
hypothesis, that a workflow-based navigation could decrease the total number of
interactions, the results revealed only negligible differences for the mean value of the
total number of interactions (cf. Table 2). But the single results of the test persons show
a higher dispersion for the function-based navigation from a minimum of 7 interactions
to a maximum of 12 interactions. Opposing these results, the workflow-based navi-
gation shows a lower dispersion from 6 to 9 interactions.
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The detailed analysis of the kind of interaction reveals more differences regarding
the purpose and the actions. Both prototypes required the usage of tap actions, in order
to reach the visualization screen for the next task, and swipe or slide actions, in order to
compare the information of different trips or trip sections within one visualization
screen. The mean value of the tap actions, which are the basic required actions to solve
the tasks, are distinctively reduced from 5.4 tap actions in the function-based navi-
gation to 3.2 tap actions in the workflow-based interactions, which nearly meets the
minimum of three required tap interactions.

None of the interactions of the workflow-based navigation referred to the naviga-
tion bar, because all interaction steps could be clearly followed by interaction buttons
in the visualization area, without returning to previous screens. The navigation buttons
were highlighted, according to the next step of visualization, and were used as ori-
entation by the users.

The lower number of tap interactions in the workflow-based navigation were
equalized by the higher number of slide and swipe actions. Due to the vertical visu-
alization of the trip results, the test persons used more slide actions to compare the
results than for the horizontal visualization in the function-based navigation. Moreover,
the lower mental workload to orientate and navigate between the functions in the
workflow-based navigation might have encouraged the test persons to spend more time
for comparing actions.

Fig. 5. Screenshots of the prototypes with function-based navigation (left) and workflow-based
navigation (right).

Table 2. Number of interactions in comparison

Total number of
interactions

Number of tap
actions

Number of
swipe/slide actions

Functions-based
navigation concept

�x = 9 �x = 5.4 �x = 3.6
σ = 1.9 σ = 1.34 σ = 0.89

Workflow-based
navigation concept

�x = 8.4 �x = 3.2 �x = 5.2
σ = 1.3 σ = 0.44 σ = 1.30

�x = mean; σ = standard deviation
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4 Discussion

The approach of the workflow-based navigation provides an intuitive and task-oriented
concept for mobile information systems along the journey. The usage and benefits of
mobile passenger information are related to the appropriate phases of a journey and the
appropriate pre- and post-tasks. By this means, mobile passenger information systems
can be used more intuitively and efficiently, especially by novice and occasional users.

In addition, mobile application systems also refer to the context, in which they are
used. Krannich [15] describes influences of the situational dimension of the environ-
ment and the cognitive dimension of the user on the interactions with mobile appli-
cations. Some of these influences can be recognized sensor-based, for instance physical
movements, temperature or the loudness of the environment. According to these data,
travel phases can even be differentiated and the visualization screen can automatically
be adapted to the workflow of the user. This development might decrease the number
of required tap actions.

The revealed workflow-based navigation concept of mobile passenger information
systems is validated in lab-based usability tests. As a next step, the results should also
be validated in the field, using fully operative mobile applications as test objects, in
order to compare the usage of function-based and workflow-based navigation, con-
sidering the different contextual influences of travelling. Further evaluation should also
include individual mobility and shared mobility services, in order to evaluate the
benefits of a seamless mobility information for integrated and intermodal journeys.
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Abstract. This study investigates what kind of mental image a design triggers
when a user views the user interface and whether that image would be matched
with the image of the real object in the user’s mind.

In this study, a standard scenario to design a remote control for lighting and
temperature controls was given to 200 students completing an HCI course at
graduate and undergraduate levels. The given scenario asked each student to
provide a low fidelity prototype of a suggested design within a timeframe of
10 min. These prototypes were then classified and grouped into either concrete
or abstract designs.

The results of these investigations show that a majority of participants
perceive abstract representations for their design rather than concrete: a depic-
tion of a real light switch to represent turning lights on and off.

Keywords: UI design � Paradigms � UI designer � Mental image

1 Introduction

User interaction with computers is now a constant in our lives, an active part of our
daily routines. We are not only using computers to perform tasks but also for common
instances working through remote Internet access to control devices such as home
security devices, camera surveillance, and temperature light controls. All users, from
young to old, count on user interfaces to work for them in helping them successfully
complete their essential tasks. One of the issues that have been observed is how the
interface should be designed so that it properly reflects how users want to view the
devices they are remotely managing.

The question comes up as to what kind of mental image should the design trigger
when a user views the user interface? The knowledge as to how this mental image
matches the real concept of the user interface is key to creating a capable design.

A variety of researchers investigated mental images, imagery and perception and
their effect on how we interact with our world. To mention a few examples, Norman
suggests that people form internal representations or mental models of themselves and
the objects with which they interact which create predictive and explanatory powers for
understanding the interaction (Norman, 1983a) [1]. Gentner and Stevens (1983) [2]
support the concept that mental models are based on the way people understand a
specific knowledge domain. Johnson-Laird [3] believes that mental models play a
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central and unifying role in representing objects, states of affairs, sequences of events,
the way the world is, and the social and psychological actions of daily life (p.397).

Many researchers are focused on how mental images differ among designers and
users. Overall, two mental models are distinguished: a user’s mental model, referring to
what an end user believes about a system (Nielsen 2010) [4], and a designer’s mental
model, which refers to the conceptualization of what was invented by a designer.
(Staggers and Norcio, 1993) [5]. Nielson believes that “What users believe they know
about a UI strongly impacts how they use it. Mismatched mental models are common,
especially with designs that try something new” (Nielson 2010). Several studies tend to
investigate, understand and use mental representation to design interfaces that are based
on users mental and propose formwork (X. Qian, Y. Yang & Yong Gong, 2011) [6].

Athaavankar’s (1997) [7] study illustrates that a designer creates virtual models in
his/her ‘‘mind’s eye,’’ then manipulates and alters them, and makes them behave
according to his wishes during the development of his ideas.

This study tries to understand how the object type and designer representation affect
the user interface of the devices that those interfaces control. To understand this we
made the hypothesis that if the user interface were presenting the virtual image of the
object that the UI controls, it would be easier for the user to manipulate or control
through the UI versus an abstract representation by the user interface. For example, to
turn a light on and off, it would be easier to click on a representation of lighting than
checking a checkbox. Or to regulate temperature, it could be manipulating a virtual
representation of a thermometer rather than entering or moving up and down a field.

2 Method

Over a period of one year (2014 and 2015), a design exercise was given to 200
graduate and undergraduate students who were taking an HCI class. The participants
were a mixture of human factors and software engineering students. The students were
at mid-level of the course and already had fundamental knowledge of HCI and user
interface design. The exercise was given during class time, and students were given
10 min to provide a 1 page paper prototyping (low fidelity) of a design case with no
other instruction besides what was written on the exercise description (Table 1).

After collecting the prototypes, they were classified into the following categories,
Virtual and Abstract. The virtual were divided in two sub-categories: Concrete and
Semi-Concrete (See Figs. 1, and 2).

3 Results

Charts 1 and 2 show the percentage of design types classified as Concrete, Semi
Concrete and Abstract for the Light control and Temperature control.

The results show that 71 % of the participants who created a UI for light control had
a more abstract meaning using a nonfigurative image of the object, 4 % Semi concrete
(somehow visualizing the light) and only 25 % had a very concrete view of lighting to
illustrate the on and off functions.
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For the temperature control group, the breakdown was 52 % abstract, 32 %
semi-concrete and 16 % concrete.

4 Discussion

The results of this study suggest that the representations of the controls do not confirm
our hypothesis that people tend to use a concrete representation of the object and its
control. This is supported by the fact that 71 % in one case and 52 % in the second case
were designing a user interface that was quite abstract.

This study just shows a trend but does not provide a fundamental answer or
guideline as to what image would be better to create the right action and reliable
representation in the mind of users. Factors such as the participants’ background in

Table 1. Design exercise description

Design Exercise: A new service application offers people an online account where they are able
to login and use a browser to view and remotely control one’s home lighting and temperature.
6 Wi-Fi sensors are already installed on five lighting controls and one has been placed on the
home temperature control device.

The requirements are:
∙ After logging in to the account through a browser (not needed for this exercise) the user
should be able to see.

∙ Date and time
∙ 5 light switches and their status (i.e. on or off at the present time) with the ability to changed
their status

∙ Home temperature at the present time with the ability to change the temperature
∙ Users: All home owners have different levels of computer knowledge
∙ Expectations: An extremely easy to use and robust system

A- Concrete B-Semi-Concrete C: Abstract

Fig. 1. Classification of the design Categories for light control
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A- Concrete B-Semi-Concrete C: Abstract

Fig. 2. Classification of the design categories for temperature control

Chart. 1. Percentage of participants who used concrete design for light Control
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terms of level of education, and the area of studies might affect their respective design
choices. For example one might think that a student with a software background and
familiarity with UI elements might make them choose a more abstract choice, although
when No significant differences were observed when we separated the software
engineering group with the other discipline. Once might think that accessibility of the
concrete object might be more accessible to older adults or to a different user profile.

Further study should investigate user preferences by showing examples of Abstract
and Concrete designs and seeing what participants would prefer between the two
choices.

Acknowledgement. Thanks all my students at San Jose State University who took part in this
exercise.
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Abstract. In conventional pointing cursor environments, selecting a
small object or an object that is at a distance from the cursor takes
a considerable amount of time. To solve this problem, we propose a new
pointing technique called “Airway Cursor.” In the proposed technique,
to select a target object, all users need to do is to specify the direction
toward the target object. To specify the direction, the user simply moves
the cursor a little toward the target object and then clicks. If there are
multiple objects between the cursor and the target object, the user can
select the target object by carrying out this operation on the interven-
ing non-target objects until the target object is reached. This technique
reduces the time to select an object by shortening the distance the mouse
has to move.

1 Introduction

Pointing is one of the most common operations in graphical user interface (GUI)
environments. Conventionally, to select a target object, the cursor first has to
be moved to the exact position of the target object. Further, the selection area
of the object is defined as the area on which a click is performed to select the
object. Thus, in conventional pointing cursor environments, the selection area is
the object itself. The time to select a target object follows Fitts’ Law, defined
in (1) and (2) [1,2]:

Tp = a + b × ID, (1)

ID = log2

(
A

W
+ 1

)
, (2)

where

– Tp is the average mouse movement time;
– ID is the difficulty of movement to select a target object;
– A is the distance between the current cursor position and the center of the

target object;
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– W is the width of the target object; and
– a and b are empirically determined constants, which depend on the device and

the user.

There are two known problems with the conventional pointing cursor technique:
It takes a considerable amount of time to 1) select a small target object, and 2)
select a target object that is at a distance from the current position of the
cursor. In this paper, we focus on the latter issuue. This problem occurs when
an user needs to move his/her mouse over a relatively long distance. Thus, to
reduce the time taken, the distance the mouse moves to select the long-distance
objects needs to be shortened. To solve the problem of selection of long-distance
object, we propose a new pointing technique called “Airway Cursor.” Airway
Cursor improves pointing performance in the GUI by jumping to a desired target
object from the current position of the cursor based on the direction of mouse
movement; thereby, facilitating faster and easier selection. Using Airway Cursor,
users can easily and quickly select a target object simply by moving their mouse
slightly toward the target object.

2 Related Work

In conventional pointing cursor environments, the selection area is on the object;
consequently, the cursor has to be moved to an arbitrary position on the object
and clicked in order to select the object. From (1) and (2), Tp is reduced when the
object increases in size. However, increases in the size of the object are accompa-
nied by proportional increases in the object to screen ratio, which influence other
objects, such as information displayed to the user, being difficult to arrange on
the screen. This is especially problematic when there are many objects that need
to be arranged.

Similarly, Tp can be reduced when the distance that the cursor needs to
move is shortened. The distance from the cursor to objects can be shortened
by reducing the size of the area over which the cursor needs to move (i.e., the
screen). However, this means that the area in which all objects are arranged will
get smaller. Consequently, all objects would have to become smaller. Thus, it is
also difficult to shorten Tp.

There are two practical methods by which Tp can be reduced without the
above disadvantages. The first method is to make mouse movement shorter than
with the conventional pointing cursor. Bubble Cursor [3], Delphian Desktop [4],
and Drop and Pop [5] are based on this idea.

With Bubble Cursor, users can select the object nearest to the cursor by
clicking, even if the cursor is not on the object. This means that the effective
size of the target object is expanded based on Voronoi diagram. Using this tech-
nique, enlarging the effective size of each target object can effectively reduce the
distance to the target object, resulting in users being able to select target objects
faster than with the conventional pointing cursor. However, with this technique,
it is difficult to select a target object in areas that are densely packed with many
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prospective targets. This means that users cannot take full advantage of this
technique in such the situation.

Delphian Desktop predicts the target object that users wish to select based
on the direction and velocity of the mouse movement. After the prediction, the
cursor jumps to the predicted target object. Thus, the cursor is moved faster to
a faraway target object. However, the technique sometimes fails to predict the
correct target object. In addition, in cases where the distance between a target
object and the current position of the cursor is relatively short (less than 800
[px]), the method takes considerably more time than the conventional pointing
cursor to select target objects.

The second method by which Tp can be reduced without the disadvantages
is to decrease the rate of selection error, which occurs when the cursor passes
through the selection area of a target object. Sticky Icon [6,7] and Birdlime Icon
[8] are based on this technique. They can increase W in (1) and (2), but they
also increase the user’s cognitive load.

3 Airway Cursor

Airway Cursor aims to make mouse movement shorter than that of Bubble
Cursor, and without the unreliable prediction of Delphian Desktop.

3.1 Overview

Airway Cursor has two modes: Airway mode and Point mode. In Airway mode,
the entire screen is divided into two kinds of selection areas: a Focused area and
Object areas. The Focused area is around the current position of the cursor,
whereas an object area is determined for each object based on the bisector of
each pair of objects (see Fig. 1). Users can select an object only by clicking the
Focused or Object area that corresponds to that object. If a certain Object area
is too small to click, then an object area is not created. Nevertheless, a farway
object without its own object area can be selected by skipping on intermediate
objects, as illustrated in Fig. 2, based on the division of areas that are refreshed
at each object in the skipping activity. In Point mode, an object can be selected
in the same manner as that of the conventional pointing cursor.

3.2 Assigning Selection Area

The method by which selection areas are assigned is illustrated in Fig. 3. In this
figure, each number written in italic for each selection area indicates that the
area is for the object with the corresponding number.

1. (a) if the cursor is on a certein object then
i. the object under the cursor is labeled Of .
ii. A focused point is defined as the center of Of .
iii. A focused area is defined as a circular area whose center is the focused

point. This area is the selection area of Of .
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Fig. 1. Airway Cursor with object areas

Fig. 2. The change of the object areas of Airway Cursor in a dense packing scenario
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(b) else
i. the focused point is defined as the point of the cursor.
ii. The focused area is defined as a circular area whose center is the

focused point.
2. Sets of objects, Sa and Sb, are defined. Initially, Sa has all objects, except for

Of , and Sb is an empty set.
3. The nearest object (labeled On) to the focused point in Sa is removed from Sa.
4. (a) if Sb is not empty then

i. straight lines are drawn from the focused point to the center of each
of the objects in Sb ∪{On}. Further, bisectors are drawn for each pair
of adjacent lines. (These bisectors are called object boundaries.)

ii. If any angle between two adjacent object boundaries is greater than
the specified threshold (15 degree in this paper), then a coresponding
object area is created, and Sb = Sb ∪ {On}.

(b) else
Sb = {On}.

5. (a) if Sa is not empty then
Return to process 3.

(b) else
i. draw boundaries for the objects in Sb.
ii. Assign each area between two object boundaries as the object area for

the corresponding object in Sb. (As shown in Fig. 4, sometimes two
objects are in the same direction. In such a case, the bisector line is on
the center of both objects. In this case, the right selection area from
the focused point is assigned for the farther object.)

The results at each step in the assignment of selection areas in Fig. 3 are displayed
in Table 1. At Step 13, the angle for Object 5 is less than the threshold mentioned
at 4.(a)ii; consequently, no selection area is created for Object 5.

3.3 User Operation

In Airway Cursor, an user uses two buttons: Button 1 and Button 2. Button 1 is
used for target object selection (the same as the left button in the conventional
pointing cursor).

In Point Mode:

if Button 1 is clicked then
if the cursor is on an object then

that object is selected.
else nothing happens.

else if Button 2 is clicked then
a focused point is defined based on the cursor position (described in Sect.
3.2), and the mode is changed to Airway mode.
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Fig. 3. Selection area assignment example

Fig. 4. Assigning object areas when two objects are in the same direction from the
focused point
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Table 1. Transition of object sets in the arrangement of selection areas in Fig. 3

Step # Process Of On Sa Sb

1 1 1 − − −
2 2 1 − 2, 3, 4, 5 φ

3 3 1 2 3, 4, 5 φ

4 4.(b) 1 2 3, 4, 5 2

5 5.(a) 1 2 3, 4, 5 2

6 3 1 3 4, 5 2

7 4.(a) 1 3 4, 5 2, 3

8 5.(a) 1 3 4, 5 2, 3

9 3 1 4 5 2, 3

10 4.(a) 1 4 5 2, 3, 4

11 5.(a) 1 4 5 2, 3, 4

12 3 1 5 φ 2, 3, 4

13 4.(a) 1 5 φ 2, 3, 4

14 5.(b) 1 5 φ 2, 3, 4

− : N/A

In Airway mode:

if Button 1 is clicked on a focused area then
if the focused point is on an object then

that object is selected.
else nothing happens.

else if Button 2 is clicked on a focused area then
the focused point is removed, and the mode is changed to Point mode.

else if Button 1 is clicked on an object area then
the cursor jumps to the center of the object corresponding to the object
area, the focused point is moved to the center of the object, and the
object is selected.

else if Button 2 is clicked on an object area then
as with Button 1, the cursor jumps to an object, and the focused point
is moved. However, the object corresponding to the object area is not
selected.

3.4 Shortening Mouse Movement

If there is no objects in the same direction between the cursor and the target
object, the user needs only move the cursor the distance of the radius of the
focused area. On the other hand, if there are many objects in the same direction
between the cursor and the target object, the target object will not be assigned
an object area like the case for Object 5 in Fig. 3. In this case, the user needs
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to select some intermediate objects. The distance between the cursor and the
target object is represented by Dain (3) below:

Da = (N + 1)Dc, (3)

where

– N is the number of intermediate objects, and
– Dc is the radius of the focused area.

Initially, the cursor is on the focused area. If an object corresponding to the
focused area is a target object, A in (2) is zero. In this situation, Dc can be
suffiiciently small, because ID does not increase in any W = Dc. Consequently,
even if N clicks are needed, Da is sufficiently small that ID will not increase.

3.5 Influence of Multiple Clicks

Fitts’ Law is assumed for the situation in which the user selects a target object
via a single click. In the case where an intermediate object is utilized in selecting
the target object by Airway Cursor, multiple clicks are needed, resulting in extra
time being incurred. The extra time incurred by an aditional click is a in (1),
which is mainly for recognizing the target object when using Airway Cursor
to select a target object. The position of the target object remains unchanged
during the selection process; consequently, the direction of each mouse movement
between clicks can be easily predicted. This means that the constant a after the
first click may be small. Therefore, the time for selecting a target object can be
short, even when an user selects intermediate objects.

4 Conclusion

We proposed a new technique called “Airway Cursor” that reduces the distance
the cursor needs to move to select a target object, regardless of how such objects
are arranged. Consequently, users can select target objects quickly with Airway
Cursor.

In future work, we plan to conduct experimental evaluations that compare
the speed of Airway Cursor with other pointing techniques, specifically, Delphian
Desktop and Bubble Cursor. The operation of Airway Cursor, Bubble Cursor,
and Delphian Desktop is not familiar to most persons. Therefore, we anticipate
that participants will need to practice with the three pointing techniques prior
to the start of the actual evaluations.
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Abstract. Advances in Genetics have revealed that many diseases are related to
genetic factors. In this context, family health histories play an increasingly
important role in healthcare, aiding practitioners in the diagnosis, risk assessment
and treatment of various conditions. The clinical pedigree, a graphic represen-
tation combining family structure and clinical information, is a well-accepted tool
to represent family health histories. At present this tool remains underused,
possibly due to the lack of pedigree management tools in health information
systems. OntoFam addresses this problem by offering a clinical pedigree infor-
mation system that can be integrated with current health information systems.
This paper presents the method used to create OntoFam’s interactive pedigree
visualization by wrapping an existing open source pedigree drawing engine. The
resulting environment allows practitioners to interactively view, create and
manipulate pedigrees. This paper also describes the evaluation strategy that was
developed to assess the system and includes its preliminary results.

Keywords: Family health history � Clinical family history � Pedigree � Health
information system � Electronic health record � Ontofam � Hemophilia care

1 Introduction

The utility of Family Health Histories (FHHs) has been widely recognized, and is
increasing as more and more diseases are linked to genetic factors [1, 2]. FHHs, also
known as Clinical Family Histories, help practitioners in the diagnosis and risk
assessment of patients and their family members in a cost-effective manner; provide
insight as to the most adequate course of treatment for patients [2–4]; and enable the
identification of at-risk individuals before diseases manifest, opening the possibility for
counselling and preventive measures to delay, diminish or completely avoid diseases or
symptoms [5].
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There are several formats available to represent FHHs, both in text and graphical
form [6–8]. The clinical pedigree, henceforward referred to as pedigree, is a broadly
used graphical representation that combines genealogical and clinical information and
offers a good balance of simplicity, expressivity and detail [4]. It is subject to stan-
dardization by the Pedigree Standardization Work Group (PSWG) that regularly issues
recommendations regarding the use of symbols, annotations and layout of pedigrees
[9, 10]. Figure 1 presents an example pedigree in PSWG notation, regarding a family
with a history of sickle cell disease.

Several software packages allow the creation of such pedigrees [11–24], yet few
integrate with existing Health Information Systems (HIS) or Electronic Health Records
(EHR). Using different, disconnected tools for recording patient data and FHHs not
only makes information less readily available, but also potentially results in out-of-date
information and incoherent data. This problem is addressed by OntoFam [25], an
ontology-based clinical pedigree information system that can be integrated with
existing HIS.

During the conception of OntoFam, the team was confronted with the decision of
whether to build or reuse a pedigree drawing engine (PDE) for the system’s user
interface. An investigation revealed that several open-source PDEs were available for
reuse, though none inherently offered the desired degree of interactivity. In fact, most
existing engines follow a “static” approach: they accept an input in a structured text
format and output a graphic pedigree representation; any editing involves constructing
a new input to obtain an updated pedigree. However, by wrapping an existing static
PDE with additional functionality, it is possible to create an interactive visualization.
This was the approach chosen for OntoFam.

This paper presents OntoFam’s interactive pedigree visualization, which allows the
dynamic creation and management of pedigrees. It reuses an existing static pedigree
drawing engine and extends it to allow end users to directly manipulate patient

Fig. 1. Example pedigree in PSWG notation
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information and family structure. Section 2 presents the method used to construct the
visualization and Sect. 3 describes the evaluation strategies and presents the corre-
sponding results. Section 4 concludes this paper.

2 Method

Madeline 2.0 Pedigree Drawing Engine [18] is the chosen PDE for the basis of On-
toFam’s pedigree visualization tool due to a unique combination of favorable
characteristics:

• It generates pedigrees that conforms to most PSWG recommendations;
• It is able to correctly represent complex family structures that some other engines do

not handle [26];
• It generates pedigrees in Scalable Vector Graphics (SVG), an XML (eXtensible

Markup Language) based format that is rendered as vector graphics in modern
browsers and is editable in external software, such as Inkscape, CorelDRAW or
Adobe Illustrator;

• It is an open-source project, allowing aspects of the representation to be extended or
fine-tuned, should the need arise;

• It is actively maintained (the most recent version is from mid-August, 2014).

In its current form, Madeline is a “non-interactive program that is executed from a
shell environment” [27], that is, it is invoked through the command-line and accepts
parameters to customize the output. Input data must be formatted in one of the several
table-based formats allowed. Upon invocation, Madeline renders the corresponding
pedigree onto a file in SVG format. Any changes to the rendered pedigree involve
either editing the SVG in a compatible image editor or altering the input data and repeat
the pedigree generation process.

A separate project that shares some of Madeline’s authors, dubbed Madeline 2.0
Web Service, does allow pedigrees to be built interactively [28]. However, at present
this service is closed-sourced, does not fully exploit Madeline’s capabilities and
requires direct manipulation of the inherent input data-table for relatively trivial tasks
(such as identifying the proband, setting deceased states of specifying clinical condi-
tions, among others).

OntoFam uses a different approach, in which the data-table input is completely
hidden from the end user. The intent is to provide a user interface that is closer to
practitioners’ mindset, allowing data to be manipulated in a way that conforms to their
needs and view-points, rather than those of the pedigree drawing engine.

The fact that Madeline uses SVGs was particularly relevant in the construction of
OntoFam’s visualization method. SVG is an XML language that uses elements to
represent lines and shapes that, once rendered on a web browser, allows client-side
script to interact with the elements and corresponding shapes. This enables end users to
interact with pedigree elements and provides immediate solutions to the needs of
selecting or activating represented individuals – client scripts react to the user action of
clicking an individual by changing its visual aspect (i.e., changing the CSS style of the
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corresponding SVG element) and display a pop-up window with detailed patient
information when an individual is double-clicked.

To add new individuals to the pedigree, menu options are provided to allow the
insertion of relatives to a selected individual. For example, upon selecting an individual
whose ancestry is not yet filled in, the interface will provide options to add the cor-
responding mother and father. Spouses, siblings and offspring can be added to indi-
viduals at any time. This “chained” insertion of individuals ensures that the family
structure is always valid. Figure 2 presents OntoFam’s user interface while editing a
pedigree with 4 generations, and Fig. 3 exemplifies an individual’s popup form,
allowing its information to be viewed and edited.

OntoFam consists of a web application that uses single-page application
(SPA) techniques to wrap Madeline’s invocations and provide an interactive experi-
ence. Whenever the user requests the pedigree information to be changed, the following
process occurs:

1. The user requests the addition, edition or deletion of an individual;
2. Client-side script validates the user action and sends the corresponding information

to the web server;
3. OntoFam’s family database is updated with the new information;
4. The current FHH is formatted according to Madeline’s requirements;
5. Madeline is invoked and an SVG pedigree is generated;
6. The SVG is post-processed on the server;
7. The post-processed SVG is returned to the client and rendered on the browser,

replacing the previous pedigree representation.

Step 6 is used to fine-tune visual aspects and overcome Madeline’s limitations, such as
the lack of individual and generation sequential numbering. The same effect could have
been achieved by extending Madeline’s source code, but the team found preferable to

Fig. 2. OntoFam’s user interface editing a 4-generation family pedigree
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use Madeline as-is and treat it as a “black-box”. This illustrates a useful characteristic
of SVGs: because they are XML documents, it is fairly easy to process and manipulate
an existing graphic, unlike raster-based image formats.

Wrapping Madeline in this manner also allows OntoFam to replace its PDE with
relative ease, should the need arise. Assuming the replacement engine produces
comparable SVGs, the system changes will be limited to the translation of FHH
information into the format accepted by the new engine.

Even though the process involves a number of steps, response times are adequate
and users are not aware of delays caused by server roundtrips. The XMLHttpRequest
(XHR) Application Programming Interface (API) is used in the background to
exchange data with the server and, on step 7, user selections are preserved and scroll
positions are maintained to ensure that, from the end user’s point of view, the pedigree
representation was “instantly” complemented with the new information.

3 Evaluation and Results

OntoFam is currently being integrated with an existing HIS for Hemophilia care –

Hemo@Care [29]. Hemophilia is an X-linked congenital bleeding disorder, with an
estimated frequency of 1 in 10,000 births [30]. Because Hemo@Care deals with a
hereditary condition and is also developed in the University of Aveiro, it is an excellent
candidate for integration with OntoFam. However, the fact that Hemophilia is a rare
disease poses some challenges when it comes to evaluating the resulting system,
namely the limited number of practitioners knowledgeable in Hemophilia care. Thus, it
proved necessary to use evaluation strategies that could be applied with a limited

Fig. 3. Example popup form displaying the properties of an individual
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number of participants. The chosen approach involves three distinct evaluation tech-
niques, executed at different development stages:

• Use of an iterative development process, resorting to expert reviews to validate the
most significant iterations and guide the forthcoming development;

• Conduction of user experience tests with (necessarily few) real users (practitioners
knowledgeable in Hemophilia care) at project milestones, to assess overall system
acceptance in real-world scenarios;

• Conduction of usability tests with non-expert users in greater numbers (students of
Human-Computer Interaction [HCI] courses), to fine-tune the user interface and
possibly detect generic (non-domain) usability problems.

Details and results of each technique are described in the following subsections.

3.1 Expert Reviews

A number of reasons determined the use of expert reviews to guide the development of
the visualization. As previously mentioned, the number of available practitioners is
very limited, due to the disease’s rarity. Also, at early exploratory stages of develop-
ment the user tasks are not always completely understood, hence controlled experi-
ments with concrete tasks do not yet apply [31]. Finally, the team was interested in
understanding what high-level cognitive tasks, such as decision-making and insight
generation, are involved when using a pedigree management system in the context of
Hemophilia care.

Two experts were involved in the periodic reviews: an HCI expert and a medical
doctor with ample experience in Hemophilia care. The HCI expert relied on heuristic
evaluation and personal experience to detect problems and validate design choices,
while the medical doctor acted as a test user and, most importantly, enlightened the
team regarding what low and high-level tasks were deemed necessary in her field. For
example, it was revealed that women in reproductive age within a family with a history
of Hemophilia should be educated about the possible implications in offspring, thus
gender and age should be clearly represented in the visualization. The presence of
inhibitors is also of great importance; therefore it should be visible on the pedigree. It
was also learned that due to the X-linked nature of the disease, a pedigree can be used
as a “map” to differentiate individuals that should be studied from those that can do
without study (and thereby spare human and financial resources).

3.2 User Experience Tests

When expert reviews determined that the system was useable and feature-complete, the
team proceeded to conduct user experience tests. The objectives of such tests include
obtaining “subjective feedback and opinions on the visualization tool” [32] and assess
the system adequacy in real-world scenarios. This is not a “final test”, but rather an
iterative process, where the results of a test session influence the next iterations of the
development process and the design of the following test session.
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Thus far, the team has conducted the first round of these tests. Two medical doctors
knowledgeable in Hemophilia care were invited to participate, guided by three
observers. After an open exploratory conversation, where the utility of pedigrees within
the Hemophilia field was discussed, they were given a 10 min presentation on the
system goals and functionality. They were then allowed to freely explore the system for
another 10 min, where they created fictional test pedigrees. The team had prepared a set
of introductory tasks to ensure familiarity with the system functionality; however, the
participants found their way around the user interface with great ease and the observers
were unanimous in deeming these tasks unnecessary.

The participants proceeded to the second set of tasks, which involved constructing a
4-generation pedigree with 26 individuals, similar to that represented on Fig. 2; ana-
lyzing existing pedigrees to detect individuals that should be studied and individuals
that were unnecessarily studied; and analyzing an incorrect pedigree to detect errors,
taking into account the known hereditary patterns of Hemophilia. Upon completing
each task, participants were asked to rate its difficulty using a Likert-like scale. After
performing all tasks, the participants were asked to answer a questionnaire to evaluate
system quality and adequacy.

All tasks were correctly performed by both participants, with the exception of the
pedigree construction. On this task, one of the participants confused the 4th generation
branches and constructed an incorrect family structure. Nearing the end of the task the
participant realized this problem but was told not to correct it, seeing as it was the
system that was being evaluated, and not the user. This error suggests that functionality
to indicate an individual’s relation to the proband may be a useful addition to the user
interface. Both users rated all tasks as easy or very easy, and all tasks were completed
within the estimated completion time.

The answers to the questionnaire were very positive, with both participants
agreeing that the system is adequate to represent FHHs related to Hemophilia care, and
that they would both use the system and recommend it to colleagues (one participant
mentioned that she would also like to use the system applied to the Thrombophilia
field). When asked to rate the overall system on a scale of 1-10 (greater is better), one
participant awarded an 8 and the other awarded a 9-10. No major problems with the
system were found by the participants, though both provided suggestions for further
development: the inclusion of molecular study information (on the patient data but not
necessarily on the pedigree) and the possibility to represent adoptions (not completely
necessary when dealing with hereditary diseases, but relevant nonetheless to get an
holistic view of families with adopted members).

A second round of user experience tests is scheduled to occur shortly following the
time of this writing, with participants distinct from those of the first round.

3.3 Usability Tests

Usability tests with a much larger number of participants are planned for the 1st

semester of 2015. These will consist of controlled experiments performed by students
of Human-Computer Interaction (HCI) courses in the University of Aveiro. Although
these users are not domain experts, their familiarity with user interfaces and usability
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guidelines is likely to allow the detection of generic usability problems. User perfor-
mance metrics, such as task completion time, error ratio and number of clicks, among
others, may also help improve interface design.

4 Conclusions and Future Work

The method used to create OntoFam’s interactive pedigree visualization by wrapping
an existing pedigree drawing engine has proved successful. It hides the process of
constantly feeding the PDE with new input to generate new output, and instead pre-
sents users with an environment where pedigrees can be directly manipulated. Even
though the process involves server roundtrips and constant pedigree regenerations, the
fact that these occur in the background and that the visual context is maintained (such
as selection and scroll position) keeps users unaware of the actual complexity. In their
view, the pedigree is instantly updated on the client browser whenever changes are
made.

The results obtained in the concluded evaluation stages have been favorable, with
comments and suggestions mostly pertaining to additional functionality rather than
faulting the existing system. Results also suggest that practitioners already familiar with
clinical pedigrees will have little or no trouble adapting to the visualization. Even
though these are promising results, it must be noted that, thus far, the number of
participants has been very limited and that broader evaluations should be performed.
This will be the focus of forthcoming evaluation stages.
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Abstract. The mobility behavior of the European population has undergone
significant changes in recent years. New services like bike, car and ridesharing
are arising. The integrated use of different transport modes can be supported
effectively by the features and services of sophisticated smartphones. This paper
describes the methodology and research results concerning users’ behavior,
needs, and requests with regard to intermodal mobility applications.
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1 Motivation

Against the background of changing social values towards resource efficiency and
environmental benefits today’s mobility is less of a choice between different transport
modes, but rather their intermodal integration during a trip. The advancing diversity of
mobility services is combined by the users under very pragmatic aspects in order to get
from A to B fast, reliably, conveniently and as cost effectively as possible. The
resulting travel chains require a high level of information, routing, navigation, and
guidance services including booking, smart ticketing and payment services, largely
based on real-time data and reliable forecasts. This is supported by mobile applications.

As part of the research project “Dynamic Seamless Mobility Information” con-
ducted by a consortium of different public transportation companies, service and IT
companies as well as scientific institutions, the Technische Universität Dresden is
investigating both the general user requirements for dynamic information services (step
1) and the operating concepts within the applications (step 2). In this article we present
selected results of this research project.
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2 Status Quo of Mobility Application Development
and Offered Services

Prevailing mobility applications already have a large number of features well estab-
lished in terms of their technical feasibility. IT specialists are able to realize complex
applications in the areas of information retrieval, route selection, favorite setting,
navigation, travel companionship, alerts or ticket purchasing. However, the informa-
tional support of intermodal crosslinking as well as a seamless integration of different
mobility services still has great potential. Figure 1 displays the result of a portfolio
analysis of 35 mobility applications offered on the German market.

For the analysis, 22 functions were defined to characterize the information and
service level of mobility applications along the travel chain. Following the approach of
the Boston Consulting Group Portfolio Matrix [2], the vertical axis represents the
degree of innovation and the horizontal axis displays the user satisfaction scores of
each application. The innovation degree arose from the nature and scope of the different
functions in combination with the number of highly innovative features. The user
satisfaction scores were transferred from the application ratings found on the website of
the iTunes App Store and Google Play Store respectively.

The result of the portfolio analysis shows that a variety of applications provides
good functional core services but is improvable in terms of their innovation degree
(cash cows). Far fewer applications (stars) offer very innovative features such as
dynamic maps, augmented reality/3D function, voice navigation, proactive companion
services, indoor routing, social network connections and crowdsourcing. Although
some applications, such as Nokia HERE Transit, have a lot of innovative features, they
are not able to convince the users with their performance (question marks) [1].
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Fig. 1. Portfolio analysis of prevailing mobility applications in Germany [1]
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Therefore, the aim of the research project “Dynamic Seamless Mobility Informa-
tion” is to develop a highly innovative intermodal mobility application including
trendsetting indoor navigation features in order to overcome the shortcomings of
existing applications.

3 Identification of General User Requirements
for Intermodal Mobility Applications

3.1 Methodology for User Requirement Identification

In order to investigate the general user requirements for intermodal mobility applica-
tions the empirical research based on two methodological approaches:

Qualitative Interviews. In focus group interviews, as a form of qualitative research
[3], the participants were asked about their perceptions, opinions, needs, and attitudes
towards using mobility applications in different pre-, on- and post-trip situations.
Questions were asked in several interactive group settings encouraging participants to
communicate freely with other group members.

The participants of the focus groups in Dresden and Frankfurt were selected spe-
cifically in accordance with relevant criteria. Prerequisite was the occasional or regular
use of public transport. Furthermore, participants had already retrieved traffic infor-
mation via stationary websites before, and possess a smartphone. In total, at least two
subjects in each group had to be using mobility applications actively. In terms of
socio-demographic characteristics, a balanced composition regarding age, sex, place of
residence (urban, suburban and rural areas), employment status, stage of life, etc., was
intended. People with mobility disabilities were explicitly included in each group.

The guideline supported focus group interviews covered four basic services:
Routing & Navigation, Dynamic Trip Guidance, Social Media and Intermodal
Crosslinking.

The objective of the qualitative focus group interviews was to analyze the user’s
preferences and requirements for intermodal applications, especially with regard to

• their information needs and their pre-, on- and post-trip information behavior,
• the capabilities and requirements for their own orientation and guidance,
• their attitude towards social networks and how social networks can be helpfully

integrated in mobility applications,
• the circumstances under which the subjects are willing to change the transport

means and how the mobility applications could provide incentives to turn towards
previously unused services such as car sharing or bike sharing,

• to develop a typology of different user groups.

Quantitative Interviews. In order to prove the plausibility of findings from the focus
group interviews a broader online market survey with a larger sample was conducted.
The principal user preferences concerning intermodal mobility applications were
investigated using a standardized questionnaire [4]. The survey was conducted in the
area of the Rhine-Main Transport Association in the German state of Hesse in the
period of March to April 2014. The composition of the sample is shown in Fig. 2.
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The online questionnaire sent to 37,000 volunteers by e-mail accomplished a
response rate of 5.3 % (i.e. 2000 fully completed questionnaires).

3.2 Selected Results of User Requirement Identification

The results of the qualitative and quantitative interviews described in Sect. 3.1 indicate:

• the general user requirements regarding the four basic services “Routing & Navi-
gation”, “Dynamic Trip Guidance”, “Intermodal Crosslinking” and “Social Media”

• a specific typology of user groups, each of them in terms of their characteristics
and user requirements for intermodal mobility applications internally homogeneous
but clearly distinguishable from other groups externally.

General User Requirements. The following Table 1 summarizes the results of all
focus groups as well as the online survey. It shows the most needed features and
functions of mobility applications with reference to the four basic services. As an
important result three user requirements could clearly be determined as the most needed
and relevant ones across all phases of travel:

• automatic information about delays and disturbances of any kind
• calculation and display of alternative routes in case of disturbances
• automatic recognition of spontaneous target changes (or when entered manually)

during the trip and recalculation of the route

User Typology. Based on the written and anonymized material of the focus group
interviews a user typology was developed in four steps. Kelle’s and Kluge’s approach
[5] served as methodological basis for the content analysis. As a result of this procedure
four user types could be distinguished. They differ significantly from each other
regarding the character traits “openness” and “level of structured behavior” (see Fig. 3).

The dimension “openness” includes a person’s attitude towards recent technologies
and the readiness to use or reject these. The dimension “level of structured behavior”

Fig. 2. Sample composition
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Table 1. Desired features and functions of basic services within mobility applications

Basic Features Functions
R

ou
ti

ng
 &

 N
av

ig
at

io
n

route planning multimodal comparison of all transport modes with the possibility of 
intermodal linkage

route planning and 
walking speed

easy selection of walking speed “slow”, “medium”, “fast”; input of 
additional mobility restrictions such as luggage, bicycles, strollers etc. 
in order to calculate realistic transfer times
search options based on categories such as stations, POIs, addresses 
(auto-correction is must-have)
display of all available stops in the vicinity, not only the nearest

details about sta-
tions, transfer 
hubs and where-
abouts on the 
route

to provide detailed information on station facilities such as ticket ma-
chines, lifts, stairs, restrooms, transfer spots, platforms, direction of 
travel etc. displayed by different symbols and signs

indoor navigation

to provide an overview about the complete building complex
navigation via images (also user-generated), landmarks, signs, and 
icons
use of augmented reality

outdoor naviga-
tion

in app-solutions desired (without using Google Maps)
synoptic view for related information (similar to Google Maps)
filter features for POI symbols, especially in case of augmented reality

D
yn

am
ic

 T
ri

p 

G
ui

da
nc

e

real-time data
information about departure, scheduled and estimated time of arrival, 
delays, and disturbances in real-time
reliable information about assured connections

storage of fre-
quently traveled 
routes

offline storage of the departure times for these routes
free choice whether information about disturbances are delivered via 
push or pull mode

disturbance assis-
tance

reliable information about the cause and estimated duration of disturb-
ances
planning of alternative routes
routing to the replacement station
information if the planned connection is at risk
automatic push message in case of deviation from schedule with re-
spect to individual preferences

inclusion of POIs 
in route calcula-
tion/rescheduling

to take into account needed time for stopovers in the total routing
in case of delays, automatically finding and displaying alternative
connections

So
ci

al
 M

ed
ia

address transfer
transferring start and destination addresses from social media (face-
book, twitter, contact lists)
possibility of entering an address instead of a certain stop

calendar

link between the calendar and the mobility application to facilitate fu-
ture trip planning
timely reminders
report of overlaps or disturbances on the planned route

distrubance notifi-
cations via user 
networks

relevance filter for notifications, only for important routes (routes 
with daily frequency, current route, interconnected route)
commuting features: Warning about disturbances on the daily route 
during the typical travel time causing tremendous delays
trouble notifications of users should be checked and verified by the 
transport operators

complaints
reporting complaints and irregularities (e. g. not working or damaged 
doors, windows, heating, air conditioners, ticket machines), gross dirt
or lacking personnel services

Service
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describes the degree of personal planning needs, that is, whether a person acts more
planned, structured and foresighted or rather spontaneously.

Subsequently, the main characteristics of the four user types are briefly described.

The Open-Minded Planner. The requirements of this user type are primarily aimed to
his or her needs for structure. Those persons receive their needed security by planning.
Statements such as “I’m not just going at random …” or “I always organize myself first
before I leave…” are typical of this type of person. For the open-minded planner, the
features and functions with regard to the basic service “routing and navigation” are
most important, followed by the features of “dynamic travel guidance”. His or her
openness towards technical developments leaves a wide range for additional functions
of mobility applications with a certain willingness to pay.

The Open and Flexible Type. This user type has the same enthusiasm for technology
such as the open-minded planner, but requires much less structure and foresight. In
extreme cases he or she is not even preparing for a journey. Statements like “and then
I’ll get from A to B somehow” are typical. He or she has much lower information needs
and often makes spontaneous decisions. Therefore, the features and functions of
“dynamic trip guidance” are most important for this person. The benefit for him or her
using a mobility application is especially the retrieval of information, particularly in
terms of real-time data. As a result, these users also have a great willingness to use
sharing services (intermodal linkage), when access to these services is simple and
straightforward.

Basic
Service Features Functions

complaint forms allowing quick and easy information submission by 
predefined complaint categories
text editor to enter special incidents
quick response on complaints submitted

In
te

rm
od

al
C

ro
ss

lin
ki

ng

possible car and 
bike sharing ser-
vices

to provide notes for car/bike sharing services and appropriate infor-
mation already during the initial setup of a mobility application
single sign-on for multiple service providers and offering “roaming”
between different car and bike sharing providers

taxi features
display of different taxi providers
calculation of approximate price for selected trip
taxi request as an in-app solution

ticketing

ticket purchase on smartphones
to show the best ticket option
consideration of tariff zones and giving an alert when the valid tariff 
zone is left

connection be-
tween public 
transport and use 
of private cars/ car
sharing

predictive journey time forecasting
display of P + R parking, including vacant capacities
calculation of additional time for searching parking space, transit 
times etc.

choice and filter 
features

display of available vehicles at car or bike sharing stations (vehicle 
type, state of charge, etc.) car reservation and navigation to the sta-
tion
reliable estimation of the route and arrival time should be given when 
shared vehicles are used on the route
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The Conservative Pragmatist. Similar to the open-minded planner the decisions of this
type are characterized by plans and structures. Information about the journey capa-
bilities is searched at home on the Computer and frequently printed out for use while
travelling. This type rarely falls back on smartphones or even mobility applications.
The conservative pragmatist mostly uses his own vehicle and is only willing to switch
to alternative transport means in case of incidents or unusual events. Then, car sharing
options are taken into consideration as well as taxi features. These should be included
in the application within the basic service “intermodal crosslinking”.

The Reserved Spontaneous Type. This type has the lowest scores regarding the two
dimensions “openness” and “level of structured behavior”. In its spontaneity he or she
is similar to the open-minded flexible type. In most cases, there is no time pressure and
therefore no need to plan the routes carefully or to synchronize times. A typical
statement is: “I always say, as long as the tracks are there, a train will come.” Fur-
thermore, trips on unfamiliar routes and in foreign cities are often taken by surprise.
Towards recent technical developments this type is not very open-minded. This may
even extend to a total refusal of smartphones and services. Thus, the reserved spon-
taneous type is the user group that can be associated least with a mobility application.
The requirements are mainly related to obtain clear and easy accessible information.
Additional functions and features seem rather daunting.

As Fig. 3 shows, the shares of the “open and flexible type” (34 %) and the
“reserved spontaneous type” (44 %) are the highest within the sample. Therefore, the
features and functions of mobility applications supporting particularly pre-, on-, and
post-trip spontaneity as well as information retrieval (see Table 1) have the best per-
formance measures and are needed most.

Fig. 3. User typology
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4 Evaluation of Operating Concepts

The second part of the research project comprised the evaluation of eight operating
concepts for mobility applications regarding their acceptance by potential users.

4.1 Methodology

1,884 oral interviews with public transport passengers were conducted in November and
December 2014 during their trips or at public transit stations of the Rhine-Main Transport
Association. In order to become interviewee the use of at least one mobility application
was prerequisite. This way, a basic understanding of the topic could be ensured. The
interview consisted of two sections: First, general questions concerning the mobility
behavior, use of mobility applications as well as personal details and attitudes were
included. Secondly, the interview subjects were due to assess their acceptance regarding
the operating concepts of mobility applications, each by showing three different screen
designs (e.g. Figs. 5, 6, 7). The participants were supposed to rate each screenshot on a
scale from 1 (poor operating concept) to 7 (good operating concept).

The following operating concepts had to be scored: Menu design, route search,
route options overview, route details, social media, mode choice, indoor navigation and
map display. Moreover, in-depth questions concerning different aspects of each con-
cept were included.

In order to validate the user typology mentioned in Sect. 3.2 a cluster analysis was
conducted. The dimensions “level of structured behavior” and “openness towards
technologies” were determined by calculating the mean of five relating items.
A two-step cluster analysis was applied comprising the Ward-Method in order to find
the optimal number of clusters as well as the K-Means Cluster Analysis [6] for allo-
cating the interviewees to the right clusters.

4.2 Results

The cluster analysis found evidence for four groups of participants. Figure 4 shows
their size and position within the two dimensions. Table 2 gives an overview of
characteristics describing the identified groups.

Especially cluster 4 is located slightly apart from the rest. This group mainly consists
of participants at the age above 65 years who use public transit regularly. This cluster is
neither very open-minded concerning technical innovations nor plans its trips intensively.

Table 2. Cluster characteristics

Cluster Openness Level of structuredness Public transit use Age

1 + − often younger
2 + + (no result) middle-aged
3 ++ ++ very often (no result)
4 −− − occasional and regular above 65 years
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Each of the eight operating concepts was analyzed separately. It has to be men-
tioned that the mean ratings are very close to each other. Therefore interpretation has to
be done carefully. Generally, the existing operating concept from the Rhine-Main
Transport Association was favored by the subjects. This effect must also be taken into
account when assessing the results. Nevertheless, many differences reveal interesting
preferences and attitudes. In the following, three selected operating concept evaluations
will be presented

Operating Concept: Route Search. The results indicate the very classic operating
concept for route searching is favored by the majority of interviewees (Fig. 5, screen 1).
Especially frequent transit users, however, approve of the second screen which has a
very modern design using only few buttons and additional options. Moreover, often used
locations should be represented by shortcuts (e.g. photos) as seen in screen 3 (Fig. 5).

Operating Concept: Route Details. Generally, a design as seen on the second
screen for displaying route details is barely accepted by the subjects. Tables seem to be
a more appropriate format, especially for younger people. Further support regarding a
better navigation than a simple route description is not desired (Table 4).

Cluster 4 rates screen 1 and 3 with very low values. Screen 2 however is favored by
them. The higher average age in this group might cause a preference for less text.

Operating Concept: Indoor Navigation. Regarding indoor navigation, the most
preferred solution uses augmented reality (Fig. 7, screen 1) in order to transfer the right
instructions at the right time. Nevertheless, especially the elderly find written

Fig. 4. Results of cluster analysis

Fig. 5. Screenshots: Route search (screen 1, 2, 3 from left to right)
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Table 3. Mean ratings for operating concept “route search”

Mean Cluster Total 
Sample1 2 3 4

Screen 1 6.30 6.30 6.34 4.98 5.79
Screen 2 4.55 4.94 3.07 3.13 4.90
Screen 3 4.76 4.75 4.72 4.90 4.56

Ratings

Fig. 6. Screenshots: Route details (screen 1, 2, 3 from left to right)

Table 4. Mean ratings for operating concept “route details”

Mean Cluster Total 
Sample1 2 3 4

Screen 1 6.32 6.42 6.16 3.11 5.62
Screen 2 4.71 4.75 4.81 4.67 4.78
Screen 3 4.74 4.64 4.64 3.07 5.41

Ratings

Fig. 7. Screenshots: Indoor navigation (screen 1, 2, 3 from left to right)
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descriptions more helpful (Fig. 7, screen 3). Furthermore, intense public transit users
have higher preferences for augmented reality than others (Table 5).

Cluster 3 and 4 gave low grades to all screenshots. Even though cluster 3 is
open-minded concerning technical innovations, augmented reality elements could not
convince these interviewees. On the contrary, the rather open-minded participants of
cluster 1 and 2 show very high mean ratings for this operating concept.

5 Critical Assessment and Outlook

The investigation of detailed user requirements for mobile applications was very
challenging. Every single user has specific requirements. Should these be implemented
in one single application, it quickly becomes overloaded. Nevertheless, in order to
successfully implement a “one design for all” approach the user requirements have to
be balanced against each other. The developers should try to implement tailored
packages of operating options for a few main user types.

Another problem was the identification of innovative future functionalities, as in
most cases the subjects only had a limited knowledge and imagination. Therefore, it
could be helpful to integrate research results from expert surveys.
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Abstract. The objective of this study is to introduce a method to abstract
complex components in order to create a complete and functional user interface,
simplifying the complexity process of user interface design. An example of a
simple user interface of a game for younger children is explained and its visual
states and transitions represented through a state diagram. However, the level of
detail provided by simple components, to represent the user interface is very
extensive, making lengthy the interface designing process. Thus, it was decided
to increase the abstraction level by introducing a new complex component
structure which, due to its encapsulation feature, allows to group components
into other more complex components, but with more functionality. An
abstraction process through grouping components by levels is detailed, with the
intention of proving the validity of the complex component concept to simplify
the creation of complete, free and functional user interfaces.

Keywords: Abstract interaction objects � Complex components � Visual
interface representation

1 Introduction

In previous studies [8] an interactive visual user interface prototype was created, based
in the direct manipulation interaction style. After the interface has been implemented it
was considered that probably the implementation work could have been reduced if the
system embraced a more abstract component concept. Much work in the field of
interactive graphics involves describing an interface in terms of a collection of inter-
action objects [3, 6, 9]. An AIO represents a user interface object without any graphical
representation and independent of any environment [10]. Usually, is understood as a
conceptual representation of an interface object. A concrete interaction object (CIO)
represents any visible and manageable user interface visual component that can be used
to input/output information related to user’s interactive task and are sometimes called
widgets (windows gadgets). After analyzing the features of 3 AIOs available in the
literature, it was considered the possibility to use complex components to create the
same previous game interface. A detailed process to abstract complex components is
used to verify the components assembling process, in order to increase the level of
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abstraction. The abstraction term is here introduced with the meaning of simplification,
through component’s encapsulation. In this way, it was considered to reduce the
number of components necessary to use to design and to represent a user interface
functionality, in spite of these components being more complex (with more func-
tionality) as the abstraction level grows. Then, a user interface analysis is presented,
considering the level of encapsulation (abstraction) introduced by complex components
usage, considering the number of events, global transitions and visual states. Follow-
ing, some conclusions related with the study are presented.

2 Defined Problem

The interactive visual user interface prototype previously created [8] consists of a
simple game for younger children, containing visual elements representing sport balls
and sport fields. It was possible to use a system to create the visual interface from an
abstract representation which uses simple components (SCs). After the 2D visual game
interface had been specified using SCs, and a prototype be created, it was possible to
verify and to conclude that the level of detail needed to specify visual interface
components, using that system, is too deep and the specification becomes too complex
for the size of actual direct manipulation interfaces, becoming impracticable the
extensive use of it. Thus, it was decided to simplify the design process through seeking
for a method to reduce the number of components needed to build a user interface.

3 Complex Components

The notion of interaction object do not need to be confined to graphics systems,
because it represents a useful structure for thinking and reasoning about the behavior of
interactive systems in general [3, 5]. In the interface designing process, it could be
necessary the appropriate (AIOs) selection and four of them were analyzed: interactor,
abstract data view, virtual interaction object and complex component. A concept of
interactor has been introduced by [4, 6]. It is a component (object) in the description of
an interactive system. The interactors do not indicate a specification language, but an
adequate structure to model an interactive system. It appears as an algebraic concep-
tualization whose usefulness will be higher in the formal analysis of an interactive
system. Some authors advocate the concept of dialog independence, where interactive
systems are designed and implemented with the goal of providing a clear separation
between the user interface and the application [1]. A user interface design concept
which corresponds to that is the Abstract Data View (ADV) [2]. However, its speci-
fication is not considered in the context of a complete interface, focusing primarily on
defining simple components with multiple states and the relationship between them.
According with [9], in the context of user interface development, interaction objects
play a key role for implementing the constructional and behavioral aspects of inter-
action. The author introduced the concept of virtual interaction objects, as synonymous
of (AIOs). However, they are dependent of different interface toolkits supported by
different platforms.
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Thus, as none of the 3 previous analyzed AIOs supports components composition,
it was decided to verify a new component structure [7] which supports that feature,
among others related with supporting visual appearance and interaction: the complex
component. Basically, a CC is a component composed of other components
(simple/complex) which interact with each other through its self events (SEs) and
delegate events/actions (DEs/DAs) working toward a common goal (e.g. a toolbar
allows a user to select a specific tool to perform some task at a given time). DEs and
DAs are together a union mechanism concept related with communication between
complex components. SEs are encapsulated in a complex component and its internal
functionality is responsible for triggering DAs, which will be responsible for triggering
DEs that other complex components will receive. The detail of these internal DAs
functionality is occluded from the interface designer who just needs to establish the
connection between complex components through their DEs.

4 Detailed Process

In order to build the game interface previously indicated, 15 simple components were
used. For each sport ball, three possible visual states have been created (normal,
selected and correct) while in the case of the sport fields two visual states were created
(normal and correct).

After creating all possible visual states of each component, it has been defined
which components respond at which events (the balls and the sport fields in this case).
It was decided to use the “LeftClick” event detection for the user interaction. The
complete functionality of the game is represented by 20 states (nodes) and 48 transi-
tions (arcs) between those states (Fig. 1). The initial state is represented by (State 0) and
the final state is represented by (State 19). The connections (transitions) between the
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nodes (states) always have two parameters associated: the component of the original
node and the event which triggers the visual state change. In order to simplify the state
diagram understanding of this game interface example was decided to not include the
information related with event identification, once the user event is always the same.

4.1 Complex Components: Level 0

The complexity to represent a user interface is given by the number of components and
the number of events to consider, in order representing all the global visual states to be
obtained, from visual transitions generated by user interaction with the interface
components. Following, an analysis is made to the process (distributed over 4 levels) of
creating the interface functionality using complex components. When considering the
complex component concept we always need to establish an entrance level, on which
will be defined the simple components to be used on a user interface and all the possible
visual transitions between them. The simple components will be responsible for the
interface visual aspect. In the case of the game previously described, at this level (Level
0) we will have 15 visual simple components and 12 possible visual transitions (Fig. 2)
between them.

4.1.1 Simple Visual Components: Level 0
Each of the three balls can assume:

– (normal) visual state (SC_Ball_i_N, i = {1, 2, 3});
– (selected) visual state (SC_Ball_i_S, i = {1, 2, 3});
– (correct) visual state (SC_Ball_i_C, i = {1, 2, 3}).

Fig. 2. 15 visual states and 12 visual transitions from simple components
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Concerning the fields, they can assume:

– (normal) visual state (SC_Field_i_N, i = {1, 2, 3});
– (correct) visual state (SC_Field_i_C, i = {1, 2, 3}).

Throughout this paper the terms (normal, selected and correct) are used to identify
the complex components visual states.

4.1.2 Visual Transitions: Level 0
The game functionality, previously described, indicates 4 distinct types of visual
transitions that may occur between the referred 15 simple components:

– TB_1 – Pass the ball from the (normal) state to the (selected) state; (SC_Bal-
l_i_N → SC_Ball_i_S, where i = {1, 2, 3});

– TB_2 – Pass the ball from the (selected) state to the (normal) state; (SC_Bal-
l_i_S → SC_Ball_i_N, where i = {1, 2, 3});

– TB_3 – Pass the ball from the (selected) state to the (correct) state; (SC_Bal-
l_i_S → SC_Ball_i_C, where i = {1, 2, 3});

– TF – Pass the field from the (normal) state to the (correct) state; (SC_Fiel-
d_i_N → SC_Field_i_C, where i = {1, 2, 3}).

We consider a visual transition as a visual state change, triggered by an event
(resulted from user interaction with the interface). According with the number of simple
components and the game rules established, each of the 4 distinct visual transitions
types may occur 3 times (3 visual transitions for each ball and 1 visual transition for
each field). These transitions may occur triggered by events from the user or from the
components itself.

4.2 Complex Component Abstraction Process

Designing hierarchically organized complex components, allows increasing the
abstraction level when designing a visual interface. The method to obtain complex
components by increasing their abstraction levels can be done through a process based
on an iterative cycle. Before starting the process is necessary to establish an entrance
level, in which simple components are identified together with user events and all
possible visual transitions between them (those components will be responsible for the
interface visual appearance). Then, the iterative cycle to abstract complex components
follows 3 criteria:

– Criterion 1: a complex component must have simple/complex components inside of
it (internal components) and the (SEs) in result of user interaction with the com-
ponents be identified;

– Criterion 2: the identified complex components relate to each other through their
input/output delegate events/actions which (or other conditions) are not totally
satisfied;
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– Criterion 3: with respect to new complex component creation conditions, if the
interface is not fully functional and some of the complex components still have
input/output (DE/DA) or other conditions not totally satisfied (e.g. still waiting for
some preconditions to be accomplished), the abstraction level can be increased
through grouping components.

On next level (Level 1) simple components will be grouped into complex compo-
nents. Each ball can have 3 different visual representations and will be grouped in one
complex component. Each field will be made of 2 different visual representations,
which will also be grouped in one complex component. Following, 6 different complex
components and their functionality will be verified.

4.3 Complex Components: Level 1

This second level corresponds to the first abstraction level of complex components
creation: 6 complex components are created. Each ball CC_Ball_i, i = {1, 2, 3}
aggregates 3 simple components with their 2 user events and their 3 visual transitions
and they can be represented as CC_Ball_i = {SC_Ball_i_N, SC_Ball_i_S, SC_Bal-
l_i_C}. The visual states of each ball complex component (CC_Ball_i) are directly
related with the simple components that represent them. For this game, each visual state
of a ball complex component is represented by a single simple component (SC_Bal-
l_i_k, k = {N, S, C}). The visual state of a ball complex component (CC_Ball_i)
assumes the visual state of the simple component (CC_Ball_i_k, where i = {1, 2, 3} and
k = {N, S, C}). The other three complex components are related with the fields:
CC_Field_i, i = {1, 2, 3}. Each field aggregates 2 simple components
(CC_Field_i = {SC_Field_i_N, SC_Field_i_C}) with its unique user event and his
unique visual transition. Analogously to the balls, each field complex component
(CC_Field_i) has two visual states (CC_Field_i_k, where i = {1, 2, 3} and k = {N, C}).
At this first abstraction level, the 6 complex components are mutually independent.
Each one has his visual states and accepts events which produce their transitions.
Furthermore, initially there isn’t any communication between those complex
components.

4.3.1 Components User Interaction: Level 1
On (Level 0) 9 user events were considered, with which the user interacts in the game
interface. At this present level (Level 1) creating the three ball complex components
(CC_Ball_i, i = {1, 2, 3}) each of them reduces by one the number of user events to be
considered. Six user events exist (mouse click) (A’1, A’2, A’3, a1, a2 and a3) (Fig. 3)
which may be triggered over six different complex components. Exemplifying for the
(A’1) event, this represents a mouse click on the (CC_Ball_1) complex component
which is responsible for 2 visual transitions (TB_1 or TB_2). These two transitions are
triggered by user interaction with the (normal) visual state or with the (selected) visual
state, respectively. In the case of the fields, for each complex component only one
visual state may receive user interaction (e.g. to click in (CC_Field_1) is equivalent to
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click in (CC_Field_1_N) with (a1) user event). At the present level (Level 1) the user
may trigger 6 user events over 6 complex components, reducing in 3 the number of user
events to be managed.

4.3.2 Visual States and Transitions: Level 1
After 6 user events occurring over 6 complex components had been identified is
important to detail the self and delegate events that proceed in result of user interaction
with those complex components producing transitions between visual states. (Figure 3)
represents components visual transitions (TB_1, TB_2, TB_3 and TF) that occur in
result of self and delegate events (and delegate actions) possible to be triggered by user
or by complex components. The interface functionality does not become complete, just
using the 6 complex components (individually) and it is necessary to establish the
missing links between complex components. The dashed arrows in gray represent
delegate events/actions necessary to be enabled in order to the game interface become
fully functional (each arrow corresponds to one delegate action triggered by a complex
component and one delegate event received by another complex component). Each ball
and each field receives a user event (mouse click). In the case of the balls, (TB_1) or
(TB_2) transitions (represented by 6 black arrows) are triggered after user interaction
(A’1, A’2 or A’3) which produces a self event over a ball.

For each ball, (CC_Ball_i_N) visual state can change to (CC_Ball_i_S) visual state,
or the reverse, through (TB_1) or (TB_2) visual transitions, respectively. These tran-
sitions are triggered by user interaction (A’i) over a ball visual state (CC_Ball_i_k,
where i = {1, 2, 3} and k = {N, S}) and can be represented by the function:

A0i ¼ TB 1 if k ¼ N
TB 2 if k ¼ S

�
ð1Þ

In the case of the fields, at this moment, doesn’t occur any visual transition trig-
gered by user interaction. (TF) transitions still inactive because they depend on rela-
tions to be established between components, external to the fields. In the particular
example of this game interface, at this level (Level 1) the functionality of each one of
these 6 complex components doesn’t allows yet triggering delegate events (not inter-
nally nor externally). Still considering the information provided by (Fig. 3) is verifiable
that besides 6 user events (A’1, A’2, A’3, a1, a2 and a3) another 30 (15/15) delegate
events/actions produce (TB_2 and TB_3) transitions (indicated over gray dashed
arrows). (TF) transitions are triggered by (a1, a2 and a3) user events. Each ball
receives 1 user event (corresponding to 2 self events), receives 5 delegate events and
enables 2 actions in other components. In the case of the fields, each one receives 1
user event (corresponding to 1 self event), receives 0 delegate events and triggers 2
actions on other components.

4.3.3 Completing Visual Interface: Level 1
Until now, the analysis on creating the game visual interface using the 6 complex
components (individually) demonstrates that the interface functionality is not complete
because some transitions are only activated by delegate events triggered at a higher
level of complex component abstraction or directly by the user interface designer, who
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has to manually establish the missing links between complex components. At this first
complex component level, using 6 complex components without completing their
functionality, some other invalid visual states and visual transitions could occur.
Considering the game rules (in which only one ball can be selected at a time) and the
possible user events over a ball, the following task was set: assuming that A’j represents
an user event (mouse click) over a Ball (CC_Ball_j, j = {1, 2, 3}) which can have one of
the three possible visible states (normal (N), selected (S) or correct (C)) identified as
CC_Ball_j_k, where k = {N, S, C} and j = {1, 2, 3} a new (BT) task is defined, based on
possible transitions:

BT j; ið Þ ¼
TB 1 if k ¼ N ^ j ¼ i
TB 2 if k ¼ S ^ j ¼ i
TB 2 if k ¼ S ^ j 6¼ i

8<
: ð2Þ

The (BT) task guarantees that just one ball can be selected at a time and allows
changing (CC_Ball_i) visual states, according with game rules. When the user selects a
ball (CC_Ball_j, j = {1, 2, 3}) that means (BT) task will verify the ball visual state,
comparing it with all the balls visual state (CC_Ball_i, i = {1, 2, 3}):

– If the user clicks on a ball represented by CC_Ball_j and that is in (normal) state,
the (BT) task executes a (TB_1) transition, which allows that ball to change his
visual state from (normal) to (selected);

– If the user clicks on a ball and that already is in (selected) state the (BT) task
executes a (TB_2) transition;

– For the other balls the (BT) task executes (TB_2) transitions for each ball that is in
(selected) state.

The interface designer needs to establish relationships between the 3 complex
components (balls) and the other 3 complex components (fields) and to ensure that: after
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Fig. 3. Visual transitions of 6 complex components (Level 1)
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a ball is selected, by clicking in the respective field, both components change to the
(correct) visual state. Otherwise, in case the selected ball does not match the field the
user has clicked, the ball is deselected. Therefore, according with the game objective
(to make the correct match of the selected ball with the correct field) the following (FT)
task was set. Considering that aj represents an event (mouse click) over the field
identified by (CC_Field_j_N, where j = {1, 2, 3}):

FTðj; iÞ ¼ TF ^ TB 3 if CC Field j N ! CC Ball i S
TB 2 if CC Field j N9CC Ball i S

�
ð3Þ

The (FT) task allows changing the interface visual state by activating new (correct)
visual states (if the user makes a correct choice) or changing a ball (selected) visual
state to the (normal) visual state (if the user makes an incorrect choice). After one ball
be on its (selected) visual state, the user selects one of the 3 fields (mouse click)
(CC_Field_j, j = {1, 2, 3}) which have one (normal) visual state identified as
(CC_Field_j_N, where j = {1, 2, 3}). This (FT) task allows executing the following
transitions:

– (TB_3) and (TF) transitions, if the field in which the user has clicked corresponds to
the correct ball already selected (CC_Ball_i_S). That means, if the selected ball
corresponds to the chosen field, both complex components (CC_Ball_i and
CC_Field_j) change to the correct visual state (CC_Ball_i_C and CC_Field_j_C);

– (TB_2) transition, if there is no correct correspondence between the selected ball
and the chosen field, which means that the ball on (selected) visual state changes to
its (normal) visual state.

The correct connection will be validated by the (FT) task. The (CC_Field_j) (TF)
transition results from a self event triggered by user interaction with one field. The
(CC_Ball_i) (TB_3) transition is not directly related with user interaction, but is trig-
gered by a delegate event received from the field correctly chosen by user. Both (TF
and TB_3) transitions are simultaneously triggered and correspond both to the ball and
the field final visual states (the correct states). Thus, the interface designer achieves the
complete game interface functionality through establishment of missing connections
between the 6 complex components. Following will be presented the interface repre-
sentation considering the use of two complex components.

4.4 Complex Components: Level 2

At this abstraction level, 2 complex components are created (CC_Balls and CC_Fields).
Each one aggregates 3 complex components defined in the previous level (Level 1):
(CC_Balls = {CC_Ball_i, i = 1, 2, 3} and CC_Fields = {CC_Field_i, i = 1, 2, 3}). Each
one (CC_Balls) and (CC_Fields) complex component acts as a container and represents
examples of components with more than one visual state and more than one interaction.
At this abstraction level is considered that the user may interact (mouse click) with 2
complex components representing the balls and the fields. Two user events exist (mouse
click) (A and a) which may be triggered over the 2 complex components (CC_Balls and
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CC_Fields). Therefore, at this level, a single user event acts on (CC_Balls) component
which corresponds to click in one of the 3 interaction areas and whose action may
trigger self or delegate events. The analogy is identical in the case of (CC_Fields). At
this level, looking at the way complex components are structured, initially 2 new
components exist, independent between each other (CC_Balls and CC_Fields). After
the 2 complex components (CC_Balls and CC_Fields) have been created, the interface
designer will verify that it can use them to complete the visual interface. For the
interface functionality becomes complete (in order to obtain all the possible global
visual transitions) it becomes necessary to make the connection between the 2 complex
components, manually establishing the missed links between these 2 components,
through their delegate events/actions. One possible way to complete this game interface
could be using the rules established by (FT) task, previously defined, which establish
the necessary links between balls and fields.

4.5 Complete Complex Component

After using the complex component abstraction process previously detailed, it was
verified that is not possible to represent a complete and functional user interface
through one complex component (has it could be the optimal result of this process).
This happens because the final interface cannot fully respect the Criterion 3 concerned
with the CC abstraction process. Thus, the final interface is obtained through a
complete complex component (CCC) which represents a complete visual object com-
posed of related visual components, absolutely independent of any other interface
components and in this case the complete game interface.

5 Reducing Complexity by Using Complex Components

In this section we intend to analyze the interface game representation process using two
or six complex components. At (Level 1) above described, and considering the rep-
resentation of six complex components, just the internal visual changes between states
of each complex component are available. These visual changes result from transitions
between the normal, the selected and the correct states. It is responsibility of the
interface designer to complete the final representation of the game, establishing the
missing links between the six complex components, through their delegate
events/actions. At this level, the nine self events related to the six user events that can
be triggered over the six complex components are already represented. It remains to
establish the representation of 15 delegate events and the 15 (related) delegate actions,
to the interface functionality becomes complete. To achieve that, the interface designer
may implement the (BT) and the (TF) tasks which complete the missing functionality.
In the second abstraction level, using two complex components, one of the interface
functionality conditions, which requires that only one ball could be selected at a time, is
already established. Therefore, the interface designer just needs to ensure proper
connection between the balls and the fields. To achieve that, he must establish the
representation of 9 delegate events and the 9 (related) delegate actions, in order to
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complete the interface functionality. The interface designer can overcome this by
implementing the (TF) task, which will complete the interface functionality.

In summary, comparing the representation of the game interface using six or using
two complex components versus using simple components, it is verifiable that in both
situations the complete functionality of the game is obtained, with the 20 visual states
and the 48 possible transitions being represented. At (Level 0) above described, is
necessary to create 60 single events, while considering the (Level 1) or (Level 2) of
abstraction only 30 and 18 delegate events/actions, respectively, need to be established
(Table 1). Also, a reduction on the number of user events necessary to be considered
(less 3 user events) is obtained when comparing between using simple components and
6 or 2 complex components.

6 Conclusions

A test bed user interface was specified as a set of SCs [8] and as a set of CCs (as
described in this paper). In both situations, the user understands the interface as a
unique entity. Concerning the user interface specification, a simplification is observed
when using the proposed CCs compared with the use of SCs. This simplification can be
observed at:

– Visual presentation: the process of changing a SC is individually done. In the case
of a CC, the visual state change process is encapsulated and internally done through
the SEs available in the CC;

– Component composition: the possibility to group SCs into a CC and also to group
CCs into other CCs allows to establish their positions with a single operation;

– Component dialog: the encapsulation provided by CCs allows to group components
into other more CCs, but with more functionality. When a CC is used it will
successively activate events, not only on the present CC, but also on the CCs
contained in it. Therefore, there is a proliferation of events inherited from the CCs
inside of it.

Table 1. Using simple components versus complex components

number of level 0 level 1 level 2

components 15 (SC) 6 (CC) 2 (CC)

visual states 20 20 20

global visual transitions 48 48 48

user events 9 6 6

self events 9 9

simple events 60

delegate events/actions 30 18

total events 60 36 24
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The apparent complexity perceived from the vast number of events involved is
actually simplified by using CCs. Since the whole interaction process between CCs
becomes totally transparent to the interface designer, the number of events that the
interface designer has to control is reduced. This reduction is obtained as a conse-
quence of the unneeded control of the interface designer over the DAs behaviour inside
CCs. The designer just needs to verify the SEs (which arrive to the CC) and to identify
the DEs in other CCs. From the interface abstraction analysis described in this paper, it
was possible to verify that as the user interface abstraction increases through CCs
encapsulation, more simplified becomes the user interface design, due to: (a) reduced
number of needed components; and (b) simpler components to be used, due to the
reduced number of events that the interface designer has to control.
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Abstract. This paper discusses a pattern-matching method with regular
expressions for mathematical expressions on electronic documents. In ordinary
regular expressions, a pattern is described as a string with meta-characters.
However, strings are unsuitable for mathematical expressions because of their
two-dimensional structure (e.g., fractions, superscripts, and subscripts). In
addition, meta-characters for regular expressions are frequently used as normal
characters, forcing users to type escape characters. Therefore, in this study, we
propose a graphical user interface (GUI) to create patterns for mathematical
expressions.

Keywords: Mathematical expressions � Pattern-matching � Regular expres-
sions � GUI

1 Introduction

A mathematical expression used for describing mathematical concepts and models is a
significant notation. Electronic documents, including web pages and e-books, often
contain mathematical expressions and need to retrieve content. Search algorithms for
natural language are partially adaptable to mathematical expressions because a math-
ematical expression consists of natural language characters. However, the layout of the
characters in a mathematical expression is different from that in natural language; this
suggests a need to develop search algorithms specifically for mathematical expressions.

Some studies on searching mathematical expressions have been conducted [1–3]
typically in relation to search engines. Moreover, search algorithms can be used to
highlight search results in a document or move to a page that comprises the results. In
general, pattern-matching algorithms (string searching algorithms) are suitable for such
applications. Previously, we proposed a search algorithm for mathematical expressions
similar to a pattern-matching algorithm for natural language [4]. Using this algorithm,
our search tool (MathRegExp) allows users to use regular expressions to describe
patterns. Regular expressions can make patterns flexible using wildcards, Boolean or,
the number of occurrences of character(s), etc. Although several studies have attempted
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to implement wildcards for searching mathematical expressions [5, 6], their functions
and notations are different from those used in regular expressions. Our regular
expressions for mathematical expressions are similar to the original regular expressions
for plain texts.

In MathRegExp, a pattern is expressed as a string. However, using strings as the
pattern has some problems. First, the two-dimensional layout of characters in mathe-
matical expressions is represented one-dimensionally, preventing intuitive under-
standing of which expressions are to be matched to a pattern. Second, because
meta-characters for regular expressions are frequently used as normal characters (e.g.,
“+”, “(”, and “)”), users must use escape characters, which are cumbersome and prone
to mistakes. Because of these problems, novice users, including mathematics learners
and liberal arts scholars, might find MathRegExp difficult to use. Therefore, in this
study, we propose a graphical user interface (GUI) to create patterns for MathRegExp.

A GUI for describing mathematical expressions has been proposed previously [7].
Our GUI satisfies the further demand of the ability to input regular expressions for
advanced and complex matching as well. Our GUI displays these as figures to solve the
aforementioned problem of escaping meta-characters and provides users with two
methods for inputting regular expressions.

2 Patterns

This section outlines the patterns of MathRegExp as strings to introduce its functions.
Here, the proposed GUI internally generates patterns as strings. A pattern consists of
characters, structures, and regular expressions, which will be discussed below.

2.1 Characters and Structures

Characters are represented in Unicode. Because Unicode contains categories for
mathematical expressions, users can describe symbols appearing in various fields,
including calculus, geometry, logic, and set theory.

We refer to the particular symbol layouts appearing in a mathematical expression as
structures. A notation for a structure is the form \keyword{argument1}[{argument2}
[{argument3}]] (where “[“and “]” indicate optionality). A keyword specifies a type of
structure (e.g., fraction, superscript, or square root), and structures are allowed to be
nested. For example, \frac{1}{\sqrt{2}} is acceptable for 1ffiffi

2
p . Table 1 shows a

list of structures.
The structures in Table 1 and characters in Unicode enable users to describe

summation, definite integration, and maximum.

2.2 Regular Expressions

Regular expressions are divided into five categories, namely, wildcard, character class,
quantification, Boolean or, and backreference.
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A wildcard is represented as “.” and matches an arbitrary character or arbitrary

structure. For example, \frac{.}{2} matches
ffiffi
x

p
2 .

A character class matches a character enclosed by “[“ and ”]”. Therefore, [xyz]
\sup{2} matches both x2 and y2. A negated character class matches a single character
that is not contained between “[^” and “]”. An abbreviated notation using “-” in
character classes is acceptable: [0-9] matches an arbitrary single digit, and
[^stx-z] matches any character other than “s”, “t”, “x”, “y” and “z”. Structures are
unacceptable in character classes.

Quantification is described as “*”, “+” and “?”. “*” represents “zero or more of a
preceding element,” “+” matches “one or more of a preceding element,” and “?”
matches “zero or one of the preceding element.” As an example, \sqrt{. +} matchesffiffiffiffiffiffiffi
2a2

p
.

Boolean or is represented as “|”. “|” separates alternatives, i.e., x|y matches both
x and y individually.

A scope of quantification and Boolean or is specified by enclosing with “(” and
“)”. For example, (x\sub{.}) + matches x1, x2, x3; etc., and (\sqrt{.}|.\sup

{\frac{1}{2}}) matches
ffiffiffi
x

p
or x

1
2. In addition, a structure is assumed to be a

character, hence the pattern \sqrt{.} + is valid.
A backreference, notated as “\n” (n is a number), matches a mathematical

expression identical with the expression matched with a part of a pattern enclosed by
the nth parenthesis (i.e., “(” and “)”). For example, \frac{. +}{(. +)}-\frac
{. +}{\1} matches the addition of two fractions with common denominators.

Table 1. List of structures
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3 GUI

The method of creating patterns is similar to that of inputting ordinary text, namely,
repeatedly inserting a character after a cursor. However, it might be necessary to create
patterns with untypable characters, structures, or regular expressions.

3.1 GUI for Mathematical Expressions

Characters are input from the keyboard if they are typable. A palette is provided for
inputting untypable characters, including Greek letters and mathematical symbols.
Structure templates (i.e., empty structures) are displayed when the buttons are clicked.
A double-lined rectangle indicates a structure argument, such as those in Fig. 1.

Users can position the cursor at the rectangle and input a pattern as an argument of
the structure. The cursor is controlled by clicking or pressing arrow keys. When arrow
keys are pressed, the cursor moves in the order of argument1, argument2, and
argument3.

A structure is deleted by pressing the delete key after selecting the entire structure
using rectangle selection or placing a cursor on one of the empty arguments
(double-lined rectangles).

3.2 GUI for Regular Expressions

This chapter presents figures for regular expressions and methods of inputting and
editing them.

3.2.1 Figures of Regular Expressions
Regular expressions are displayed on our GUI as figures rather than meta-characters.
Table 2 shows the figures.

These figures represent the scope with a rectangle, allowing users to intuitively
grasp the scope of mathematical expressions having two-dimensional structures. This
representation also solves the problem that parentheses in regular expressions repre-
sented as strings have the double meaning of specifying scope and capturing backre-
ferences. Here, the number of capturing (i.e., n of capturing in Table 2) is assigned as
the order of inputting.

Quantification, Boolean or, and capturing are applied to a part of a mathematical
expression. When multiple functions are applied to an identical part, merged figures are
displayed. In a merged figure, “possibility of absence” (optionality) is represented as a
broken-lined rectangle, “repetition” is three vertical lines following a rectangle,

Fig. 1. Templates of structures
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“Boolean or” is a spaced vertical line, and “capturing” is an appended number with a
small rectangle. Figure 2 is an example of a merged figure representing (x|y|z)*.

3.2.2 Inputting Regular Expressions
A wildcard is inputted by clicking a button, similar to the inputting of untypable
characters. The method for inputting a character class, a negated character class, or
backreference is identical to that for inputting structures, namely, displaying a rounded
rectangle (or a hexagon) and describing contents for character classes (or a reference
number).

Table 2. Figures of Regular Expressions

Fig. 2. Merged figure of (x|y|z)*
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Our GUI provides two input methods for the functions with a scope (i.e., quanti-
fication, Boolean or, and capturing). The first method is identical to that for inputting
structures, displaying a rectangle and describing a part of the pattern in the scope. The
second is selecting a part of an already created pattern to specify the scope and assign
the function.

We suppose that there are different procedures for creating patterns. Some users
might decide to use regular expressions before creating a pattern, for example, a user
inputs \frac{. +}{()}\+\frac{. +}{\1} as “addition of fractions with a
common denominator” and then concretely describes the denominator. Others might
add regular expressions to the pattern after describing a mathematical expression, for
example, a user searches with a pattern such as sinx and then wishes to search
trigonometric functions, searching again with (sin|cos|tan)x. Our GUI allows
users to follow both the procedures by providing multiple input methods. The former
users will employ the method for structures and the latter will use selecting and
assigning method.

3.2.3 Editing Regular Expressions
Users edit wildcards such as characters, character classes, and capturing as structures.

When users edit regular expressions having scope, they must first select the scope.
A scope is selected by clicking a rectangle or pressing right (left) cursor keys with the
cursor just before (after) the rectangle. When a scope is selected, the cursor disappears
and the selected rectangle blinks. The rectangle is blurred by clicking characters or
structures in the pattern or pressing cursor keys, and the cursor appears at the appro-
priate position.

Types of editing regular expressions with a scope are divided into “assigning the
function,” “updating the scope,” and “deleting the scope.” Users assign a function
using buttons. The buttons for quantification and backreferences behave as toggles. If a
function is assigned to a scope, the button remains pressed. The button for Boolean or
is used for adding alternatives. When the button is clicked, a spaced line is inserted in
the rectangle, enabling the user to input a new alternative. Users can update a scope by
dragging and resizing the selected rectangle. It is impossible for the scope of Boolean
or to be updated because the function has multiple pattern parts. A scope is deleted by
pressing the delete key with the selected scope. If a scope with Boolean or is deleted,
the second to the last alternatives are also deleted.

3.3 Examples of Patterns

In Table 3, we show examples of patterns created using our GUI, the corresponding
patterns as strings, and the matched mathematical expressions.
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4 Implementation of Matching

This section explains how our matching algorithm is implemented. Highlighting
matched parts of mathematical expressions in web pages, one application of our
algorithm, including replacing, is detailed. Figure 3 is the conceptual diagram of the
implementation.

We use the regular expressions library called Onigmo [8] internally. The library can
describe recursive patterns in addition to ordinary functions of regular expressions.
Recursion is indispensable to our manner of matching mathematical expressions
because we use parentheses to represent structure (i.e., “{”, and “}” in \keyword
{content}). Correspondence of parentheses cannot be treated by ordinal regular
expressions. For example, a pattern of \sqrt{. +}, which means “a square root
including an arbitrary mathematical expression,” matches \sqrt{x}\frac{1}{2}
because . + in the pattern matches “x}\frac{1}{2.” If the . + is revised to [^
{}] + , which means “repetition of a character unless {or },” to avoid this problem,
then the pattern causes another problem that the pattern does not match the mathe-
matical expression \sqrt{x\sup{2}}. A recursive pattern solves the problem. The
details will be discussed later.

Table 3. Patterns and Matched Mathematical Expressions
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It is assumed that target mathematical expressions of our matching method are
described in a format called MathML [9] Presentation Markup. This format is standard
for describing mathematical expressions in electronic papers because it is recom-
mended by W3C and can be used in HTML5. In MathML, a single mathematical
expression can be described as various data. For example, two MathML data in Fig. 4
represent the identical mathematical expression: ab2.

On the left-hand side in Fig. 4, a and b2 are located on the same line. On the
right-hand side, the superscript “2” is attached to ab. Such problems are found in
several tags of MathML, which reduces the precision of the pattern-matching process.
Therefore, we normalize MathML data to eliminate data variety before
pattern-matching. Moreover, normalized data are stringified to a similar format for the
patterns described in Sect. 2.

Patterns are created using the GUI, and the GUI generates patterns as strings
following the aforementioned format. The patterns, however, are not interpreted
appropriately as patterns with Onigmo, hence, they are converted before matching. An
example of conversion is shown in Table 4.

Fig. 3. Conceptual diagram

Fig. 4. Two kinds of data for ab2
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The notable processes of the conversion are “replacing keyword,” “setting scope,”
and “calling pattern recursively.”

If keywords are retained in stringified mathematical expressions, normal characters
in a pattern can match characters to represent keywords. For example, the pattern of a
matches a in a keyword frac in a mathematical expression of \frac{1}{2}. To
avoid this problem, we replace keywords with sequences of colons (:) and a colon as a
normal character to \:.

In patterns for searching mathematical expressions, a structure behaves as a single
character. Therefore, the pattern of \sqrt{2} + is acceptable. However, quantifica-
tion (+) in this pattern plays the role of “one or more of a character of }” when it is
interpreted as a pattern with Onigmo. In conversion, every structure is enclosed by
parentheses for setting the appropriate scope.

The problem that \sqrt{. +} matches \sqrt{x}\frac{1}{2} is resolved
by calling patterns recursively with two notations of Onigmo, (? < name >) and
\g < name > . (? < name >) are used for naming a pattern enclosed by parenthesis as
name, and \g < name > calls the named pattern. We replace wildcard as follows using
these functions (indented for readability).

(? < arb>
(? < arbc > [^{}:/\\]|/(?![{}:])|\\{|\\}|\\:|\\\\)
|(? < arbs >/: + (/{(\g < arbc > |\g < arbs >)*/}) +)
)
The replacement represents “an arbitrary character (named arbc)” or “an arbitrary

structure (named arbs).” arbc has the ability to match an arbitrary character including
characters for describing structures (i.e., {, }, :, and /). In arbs, an argument of a
structure is zero or more of arbc or arbs with \g < name > notations, namely, calling
arbs in arbs, and making it possible to treat correspondence of parentheses for struc-
tures ({and}).

Table 4. Example of conversion of a pattern and a mathematical expression
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5 Conclusion

In this paper, we proposed a GUI to facilitate searching mathematical expressions
based on a pattern-matching algorithm with regular expressions. Our GUI displays
patterns two-dimensionally and reduces the number of escape characters, improving
usability, especially for novice users, and preventing error or omission in patterns.

In the future, we aim to add an input method that does not require the use of a
mouse. Some existing GUIs for mathematical expressions, including Microsoft Word
and LyX, have an input method that enables users to input untypable characters by
describing a backslash and a keyword and then pressing a space bar. We plan to expand
this function to input not only untypable characters but also structures and regular
expressions, allowing adept users to promptly create patterns.

Acknowledgement. This work was supported by JSPS Grant-in-Aid for JSPS Fellows Grant
Number 26-2758.
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Abstract. In this study we look at user judgments like perceived quality and
also visual appeal from an emotional perspective. This is important to examine
since unlike existing studies that focus on the cognitive mechanism of first
impression judgments, we use aesthetics framework forwarded by Lavie and
Tractinsky, and Russells’ circumplex model of emotions to examine the phe-
nomenon. We also try to answer whether aesthetics lead to significant affective
responses from users, which then trickle into quality perceptions and visual
appeal, which are otherwise considered higher order judgments. Measurement of
emotions has mostly been done through subjective evaluation e.g. self-report or
survey. We use objective data (electro-dermal activity for arousal and facial
electromyography for valence) in addition to subjective data to measure emo-
tions. We design custom mobile app interfaces which users get exposed to
achieve effective aesthetic manipulation.

Keywords: Mobile apps � Quality � Appeal � Emotions � Aesthetics � Neurois

1 Introduction

User judgments have primarily been studied from a perspective of usability and effi-
ciency. An often-made assumption in these studies is that judgments are purely cog-
nitive processes. However, research suggests how limited this cognition-centric
paradigm is in explaining how judgments are formed [1]. In this study we explore how
non-instrumental factors like emotions and aesthetics impact users’ judgments in IT
use. Specifically, we investigate how non-instrumental factors impact how users judge
the overall visual appeal and the quality of an IT artifact. We establish linkages
between emotional subcomponents (valence and arousal) and aesthetic subcomponents
(classic and expressive) by building on the aesthetics model by [2] and the dimensional
perspective of emotions [3].

© Springer International Publishing Switzerland 2015
M. Kurosu (Ed.): Human-Computer Interaction, Part I, HCII 2015, LNCS 9169, pp. 451–459, 2015.
DOI: 10.1007/978-3-319-20901-2_42



We posit that users’ initial judgments when seeing an IT artifact for the first time
are (a) dominantly driven by emotion and not cognition [4, 5], and (b) that the per-
ception of an aesthetic design is a strong input factor to this process [2, 6, 7]. Visual
aesthetics can shortcut user judgments concerning e.g. the software’s quality. A clean
and symmetric design may elicit a higher quality judgment, while a more creative
aesthetic design can lead to a perception of higher quality as well. While classical
aesthetics have been explored, expressive aesthetic remain underexplored. This is
because the interfaces used for extant studies are designed following classical design
guidelines, which do not elaborate on expressive aesthetics. It is important to see how
these two subcomponents of visual aesthetics guidelines relate to quality perceptions.

Mobile applications (apps) are an interesting context for this study since initial
adoption in case of mobile apps is high, but retention rate is extremely low. It has been
reported that 26 % of people who download apps only use them once. Thus, users’ first
impression of the app is critically important. As Vilnai-Yavetz and Rafaeli pointed out,
the switching costs for consumers are generally low [8]. While there are several studies
that show that aesthetics are at the core of first impressions in website design, no such
concrete evidence is available for mobile apps.

Our study addresses the following research questions:
RQ1: What is the impact of aesthetics on visual appeal and quality perception of

mobile apps?
RQ2: What is the impact of emotions on visual appeal and quality perceptions of

mobile apps?
RQ3: How do emotions affect the relationship between aesthetics and visual appeal

and quality perceptions of mobile apps?
In existing studies emotions were most often measured based on self-rating scales.

To overcome the subjectivity biases inherent to this approach we use peripheral
physiological tools for recording objective body data [20]. We measure electro-dermal
activity (EDA) for arousal and facial electromyography (fEMG) for emotional valence.
Our stimuli are custom-designed interfaces of a mobile app that manipulates aesthetics.

2 Theoretical Background

2.1 The M-R Environmental Psychology Model

The environmental psychology model was proposed by [9] popularly known as the
M-R model. The framework predicts that users respond to visual stimuli through
the mediating effect of underlying emotions experienced when exposed to the stimuli.
The underlying principle is that emotions mediate the relationship between stimuli from
the environment and the behavior caused by it. In other words, the emotional response
to the environmental stimuli is underlying how we chose to react to it. Different
emotions will be generated by different stimuli, and this guides our subsequent
behavior. Valence and arousal are the two main components of human emotions [3].
Together these two dimensions have been known to capture most of the variance in
self-reported mood ratings. This framework helps us understanding the impact of
aesthetics on user judgments via emotions [3].
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Positive aesthetic responses cause positive interface evaluations [4, 5, 10] Thus the
role of emotions in designing a holistic system that is functional and satisfies the
pleasure of end users is extremely important. But in order to develop aesthetic design
guidelines for eliciting certain emotional responses we require better understanding of
what design generates certain emotional responses. Does design guided by symmetric
principles (classical aesthetics) make users feel more positive, or does a design guided
by originality (expressive aesthetics) excite them, which in turn leads to positive
arousal. Since visual design is what users get exposed to initially, it is believed that the
affective response to design is an important predictor of future interactions.

2.2 Quality Perceptions, Visual Appeal and Emotions

Perceived quality is a user judgment that can be predicted using measurements of
emotions: an interface eliciting positive emotional response will lead to more positive
quality perception. This is because while quality perceptions can be evaluated using
instrumental factors like how efficiently the systems work; there are non-instrument
quality perceptions as well. They are beyond task or whether they achieve desired goals
or even if efficiency is achieved with the process. Rafaeli and Vilnai Yavetz attempted
to link perceived quality with emotions [11]. They found strong support for emotion
(valence and arousal) being linked to quality perceptions. This indicates that even
though quality perceptions can be considered higher order evaluation, initial processing
or visceral processing or type 1 system processing can predict them. The
above-mentioned systems address the first affective response of the user after being
exposed to the stimuli.

Visual appeal caters to the immediate processing that happens subconsciously when
presented with stimuli. In general, positive experiences will be associated with higher
visual appeal. In this regard, usability theory has long predicted the link between
emotions and user judgments like visual appeal and attractiveness amongst others.
Norman (2004) explains this in his model with the concept for visceral processing as
well, visceral design is all about immediate emotional impact.

2.3 Perceived Visual Aesthetics and Emotions

Valence represents the pleasantness or unpleasantness dimension. Arousal represents
the degree of activation associated with the emotion. The two dimensions capture most
of the variance in self-reported mood ratings [12]. Theoretically, aesthetics consists of
classical and expressive aesthetics. Classical aesthetics encapsulates all the dimensions
that relate to visual clarity and symmetry. Expressive aesthetics encapsulates the
dimensions that relates to the stimulation of creativity, such as fascinating design
elements, originality, and visual sophistication.

Depending on the emotional responses to aesthetic parameters like classical or
expressive users form judgment about the quality of the system. Theory of perception
explains the idea that people conceive visual perception in its entirety, how the con-
stituent elements work together and not what individual component stands for [13].

Understanding Visual Appeal and Quality Perceptions 453



This implies that sum total is what influences user’s perception about visual attributes.
In other words, people tend to form integrative and compositional quality perceptions
rather quickly since it is based on how visually the interfaces look, resulting in two
interfaces with different visual compositions producing different quality perceptions.
Users also have been found to rapidly judge the aesthetics of a webpage reliably within
50 ms [14]. However some studies that tried to replicate these effects failed so it cannot
be said with utmost certainty.

3 Experiment Design

To test the research model, a 2*2 factorial within-subject design was conducted among
twenty-one students at a major research university in Germany. We use a
within-subject design because it allows to accounts for the brain’s and body’s idio-
syncratic nature [15]. The independent variables are classical aesthetics (symmetry) and
expressive aesthetics (originality). Valence and arousal are captured and analyzed as
mediating variables. Visual appeal and quality perception are measured as dependent
variables in this model. We focus on one dimension of classical (symmetry) and one
dimension from expressive (originality) aesthetics scale. This is done to isolate and also
have clear linkage between aesthetics and the emotional responses from users. We
collect participants subjective as well as physiological responses. Below we explain our
study design and discuss some results.

3.1 Independent Variables

Classical Aesthetics (Symmetry): For inducing high and low levels of symmetry, we get
support from model of classical aesthetics [2]. We took further guidelines from work by
Park et al. to manipulate symmetry as one of the interface variations [16]. Symmetry is
the mirroring of the visual composition across a vertical or horizontal pivot line [17].
The numeric value of symmetry is higher when objects of the same color and size are
mirrored across vertical or horizontal axis [17]. We use these principles to arrive at
interfaces with varying degrees of symmetry (Figs. 1, 2).

Expressive Aesthetics (Originality): Support was found in design literature for
originality being associated with custom-built shapes. Custom-built shapes add origi-
nality into the design. Taking inspiration from design literature we manipulate
expressive aesthetics by using custom shapes instead of default square shape design
(Table 1).

3.2 Mediating Variables

We use electrodermal activity (EDA) to measure arousal and use facial electromyog-
raphy (fEMG) to measure valence. These are objective measures of galvanic skin
conductance and facial muscle movements when users are exposed to the various
interfaces. The reason why we use physiological measures of emotions is the bias
induced with self-report measures of emotions. It has been argued that self-reported
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emotion measures are often not close to the actual emotion experienced, neurophysi-
ological measures make it possible to have an effective and efficient measurement for
arousal and valence when stimuli are presented for shorter duration.

Fig. 1. (a) Participant wearing EDA and EMG electrodes (b) Participant getting exposed to
stimuli on mobile interface.

Fig. 2. (c) EDA electrodes on participants’ palm
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3.3 Dependent Variables

For perceived quality perception we used hedonic and pragmatic quality perception
scale by Hassenzahl (AttracDiff 2, Hassenzahl 2004) [18]. Visual appeal was measured
on a five-item 7 point Likert scale proposed by Lindgaard that accounted for 94 % of
the visual appeal in the existing study [14].

4 Results

In order to explore the extent to which independent variables classic aesthetics (sym-
metry) and expressive aesthetics (originality) are correlated with quality perceptions
(hedonic and pragmatic) and visual appeal, we ran spearman correlation test and
observed significant correlation between symmetry and originality with visual appeal
(p < 0.05). This implies that a higher symmetry and custom shapes induces better
appeal of interface design. Also symmetry was found to be significantly correlated with
pragmatic quality perception (p < 0.05) while its effect on hedonic quality perception
was not significant. This is as per our theoretical underpinning. Symmetry has been
known to induce motion of utility thus making users perceive it as something, which is
pragmatic. However it is not significantly correlated to hedonic quality perception that
looks at the pleasure providing perspective of interface. Originality was on the other
hand was found to have the reverse effect. It was significantly correlated to hedonic
quality perception (p < 0.05) while not significantly correlated to pragmatic quality
perception. Originality is known to appeal to the activation of pleasure providing
components of the interface and thus its significant correlation with hedonic quality
perception is expected. Valence was significantly correlated with symmetry (p < 0.05)
and arousal was significantly correlated with originality (p < 0.05) (Figs. 3, 4).

To see if dependent variables – quality perceptions (hedonic and pragmatic) and
visual appeal – varied significantly between interfaces, we ran multiple comparisons
with Bonferroni corrections. For visual appeal, we observed significant differences
between interfaces:

1 (high classic/high expressive) and 2 (high classic/low expressive), (p < 0.05).
1 (high expressive/high classic) and 4 (low classic/low expressive), (p < 0.05).
No significant differences were obtained across interfaces for pragmatic quality

perception however for hedonic quality perception there were significant differences
between interfaces:

1 (high expressive/high classic) with 2 (high classic/low expressive), (p < 0.05)
and 4 (high classic/low expressive), (p < 0.05).

Table 1. Group allocation for IVs: classical and expressive

Interface Classical Aesthetics Expressive Aesthetics

1 High High
2 High Low
3 Low High
4 Low Low
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Fig. 3. Interfaces manipulated to obtain (a) High classical and high expressive aesthetics
(b) High classical and low expressive aesthetics.

Fig. 4. (c) High expressive and low classical aesthetics (d) Low classical and low expressive
aesthetics.
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3 (low classic/high expressive) with 4 (low classic/low expressive) (p < 0.05)
and 4 (high classic/low expressive), (p < <0.05).

5 Discussion

This study has following major theoretical and practical implications. We add further
explanations to the literature that suggests that user judgments, which were earlier
considered to be separate from first impressions, can be judged by the initial emotional
response from users. Thus affective responses are as much influential if not more as
cognitive responses to graphical user interfaces. Traditional frameworks based on
technology acceptance model (TAM), theory of reasoned action (TRA) and theory of
planned behavior (TPB) has a common assumption that technology use is a
well-reasoned, cognitive decision. But cognitive models can hardly capture the full
range of emotional reactions of users and account for their relationship to IT use [19].
Thus we need more realistic models that are better aligned with how people actually
decide in real life [12]. Our model is able to show that in conditions where the
switching cost of users is extremely low (e.g. in case of mobile applications), what can
differentiate whether user adopts or rejects certain software is how it makes them feel
rather than cognitively thinking about it.

This study can be useful to managers as well as developers of mobile applications.
An improved understanding of design features (particular emphasis on aesthetics) and
users’ emotional responses to these aesthetic features can help in guiding development
of interfaces which can induce desires emotional states. Managers can now have a
better understanding of how particular aesthetic features make users feel about the
product and can cater to particular focus group of users who are either highly emotional
or highly influenced by the ‘look and feel’ of the app rather than just functionality.
With hundreds of mobile applications being launched every day, manager and devel-
opers can be better prepared by ensuring that certain design features have been
incorporated in the design process to make sure they have the users feeling the right
way and judging the quality appropriately.

6 Conclusion

Since mobile systems are increasingly becoming inseparable from daily human lives it
is imperative to study mobile technology usage and its link with aesthetics and emo-
tions. Overall this study will be able to demonstrate that impact of mobile interface
aesthetics on emotional responses has a “spillover” effect on user judgments that are
usually considered separate from first impression judgments. These findings can sub-
stantially guide how we look at usability and efficiency in context of technology use.
Also we need to look beyond these parameters and design systems that are leaving
users with high experiential value after using the system.
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Abstract. In this paper, we describe a smartphone application that aims at
motivating users to use facial expressions. This has a twofold goal: to reintro-
duce the use of facial expressions as nonverbal means in the computer-mediated
communication of emotions and to provide the opportunity for self-reflection
about the personal emotional states while fostering smiles in order to improve
mental wellbeing. This paper provides a description of the developed prototype
and reports the results of a first observation study conducted during an inter-
active event.

Keywords: Positive technology � Affective interaction � Computer mediated
communication � Mental wellbeing � Facial expressions

1 Introduction and Background

The technological revolution thoroughly changed the way people communicate. There
has been a shift from the physical to the virtual world and, nowadays, most of the
human interaction is computer mediated. A consequence of this shift towards a more
and more important role of the human-to-computer-to-human interaction (HCHI) is that
all the nonverbal part of a normal face-to-face communication, such as paralanguage
and kinesics, is totally missing. In particular, kinesics is the use of body motion
communication such as facial expressions and gestures. The use of facial expressions is
particularly important not only to convoy richer information in human communication
but it also plays a crucial role in people’s mental wellbeing. Indeed, in psychology, it is
well known the principle that performing facial expressions directly influences our
emotional state [11]. In fact, the James-Lange theory of emotion states that life
experiences produce a direct physiological response via the human nervous system and
the emotions occur as a consequence of these changes, rather than being the cause of
them. In particular, Kleinke et al. conducted an experiment that produced interesting
results confirming the aforementioned theory [13]. In fact, they found out that the test
subjects reported an increased positive mood while performing positive facial
expressions and a less positive experience while performing negative facial expressions.
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This was true even if the experiment participants were only mimicking these facial
expressions. Moreover, the effects were enhanced when participants could see their
reflection in a mirror. These findings become particularly relevant when associated to
the benefits that smiling provide. In fact, smiling activates the release of neuropeptides
that can help in fighting stress [18]. Moreover, smiling is also associated to the release
of dopamine, endorphins and serotonin, which function as natural pain-reliever [15]
and as anti-depressant [12].

In this paper, we present an application for smartphones that enables users to
communicate in Social Awareness Streams (SAS) using facial expressions to share
their emotional state. The main contribution of this work is twofold: (1) the intro-
duction of kinesics in affective HCHI; (2) empowering users for the self-monitoring of
their emotional states in order to support the expression of positive emotions. Through
these two axes, the application allows augmenting the human expressivity for the
communication of emotional states in CMC. This could also augment users’ social
skills in off-line interaction and, finally, their happiness. This interface has been
implemented in a mobile environment because currently a big part of the population
owns and uses the smartphone, which also provides ubiquitous interaction and con-
tinuous connection. Indeed, the smartphone can be considered a pervasive technology
that deeply penetrated the current society and that, therefore, can effectively influence
users’ daily life.

The next section presents the related work; in the third section, the prototype
interface is described in detail. The fourth section is dedicated to the observation study
we conducted, while the last section presents the conclusion and future work.

2 Related Work

Positive technology aims at creating technologies that contribute to enhance happiness
and psychological wellbeing. In [16], Riva et al. proposed a framework to classify
positive technology according to their effect on three main features of personal
experience:

• Hedonic: technologies used to induce positive and pleasant experiences;
• Eudaimonic: technologies used to support individuals in reaching engaging and

self-actualizing experiences;
• Social/Interpersonal: technologies used to support and improve social integration

and/or connectedness between individuals, groups, and organizations.

The smartphone application introduced in this paper integrates the Hedonic and
Social/Interpersonal features. For this reason, we present the related works concerning
these features and using facial expressions as main means of emotion communication.

2.1 Social/Interpersonal Feature

Facial expressions provide an important channel for emotional and social display and
some works tried to introduce this nonverbal interaction in computer-mediated
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communication. For example, FAIM captures users’ spontaneous facial expressions via
a video and displays them as dynamic avatars in instant messaging software [7].
Similarly, Kuber and Wright developed an instant messaging application that recog-
nized facial expressions through the Emotiv EPOC headset and displayed the users’
emotional states with smileys [14]. This study showed that this approach improved
affective interaction compared with normal text-based communication. Caon et al. used
the same technology for the facial expression recognition but they applied this concept
to the communication over the SASs and the feedback was displayed in the environ-
ment in a context-aware multimodal manner [4].

2.2 Hedonic Feature

The notion that inducing a person to perform a smile can make her happier encouraged
some researchers to propose novel interfaces that aim at promoting smiles. For
example, Tsujita and Rekimoto presented a variety of digital appliances, such as
refrigerators, alarm clocks, mirrors et cetera that require the user to smile in order to
function properly [20]. In [19], they described two field tests that they conducted with
the refrigerator. This refrigerator integrated a camera to recognize and count the user’s
smiles, and only when the user smiled, the system facilitated opening the refrigerator
door. These field tests showed that this system motivated users to smile more fre-
quently, provided a tool for self-reflection and fostered communication in a couple.
Hori et al. proposed a system composed of a smartphone and a wearable device, called
communication pedometer, which applied the gamification approach to promote
smiling during interpersonal communication [10]. The “Moodmeter” is a system that
aimed at encouraging smiles in public spaces [9]. It was composed of a camera that
recognized by-standers smiles and displayed it on a public display. This set up was
replicated in many spots of the campus and it was possible to display a heat-map to
show which spot was the “happiest”. Another interesting work in this field is the mirror
that manipulates the user facial expression [22]; the authors of this work demonstrated
that it is possible to manipulate emotional states through feedback of deformed facial
expressions in real time.

The smartphone application presented in this paper proposes an interface that
enables users to use facial expressions to share emotional information. At the same
time, like the work made by Tsujita and Rekimoto [20], aims at fostering smiles.

3 Prototype

The smartphone application presented in this paper has been designed to support
the first and third features of the positive technology framework [16]. Indeed, it allows
the user to use facial expressions to communicate her emotional state in SASs. Since
this application aims at improving the computer-mediated interaction, it could also
enhance the feeling of connectedness between the elements of a social group. At the
same time, this application provides some feedback about the performed facial
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expressions and reminds the user to smile in order to induce positive emotions and
increase happiness.

3.1 Interface for Affective Interaction

This part of the interface aims at enhancing the computer-mediated communication of
emotions and can be classified in the Social/interpersonal feature of the framework of
the positive technologies. The SASs, such as Twitter, do not allow a variety of different
modalities and have also a limited number of characters per message; therefore, the
expressivity of emotions in SASs is quite limited. We developed this app in order to
provide ubiquitous sharing of emotions in SASs (i.e., Twitter) through text, images and
emotions (Fig. 1(b)). This app induces the user to communicate her emotional state
performing the associated facial expression using the front camera embedded in the
smartphone. In particular, when a user wants to share a message in Twitter, she can open
the app where she will find the interface to enter the text, to browse the pictures and,
before sending the message, the app asks the user if she wants to share an emotion in this
message. If she agrees, the app will show the view from the front camera in order to
allow the user to focus on her face and on the emotion detected by the system, as
depicted in Fig. 1(a). The algorithm for the user’s facial expression recognition is able to
recognize four different facial expressions associated to four emotions: smiling for
happiness, frowning for sadness, scowling for anger, and winking for trust. The facial
expression recognition has been implemented with the OpenCV library [1]. We used a
supervised learning approach, where the user trains the system before the first utilization
performing three times each expression. For the recognition phase, a similarity algo-
rithm compares the ORB feature descriptors [17] for the mouth and eye regions. These
regions are extracted using the Haar feature-based cascade classifiers proposed by Viola
and Jones [21]. The app provides also an overview of the sent Tweets with the text,
image and a smiley to represent the shared emotional state (Fig. 1(b)).

Fig. 1. Screenshots of the app (a) interface for emotion recognition; (b) overview of the sent
Tweet with associated emotion; (c) the hedonometer; (d) the emotion pie chart.
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The choice of giving to the user the opportunity of communicating her current
emotional state using the facial expression aims at reintroducing the use of the kinesics
typical of the nonverbal communication. In fact, the facial expressions and the gestures
are very meaningful means of expression in the face-to-face communication and they
add more information to the spoken sentences. In particular, affection not only allows
experiencing a richer interaction but also helps to disambiguate meaning, facilitating a
more effective communication [2].

3.2 Interface for Mental Wellbeing

This part of the interface aims at inducing positive emotions to increase the user’s
happiness and can be classified according to the hedonic feature of the positive tech-
nology framework. This application provides some statistics as feedback for user
empowerment; indeed, they help users explore and understand information about
themselves to support self-reflection and to identify opportunities for behavior change
[6]. These statistics take into account the number of facial expressions performed
during each day. Then, it is possible to show the number of smiles per day as a graph
(Fig. 1(c)) and the percentage of all the performed facial expressions in a pie chart
(Fig. 1(d)). Moreover, this application integrates a persuasive interface that solicits the
user to smile when the smile counter detects a low level of happiness. In this case, the
application triggers an alarm shown in the notification bar (Fig. 2(a)) and when the user
acknowledges it, an interface showing funny or positive images coming from an RSS

Fig. 2. Three screenshots to show the persuasive interface to motivate the user to smile: (a) the
alarm in the notification bar; (b) the app shows an image to motivate the user to smile; (c) the user
can browse the RSS feed in every moment and the app saves in the smartphone the images that
make the user to smile.
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feed chosen by the user is displayed (Fig. 2(b)). In this screen, a progression bar shows
how much the user should smile in order to accomplish this task. However, the user can
access the RSS feed whenever she wants and when she smiles, the images are saved in
the smartphone to allow the user to watch them again (Fig. 2(c)). This persuasive
interface aims at inducing the user to smile in order to make her happier, as the works
presented in [10] and [20]. In fact, as explained in Sect. 1, it is not important if the
smile is unconscious or voluntary to increase positive mood, and the possibility to see
the user’s face smiling like in a mirror can even increase this effect. Indeed, as for the
hedonic feature of positive technology, this interface aims at enhancing happiness.
Moreover, this tool aims at supporting self-reflection to train the self-regulation of
emotions, which also contributes to mental health [8].

4 Observation Study

We performed the observation study during a live demonstration held during the con-
ference on Affective Computing and Intelligent Interaction (ACII 2013) at the Inter-
national Conference Centre of Geneva in Switzerland on 4 September 2013. We set up a
prototype composed of multiple input and output interfaces for the communication of
emotional states [5]. In particular, the setup comprised two main input interfaces: a
touch-enabled Smart TV using the Microsoft Kinect for the facial expression recogni-
tion and the Android smartphone running the application we developed. We conducted
an observation study both on the field and with the recorded video; other findings were
presented in [3]. Watching the video, we calculated the number of conference attendees
involved in the interactive demonstration: 85 people stopped to watch the demo and 29
of them actually interacted with the prototype. The people attending the conference were
of different ethnics, genders and ages; although all of them were interested in affective
computing, there were researchers and practitioners with very heterogeneous back-
grounds, providing a varied pool of subjects for our first public test. The testers generally
demonstrated a large interest in the proposed prototype. In particular, the interaction
through facial expressions was appreciated, even if considered too artificial. In fact, this
kind of interaction implies that the user has to express her emotional state through
voluntary facial expressions that in this case can be seen more as a gesture rather than an
unconscious physiological reaction; for this reason, some participants suggested to
integrate an automatic facial expression recognition that detects the unconscious
expressions and to propose to the user to share the detected emotional status on the SAS.
The interaction with the persuasive interface to motivate the user to smile provided the
same result: the users felt of being “faking” a smile in order to save the images they
liked. However, as explained in Sect. 1, mimicking positive facial expression is an
effective means to increase the user’s positive mood.

The most important research question we were trying to answer in this interactive
event was to understand if performing facial expressions could be a problem in terms of
user acceptability in a public context. In fact, using facial expressions to communicate
with the mobile phone could be seen as awkward by the user, in particular in a social
context like this event, where users were surrounded by a crowd that could be com-
posed of friends, colleagues and strangers. The result after this first acceptability test is
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quite encouraging; indeed, nobody refused to perform facial expressions in front of the
mobile phone for the communication of emotional states. This makes us think that in
the current society, where “selfies” are a main trend invading the social networks, the
use of a camera as means of communication is considered acceptable even in public
spaces. We can consider these preliminary results encouraging, although we are aware
that further tests are needed.

5 Conclusion and Future Work

In this paper, we presented a smartphone application integrating two features of
positive technology: a Social/Interpersonal interface that aims at introducing a part of
kinesics, i.e., facial expressions, in the computer-mediated communication of emotions.
Moreover, this prototype takes advantage of the recorded emotions shared by the user
in order to provide some statistics to enable self-reflection about the shared emotions;
this aims at improving mental health and if the user did not smile enough during the
day, a persuasive interface inspired by Tsujita and Rekimoto’s work [19], motivates the
user to smile.

As future work, we are integrating a gamification mechanism, like in Hori et al.’s
work [10], to sustain user’s engagement and to create an active community of people
willing to improve their affective interaction and mental wellbeing.

Acknowledgments. We want to thank Alexandre Nussbaumer and Hoang-Linh Nguyen for
their fundamental contribution to this work, which has been supported by Hasler Foundation in
the framework of “Living in Smart Environments” project.
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Abstract. In this study, the correlation between six basic emotions (happy, sad,
angry, disgusted, scared, and neutral) and brain signals evoked by head-up
display (HUD) images were found. 20 participants were exposed to 18 different
HUD images in the laboratory and driving simulator-based settings. 16-channel
electroencephalography (EEG) signals were obtained during exposure to each
HUD image and were later used to calculate three EEG indices (EEG activity,
concentration level and relaxation level). The participants reported their emo-
tions induced by the observation of each HUD image on semantic differential
scales with two bipolar adjectives (range: 1–7). Results showed that color was a
key factor for determining the type of emotion evoked, whereas the amount of
information provided determined the levels of brain activity in the central lobe.
Neural activities in the temporal lobe showed a strong association with the
concentration level. These findings between emotions and EEG signals can
be used for designing a new type of DVI (driver-vehicle interface).

Keywords: Driver’s emotion � Brain signal � Electroencephalography (EEG) �
Driver-vehicle interface (DVI)

1 Introduction

Driving is a task which requires the simultaneous processing of various visual stimuli
[1]. A head-up display (HUD) interface is a device which minimizes eye movement of
a driver and provides the driver with important information, such as the speed, fuel
gauge and navigation, at the front of the vehicle [2]. Thus, HUD enables a driver to
concentrate on the road conditions ahead by eliminating reasons for disengaging their
vision from infront of the steering wheel. The HUD image is easily recognized, even by
first-time drivers [3], and generally enables drivers to feel safer while driving [4].

An extensive amount of research about HUD hardware design has been conducted,
however the number of studies which concentrate on HUD image design is insufficient.
Various aspects such as the reaction and performance rates corresponding to the pro-
vided information from HUD should be considered in HUD image design [1]. HUD
image design must be suited to evoke positive emotions of the driver as they heavily
impact driving performance and furthermore, the safety of both the driver and other
vehicles. Therefore, this study investigates the electroencephalogram (EEG) signals
and the emotions evoked by HUD images of the driver in prior research conducted by
Smith in 2011 [5].
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In Smith’s research, six pairs of emotion provoked by each of the 18 HUD images,
were established by conducting a survey. This paper considers Smith’s experiment as a
foundation for HUD image design, hence uses existing HUD images to evaluate the
emotions and EEG signals of drivers, therefore establishing a correlation between the
two properties. Furthermore, the paper aims to develop a driver-vehicle interface
(DVI) which investigates the elements of HUD image design that affect the emotions
and EEG signals of drivers.

2 Method

2.1 Overview of Experiment

20 participants in both laboratory and driving-simulator based settings were exposed to
visual stimuli in order to investigate the emotions and brain signals evoked by 18 HUD
images (see Fig. 1) of various design elements including; content, amount of infor-
mation, location, font, and color. 16 channels of EEG signals were measured while the
participants observed each HUD image, in order to calculate the three EEG indices of;
EEG activity, concentration level and relaxation level. Participants rated on scale of 1
to 7, the amount of emotion induced by the HUD images in regards to five pairs of
antonyms and six individual emotive adjectives.

2.2 Participants

In this experiment, 20 participants with at least one year of driving experience were
involved, consisting of 10 males and 10 females aged between 20 and 31 years of age.
All participants did not have any auditory, physical or mental disorders.

2.3 Apparatus

The 18 HUD images used in the experiment are displayed in Fig. 1, while their
characteristics are listed in Table 1. Each image was a different combination of 6 design
elements including; form of main information, form of sub information, the amount of
information, location, font, and color. Each design element had sub design level, where
colour has 3 levels; orange, blue and green.

Poly G–A (Laxtha. Korea) equipment was used to investigate the brain waves of
each participant and a sampling frequency of 256 Hz was used to produce EEG signals.
The EEG electrodes used 16 channels according to the International 10–20 System of
Electrode Placement and the attaching positions were Fp1, Fp2, F3, F4, F7, F8, C3, C4,
T7, T8, P3, P4, P7, P8, O1, O2, as shown in Fig. 2.

2.4 Experimental Environment

Experiments were conducted under laboratory-based and driving simulator-based set-
tings (see Fig. 3). In the laboratory, a basic experiment was conducted using the the
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Fig. 1. 18 kinds of HUD images [5] (Smith, 2011) (Color figure online)

Table 1. Design factors of HUD images [5] (Smith, 2011)

Design elements Sub design elements

Main information form Digital Meter Mixture
Sub information form Digital Meter
Amount of information 1 item 3 items 5 items

Speedometer Speedometer Speedometer
Position of gear Position of gear
Fuel gauge Fuel gauge

Clock
Navigation

Location Left Center Right
Font Arial Electronic
Color Orange Green Blue
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Geneva Affective PicturE Database (GAPED) in order to classify the possible emotions
experienced by participants, before undertaking the HUD image experiment.
The GAPED consists of six categories of visual emotion stimuli, each inducing an
emotion of; scared, disgusted, angry, sad, neutral and happy. After the basic experi-
ment, the 18 HUD images of 180 mm × 110 mm were displayed on a laptop.

In the driving simulator-based experiment, the same HUD images were displayed
on the right side of the center fascia.

The 16-channel EEG signals were measured while the participants observed the
HUD images, in order to calculate the three EEG indices which measure the levels
of EEG activity, concentration and relaxation of each participant. After observing
each image, five pairs of antonyms and six individual emotive adjectives were rated
on a scale of 1 to 7, corresponding to the amount of each emotion evoked by the
images.

The five pairs of antonyms were; classic–modern, masculine–feminine, comfort-
able–insecure, soft–rough, certain–uncertain. For example, a score of 1 regarding
‘masculine–feminine’ means that the image articulated strong masculinity. Similarly, a
score of 4 for ‘comfortable–insecure’ would suggest that the image conveyed neither a
comfortable or insecure feeling to the participant, however the impression of the image
was closer to being insecure. The six individual emotive adjectives were catagorized as;
scared, disgusted, angry, sad, neutral and happy.

Fig. 2. Positions of EEG electrode attachments (Color figure online)

Fig. 3. Laboratory (left) and driving simulator (right) environments
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2.5 Experimental Procedure

The experiment was conducted for two hours. Participants closed their eyes for 30 s
before being exposed to a HUD image for 30 s. The brain signals emitted during the
observation of the image were recorded and evaluated. After the observation of the
image, a survey was completed, regarding the emotions evoked by the image. This
method of observing the image and answering questions regarding the image was
repeated until all of the 18 HUD images were evaluated by each participant. The
experiment was then repeated, displaying the images in random order. Again, after
viewing the image for 30 s, each participant completed a survey until all of the 18 HUD
images were evaluated twice, firstly in numerical order and then in a random order.

2.6 Data Analysis

The EEG signals corresponding to each emotion were evaluated after the experiment
using the GAPED, which uses more drastic or explicit images as an effort to increase the
availability of visual emotion stimuli. Noise in the recorded EEG signals was eliminated
by pre-processing the data using frequencies in the range of 4 to 45 Hz, using a fast
Fourier transform band pass filter. The three EEG analysis indicators of EEG activity,
concentration and relaxation levels were considered. Alpha waves increased when at a
comfortable state, and beta waves showed an increase at states of intentional activity,
insecurity and tension. These characteristics were used to derive the following:

EEG activity ¼ Power Ratio of Beta=Alphað Þ ðð1ÞÞ

Theta waves decreased in the concentration state. The concentration level was
defined by the SMR rhythm (12–15 Hz) which appeared during the unfocused attention
state and the mid-beta rhythm (16–20 Hz) which appeared during the focused attention
state:

Concentration level ¼ Power Ratio of SMR þ Mid� Betað Þ =Theta ðð2ÞÞ

The relaxation level was observed at a relaxed state, and was calculated as the ratio
of Alpha Power to High-Beta power.

Relaxation level ¼ Power Ratio of Alpha=High� Betað Þ ðð3ÞÞ

3 Results

3.1 Correlation Between Basic Emotions and EEG Signals

The mean values and standard deviation of the EEG analysis indices were obtained for
each emotion and are represented by Table 2. The EEG signals were measured in
microvolts (mV) however all values in Table 2 are represented as indices, therefore are
unitless.
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According to the frequency range of the EEG signals which affect the emotions
stimulated by the HUD images, delta (0–4 Hz), theta (0–4 Hz), alpha (8–13 Hz), beta
(13–25 Hz), and gamma (25–30 Hz) waves were investigated, along with the levels of
EEG activity, concentration and relaxation. The four primary elements were extracted
by principal component analysis, using the VariMax rotation method which involved
Kaiser normalization. The factor transform matrix is represented by Table 3 and the
factors of rotation space was obtained (see Fig. 4).

Table 2. Mean indices of EEG analysis for each basic emotion

Scared Disgusted Sad Angry Neutral Happy

EEG Activity 2.156 ± 0.902 1.938 ± 0.336 2.463 ± 1.037 1.366 ± 1.081 2.003 ± 0.801 2.380 ± 1.005
Concentration 0.486 ± 0.252 1.940 ± 0.922 0.413 ± 0.153 0.280 ± 0.220 0.452 ± 0.267 0.500 ± 0.276
Relaxation 1.913 ± 0.689 1.357 ± 0.172 1.708 ± 0.820 2.441 ± 0.585 1.576 ± 0.354 2.058 ± 0.653

Table 3. Factor transformation matrix of emotion and EEG analysis indices

1 2 3 4

Happy −.875
Disgusted .824
Angry .786
Neutral −.632
Scared .542
EEG activity −.943
Alpha wave .865
Relaxation .836
Beta wave .932
Concentration .902
Sad .922

Fig. 4. Factors of emotion and EEG analysis indices
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The principal component analysis graph shown by Fig. 4 represents each factor as
an axis in three-dimensional space and illustrates the correlations between the alpha
and beta waves; emotions and levels of EEG activity, concentration and relaxation;
experienced by participants during the HUD image experiment. Factor 1 consists of
happy and neutral emotions, substantial concentration levels and beta waves, hence
group positive elements. Factor 2 shows the presence of significant alpha waves and
relaxation levels and also, disgusted, sad and angry emotions, indicating a general
provocation of anxious and negative emotions. Factor 3 showed a weak correlation
between the EEG activity and indices and the emotions induced by HUD images.

3.2 Correlations Between HUD Images, Emotion and EEG Signals

Correlation analysis was performed to investigate the correlation between emotion and
EEG analysis indices while participants were exposed to HUD images.

Pearson’s correlation coefficients and the results of pairwise statistical significance
were obtained and are shown in Table 4.

Scared, disgusted, sad and angry were relevant to negative emotions, and they were
of lower levels when EEG activity and delta waves increased at the significance level of
0.01, however showed an increase when alpha and beta waves increased. For strong
levels of happiness, which is a positive emotion, a strong correlation with the relaxation
level, alpha and beta waves was shown when the significance level was 0.01. Neutral
emotion was experienced predominantly by the participants when EEG activity
increased and theta beta waves were of lower levels.

The EEG activity in each part of the brain was different, depending on the nature of
each HUD image and Fig. 5 indicates that for all 18 images, participants showed
activity in the left frontal lobe while being exposed to visual stimuli.

Table 4. Correlation coefficients of emotion and EEG analysis indices

Activity Concentration Relaxation Delta Theta Alpha Beta Gamma

Scared −.657** .279 .020 −.649** .517** .678** .446** −.379*

.000 .100 .907 .000 .001 .000 .006 .023
Disgusted −.398* .043 .315 −.598** .215 .464** .568** −.023

.016 .803 .061 .000 .208 .004 .000 .893
Sad −.347* .038 .370* −.659** .215 .516** .605** .029

.038 .825 .026 .000 .207 .001 .000 .867
Angry −.510** .214 .248 −.657** .351* .579** .478** −.119

.001 .209 .145 .000 .036 .000 .003 .491
Neutral .510** −.184 −.231 .679** −.399* −.609** −.510** .171

.001 .283 .175 .000 .016 .000 .001 .320
Happy −.362* .221 .435** −.667** .228 .546** .574** .026

.030 .194 .008 .000 .180 .001 .000 .880

Note: **. Correlation coefficient significance level: 0.01 (both sides), *. Correlation coefficient
significance level: 0.01 (both sides)
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In the cases of the 4th, 15th, 7th and 18th HUD images, the parietal lobe was
activated. One of the design elements of the image was the font, where Arial was used
in every image except for the 18th image. Drivers experienced feelings of insecurity
when the image was orange.

3.3 Comparison of Results of Prior and Current HUD Image Research

This study showed that emotions are induced by factors such as the amount and form of
information provided, in which results of prior research were similar in a large per-
centage of cases. The results of the study showed a 80 % compliance with that of
Smith’s experiment for the antonym pair, ‘modern–classic’, 71 % for ‘comfortable–
insecure’, and 100 % for ‘certain–uncertainly’, respectively. The emotions evoked by
both the colour and location of information corresponded to the adjective pairs
‘masculine–feminine’ and ‘soft–rough’ both showed a 55 % in results of both studies,
suggesting less compatibility between the current experiment and Smith’s study.

Fig. 5. EEG activity induced by each HUD image (Color figure online)
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4 Conclusion

This research was conducted as an effort to improve the interface of a vehicle by
grasping the difference between evoked emotions and EEG signals induced by HUD
images, experienced by drivers. Before the HUD image experiment was conducted, the
activated parts of the brain depending on the different kinds of emotion felt by the
participant, were identified through a basic experiment.

Neutral emotions showed theta and alpha waves in the frontal and left temporal
lobes. When participants experienced happiness, the presence of both delta waves in
the frontal lobe and alpha waves showed differences in both right and left temporal
lobes. Negative emotions such as feeling disgusted, angry or sad, indicated differences
in the beta waves between the frontal and temporal lobes.

Through the HUD image experiment, a correlation between the emotions evoked
by the images was able to be found, by considering the beta waves and concentration
levels which are affected by positive and neutral emotions. Also, in the case of
increased negative emotions, the relation between alpha waves and relaxation levels
were noted. EEG activity had a weak correlation with emotions and other indices. EEG
activity was proportional to the amount of information provided by the HUD and it
showed significant differences at the parietal and temporal lobes. After the interpre-
tation of short-answer responses, the most effective design element of HUD was
concluded to be color, as it had dominant effects on the emotion of drivers.

EEG signals transmitted by observing HUD images used previously in Smith’s
experiment were analysed according to design elements and emotions as first step to
identify the emotions induced visual stimuli, which may be experienced by drivers
inside a vehicle. The study was limited by the fact that only 6 basic emotions were
evaluated, instead of considering every emotion encountered by drivers inside a
vehicle. Therefore, further research will be conducted in order to clearly identify the
difference in EEG signals depending on the emotions experienced by the participant,
through undertaking more specific short-answer surveys and various analysis methods.
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Abstract. Our body representation and sense of self is constantly updated
starting from the integration of different sensory inputs. Synchronous bodily
stimulation has been used to manipulate sense of self, and can be applied to user
experience design. This study manipulated multimodal stimulation to test factors
potentially affecting mood and interpersonal closeness. The independent vari-
ables were: (1) the presence or absence of a haptic device (neck massager) on
the participant; (2) the presentation of one of two videos, in which an actor
expressed either energy or calmness while wearing the haptic device; and (3) the
pre- and post-intervention time factor. The results showed a main effect for time
for all dependent variables. A three-way interaction effect was evident for the
measures of calmness and interpersonal closeness. The greatest reported
increase in interpersonal closeness occurred in the haptic-energy video condi-
tion, an effect that was consistent with one of the study’s hypotheses.

Keywords: Human computer interaction � Haptics � Affective computing �
Mood � Interpersonal closeness � Embodied cognition � Social cognition � User
experience � Therapeutic HCI � Multisensory integration � Self boundary

1 Introduction

As technology is increasingly a medium with which humans interact, the interface
between the person and the machine is an increasingly salient interaction. Thus, it is
possible to design technology with the intention of blurring this “boundary” (whether
physically or conceptually) to augment user experience. The interface in human
computer interaction (HCI) is commonly a computer screen, and in this study specif-
ically featured a person—notable because other human beings and their bodily
movements, which can be mapped onto our own bodies, are a distinctive and richly
meaningful class of stimuli [1].

Given growing evidence that cognitive representations such as sense of self are not
amodal but connected with our bodies, this experiment tested manipulations of the
sensorimotor domain within a socially-situated HCI. Such research that advances theories
of embodied and situated cognition (in which cognition is seen as taking place not only in
the brain, but also in interaction with the world supported by the body) will be central for
developments in HCI as well as in related fields such as artificial intelligence [2].
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1.1 Literature

Our body representation and sense of self is constantly updated starting from the
integration of different sensory inputs [3, 4]. Sense of self begins with the body, but self
is also one’s psychological being (e.g., thoughts, feelings, attitudes), which in turn
exists within a social matrix [5]. Conceptually, the self can be socially extended to
other persons [6]. Relationships with loved ones are often described as a blurring of
self-other boundaries; such merging can occur at both the conceptual and bodily level
[7]. We use metaphors like “we are one” to convey our subjective experience of self in
physical terms [8]. Our conceptual sense of self, then, is bound to our physicality and
influenced by the sensorimotor domain, including bodily feedback [8, 9]. While one’s
body/self seems distinct from the world, this boundary is artificial [10]–an actuality that
can be employed in user interface and interaction design.

Synchronous bodily movement has been used to manipulate conceptual
self-boundaries. For example, in their study of synchrony and cooperation, [11] had
participants walk in step in the experimental condition and walk normally in the control
condition. They then asked the question: “How connected did you feel with the other
participants during the walk?” Participants in the synchronous condition reported
feeling more connected with their counterparts than those in the asynchronous
condition.

Similarly, synchronous bodily sensation has been used to manipulate conceptual
self-boundaries. Reference [7] brushed the cheek of study participants while partici-
pants watched the brushing applied to the face of a stranger shown in a video, in
synchronous versus asynchronous conditions. The degree of self-other merging was
determined by measuring participants’ body sensations, their perception of face
resemblance, their judgment of the inner state of the other, the closeness felt toward the
other, and conformity behavior. The results showed that synchronous multisensory
stimulation blurred self-other boundaries; participants exposed to synchronous stimu-
lation showed more merging of self and other than participants exposed to asynchro-
nous stimulation. The study concluded that multisensory integration can affect social
perception and create a sense of self-other similarity [7]. Similar experiments have
yielded this enfacement effect in the synchronous condition, which creates in the
participant the sensations of being in front of a mirror [4].

The current study was based on such evidence that the ways we conceptualize,
reason about, or visualize interpersonal experiences are influenced by the sensorimotor
domain [8, 12]. The objective of this study was to take the metaphoric “overlap” that
may arise between self and other and test it experimentally, and the significance is that
the results can be applied to HCI. The evolution of technology toward adaptive systems
that are capable of inferring emotion and incorporating multimodal interactions
demands such research to provide a deeper understanding of the interplay of body and
self, of emotion and social cognition.
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1.2 Independent Variables and Hypotheses

The current experiment varied the conditions of the face-brushing experiment [7] by
presenting versus not presenting a synchronous haptic experience (i.e., neck massager)
between the participant and an actor (rather than synchronous versus asynchronous
stimulation). The current study also included verbal content from the actor, which
varied between two levels—energy and calm. For example, in the energizing video, the
actor said the neck massager acted like coffee in making her energized, and in the
calming video she said it acted like herbal tea to make her calm.

Hypothesis 1 predicted that the energy video would have an energizing effect and
the calm video would have a calming effect in both the haptic and no haptic conditions.
Hypothesis 1 further predicted that in the haptic conditions, these effects would be
greater due to the synchronous haptic experience with the actor. In other words, the
neck massager was intended to heighten similarity and familiarity, and was expected to
aid in blurring the conceptual boundary between participant and actor in the haptic
conditions. The synchronous haptic experience was hypothesized to convey “same-
ness” in both the tactile modality as well as the visual modality (in which it may be
conceived as a shared morphology [13]), thus aiding in the transmission of the actor’s
mood via an emotional contagion [14].

Likewise, it was anticipated that the presence of the haptic device (the synchronous
haptic experience) would result in participants perceiving a closer connection to the
actor. Hypothesis 2 then predicted that participants in both the haptic-energy video and
haptic-calm video conditions (as compared to those in the two no haptic conditions)
would realize a pre-post gain in interpersonal closeness with the actor.

2 Methods

The study was a three-factor, between and within participants experiment. With regard
to the two physiological measures, the study was a 2 (Haptic or No Haptic) × 2 (Energy
Video or Calm Video) × 3 (Pre, Post 1, and Post 2 repeated measures) factorial design.
With regard to the three self-report measures, the study was a 2 (Haptic or No Hap-
tic) × 2 (Energy Video or Calm Video) × 2 (Pre and Post repeated measures) factorial
design.

2.1 Dependent Variables

Based on the two hypotheses, two categories of dependent variables were of interest.
One was the mood change (i.e., blurring of self-other boundary) from pre-video to
post-video, which was expected to be affected by the actor’s mood—more so in the
haptic condition. Mood was measured by changes in heart rate and skin conductance,
and subscales of [15] ’s short mood scale. Reference [15] developed and evaluated the
psychometric properties of this six-item scale based on the Multidimensional Mood
Scale [16]. Two of the scale’s three factors, Calmness and Energetic Arousal, were
used in this study, as measured by four items. Reference [15] found reliability to be
0.90 for both Calmness and Energetic Arousal.
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The second variable of interest was the self-other boundary as manifested in the
participant’s perception of interpersonal closeness to the actor. Participants responded
to [7] ’s version of [6] ’s Inclusion of the Other in the Self Scale (IOS) scale (originally
developed by [17]). The 7-point scale consists of a series of circles representing the self
and the other person with different degrees of overlap. Reference [17] ’s reliability
check (test-retest) showed correlations between the original and the 2-week retesting as
r = 0.83 overall and other measures supported the concurrent validity of the IOS Scale.
Also to assess the self-other boundary, participants responded to the questions “How
connected did you feel with the actor?”, “How similar is the actor to yourself?”, “How
close do you feel to the actor,” and “How much do you like the actor?”, using a 9-point
Likert scale. These questions were derived from [11] and [18], for which reliability was
not reported. For this study, the interpersonal closeness measure (the sum of these four
questions plus the IOS Scale) had a Cronbach’s alpha of 0.87.

2.2 Apparatuses and Actor

The device used for haptic input was the Brookstone Shiatsu Neck and Shoulder
Massager. Heart rate and skin conductance were measured with the FlexComp Infiniti
Encoder. Video of the actor (an 18-year-old female college freshman) was recorded
digitally on a Flip Video Camera and was viewed by participants on a 15-inch
MacBook.

2.3 Participants

Healthy females between the ages of 18 and 30 were recruited via advertisements
posted on campus and email invitations. Gender and age could be confounding factors,
and therefore the study sought a somewhat homogenous sample of participants who
resembled the actor in the video. Each participant read and signed consent documen-
tation approved by the Institutional Review Board and received a $10 Caribou Coffee
gift card for her participation.

Forty-eight women participated in the study. They ranged in age from 18 to 29,
with a mean age of 21.29 (SD = 2.68). All were full-time students. About two-thirds
(33) identified their race as White, whereas nine were Asian, two were Black or African
American, and four offered multiple choices or left the question blank. About 90 %
(44) were not Hispanic or Latino, whereas three were Hispanic or Latino, and one left
the question blank.

Each of the 48 participants were randomly assigned to one of the four conditions,
so that there were 12 participants in each condition. Related studies have used 10 to 18
participants per condition [4, 7, 11].

2.4 Procedure

A PC laptop contained the software (Biograph Infiniti Version 5.0.3 by Thought
Technology Ltd.) used for the recording of physiological data. The accompanying
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hardware was FlexComp by Thought Technology Ltd., and consisted of the encoder,
the SC-Flex/Pro sensor (for skin conductance), and the BVP-Flex/Pro sensor (for heart
rate).

The investigator attached the skin conductance and BVP sensors to the
non-dominant hand. Once the investigator began recording on the Biograph Infiniti, the
participant responded to a brief demographic questionnaire and the Short Mood Scale.
The investigator showed a still of the actor wearing the neck massager on the Mac-
Book, and the participant responded to the interpersonal closeness measure. A rest
period began, which took a total of 15 min from the start of the Biograph recording.
The participant was offered a word search booklet to work on—a neutral activity to
pass time.

About one minute prior to the start of the video (the 14-min. mark), the investigator
placed the neck massager on the participant if she was assigned to the haptic condition.
At the 15-min. mark, the investigator began the video on the MacBook—either calming
or energizing, depending on the assignment. If the participant was in the neck massager
condition, the investigator turned on the neck massager immediately after starting the
video.

At the conclusion of the 3-min. video, the investigator turned off the neck massager
(if applicable) and asked the participant to again respond to the Short Mood Scale.
After showing the still of the actor wearing the neck massager on the MacBook, the
participant again responded to the interpersonal closeness measure. The participant was
then offered the word search booklet for the few remaining minutes of physiological
data recording.

The period of physiological pre-data was defined as the five minutes prior to the
start of the video. Two five-min. post-data periods were defined. Post 1 started one
minute after the start of the video and Post 2 started at the conclusion of the video.

3 Results

A 2 × 2 × 3 analysis of variance for the physiological dependent measures and a
2 × 2 × 2 analysis of variance for the self-report dependent measures were computed,
with repeated measures on the last factor. There was a significant main effect for time
for all measures (Table 1), but no significant main effects for either haptic or video.
Additionally, there were no significant effects for either Haptic × Time or
Video × Time.

A three-way interaction effect was found for two measures. First, the calmness
measure produced a three-way interaction effect, F(1, 44) = 7.21, p = < .01. A paired
samples t-test revealed that one condition showed a significant pre-post increase:
haptic-energy video (p = < .05). Second, there was a three-way interaction effect for
interpersonal closeness, F(1, 44) = 6.62, p = < .05. A paired samples t-test revealed that
two conditions showed a significant pre-post increase in interpersonal closeness:
haptic-energy video and no haptic-calm video (p = < .05).

Therefore, Hypothesis 1 was not supported, but Hypothesis 2 was partially sup-
ported in that the haptic-energy video condition realized a significant pre-post gain in
interpersonal closeness (14.33 (SD = 5.37) to 23.00 (SD = 11.38)) (Fig. 1).
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In summary, the results showed a main effect for time for all dependent variables:
heart rate decreased, skin conductance increased, self-reported calmness increased,
self-reported energetic arousal decreased, and self-reported interpersonal closeness to
the actor increased. A three-way interaction effect was evident for the measures of
calmness and interpersonal closeness. With regard to the primary hypotheses, there was
a significant pre-post gain in interpersonal closeness for those participants who both

Table 1. Changes of measures over time

Measure Pre Post 1 Post 2 F ηp
2

Heart rate 78.11a 75.97b 76.95c 8.00** .15
(12.54) (11.93) (11.90)
[74.38, 81.84] [72.44, 70.50] [73.42, 80.47]

Skin conductance 4.57a 5.71b 5.79b 60.85*** .58
(4.81) (5.14) (5.21)
[3.15, 5.99] [4.20, 7.23] [4.25, 7.33]

Calmness 8.40 – 9.29 6.037* .12
(2.92) (2.67)
[7.57, 9.22] [8.49, 10.09]

Energetic arousal 7.77 – 6.77 8.82** .17
(2.18) (2.47)
[7.15, 8.39] [6.08, 7.46]

Interpersonal
closeness

16.46 – 19.96 9.53** .18
(6.07) (8.63)
[14.69, 18.23] [17.44, 22.48]

Note. Below the means are standard deviations in parentheses and 95 % confidence intervals in
brackets. Means with differing subscripts within rows are significantly different at the p ≤ .05
based on Bonferroni adjustment for multiple comparisons.
*p ≤ .05. **p ≤ .01. ***p ≤ .001.

Fig. 1. Time × Haptic × Video interaction for interpersonal closeness measure
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shared the haptic experience and saw the video in which the actor conveyed energy.
Interestingly, in this condition there was also a significant increase in participants’
reporting a feeling of calmness.

4 Discussion

4.1 Heart Rate and Skin Conductance

Across conditions, there was a significant decrease in heart rate, which is in contrast to
the hypothesis that heart rate would increase in the energy video conditions and
decrease in the calm video conditions. Heart rate psychophysiology literature helps
elucidate why heart rate decreased even in the presence of an actor showing energy.

A slowing of heart rate generally accompanies presentation of a novel stimulus
[19]. Heart rate deceleration has been found to involve the mental intake of environ-
mental stimuli or to accompany situations in which subjects “take in” perceptual
materials; decreased heart rate has also been recorded during performance of a task as
associated with increased sensitivity to stimulation [20].

In general, heart rate slows during intensive attention to stimuli [21]. However, if
the external stimulus is a source of psychological stress, anxiety, or fear, heart rate will
instead increase [21]. There is good support for the hypothesis that heart rate decel-
eration is associated with the orienting response and stimulus intake, and heart rate
acceleration is associated with the defensive reaction and stimulus rejection [21]. In the
present study, this hypothesis also appeared to be supported; neither of the videos, nor
the haptic device, would generally be a cause of stress, anxiety, or fear, and therefore
the decrease in heart rate can be interpreted as an orienting response and stimulus
intake, and perhaps an indication of interest.

Across conditions, there was a significant increase in mean skin conductance,
which is in contrast to the hypothesis that skin conductance would only increase in the
energy video conditions and only decrease in the calm video conditions. The investi-
gator’s prediction that heart rate and skin conductance would rise and fall together was
based on postulates of activation theory (e.g., [22]). However, criticisms of activation
theory can be found in the principal of stimulus-response specificity, which states that
specific stimulus contexts “…bring about certain patterns of responding, not just an
increase or decrease in an unidimensional activation continuum… By definition, a
stimulus-response specificity exists if a stimulus brings about a similar pattern of
physiological responding among most subjects” [23, pp. 54, 65].

Directional fractionation is a special case of stimulus-response specificity which
occurs when response directions are not uniform [24]. Therefore, for example, a person
who is attentive to a potential threat will experience a decrease in heart rate and an
increase in skin conductance. However, this particular physiological response does not
necessarily imply stress, but is in fact an orienting response, which enhances our
sensory processing while directing our attention to novel stimuli [23].

Therefore, the physiological response in this experiment was likely an orientation
response to the presentation of the video, and this response was not affected by the
haptic or video content factors.
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4.2 Calmness and Energetic Arousal

Across conditions, there was a significant increase in self-reported calmness and
decrease in self-reported energetic arousal. Additionally, there was a three-way inter-
action effect found for the calmness measure, for which further analysis revealed a
significant effect in only one condition, haptic-energy video. These results are in
contrast to the hypothesis that the two calm video conditions would increase calmness
and that the two energy video conditions would increase energetic arousal.

First, why would calmness increase in the haptic-energy video condition? It is
unusual that this effect did not also (or only) present in the haptic-calm video condition,
and its absence may be due to insufficient power. Ideally a “control” condition of
haptic-no video would have been implemented, but that was not feasible at the time of
the study. Certainly, such neck massagers are marketed as relaxing (e.g., [25]), and
although there is a dearth of experimental studies regarding their effects, the user
generally has an expectation of relaxation or calming.

Second, why would energetic arousal decrease across conditions? One, this effect
could be an artifact of the experimental procedure (i.e., the quiet room, generally low
levels of stimulation, and the word search task during the measurement of baseline
physiological measures). Two, the orienting response (as identified by the increase in
skin conductance and decrease in heart rate) could have impacted self-reported mood.
Specifically, participants may have been more aware of their heart rate decelerating
rather than their skin conductance increasing. Heart rate is to some extent perceptible
and breathing—the physiological process that most directly influences heart rate—can
be voluntarily controlled; but voluntary control (or even awareness) of skin conduc-
tance is less likely [21, 26, 27]. Three, the experiment’s video is similar to watching
television, which “… appears to be a most potent means of providing relief from stress”
[28, p. 107]. One reason for this is that television viewing likely disrupts “… rehearsal
processes that would perpetuate states of elevated arousal associated with negative
affective experiences” [28, p. 109]. Four, color that appeared in the video may have
been a confounding factor. The actor wore a blue shirt and the background was
blue-gray, and people tend to associate certain colors with certain emotional or arousal
states. In two studies, [29] concluded that there was a systematic tendency for
long-wavelength colors like red and orange to induce feelings of high arousal and for
short-wavelength colors like violet and blue to induce feelings of low arousal. Simi-
larly, [30] found that participants associated blue with the word group “calm, peaceful,
serene.”

4.3 Interpersonal Closeness

Across conditions there was an increase in interpersonal closeness as well as a
three-way interaction effect, which revealed that two conditions showed a significant
pre-post increase: haptic-energy video and no haptic-calm video. It was hypothesized
that both haptic conditions would result in an increase in interpersonal closeness.
Therefore, this hypothesis was partially supported by the increase in the haptic-energy
video condition, which showed the largest mean increase. Although the mean increase
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in the no haptic-calm video condition was smaller, it was still significant. One potential
issue is that of confounding variables—in this case, that participants’ responses are
likely in part influenced by the verbal content of the videos.

Another finding to examine is the increase in interpersonal closeness that was found
in the haptic-energy video condition but not in the haptic-calm video condition. One
possible reason for this is that energetic people may be perceived as more likeable, and
likeability was part of the interpersonal closeness measure. For example, in a study of
the personality traits of liked people, individuals who described themselves as
“energetic/active” and “happy/joyful” were more liked in the sample of college
freshman living in dormitories [31]. Certainly the actor in the energy video was more
energetic and active than in the calm video, and it could also be argued that the energy
video conveyed greater happiness and joy than the calm video.

Likewise, it is possible that the energy video engendered a more positive mood
state than the calm video, thus resulting in a higher interpersonal closeness score. In a
study of first-year college students, [32] hypothesized that positive emotions broaden
people’s feelings of self–other overlap in the beginning of a new relationship. They
found that with new roommates, positive emotions predicted increased self–other
overlap, which was measured with the Inclusion of Other in Self Scale [17] that was
incorporated into the interpersonal closeness measure in the current study.

Additionally, various studies have found that mood can have a profound effect on
information processing and judgments, as well as mimicry behaviors. For example, a
correlation has been observed between mood and the non–conscious mimicry of a
person on television; the more positive an individual’s mood state, the more this
individual mimicked the behavior of the person on the television [33].

5 Conclusion

The most notable finding of this study was the significant pre-post gain in interpersonal
closeness in the haptic-energy video condition. The haptic effect found was as
hypothesized, and possible reasons for the energetic condition interaction were sug-
gested above. HCI applications that contain both haptic and interpersonal closeness
factors would be wise to consider this effect and subject it to further testing.

With regard to the hypothesized (but unrealized) effect of the haptic factor blurring
mood (i.e., increasing emotional contagion) between participant and actor, it is possible
that the “experiential match” (the neck massager) between the actor and the participant
was too subtle. The relevant literature emphasizes “action” (e.g., [1, 13]) and thus the
passive haptic match between participant and actor (without movement) may not have
been sufficient to invoke the hypothesized effects. On the other hand, mood was not a
factor in the studies on synchronous stimulation and conceptual boundaries (e.g., [4, 7])
and therefore may not be susceptible to the manipulations performed in the present
experiment.

This study was important in taking the metaphoric “overlap” between self and other
and bringing it into the experimental realm. The study herein was based on theoretical
evidence that this metaphor is grounded in the body (i.e., that sensorimotor inference
informs concepts and social cognition) [8, 9, 12]. Additionally, these theories have
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been supported by studies that have demonstrated that simple body-based manipula-
tions (e.g., of facial expression, posture, or movement) can causally influence the
processing of emotional information [34] and that the cognitive phenomenon of
self-other overlap can arise from a purely sensorial experience [7]. Future work must
seek to understand the affective feedback loop between the user and the computer
system; to design intelligent, adaptive systems, we need a deep comprehension not only
of the computer system, but of the human system as well.

If an interaction designer seeks to increase users’ feelings of interpersonal closeness
to an actor, avatar, or virtual agent, synchronous haptic experience may prove useful.
Important factors for exploration in future research include levels of immersion and
levels of interaction. It may be that even in a low-immersion, low-interaction experi-
ence such as television viewing, a shared haptic experience can improve user experi-
ence. An example would be to use a football player’s point of view for video while
transmitting his heart rate to a user’s smartwatch via haptic output, to more fully
immerse the user in the player’s experience.

In a similar example of HCI innovation, [35] described her students’ development
of a breathing sensor for users that mirrors the behavior of the user’s character in the
game. Synchronizing one’s breath with the avatar’s breath was necessary for game
success, and [35] asserted that this type of experience is key to HCI design processes.
“Without them we cannot create compelling and meaningful interactions in dialogue
with our prospective users. But articulation of these experiences in academic texts is
lacking—and sometimes very hard to capture… The dynamic gestalt of the interaction
does not reveal itself to you until you experience it” [35, p. 10].

With regard to therapeutic applications, [36] summarized that touch is essential to
our well-being, and that medical science is consequently developing therapies to
incorporate haptics into the treatment of conditions such as autism spectrum, mood,
anxiety and borderline disorders. They have prototyped a number of haptic devices that
show promise in such treatments. While they did not explore the possibilities of pairing
a haptic device with a computer mediation or video intervention (in a manner similar in
the current study), that is certainly a possible avenue of investigation. If an increase in
interpersonal closeness (or perhaps empathy) as well as calmness were goals of a given
therapy, then synchronous haptic experience may be an appropriate piece of the
interaction design of a novel HCI-based therapy.

Empirical findings such as those reported herein, coupled with advances in tech-
nology and user experience design, present new directions in blurring the boundary
between the user and the interface. Such an embodied approach will likely prove
valuable not only for refining human computer interaction, but for understanding the
user as well.
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Abstract. Gamification means using video game elements to improve user
experience and user engagement in non-game services and applications. This
article describes the effects when gamification is used in work contexts. Here we
focus on industrial production. We describe how facial recognition can be
employed to measure and quantify the effect of gamification on the users’
emotions.

The quantitative results show that gamification significantly reduces both
task completion time and error rate. However, the results concerning the effect
on emotions are surprising. Without gamification there are not only more
unhappy expressions (as to expect) but surprisingly also more happy expres-
sions. Both findings are statistically highly significant.

We think that in redundant production work there are generally more
(negative) emotions involved. When there is no gamification happy and
unhappy balance each other. In contrast gamification seems to shift the spectrum
of moods towards “relaxed”. Especially for work environments such a calm
attitude is a desirable effect on the users. Thus our findings support the use of
gamification.

Keywords: Gamification � Assistive technology � Facial recognition � Affec-
tive computing � Computer-assisted instruction � Augmented reality � Human
machine interaction

1 Introduction

Gamification is a delightful concept: it is a creditable idea to use “video game elements
to improve user experience and user engagement in non-game services and applica-
tions” [3]. The link between emotions and motivation is important, especially in
context of employee motivation: after all, increased engagement should have numerous
benefits like improved performance and greater user satisfaction [10].

This article describes how gamification can be used in work contexts like industrial
production. Since industrial production already involves processes with measurable
physical outcomes (e.g. the number of parts produced per hour), gaming elements like
scores and leaderboards could be implemented with comparatively little effort. Ideally
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the system should also be able to measure the effect that gamified work processes have
on speed and quality.

However, if gamification is to succeed in such environments, a system employing it
will need a back channel to determine if a specific intervention has increased or
decreased a user’s mood. A preferred approach to measuring the user’s emotional state
in work environments are facial expressions since they can be measured without
physical contact to the worker.

2 State of the Art

The integration of gamification into business contexts has first been described by
Reeves & Read [11]. However, they have been focusing on office contexts. A concept
for the integration of gamification into production environments has first been
described by Korn [6]. While this concept already included real-time feedback based
on motion tracking, it lacked a feedback channel which allows monitoring the effects of
gamification.

A more detailed model (Fig. 1) for implementing gamification in work environ-
ments was described in the context of context aware assistive systems (CAAS) two
years later by Korn et al. [7].

This model also establishes the notion of a flow state as a desirable outcome of
gamification. This is an emotional state in-between arousal and control where high
skills and high demands converge – as described by Csíkszentmihályi in the late
seventies [2].

Fig. 1. CAAS-model by Korn et al.
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However, in the context of this work the more important aspect is the integration of
emotion recognition in the environmental interface. Within the CAAS-model emotion
recognition is considered a pre-requisite for determining a user’s current flow state and
thus adapting the interventions generated by the system. A good example is the need to
determine if a worker reduces work speed because of boredom or because of
exhaustion. While boredom would require an energizing stimulus (or even an increase
in production speed if the system allows for such adaptations), exhaustion would
require just the opposite.

Some assistive systems in production environments already feature cameras for
motion recognition [8]. Thus the preferred approach for measuring the user’s emotional
state is using these cameras to analyze the facial expressions. By using these cameras
no additional system is required and also no physical contact to the worker – in contrast
to sensors for galvanic skin response or most heart rate sensors.

In various studies Ekman showed that human emotions can be categorized into six
basic categories: anger, sadness, happiness, surprise, disgust and fear [4, 5]. Each of
these basic emotions is characterized by a typical facial expression caused by stretched
or released facial muscles (Fig. 2).

A result of this research was the facial coding system (FACS). It focuses on special
muscle groups around the mouth and the eyes. These are crucial in the activity of
expressing emotions and thus are called “Action Units”.

3 Implementation

For the purpose of the pioneering study, determining the states “happy” versus “not
happy” was considered a sufficient granularity to measure the effects of gamification –

other emotions like anger and fear or even disgust were considered as unlikely to
appear (or at least to be shown) in a production work setting.

The emotion recognition system has to ensure a high performance because
real-time evaluation is required. A feedback given a few seconds after the event is
already considered a disturbance. To achieve performance in real-time, the image size
of the captured faces has to be reduced. Also it is required to use simple methods of
pattern recognition which can be computed fast.

Fig. 2. Basic emotions: surprise, sadness, happiness, contempt and anger.
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3.1 Face Detection

At first the image region is reduced, since for analyzing facial expressions only the face
is of interest. This minimizes the memory significantly. We implemented the
Viola-Jones-Algorithm which uses three simple methods that can be computed fast.

The algorithm converts a grayscale input image into an integral image. Then it uses
Haar-like features to detect faces. Haar-like features are rectangular patterns based on
characteristic regions within a face like the region around the eyes or around the mouth.
These characteristics are caused by variations of bright and dark parts as shown in
Fig. 3.

3.2 Feature Extraction and Bag of Features

As mentioned before every emotion has characteristic features, i.e. characteristic fea-
ture points (key points). These key points were extracted from detected faces using the
Speeded Up Robust Features algorithm (SURF) which is invariant towards scale and
rotation [1]. Therefore it was considered to be well-suited for working processes where
rotations and various illumination conditions are to be expected.

Similar to face detection it is based on the Haar-like features. The
Fast-Hessian-Method is used to smooth the input image by convolution with Gaussian.
Afterwards the algorithm detects key points. For every detected key point a feature
vector with 64 entries is computed. Since every facial expression consists of various
key points there are several 64D feature vectors for every emotion. Although every
emotion causes numerous feature vectors based on unique key points, some of these
points are “useless” as they do not describe an important point within the emotion. By
using k-means clustering we created a “Bag of Features” for all important feature
vectors of the emotions, i.e. their remarkable features. Thus similar key points were
clustered and an emotion was recognized by its typical key points only.

3.3 Limitations of Facial Recognition

After the system was implemented we tested it both in the lab and in the wild. The
emotional recognition (in our work-oriented scenario mainly the discrimination
between happy and unhappy) was stable in the lab.

Fig. 3. Haar-like features.
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However, we found that in work environments the method is not reliable. The
illumination changes quickly because of suboptimal lighting conditions in combination
with the worker’s movements. Although the SURF algorithm is supposedly invariant
towards scale and rotation this caused problems: shadows on the face distort the
expression and emotions were not recognized correctly. The changing illumination also
increased latency. To counterbalance such effects and still avoid body-attached sensors,
additional cameras and lighting would be required in work environments.

To evaluate the effects of gamification in spite of the deficits of the facial detection
system, the emotional states were identified in a “semi-automated” detection process:

1. The emotions were pre-classified by SHORE (Sophisticated High-speed Object
Recognition Engine [9], Fig. 4).

2. The recognized emotions were re-assessed and fed into the system by human
observers.

Technically this results in a Wizard-of-Oz study.

3.4 Gamification

While the focus of this work lies on the facial detection aspect, gamification is the
underlying method which is being analyzed. When implementing gamification, we
deliberately chose a simple and established approach:

• providing real-time multimodal feedback (audio and visual)
• displaying performance (required time and committed errors)
• using scores to increase motivation and establish flow

Fig. 4. Emotion detection based on SHORE.
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The gamification system allocates 10 points per step. Each mistake or slow step
results in a score reduction of 10 points. Thus in the 15-step scenario the score was
gradually reduced from a maximum of 150 points down to zero.

Reaching zero could either be a result of 15 mistakes or of 15 slow steps or a
mixture of both. Although theoretically 15 slow and wrong steps would result in a
negative score (here: −150) the score was capped at zero.

The probands received real-time feedback on both the time and the error rate.
However, negative feedback was phrased positively to avoid demotivation, e.g. “you
can do better”.

4 Study

4.1 Setup

The study was conducted with ten probands age 19 to 38. We used a repeated measures
approach with 10 task repetitions without gamification and 10 task repetitions with
gamification. The sequence of tasks with and without gamification was randomized.

The task was assembling a model consisting of LEGO bricks (Fig. 5). The model’s
completion required 15 steps. As common in manual assembly environments, the steps
were shown in an on-screen instruction.

Each test subject completed a two-part questionnaire with an emotional
self-evaluation. The first part was used before the assembly and the second part after
the assembly. The questionnaire evaluated the effects recognized by the test persons.

Fig. 5. Lego model used in the study.
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During the assembly phase (Fig. 6) we measured the task completion time, the error
rate and the emotions. The screen in front of the proband showed the instructions and
(in the gamification part) the gamification elements.

The camera was placed in the center in front of the monitor and was re-adjusted for
each proband to maximize the quality of the facial recognition.

4.2 Results

Several test persons were generally not comfortable with having to build the model
several times. However, this was an intended effect which shows that repetitive work is
not appreciated.

Fig. 6. Setup in the assembly phase of the study.

Fig. 7. Average number of errors in 10 repetitions with gamification (blue) and without
gamification (red) (Color figure online).
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When comparing the development of the error rate (Fig. 7), which is the most
important business ratio in production environments, it is obvious that gamification
decreases and equalizes the error rate. With p < 0.05 this difference is statistically
significant.

Themean task completion time (Fig. 8) was 50 s lower with gamification thanwithout
(2:50min. versus 3:40min). Again with p < 0.05 this difference is statistically significant.

Fig. 8. Average task completion time in 10 repetitions with gamification (blue) and without
gamification (red) (Color figure online).

Fig. 9. Happy expressions with gamification (blue) and without gamification (red) (Color figure
online).
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When comparing the number of happy expressions (Fig. 9) the difference is striking:
on average there are 138.5 expressions with gamification and 211.6 without. This finding
contradicts intuition: we would expect more happy expressions with gamification.
However, this counterintuitive finding is statistically highly significant (p < 0.01).

The surprising result with regard to the happy expressions is counter-balanced
when analyzing the unhappy expressions: on average there are 105.4 unhappy
expressions with gamification and 199.9 unhappy expressions without gamification.
This is what intuition would predict. Again, this finding is statistically highly signifi-
cant (p < 0.01) (Fig. 10).

5 Discussion and Conclusion

Generally the test subjects stated that they felt the gamification elements very moti-
vating. These assertions are confirmed by the quantitative results with respect to task
completion time and error rate: gamification reduces both significantly.

The results regarding emotions are surprising. Without gamification there are not
only more unhappy expressions (as to expect) but surprisingly also more happy
expressions. Both findings are statistically highly significant. In our understanding,
there are three potential explanations for this phenomenon:

1. the emotion detection method is not reliable: this is unlikely due to the additional
human control

2. the participants deliberately or subconsciously conceal expressions of happiness in
the gamification setup: this is possible but unlikely

Fig. 10. Unhappy expressions with gamification (blue) and without gamification (red) (Color
figure online).
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3. when there is no gamification there are generally more emotions involved and
happy and unhappy balance each other

We favor the third explanation. This hypothesis is supported by the fact that
obviously (Fig. 11) there are more emotions without gamification (highly significant
p < 0.01). As several probands have expressed their dislike for the repetitive task, a
psychological explanation of this phenomenon is the following: once there are stronger
emotions (here: disliking the task) they escalate and are displayed on both sides of the
spectrum.

In contrast gamification seems to shift the spectrum of moods towards “relaxed”
(i.e. no measurable expression). Especially for work environments such a calm attitude
is a desirable effect on the users. Thus our findings support the use of gamification.

6 Future Work

With only 10 probands this work can only be a first step into measuring the impact of
gamification on emotions in work environments. Still the findings are unexpected and
have to be validated by extensive studies with more test subjects. Also a more reliable
facial recognition is needed which (for this purpose) could be supported by
body-attached sensors.

Fig. 11. Expressions of positive or negative emotions with gamification (blue) and without
gamification (red) (Color figure online).
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Abstract. The emotional design approach has become increasingly prepon-
derant for the design teams. However, we observed that most of the efforts of the
designers to elicit positive emotions are based on empirical and subjective
approaches. This paper shares the state of our current research towards
the proposal of heuristics for emotional and empathic interfaces. We focus on
the actual design practices, and discuss methodologies to assess the emotions
elicited by these design strategies.

Keywords: User experience design � Emotional design � Empathic design �
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1 Introduction

1.1 From Usability to Emotional Design

During numerous years, ergonomic recommendations or « golden rules » [1, 2] have
been put forwards, tending to focus on users’ cognitive and perceptual-motor abilities.
Ergonomists and designers have seeked for an ever-reduced cognitive load required by
tasks and interactions. Thus, human-computer interaction is traditionally conceived and
assessed through the restrictive scope of usability rather than based on what users feel
when interacting with a system [3, 4].

Although this approach has led to an overall improvement of the interfaces
ease-of-use, it is now being overstepped by design teams, as well as researchers.
The « feeling » level has become a popular research topic in cognitive science and the
science of design. New systems must also inject a little fun and pleasure into people’s
lives [1]. Thus, in addition to their functional characteristics, interactive systems must
be regarded as conveying feelings through interfaces’ design features. Pleasurable
products would likely suggest security, confidence, pride, excitement and satisfaction,
whereas displeasurable products would carry annoyance, anxiety, contempt and frus-
tration [5].

Thus, the question of the feelings of users – preferentially associated to positive
emotions - has become crucial for the interface project stakeholders.
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1.2 The Emotional Design, and the Designers

According to various design publications, many designers now seem to be aware of the
emotional design issue. Friedman [6] manages a collection of web design books tar-
geting an audience of designers. He underlines to his readers the crucial importance of
an emotional approach towards design: “A strong, reliable emotional relationship
between your clients and their audience could be the best thing that ever happens to
your career.” [6], this statement being supported by the various assets of an end-user
positive emotion. Thus, in Friedman’s books collections, and in several others, one
may find a selection of websites, good examples of a ‘surprising’ or a ‘delightful’
experience. These publications are very representative of our question: Designers are
today aware of the importance of emotional design; however, shared empiric solutions
and case studies appear to be the only available resources to guide their works beyond
the trial and error approach. It seems that the interface design stakeholders miss strong
methodological tools and references to base their works on.

Ergonomic psychology could probably assist the designers in their tasks, helping
them to define the emotions to elicit, and to target more accurately the design strategies
leading to positive emotions. Designers would not be the only beneficiaries; also
ergonomists in charge of interface assessments towards effective end-users needs,
would identify more easily emotional design assets and improvements.

1.3 How to Design an Interface Emotionally? A State of Our Current
Research

In this paper, we share the state of our current research towards the proposal of
heuristics for empathic interfaces, targeting both designers and ergonomists
communities.

As a first step of our research, we reviewed and pointed out several actual empirical
practices and strategies used by interface designers to elicit a positive emotion.

As a second step, we present a methodological approach grounded into cognitive
psychology, to assess those emotional design strategies. In addition, an emotional
design process representation is proposed, in order to extract the design factors from the
others that compose the global emotional experience of the user.

We conclude by introducing a potential third step, an alternative setup to assess
emotional design interfaces in a more ecological environment.

2 Emotional Design and Interfaces: A Review of the Field
Practice

2.1 Focus Group with Designers: From Emotions to Empathy

In order to establish a set of heuristics proposals, a first step in our research consists of
identifying emotional design strategies by studying the nature of the actual empirical
approaches used by designers. As a preliminary stage, a focus group was set up with
three designers of complementary profiles, whose experience varied from four to
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eleven years: a user experience manager, a mobile product designer, and a user
interface designer. The discussion was set up on an opened basis, framed by this initial
question: “We are interested by the ways to elicit an emotion to the end-user through an
interface. You may know or already use some specific strategies in order to elicit
positive emotion. What would be those strategies?” Many aspects were evoked by the
designers, presented here as a thematic synthesis.1

Primordial usability. Ergonomic requirements, such as Bastien’s and Scapin’s [3] lead
to consistency, intuitiveness, and ease of learn. Those qualities participate to the feel of
trust towards the application, and by extension, towards the brand or the under-lying
product or service. Usability is also connected to the notion of ‘robustness’, understood
as the actual effectiveness and efficiency, completed by the notion of ‘perceived
robustness’, which addresses more graphic design strategies.

These usability requirements are crucial for the designers. Usability is not a strategy
in itself; it is considered as a fundamental solid foundation without which emotional
design cannot be built.

Error handling, and dialog. Beyond the notion of ‘robustness’ already evoked, the
error message was considered as a good opportunity to engage a dialog with the user.
Thus, it is an occasion to elicit an emotion. As one of the designers said: “We try to
explain what happened in human terms. We suggest a way to solve the problem. If it is
really not possible, then we apologize.” This point underlines an important pattern: the
designers try to get as close as possible to a natural human-to-human (friendly) rela-
tionship, rather than a usual disembodied human-to-computer interaction.

Identity. “The keyword is ‘personalization’ […]. We create a relationship because
people do not totally trust machines yet.” In order to build a relationship similar to
human behaviors, the user should be considered by the interface as a real identified
person, rather than an impersonal iterated entity. Several ways are evoked by the
designers: customized messages with the user’s name, taking into account user’s
behaviors or geographic localization… Used in a proper way, these strategies may
improve trust towards the application.

Identity does not only refer to the user, it also refers to the application. A strong and
clear identity should also belong to the interface. The underlying design intention is to
make the interface more human and less abstract: “They [the interface designers] talk to
you [the interface user] as a human being. They talk to you nicely, normally, with their
guts.”

Targeted side content. Following the idea of a humanized interface, some content may
be relevant, although they look surprising at first. The example of Balsamiq was
evoked by the designers: Balsamiq is an application whose purpose is to design
websites wireframes. In the help menu, you can find a link towards a cooking idea and
its video recipe “What should I make for dinner?” [8]. This feature looks incongruous

1 Detailed results are available in [4].
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in a professional software. Beyond the first surprise, the intention of the software is to
understand, sympathize with the user. The video recipe is accompanied with this little
explanation: “We know how it is. It’s 5 pm, and you’ve just had a glorious day of
work, creating awesome wireframes for your next project. You are giddy with
excitement, and cannot wait to see your designs in the hands of your
sure-to-fall-in-love-with-it-immediately users. And then it hits you: crap, what should I
make for dinner tonight? […].”

Another more discreet example evoked by the designers is the little mention in the
footer of each page of Vimeo [9]: “Made with ♥ in NYC.” With this simple little
sentence, Vimeo’s designers become tangible humans, who feel love and passion
towards their work, and who therefore hold high esteem to the end-users. As a con-
sequence, the end-users return trust and sympathy towards the application.

Targeted audience. These last statements evoked by the interviewed designers share a
common background: In order to apply a strong identity and tone to an application, the
audience should be carefully defined and targeted. The designers explain that the most
emotional the interface is, the most characterized the audience must be: “the most
important stage is to understand who we are talking to, and to identify the right
leverages, specific to that audience.”

Gamification. Designers also mentioned game patterns as a way to engage the users
more. Gamification is widely documented, so we chose not to develop it in this paper.

Conclusion: hedonomics and empathy. This focus group emphasized several emotional
design patterns. Beyond the fundamental usability requirement, the notion of ‘interface
as a human’ seems to emerge in order to elicit positive emotions. The more the user
perceives the empathy of the [author/designer/interface], the more his/her use experi-
ence would be delightful. According to this hypothesis, several successive thresholds
could be defined as we progress towards a positive emotion of the end-user:

1. The application is useful and effective.
2. The application’s efficiency is optimal.
3. The communication strategy and the content are coherent and relevant towards the

individual.
4. The end-user is aware of the existence of an author/designer: “These people made

this for me.”
5. The end-user is aware of the empathy of an author/designer: “These people

understand me very well, they think about me, and want to please me.”

We formulated these thresholds as a derivation from the works of Hancock, Pepe
and Murphy [5] who proposed a ‘hedonomic’ pyramid, derived itself from Maslow’s
pyramid. We note that the highest the level of conception is, the more the underlying
design strategies need to be targeted towards a specific audience. Most of the users may
consider an application useful, but only some of them may perceive and respond to the
author’s empathy. Thus, emotional design strategies would only be applicable since the
third level of this pyramid.
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2.2 Designers’ Returns of Experience: The Emotional Design Books

With the rising importance of the emotional approach in interface design, many
technical publications, written by designers for designers, have appeared during these
last years [7, 10–12]. These publications are mainly structured onto case reviews, with
several commented examples. Therefore, this documentation constitutes a large
resource in order to draw an overview of the actual design practices for emotional
design. These publications gather many different approaches, which do not always refer
strictly to positive emotion elicitation. Thus, persuasive design approaches were dis-
missed. Gamification would likely drive positive emotions as well, but was dismissed
too, as it belongs to a different set of strategies.

Application personality. The notion of personality was evoked by several authors [10–
12]. These authors note that users may behave and interact with an application or a
product as if it was a real human being, even if those users are conscious that it is
indeed an inanimate object [6, 13].

The design persona is a design technique whose goal is to define a consistent
identity and personality to the application. If the application was a character, who
would it be? How would it speak? What would be its values, and its way of mind? This
technic provides a guideline to build an application identity, for a more humanized
human-computer relationship [12]. Thus, building up an application personality com-
patible with the users’ expectations would constitute a strong leverage on the user
experience improvement; the user-interface relationship would be brought closer to a
friendly relationship [14].

Çakmakli [14] thus proposes to get inspired by the traits characterizing a friend in
order to design an emotional interface. She identifies a set of seven traits from a parallel
with social psychology research on mate selection, which may be translated into design
features:

• Attractiveness (sexy, cute, beautiful, graceful);
• Social status (lifestyle, social class, value system);
• Intelligence (smart, adaptive, intuitive, functions well);
• Trustworthiness (loyal, safe, trusting);
• Empathy (understanding, adaptive, communicative);
• Ambitious (innovative, forward thinking, aspiring, motivated);
• Exciting (good sense of humor, positively surprising, creative).

Çakmakli’s categories [14] establish an interesting synthesis, as most of the strat-
egies elicited by the designers in their publications may fit one of these traits. It also
seems possible to bring some of these traits closer to the three emotional levels of
Norman [15]: visceral, behavioral, or reflective.

2.3 Emotional Design Approach Mapping Diagram

The various sources that we compiled, based on a focus group and a design literature
revue, led us to a mapping of the designers’ strategies to the intended product design
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personality. We therefore propose a diagram of our current understanding of the
designers approach (see Fig. 1). The diagram is divided into three categories, which
should be read from the top.
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Fig. 1. Emotional Design Approach Mapping
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Designers’ strategies. This group represents the emotional intention that the designers
expect to build up. Çakmakli’s product design personality traits are located at the core
of this section. The items placed before stand for the technics handled by the designers
in order to give rise to these product personality traits.

Means of design. This second section represents the actual materialization of the
design. In a way, this is the “tip of the iceberg”, the interface design features which
could be analyzed through an ergonomic expert approach.

User perception. This third section corresponds to the impact of the design strategy
onto the end-user. As we noticed earlier, emotional strategies are not universal, and the
positive emotions may only be elicited if the end-user is receptive to the design per-
sonality of the interface.

This mapping diagram therefore allows us to identify how a designer could attribute
a personality trait to his/her interface design. For instance, the empathy, whose
importance was underlined earlier, could be generated by working both on humor and
an assistance with good timing. This latter strategy requires to anticipate users’
difficulties.

Having a better view of designers’ strategies, although this work is still in progress,
we wanted to evaluate the actual impact, the actual ‘emotional efficiency’ of those
strategies.

3 How to Assess Emotional Interface Design Strategies?
An Experimental Approach

In order to assess the actual impact of an emotional design strategy, a first requirement
is to determine how to measure emotion.

3.1 What Are Emotions?

From a psychological perspective, many different models co-exist, and no consensus
was reached. However, some trends can be drawn.

Defining emotions. Several terms appear in the literature, such as emotion, affect,
mood, but the meaning of those words may vary among researchers. In this paper, we
will subscribe to Scherer’s definition: an affective state whose cause is identifiable, and
which does not last very long [16].

The role of emotions. Emotion plays an import role in human’s adaptation to his/her
environment. Emotion can be understood as a cognitive process, involving a key-step
of appraisal. Emotions is engaged in the evaluation of a stimulus, environmental or
internal, in order to potentially prepare the body to an appropriate behavior.

In the context of design, according to a model proposed by Desmet [17], emotion is a
result of an appraisal process based on individual factors and product features. Des-
met also specifies that the product may drive thoughts, which become the effective
source(s) of emotions. This can be related to Norman [15] who distinguishes three
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emotional levels of product interaction: a first “visceral” level standing for immediate
and instinctive emotion, and two other levels connected to the perception of the inter-
action (“behavioral”), or to a more socio/intellectual assessment (the “reflective” level).

Characterizing emotions. Two main streams have emerged in order to characterize the
different emotions: a dimensional perspective and a discrete perspective.

This latter discrete perspective considers emotions as a sum of categories, which
can possibly be intersected or intensity-faded to get finer sub-categories. For instance,
Plutchick [18] considers eight primary emotions (joy/sadness, trust/disgust, fear/anger,
surprise/anticipation). These discrete models are quite popular, especially in the design
field, because they are easily linkable to the ‘folk psychology’: most common
vocabulary terms standing for different emotions are localized into discrete model
schemes, making them easy to handle.

However, certain drawbacks were pinned on these discrete models. Emotions may
be difficult to categorize [17]. A term-based categorization would imply to share a same
cultural and language background. It would also imply to skip any inter-individual
variation in the interpretation of the meanings of the terms. By definition, a discrete
model limits the potential number of emotions, inducing biases. Therefore, other
models co-exist, based on a dimensional perspective. Two dimensions emerge from
most of the dimensional models: valence and arousal [19, 20]. Valence is a
pleasure/displeasure scale, whereas activation corresponds to sleepiness/excitation.
These scales define a circumplex space where it is possible to locate any
‘folk-psychology’ emotional term.

3.2 How to Measure Design-Driven Emotions During an Interface Use
Experience?

The experience of interface use is quite specific: a long lasting experience during which
emotions may change, and whose intensities may remain quite low. Therefore, a set of
recording technics should be chosen accordingly. Moreover, having recorded the users’
emotions would provide indicators of the overall emotional state of the users, whereas
the impact of the emotional design may only partially contributes to this overall
experience. Thus, two questions have to be addressed:

• Which set of recording technics should be chosen?
• How to extract the design-component from the other components constituting the

emotional use experience?

Selecting assessment methods. Measuring emotions requires to associate emo-
tional states with cognitive or physical changes. These changes may be readable through
three components: physiological, behavioral and cognitive [21]. We therefore set up an
experiment in order to assess a choice of specific emotional assessment methods [22].

Among the numerous available physiological methods, we turned towards elec-
trodermal activity (EDA). This approach is based on the influence of activation on skin
sweating. Electrodes are placed on two fingers of the participant to monitor these
changes. EDA provides a constant monitoring during the use experience, and may
therefore allow a mapping of the emotional state to the interface stimuli throughout the
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experience. The user cannot orientate the recording results, and some unconscious
emotions may be detected. Our results confirmed that EDA is limited to the “activa-
tion” dimension of emotion. Therefore, it should only be used when the user actually
interacts with the interface, whereas ‘passive’ reading and picture-viewing tasks would
not lead to any readable data.

For the behavioral component, we turned towards the observation of changes on the
user’s face. This method is based on the facial action coding system (FACS) [23].
Noldus’ Facereader [24] was developed in order to automate such analyses. Our results
showed that a web interface does not provide enough emotional intensity to change
users’ face patterns. Therefore, finer technics, such as micro-electromyography
(μEMG) would rather constitute better options.

The third cognitive component was set up through questionnaires. The principle is
to record the user’s subjective perception. Questionnaires being one-off, they do not
allow a continuous monitoring, as we discarded any experience interruption. Two
questionnaires were tested. The first one is the Geneva emotion wheel (GEW), which
was developed following Scherer’s emotional model [16]. A set of twenty emotion
labels are arranged in a circle. Each label can be rated according to its intensity using a
five points scale, from the center of the circle to its periphery. A free response area is
also provided and the user may also indicate that no emotion was felt. A drawback of
label-based questionnaires lies in the interpretation of the label meaning. Therefore, the
second questionnaire we used is the self-assessment manikin (SAM) [25]. This ques-
tionnaire is composed of three scales, matching the three dimensions of the “valence
arousal dominance” system. These scales make use of a pictures-based representation
of emotional values, thus bypassing the terms-understanding issue. Our results showed
that both scales were relevant for the assessment of short episodes. The SAM was
notably easier to handle by the participants, although the third “dominance” scale was
more difficult to understand.

Extracting the design-component from the emotional use experience. As
evoked earlier, users’ emotions are dependent on individual factors such as past
experiences, culture, interests towards the task… User Interface design, from which
designers are in charge, only constitutes one of the many variables influencing the
overall emotional experience. We propose a diagram in order to represent the inter-
actions between the components constituting the overall user emotion (Fig. 2).

Content 

Interface 
Design 

Task 

User Use Experience Designer 

Fig. 2. Emotional design process
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Two main components lead to the recorded overall emotion: the use experience
(external stimulus), and the individual characteristics (internal stimulus, such as
interests, expectations, past experiences). This scheme therefore matches Desmet’s
model [17]. However, Desmet’s product component had to be enriched for the specific
context of an interface use. We therefore identified three sub-components:

• The content stands for the textual and pictorial items communicated to the user.
Those items are typically produced by redactors, who are distinct from the
designers.

• The interface design stands for the layout and the presentation strategy of infor-
mation and interaction. It directly refers to the means of design in the emotional
design approach diagram (Fig. 1). Information design and interaction design may be
distinguished as two sub-categories of the interface design.

• The task stands for the purpose actions supported by the interface (read, write, com-
pare, organize, conceive…) Performing these tasks may affect the user’s emotions.

One other component should also be taken into consideration:

• The specificities of the user at the moment of the interaction (internal stimulus),
which include a variety of combined factors leading to the user’s individuality
(cultural profile, previous experiences, expertise, personality traits, mood, inter-
ests…). Some of these features being continuously affected by the use experience,
the global processes should therefore be considered as continuous iterations.

Designers’ emotional strategies only affect the interface design sub-component. To
evaluate the emotional impact of a design strategy, its emotional value should be
extracted from the overall emotional experience. An experiment was conducted to
address this issue [26]. Two interfaces were provided to a set of users. These interfaces
were designed for this experimental purpose and differed by a variety of design assets
(layout proportions, colors, animations of the interactions and transitions…). The effi-
ciency of both interfaces was similar, as well as the nature of the tasks: an article about a
movie, spread upon four pages, with one title, one text, and one image per page.

The goal of the experiment was to measure the relative emotional impact difference
between the two design strategies underlying these interfaces. Each participant used the
two interfaces with a counter-balancing order to dismiss the individual specificities
component. The two tasks being similar, it was also possible to dismiss the task
component. The content component was assessed by isolating each content item, and
by presenting them to the users during a previous phase. It was therefore possible to
evaluate the emotional value of each content item, and to evaluate the global emotional
values of the contents alone.2 By substracting the contents value from the overall
experience, we were therefore able to identify the relative emotional impact of the two
different design options (see Fig. 3).

2 Another experiment was conducted in order to appreciate more accurately the global emotional value
of a web page contents according to the emotional value of each isolated piece of content. Results
showed that low-valence content had more impact than neutral or high-valence content. The global
emotional evaluation of a page content should therefore be balanced accordingly [4].
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4 Conclusion from Experimental to Ecological Setup

The experimental setup presented in the previous section makes the evaluation of
interface emotional design strategies possible. However, some of the designers’ strat-
egies are targeting longer terms behaviors. For instance, emotional design strategies
intended to accompany a discovery phase may be different from the strategies main-
taining the attractiveness on the longer run. Another experiment is therefore currently
being performed to assess the efficiency of those longer term emotional strategies: a full
scale website is deployed, with different variations matching the design strategies to be
tested. Participants can use the application freely during two weeks. A set of indicators
are logged by the program in order to track any evolutions in the used functions, which
could be interpreted as a motivation shift, an expertise gain, or any behavioral pattern.

This establishes the current position of our research, and we hope this work will
contribute to a better assessment of emotional interface design strategies, a required
step towards the constitution of emotional design heuristics.
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Abstract. The emotion model of the Smart Virtual Worker is the result of three
years of interdisciplinary research. After successful implementation and
pre-validation of the model and the surrounding simulation architecture, the
model had to be calibrated by using real life working scenarios. The task of
carrying differently weighed boxes over a 30 m distance was chosen as the
foundation for the model. Subsequent fitting of the model led to a positive
evaluation outcome which presented a mean 88 % fitting of the model’s sim-
ulated emotional valence in relation to the observed real world behavior.

Keywords: Emotion framework � Work simulation � Workflow simulator �
Emotional valence � Emotional model � Evaluation

1 Introduction

The ‘Smart Virtual Worker’ project has the goal to simulate work tasks in order to
either help to improve existing workflows or by supporting the planning stages during
the conceptualization of upcoming task sequences. This on one hand to improve the
working conditions in general. But since in almost all the industrialized nations the
workforce is ageing, companies will have to find ways of keeping their existing, highly
skilled and qualified employees who might not be able to perform as well due to their
age or medical conditions. Therefore, the SVW simulator is an easy to use software
which is capable of replicating established workflows and to find alternative routes or
task sequences. Although there are solutions which compute ergonomic parameters or
environmental information, the emotional tendency of the workers is often overlooked.
Therefore we implemented a dynamically adaptable emotion model (see Fig. 1), which
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is capable of differentiating between 27 distinct virtual worker types and attributes.
Based on established psychological models [1–3] the computation is not based on fixed
tables of corresponding emotions but allows for a unique and timely calculation of a
psychological state [4]. Due to its modular programming, the emotion module itself is
capable of working as a stand-alone version and is actively pursued as a way of
enhancing human-robotic-interactions due to facilitating an emotional insight of a
human’s behavior for the robotic counterpart [5]. One of the main criticism regarding
computational emotional architectures is the missing evaluation or at least real-world
analysis of the computed data [6]. The presented paper describes our performed and
ongoing process of analyzing and evaluating the model with real life counterparts.

2 The Emotion Model

Fitted into the overarching architecture of the Smart Virtual Worker Simulation, the
emotion model itself is a standalone module, capable of operating, to the greatest
possible extent, on its own. Within it carries a rudimentary virtual agent which is
characterized by three individualizing variables: Constitution [C], Sensitivity [S] and
Experience [E]. These three allow for 27 distinct agents to perform within the simu-
lation. A low constitution, e.g. a much older simulated worker, might be able to
perform very well still, due to a higher experience.

From left to right, the emotion model takes in the proposed body movement
sequence by the motion generation module. This motion has itself already been
evaluated by the ergonomic module which in turn rates it as being feasible, precarious
or, in extreme circumstances, as alarming. These input variables are henceforth com-
puted by the module, while incorporating the agent’s characteristics (C, S and E), and
three scales are adjusted. One for the sympathetic arousal (serving both as energy for
the upcoming emotion and to facilitate an emotional transfer), another for the
exhaustion and the emotional valence. As a result, the valence is either positive or
negative which, together with the exhaustion factor, is handed over to the artificial
intelligence, which, due to its reinforcement learning architecture, makes a decision
about upcoming movements and task related actions of the simulated worker.

Over the course of last year two preliminary experiments (N1 = 2, N2 = 6) have
been conducted leading up to an evaluation (Neval = 8) in November of 2014. The goal
of the first two experiments was twofold: First, to gather analytical data of subjects’
heart-rate, endurance, speed and emotional state in order to calibrate the emotion
module. And we conducted a second experiment to test the then calibrated module and
to continually fine-tune its computational routines.

3 Pre-tests

For the analytical part, a two-day experimental setup has been developed. During day
one, the test subjects were analyzed regarding their personal constitution and state of
mind. This was done by having them answer a questionnaire to determine their
experience in carrying heavy items, their usual workout routine, previous employments
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Fig. 1. The flow-chart of the SVW emotion module [4]
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and questions about their assumed behavior during a hypothetical work related sce-
nario. Afterwards, physiological measurements were gathered, namely running (start-
ing with 100 m, followed by a five minute break, ending with running a 400 m round
course) and lifting as well as continuously holding up a 5 kg weight as long as possible.
Furthermore, their weight, height and further socio-demographic data was collected.
During day two, the subjects had to carry differently weighed boxes (Experiment 1:
5 kg, 10 kg, 15 kg) over a distance of 30 m, regaining some strength by walking 30 m
back without a box and continuously repeating these steps, until 10 boxes of each
weight (30 boxes total) were carried across (see Fig. 2).

During the experiment, the multi-dimensional-mental-state-questionnaire (MDBF
[10]) was used to determine the subject’s emotional valence. Furthermore, their indi-
vidually felt exhaustion was checked on a colored scale, ranging from green over
yellow to red. In addition, their heart-rate, number of steps, speed and time was
monitored electronically. To be able to check for specific emotionally stressful
moments during the work task, and to be able to check for ergonomically critical
movements, the whole experimental setup was recorded by five cameras. Two were
monitoring the box pick-up and put-down spot from the side to check for precarious
degrees between the upper and lower body. Two more were facing the subjects while
they were carrying the boxes to their destination, which would allow for an analysis of

Fig. 2. The camera recording setup of the experiments
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their facial muscle activation, using the Facial Action Coding System by Eckman [7].
The fifth camera was used to record an overview of the experimental situation.

Afterwards, the data was analyzed and the individual test-subject’s
endurance-index [8] computed. Correlations between the heart-rate and the individual’s
exhaustion were calculated and presented a strong (rVPN1 = .5) and medium
(rVPN2 = .37) coefficient. This allowed us to transfer the specific differences of the
exhaustion scale during carrying and recuperation over into the exhaustion model of
the virtual worker.

The individual’s decisions were henceforth simulated within the SVW Framework
and consequently matched to the observed biophysiological changes. In addition, the
analyzed emotional valences of the multi-dimensional-state-questionnaire were calcu-
lated and the model’s computational routines were adapted until the emotional valence
and the measured data correlated on an extremely high level (rVPN1 = .93, R2 = .87;
rVPN2 = .96, R2 = .92) (see Fig. 3).

In order to validate these initial results we performed a second run of pre-tests
(N = 6) with a change in the weight of the boxes. Since the first test showed only a
marginal strain on the observed exhaustion when carrying 5 kg weighed boxes the
available weights were now 10 kg, 15 kg and 20 kg. Otherwise the experimental setup
remained the same with a two-day format. Due to this we were able to observe a much
higher workload during the 20 kg episodes.

4 Evaluation of the Box Carrying

Based on the results from the pre-tests, the evaluation took place inside an empty
factory building and the participants (N = 8) were compensated for their participation.
The work space allowed for a distance of 20 m to carry the boxes from the pre-filled

Fig. 3. The computed and reported strain while carrying the boxes
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cupboards on the right side to the empty one on the left side. We used sand-filled
plastic boxes which were weighed in differentiating increments, ranging from 10,2 kg
up to 21,9 kg. Each cupboard held six boxes so 18 boxes had to be carried (see Fig. 4)
back and the same 18 had to be returned (resulting in a total of 36 carried boxes, each
weight twice).

Due to the nature of the experiment the participants were tested sequentially. Each
iteration began with an instruction of the participants, especially regarding their
physical well-being. Afterwards the biophysiological equipment (Heart-Rate, Pedom-
eter, Skin Conductance and EMG) was applied to individual parts of their body and
initial calibrations of the equipment performed. Then they filled out the questionnaires
already used during the pre-tests, allowing us to rate them regarding their constitution,
sensitivity and experience of the upcoming work task.

Afterwards, they were led to the pre-filled cupboard. As in the pre-tests, they were
free in choosing which weights of a cupboard to carry first, but that they would have to
carry them from top left to bottom right and sort them back in their original order on the
other side. Once a box has been placed there, they would have to walk back to the filled
cupboard to fetch the next box. Before they would pick up one of the two boxes on the
shelf, a confederate asked them to rate their exhaustion on the Borg-scale [9] and they
would have to fill in the short MDBF Test [10] in order to assess their current level of
emotional valence.

Fig. 4. The experimental setup of the evaluation with cameras
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4.1 Results

Based on the measured Constitution, Sensitivity and Experience regarding carrying
boxes as well as the individual choices which box and weight to carry first, the Smart
Virtual Worker Simulation was run and computed corresponding emotional valences.
Since a violation of normality was observed, the graphs were compared using the
non-parametric correlation coefficient (Spearman-Rho) (Table 1).

4.2 Discussion

The data shows an 88 % capability of computing an adequate representation of the
emotional valence. Furthermore, the mean correlation is quite strong (rm = .46).
Looking specifically at the data from participant seven, we see a negative correlated
emotional valence, leading to the conclusion that there is something off regarding the
computation of these specific physiological and psychological variables. The correla-
tions of participants two, three and four are not significant but they still show a positive
correlation between the measured and computed data streams. Furthermore, they show
a low and two medium coefficients which is why in this specific context, the probability
of error should be interpreted as a measure for the conformity of the measured and
computed data rather than a rejection of the measurement alltogether.

5 General Discussion

Due to these steps, the calibrated emotion module is now capable of adequately pre-
dicting the emotional valence over the course of a specific work task. In combination
with the results from the pre-test experiments and the evaluation, the emotion module is
one of the first computed psychological models, which are not just working on a binary
basis, but are positively evaluated against psychological empirical criteria. The next
steps will be to match the existing computational routines to once more match the
measured data as it was done during the pre-tests. Afterwards, to conduct other work
sequences and to compare the model to those outcomes. Especially tasks with a much

Table 1. Spearman-Rho results of computed and measured emotional valence
(*one-sided)

VPN rs R2 p < *

1 .50 .25 .01
2 .12 .01 .31
3 .30 .09 .11
4 .32 .10 .09
5 .64 .41 .001
6 .50 .25 .02
7 -,51 .26 .01
8 .58 .34 .01
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higher coordinative involvement with only low levels of strain, like putting together
furniture, will become increasingly important for the continued refinement of the
emotion model. Furthermore, besides looking for opportunities and applications as a
robotic enhancement [11] we are currently exploring the practical applications of the
emotion module without physical exhaustion due to performing heavy work, but
psychological and cognitive fatigue. Therefore, beginning in 2015, the emotion module
will be adapted to compute emotional valences during sitting but highly cognitive
stressful tasks, as in air traffic controllers.
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Abstract. Valid interpretation of the nonverbal behavior of the people involved
in negotiations is important. Computational agents that are designed for
negotiation benefit from the ability to interpret human nonverbal behavior for
communicating more effectively and achieving their goals. In this paper, we
demonstrate how the mode of involvement and relational affect of the negoti-
ators involved in the interaction can be determined by several nonverbal
behaviors such as that of the mouth, head, hand movements, posture and the
facial expressions of the negotiators. We use machine learning to study
involvement and affect in negotiation. Our results show that the prediction
models built based on non-verbal cues can help identify the negotiator’s
attitudes and motivation in the interaction.

Keywords: Relational affect recognition � Involvement recognition � Negoti-
ation � Nonverbal behavior interpretation

1 Introduction

Nonverbal communication plays a major role in the expression and perception of
nonlinguistic messages that are exchanged between people during the negotiation [13].
Nonverbal messages in negotiation define the nature of the relationship between actors
(e.g. [5]) provide a framework for interpreting communication (e.g. [7]) and guide
decisions about subsequent manner in the interaction (e.g. [3]). Nonverbal messages
also influence the negotiation outcomes [15] and how information is shared (e.g. [11,
19, 20]). Successful understanding of nonverbal messages can enhance the commu-
nication between the parties and facilitate reaching an integrative agreement. However
understanding the meaning of nonverbal behavior of the negotiators can be a difficult
task even for humans so if automatic models could be built for this purpose, not only
computational agents that are designed for effective negotiation interactions would
benefit from this ability but humans can also take advantage of it as well.

This paper describes the results of our attempt for automatic interpretation of the
meaning and functions of the nonverbal cues in negotiation. We examine nonverbal
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cues in the interaction between two people when participants have different modes of
relational affect (Positive, Negative) or level of involvement (Active, Passive). The
dataset used in this paper consists of 180 individuals participating in negotiation. The
negotiators were prompted to negotiate with different level of involvement and mode of
relational affect by giving them different sets of instructions for approaching the
negotiation (in terms of involvement and relational affect. This dataset thus provides a
reliable rich test bed for us to train prediction models for interpretation of non-verbal
messages in negotiation.

The communication literature has previously paid attention to nonverbal cues and
different possible interpretations of the nonverbal features but machine learning tech-
niques have not been used before to map non-verbal behavior features to the affect and
involvement model [1] to our knowledge. We are assigning meaning to the non-verbal
cues based on the “involvement-affect” model in order to interpret negotiators’ high
level goals. Our ultimate goal is to use our findings for development of computational
agents that can engage in negotiation with people. In what follows we discuss how
different features of the nonverbal behavior in negotiation help us recognize the
involvement and relation affect automatically. We introduce “involvement-affect”
model as the theoretical framework we used for interpretation of the nonverbal cues.
We describe our dataset and features and discuss the result of our machine learning
experiments. The paper also outlines the direction for future work.

2 Background

Communication literature has studied factors associated with the meaning of com-
municated messages in the interaction and has made effort to develop dimensions to
represent them. We can refer to Osgood’s semantic differential as an example which
posits that meaning behind communicated messages can be grouped into three factors
of responsiveness (ranging from “active” to “passive”), evaluation (ranging from
“good” to “bad”) and potency (ranging from “strong” to “weak”) [17]. Research has
shown that these factors are universal across cultures ([17, 21, 22]). Nonverbal
behaviors such as body posture (hand movements and torso’s position), facial
expressions and vocal cues as well as hand-movements have been shown to reflect
these dimensions of meaning ([8, 10]). These non-verbal cues can potentially facilitate
the exchange of information in the negotiation if both the sender of the behavior and
the observer share the meanings attached to the nonverbal cues [9].

“Involvement-Affect” Dimensional Model of Relational Messages. We use
“involvement-affect” dimensional model of relational messages ([1, 18]) for our
interpretation of the non-verbal cues in the negotiation. According to Prager’s theo-
rizing, nonverbal messages reflect two fundamental characteristics of a relationship:
involvement and affect [1]. Various combinations of these produce various messages
[1]. The involvement dimension captures the degree to which a person is engaged and
involved, while the affect dimension reflects the extent to which a person experiences
positive versus negative affect toward their counterpart. Nonverbal behaviors exhibited
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in conditions of high involvement are characterized as affiliative-intimate when
accompanied with positive affect, and dominant-aggressive when amalgamated with
negative affect. In contrast, nonverbal cues in conditions of low involvement combined
with positive affect suggest social politeness, and avoidance-withdraw when accom-
panied by negative affect.

“Involvement-Affect” Model for Negotiations. The adaptation of the original
“involvement-affect” model for negotiations proposes four negotiation approaches that
convey a negotiator’s attitudes, motivation [20]. This adaptation These four negotiation
approaches are:

1. Passive negotiation involvement: the extent to which negotiators are uninvolved
2. Active negotiation involvement: the extent to which negotiators are involved
3. Negative relational affect: the extent to which negotiators dislike their counterpart
4. Positive relational affect: the extent to which negotiators like their counterpart

Figure 1 illustrates these 4 negotiation approaches along the original affect-involvement
model. For example a dominant behavior in this model is interpreted as Negative Affect
and High Involvement. A submissive behavior is interpreted as Positive Affect and Low
Involvement. The data used for our work in this paper was collected based on the
“Involvement-affect” Model for Negotiations.

Fig. 1. Negotiation involvement-relational affect dimensions
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3 Experimental Method

3.1 Dataset and Task

The dataset used consists of a total of 180 male students participating in a negotiation
task. Only male participants were recruited because we did not want gender to influ-
ence the understanding of the nonverbal behavior. The negotiation task is an adapted
2-party version of the Towers Market negotiation simulation ([16, 24]) with two issues.
The negotiations were videotaped. The negotiation scenario involved a baker and
liquor storeowner negotiating their terms for sharing space in the Towers Market.

The manipulation for the modes of involvement and affect were incorporated in the
role instructions. The manipulation reflected two levels of negotiation involvement:
Active versus Passive and two levels of relational affect: Positive versus Negative. This
resulted in over all four different sets of instructions to be provided to the participants
(See Appendix A). The performance of the negotiators’ and compliance to the
instructions were tested and measured. In order to avoid negotiators’ manipulated
nonverbal expressions to influence one another, confederates were hired and trained
blind to the hypotheses to act as counterparts to the study participants.1

3.2 Nonverbal Behavior Features

The coding scheme and description of nonverbal behaviors were adapted from prior
research ([6, 12]). These nonverbal behaviors are multi modal and defined based on the
vocal and visual features simultaneously. The behaviors of the negotiators were coded
for mouth movement, posture, head movement, hand movement and facial expression.
Table 1 lists the categories of the non-verbal behavioral features coded.

3.3 Annotation of the Dataset

We manually coded the data. Trained research assistants were used for this purpose.
These categories were coded one at a time to reliably identify all the behaviors of
interest. For example, all coders were first trained on the posture category (distin-
guishing whether the participants were leaning back, leaning forward, or maintaining a
neutral posture.). After coding all sessions on posture, research assistants were trained
on another behavioral category. Coders recorded their observations using the Noldus
Observer, a computer-based coding system that captures both the frequency and
duration of nonverbal cues [14]. The Noldus software uses the frequency and duration
codes to compute a score indicating the percentage of time a negotiator spent exhibiting
a particular nonverbal expression. These scores are what we used as the value for each
of the features. So for each negotiation we had one value for each feature representing
the overall percentage of that behavior in the interaction.

1 The experimental design was done by Zhaleh Semnani-Azad and Dr Wendi Adair and is described in
upcoming paper “Meaning and Function of Nonverbal Behavior in Negotiation: The Chinese and
Canadian” which is in preparation for submission to the Journal of Organizational Behavior.
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4 Prediction Models

For our analysis, we left out the data corresponding to the negotiations that were
missing some of the features and ended up with 138 data of negotiation that we used.
We made two separate models one for determining the involvement: active versus
passive and another one for determining the two levels of relational affect: positive
versus negative.

Table 1. Nonverbal behavior features

Categories Nonverbal behaviors features

Mouth
movement

Silence (Noticeable points when no one is saying anything)
Verbal speech (Length and frequency of the person talking)

Head
movement

Head down (Sagittal tilt forward)
Head up
Face side (Nose and Chin pointed away from partner)
Face partner
Shake
Nod
Rest head on arm

Hand
movement

Hand gestures (Hand gestures and movements accompanying speech or in
different positions)

Palms down
Palms up
Hand in air
Move hand speaking
Move hands not speaking
Hands on table

Facial
expression

Open smile (Mouth open, lips not touching)
Closed smile
Smiling
Non smiling
Frown

Posture Forward lean (Upper torso tilted forward, with back away from chair)
Lean back (Posture leaning back in chair)
Lean sideways
Straight back (Rigid posture, back is not leaned against the chair)
Move (Move the whole body during speech or silence)

Eyes Eye contact speaking
Eye contact listening
No eye contact speaking
No eye contact listening
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4.1 Affect Prediction and Feature Selection

In this task we decide whether the negotiator has positive or negative affect. Accu-
racy of the prediction of the support vector machine (SVM) classifier with the poly-
nomial kernel function (cache size 250007, exp = 1.0) is compared with Naïve Bayes
classifier and two baseline prediction models: Majority baseline model which assigns
the class of the most common observed class in the training dataset and the Random
baseline that assigns the prediction label of “positive or negative” based on chance.
These results are shown in Table 2. The SVM classifier performed significantly better
than other models (P-value of the one way ANOVA on 10 fold accuracy < 0.05).
Considering the size of our dataset, we decided to use the 10-fold cross validation
paradigm for our prediction tasks.

Feature Selection for Affect Prediction with “Information Gain Attribute Evalua-
tion” and “Ranker” search method (Threshold - 1.79) by using 10 fold cross-validation
(stratified) showed that the following features were ranked the 6 most important fea-
tures for this task: (move.hands.NOT.speaking, hand.in.air, verbal.speech, lean.back.
eye.contact.speaking, forward.lean) SVM Attribute Evaluation algorithm’s top 6 fea-
tures are: (lean.back, move.hands.NOT.speaking, palms.down, open.smile, eye.contact.
listening head.shake) These selections seem to resonate with the intuition that positive
affect involves behavior such as: moving the hands around the body, or moving the
body forward and keeping rapport with the other person by looking into their eyes ([2,
4, 23]).

4.2 Involvement Prediction and Feature Selection

In this task we decide whether the negotiator is highly involved in the negotiation or
has low involvement in the task. The evaluation method for the model for prediction of
involvement based on the non-verbal features was similar to the method used for affect.
The results are presented in Table 2. Again the SVM classifier performed significantly
better than the two major baseline (1-way ANOVA p-value and the Naïve Bayes

Table 2. Comparison of the performance of prediction models for affect-involvement model

Model Affect prediction accuracy Involvement prediction accuracy

SVM 0.65 0.71
Naive Bayes 0.59 0.67
Majority baseline 0.52 0.51
Random baseline 0.50 0.50
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classifier. The performance of SVM was on average better than the Naïve Bayes
classifier but the differences were not statistically significant. Top features ranked by
Information Gain Attribute Evaluation algorithm are: (non.smiling.mouth, open.smile,
self.adaptors, lean.back) and with SVM Attribute Evaluation algorithm’s (non.smiling.
mouth, lean.back, palms.down, head.shake, move.hand.speaking, palms.up, straight.
back). For both prediction tasks the SVM classifier outperforms the other models (for
instance the Naïve Bayes). This can be due to the nature of the features that we are
using in our model, which are a set of descriptive non-verbal features at this point. The
analysis of the most useful features for both tasks implies that features corresponding to
the mouth and hand movements are critical in determining both the affect and level of
involvement.

5 Discussion

In this work we showed the non-verbal features can be used for understanding the
motivation of the negotiators. Our results show that we can use these features for
making such predictions and the SVM classifier seem to be an appropriate choice for
making such models. The fact that for each nonverbal feature in the model we only
used one value (score that captures how much this behavior was observed in the
interaction) associated with the negotiation, might be keeping us from getting higher
accuracy from our models. If these feature are calculated at different stages of each
negotiation we can make more detailed analysis of the interactions. In that case CRF
classifiers might be a better choice due to the sequential nature of the negotiation.

6 Future Work

The annotations of the non-verbal coded features in our dataset was done manually. It
is possible to automatically extract these features. Since our goal is to use these models
in computational agents we want the pipeline to be fully automatized. This is the initial
step in our effort to use the learned models of behavior from this paper for online and
automatic detection of the affect and involvement of the negotiator in a dynamic
interaction. This would enable the computational agent to make decisions on the fly
about what to do in the negotiation.
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Appendix A: Negotiation Instructions2

Passive Active
You own a highly successful wine business,
Domaine Vintage Cellars OR traditional
French bakery, Brown’s Bakery. You
inspected several equally desirable
locations. You have many favorable
alternatives and have several options. You
are not too concerned about the final
outcome of this negotiation since you have
other attractive alternatives

You own a highly successful wine business,
Domaine Vintage Cellars OR traditional
French bakery, Brown’s Bakery. You
inspected several equally desirable
locations. You do not have many favorable
alternatives and have limited options. You
are care a lot about the final outcome of
this negotiation since there are no attractive
alternatives

You are not very excited about the upcoming
negotiation. It is not something you care
much about, so it is hard for you to feel
involved in the negotiation process. You
are disinterested in the negotiation and are
indifferent about the final outcome. In this
negotiation, please remember that you are
unexcited and do not feel very engaged or
involved

You are very eager about the upcoming
negotiation. It is something you are really
into, so you feel extremely involved in the
negotiation process. You are very lively,
animated, and engaged and care a lot about
the final outcome. In this negotiation,
please remember that you are keen,
interested, fascinated, and feel very
involved

Positive Negative
You own a highly successful wine business,
Domaine Vintage Cellars OR traditional
French bakery, Brown’s Bakery. Your
negotiating partner also owns a successful
business. Other businessmen, who
negotiated with your counterpart, reported
a positive negotiation experience. They
perceived the negotiation experience to be
pleasant, cheerful, nice, and positive. You
are very optimistic about the upcoming
negotiation. You have a positive feeling
about this and feel happy and merry. You
are very cheerful and have a positive
feeling. In this negotiation, please
remember that you are nice, pleasant,
favorable, and optimistic

You own a highly successful wine business,
Domaine Vintage Cellars OR traditional
French bakery, Brown’s Bakery. Your
negotiating partner also owns a successful
business. Other businessmen, who
negotiated with your counterpart, reported
a negative negotiation experience. They
perceived the negotiation experience to be
unpleasant, and negative

You are very pessimistic about the upcoming
negotiation. You have a negative feeling
about this and are unhappy and gloomy.
You are very distrustful and have a bad
feeling. In this negotiation, please
remember that you are gloomy, unhappy,
distrustful, and pessimistic

2 These negotiation scenarios are prepared by Zhaleh Semnani-Azad and Dr Wendi Adair and are
described in upcoming paper “Meaning and Function of Nonverbal Behavior in Negotiation: The
Chinese and Canadian” which is in preparation for submission to the Journal of Organizational
Behavior.
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Abstract. The ability of humans to effectively interact socially relies
heavily on their awareness of the context the interaction takes place. In
order for computer systems to accordingly possess the same ability, it is
crucial they are also context-aware in terms of a formalization of context
based on the W5+ framework aspects of Who, What, Why, Where, What
and How. Research work presented in this paper contributes towards this
goal by bridging the conceptual gap and exploiting semantics and cog-
nitive and affective information of non verbal behavior and investigating
whether and how this information could be incorporated in automatic
analysis of affective behavior. A semantic concept extraction method-
ology is proposed and its application to indicative examples from the
SEMAINE corpus is presented that validates the proposed approach.

Keywords: Human Computer Interaction · Affective Computing · Con-
text awareness · Interaction context semantics extraction · SEMAINE

1 Introduction

One of the main challenges of recent years is to create more natural, sensitive
and socially intelligent machines, that are not able only to communicate but
also to understand social signals and make sense of the various social contex-
tual settings [24]. Thus, besides communication through various channels and
through verbal content (semantics), machines also need to be able to recognize,
interpret, and process emotional information as humans. In human cognition,
thinking and feeling are mutually present: emotions are often the product of our
thoughts, as well as our reflections are often the product of our affective states.
But, what does it mean to be socially intelligent when incorporating interac-
tion context? So far, in natural conversations context awareness is defined as
past visual information [10], general situational understanding [7], past verbal
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information [13], cultural background [15], gender of the participants, knowledge
of the general interaction setting in which an emotional phenomenon is taking
place [4], discourse and social situations [2]. Accordingly, studies in intelligent
Human-Computer interfaces (iHCI), which incorporate context, correspond to
the following contextual aspects, known as W5+ formalization: Who you are with
(e.g. dyadic/multiparty interactions [25]), What is communicated (e.g., (non)-
linguistic message/conversational signal, and emotion), How the information is
communicated (the person’s affective cues), Why, i.e., in which context the infor-
mation is passed on, Where the user is, What his current task is, How he/she
feels (has his mood been polarized changing from negative to positive) and which
(re)action should be taken to satisfy human’s needs, goals and tasks [9].

Unfortunately, so far the efforts on human affective behavior understand-
ing are usually context independent [12]. In light of these observations, under-
standing the process of a natural progression of context-related questions when
people interact in a social environment could provide new insights into the
mechanisms of their interaction context and affectivity. The “Who”, “What”,
“Where” context-related questions have been mainly answered either separately
or in groups of two or three using the information extracted from multimodal
input streams [28]. Thus, as of date, no general W5+ formalizations exist, like
the systems that answer to most of the “W” questions are founded on different
psychological theories of emotion and they all fit specific purposes according to
the goals of a particular research in various fields.

Recent research on progressing to the questions of “Why” and “How” has
led to the emerging field of sentiment analysis [6,14,19], through mining opin-
ions and sentiments from natural language, which involves a deep understanding
of semantic rules proper of a language. Furthermore, the interpretation of cog-
nitive and affective information associated with natural language and, hence,
further inferring new knowledge and making decisions, in connection with one’s
social and emotional values and ideals, is of crucial importance. The problem
when trying to emulate such cognitive and affective processes, is that while
cognitive information is usually objective and unbiased, answering the “Why”
context-related question through affective information is rather subjective and
argumentative.

Under this view, our long-term goal is to understand whether and how con-
text is incorporated in automatic analysis of human affective behavior and to pro-
pose a novel context-aware incorporation framework (Fig. 1) which (1): includes
detection and extraction of semantic context concepts, (2): enriches better a
number of Psychological Foundations with sentiment values and (3): enhances
emotional models with context information and context concept representation
in appraisal estimation, using publicly available on-line knowledge sources (OKS)
in natural language processing [26]. As a first step in this work, we focus on
bridging the gap at concept level by exploiting semantics cognitive and affective
information, associated with the image verbal content (semantics), which for
the needs of our research is the contextual interactional information between the
user and the operator of the SEMAINE database [16], keeping fixed the “Where”
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context-related question. This context concept-based annotation method, that
we are examining, allows the system to go beyond a mere syntactic analysis of
the semantics associated with fixed window sizes1. In most of traditional anno-
tation methods, emotions and contextual information are not always inferred by
appraisals and thus contextual information about the causes of that emotion is
not taken into account [8].

Fig. 1. System’s Overview: (a) We discover semantic context concepts from verbal
content (semantics) associated with SEMAINE dataset and (b) represent each one with
multi-word expressions, enhanced with sentiment values (c). A number of Psychological
Foundations are enriched in terms of visuality (d). We finally show that this proposed
approach could show a clear connection between semantics, cognitive and affective
information prediction (e).

The structure of the paper is as follows: Sect. 2 discusses the challenges of
existing emotion categorization models w.r.t. context concept semantic models;
Sect. 3 details on the methodology that has been followed; Sect. 4 presents an
analysis of the context-concept indicative examples generated from SEMAINE
corpus; Sect. 5 discusses a number of suggestions to further enhance the frame-
work’s robustness and finally, Sect. 6 sets out conclusions and a description of
future work.

2 Related Work

Emotions are complex states of feeling, resulting in physical and psychological
reactions influencing both our thought and behavior. The study of emotions
1 The window length corresponds to 16 conversational turns and is displayed on figures

for future visualization purposes.
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still remains an essential and open part of psychology. Of interest to Natural
Language Processing (NLP) is being able to tell which emotion is expressed in
the text. Predominantly, research on detecting emotions from text has focused
on capturing emotion words based on three emotion models, i.e. categories of
basic emotions, emotion dimensions and cognitive-appraisal categories, particu-
larly the componential model [5,12].

Unlike the categorical and dimensional approaches, recently, increasingly
attention has been dedicated to another set of psychological models, referred
to as componential models of emotion, which are based on the appraisal theory
and might be more appropriate for developing context-aware frameworks [18].
However, how to use the appraisal approach for automatic analysis of affect
is an open research problem. In the componential models of emotion, various
ways of linking automatic emotion analysis and appraisal models of emotion are
proposed. This link aims to enable the addition of contextual information into
automatic emotion analyzers, and enrich their interpretation capability in terms
of a more sensitive and richer representation.

However, these emotional models have some limitations. Categorical
approaches usually fail to describe the complex range of emotions that can occur
in daily communication. Furthermore, the dimensional space neither allows to
compare affect words according to their reciprocal distance, nor models the fact
that two or more emotions might be experienced at the same time.

Particularly, a number of 2D-dimensional approaches are mainly used to
visualize Psychological Foundations. An early example is Russell’s circum-
plex model [21], which uses the dimensions of arousal and valence to plot 150
affective labels. Similarly, Whissell considers emotions as a continuous 2D space
with evaluation and activation as dimensions [27]. Another bi-dimensional model
is Plutchik’s wheel of emotions [20], according to which emotions are adaptive
as they are based on evolutionary principles, even though we conceive emotions
as feeling states. These feeling states are part of a process involving both cog-
nition and behavior and containing several feedback loops. Eventually, all such
approaches work at word level, so they are unable to grasp the affective valence
of multiple-word concepts.

However, since the above models currently focus on the objective inference of
affective information when associated with natural language opinions, appraisal-
based emotions are not taken into account. Nevertheless, in view of their suitabil-
ity to context modeling, emphasis should be given on emotional models based on
cognitive appraisal, which characterize emotional states in terms of detailed eval-
uation of emotions acquisition and especially implicit methods. For an extended
overview on modeling affect, the reader is referred to [5,12].

Semantic context concepts. For a more applicable semantic context concept
model, rather than a theoretical one such as the componential model, research
has been focused on mining opinions and sentiments from natural language. This
is challenging, as it requires a deep understanding of the explicit and implicit
and semantic language rules, struggling with NLP’s unresolved problems such
as negation handling, named-entity recognition, word-sense disambiguation, etc.
Concept-based approaches [23] aim to grasp the conceptual and affective infor-
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mation associated with natural language opinions. Additionally, concept-based
approaches can analyze multi-word expressions that don’t explicitly convey emo-
tion, but are related to concepts doing so. For example, instead of gathering iso-
lated opinions about a whole “event” (e.g. birthday party), users are generally
more interested in comparing different events according to their specific set of
semantically related concepts, e.g. “cake”, “surprised friend”, or “gift” (which
can be considered as contextual information for improving search results), asso-
ciated with a set of affectively related concepts, e.g. “celebration” or “special
occasion”. This taken-for-granted information referring to obvious things people
normally know and usually leave uncommented, is necessary to properly decon-
struct natural language text into sentiments. For example, the concept “small
room” should be appraised as negative for a hotel review and “small queue” as
positive for a post office, or the concept “go read the book” as positive for a
book review but negative for a movie review.

3 Methodology

3.1 Corpus for Semantic Context Concepts Extraction

The model here is confronted with the SEMAINE corpus [16]. This corpus com-
prises manually-transcribed sessions where a human user interacts with a human
operator acting the role of a virtual agent. These interactions are based on a
scenario involving four agent characters: Poppy: happy and outgoing, Prudence:
sensible and level-headed, Spike: angry and confrontational and Obadiah: depres-
sive and gloomy. Agent’s utterances are constrained by a script, however, some
deviations to the script occur in the database.

3.2 Pre-processing

The pre-processing submodule firstly interprets all the affective valence indi-
cators usually contained in the verbal content of transcriptions, such as special
punctuation, complete upper-case words, exclamation words and negations. Han-
dling negation is an important concern in such scenario, as it can reverse the
meaning of the examined sentence. Secondly, it converts text to lower-case and,
after lemmatizing it, splits the sentence into single clauses according to gram-
matical conjunctions and punctuation.

These n-grams are not used blindly as fixed word patterns but exploited
as reference for the module, in order to extract multiple-word concepts from
information-rich sentences. So, differently from other shallow parsers, the module
can recognize complex concepts also when irregular verbs are used or when these
are interspersed with adjective and adverbs, for example, the concept “buy easter
present” in the sentence “I bought a lot of very nice Easter presents”.
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3.3 Semantic Context Concept Parser

The aim of the semantic parser is to break sentences into clauses and, hence, decon-
struct such clauses into concepts.This deconstructionuses lexiconswhich arebased
on sequences of lexemes that representmultiple-word concepts extracted fromCon-
ceptNet, WordNet [17] and other linguistic resources.

Under this view, the Stanford Parser2 has been used according to Python
NLTK3; a general assumption during clause separation is that, if a piece of text
contains a preposition or subordinating conjunction, the words preceding these
function or are interpreted not as events but as objects. Secondly, dependency
structure elements are processed by means of Stanford Lemmatizer for each
sentence. Each potential noun chunk associated with individual verb chunks is
paired with the stemmed verb in order to detect multi-word expressions of the
form “verb plus object”. The pos-based bigram algorithm extracts concepts, but
in order to capture event concepts, matches between the object concepts and the
normalized verb chunks are searched. It is important to build the dependency
tree before lemmatization as swapping the two steps result in several imprecisions
caused by the lower grammatical accuracy of lemmatized sentences. Each verb
and its associated noun phrase are considered in turn, and of more concepts is
extracted from these.

3.4 Opinion and Sentiment Lexicon

Current approaches to concept-level sentiment analysis mainly leverage on exist-
ing affective knowledge bases such as ANEW [3], WordNet-Affect [22] and
SentiWordNet [11]. However, for the needs of our current work, we use the Sen-
tiWordNet, which is a concept-level opinion lexicon and contains multi-word
expressions labeled by their polarity scores.

4 Research Findings

In this section, we present an analysis of context-concept indicative and repre-
sentative but not exhaustive examples generated from SEMAINE coprus [16].
Additionally, we provide a list of the main research findings observed during the
analysis.

The first example is extracted from Session 70 for Prudence, focusing
to phrases [16–32] and [48–64]. During this interactional context, the discussion
revolves round the context-related question: What is discussed? referring to the
topic “holidays” and the topic “trip” in phrases [50–64]. The user is not inter-
ested in the topic of “work” and thus says that the topic is boring. Throughout
this interaction, both the operator and user have the same subjective opinions,
as both of them repeat several times the words “excessive” and “absurd” refer-
ring to the “trip” topic.
2 http://nlp.stanford.edu:8080/parser/.
3 http://nltk.org.

http://nlp.stanford.edu:8080/parser/
http://nltk.org
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19 - Prudence: “And have you considered where you might go for holidays?”
20 - User: “(Looks around in thought). Ah yeah. I’m thinking about going to
Australia.”
. . .
56 - User: “(Nods smiling). That is absolutely absurd. I concur. (Looks around
smiling). But it was... fantastic fun. Eh... four guys doing a road trip from Hous-
ton to New Orleans as well. Emm... Obviously myself included. (Licks lips). An...
A lot of eating, a lot of drinking, a lot of not talking about research. It was fan-
tastic.”
57 - Prudence: “Well it sounds like it was an... excessive trip.”
58 - User: “Very excessive.”

The second example refer to Spike operator role in Session 73. Studying
the phases 56–73, it is observed that the user is empathized by the operator.
Multi-word expressions such as “that’s a lot” and “piss me off” are highlighted.
The user tells that he is often mistaken for an American, whereas he is Canadian
and shows that he has been annoyed by this confusion. Taking into consideration
that Spike’s role is to make user angry, these expressions are employed as a way
to reinforce user’s annoyance.

56 - User: “Hmm... The world doesn’t really think highly of Americans.”
57 - Spike: “Yeah... But Canadians are just the same aren’t they?”
. . .
72 - User: “That’s a lot. (Smiles, nods).”
73 - Spike: “That would piss me off.”

In Session 72, the Obadiah role, we identified a number of appraisal
expressions. This finding is aligned with Obadiah’s affective style. In this role,
the operator expresses attitudes about life and about the user, which triggers
short-distance repetitions. This is presented in phases [37–38] and [41–42], in
which affect related words such as “happy”, “feeling”, “sad”, “bored” and “inter-
ested” are highly repeated.

37 - Obadiah: “Life is hard sometimes.”
38 - User: “(Nods). Life can suck sometimes. I agree.”
. . .
41 - Obadiah: “Yeah. But you can’t be cheery all the time.”
42 - User: “(Shakes head). Oh God I’m not cheery (laughs).[...]”

Finally, in Session 71, Poppy in phases [24–32] due to her happy and out-
going operator character seems to be aligned with the user’s sentences, providing
feedback such as “hmh”, or “yeah”, but without repeating user’s words.

24 - User: “Yeah it’s... very fast. Very... high contact which I... tend to like.
Emm... Haven’t done it in a while so (smiling and wide eyed) I guess that makes
me a bit sad.”
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25 - Poppy: “Ah...”
26 - User: “Emm... Yeah.”

“What” is discussed: identifying the topic. Due to the fact that in
SEMAINE corpus, in which only the user is a teller, the former occupies the
65,5 % of the total speech duration, hence, the speech activity is not equally
distributed between the user and the operator. Additionally, in a more depth
analysis, this phenomenon is also observed while computing the percentage of
user’s speech for all sessions corresponding to a specific operator’s role. The
speech activity percentages vary from 60,6 % for Obadiah (minimum) to 70,4 %
for Prudence (maximum). However, that could be partially explained taken into
account the role of personalities of the four agents (played by human operators).
For example, Prudence is even-tempered sensible, making the user to talk more,
while Obadiah’s depressive mood may lead the user to talk less. On the contrary,
as far as the role of Poppy, in the session 26, the happy operator asks to the user,
“where is the best wake you ever had?”. The user’s answers “in a tent in kiliman-
jaro”. Here, the agent’s question opens a new topic without completely defining
it. It is the user’s answer which chooses the new topic, but after following the
indications given by the agent’s questions.

“Why” and “How” he/she feels - context related questions: identify-
ing the affective style and the sentiments of operators and users. Apart
from the context interactional topic, the user’s and operator’s lexical and affec-
tive style as well as the operator’s role depend also on the type of the corpus. On
the whole, it is expected that the specific vocabulary that is used corresponds
to the 5 min interaction and to a restrained vocabulary specific to the opera-
tor’s role and to its linguistic style respectively. Examining the most frequent
words used by the depressive Obadiah (“miserable”, “suffering”, “disappointed”)
and by Poppy (“excellent”, “cool”, “exciting”, “happiness”) is observed that it
is possible to extract information for the affective style of each operator role.
On the whole, with regard to the operator’s identity, the expressions of affect
are more numerous, excepting for the Prudence sessions. This is probably, due
to the Prudence’s personality that the operators have to play: a sensible and
level-headed person who expresses appraisals about the user’s behavior and asks
the user to express attitudes about specific things. Furthermore, for the role
of Spike, we found that the most frequent words used (Table 1), such as “fool”
and “annoyed”, incorporated a more offensive affective style, probably due to
the fact that when the operator playing Spike is offending the user, the former
sometimes repeats operator’s words.

On the other hand, for SEMAINE users, the most frequent words corre-
spond to different topics and users lexical opinions or topics of their corpus, are
defined by specific adverbs and include words such as “weekend”, “holiday”, that
are indicative of the discussed topic. Consequently, the user’s sentiments are in
accordance to the type of agent played by the operator. As expected, Poppy
and Prudence sessions express affective information with negative sentiments.
Finally, the distribution is more balanced concerning Spike.
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Table 1. Top ranked words (score > 0.025) in SEMAINE coprus

word score operator role

miserable 0.02561 Obadiah
excellent 0.02579 Prudence
fool 0.03250 Spike
annoyed 0.03123 Spike
excellent 0.03417 Poppy
aha 0.03379 Poppy

word score user

bloody 0.03224 2
beautiful 0.09622 9
shipped 0.02506 11
hang 0.02506 11
language 0.03233 12
room 0.04196 16

5 Discussion

Gradually, the new multi-disciplinary area that lies at the crossroads between
Affective Computing, Human-Computer Interaction (HCI), social sciences, lin-
guistics, psychology and context awareness is distinguishing itself as a separate
field. It is thus possible to better recognize, interpret and process opinions and
sentiments, incorporate contextual information and finally to understand the
related ethical issues about the nature of mind and the creation of emotional
machines. For applications in fields such as real-time HCI and big social data
analysis [1], deep natural language understanding is not strictly required: a sense
of the semantics associated with text and some extra information (affect) asso-
ciated with such semantics are often sufficient to quickly perform tasks such as
emotion recognition and cognitive and affective information detection.

We have illustrated a method for extracting context concept aspects from
SEMAINE corpus interaction. The proposed framework only leverages on any
taken-for-granted information. By allowing sentiments to flow from multi-word
concept to multi-word concept, we could possibly achieve a better understanding
of the contextual role of each concept within the sentence.

As far as the selection of the corpus is concerned, on which the experiments
will be performed every time, the new trend is the collection of data in real time
through new sources of opinion mining and sentiment analysis which abound.
Webcams installed in smartphones, touchpads, or other devices let users post
opinions in an audio or audiovisual format rather than in text. Aside from con-
verting spoken language to written text for analysis, the audiovisual format
provides an opportunity to mine opinions and sentiment. Many new areas might
be useful in opinion mining, such as facial expression, body movement. Affect
analysis, a related field, addresses the use of linguistic, acoustic and (potentially)
video information. This field focuses on a broader set of emotions or the esti-
mation of continuous emotion primitives; for example, valence can be related to
sentiment.

Furthermore, as far as the presence and the position of the multi-word con-
cepts in the text unit, further examination is necessary, as typically bi-grams and
tri-grams, are often taken into account as useful features. Some methods also
rely on the distance between terms. Part-of-speech (POS) information (nouns,
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adjectives, adverbs, verbs, etc.) is also commonly exploited in general textual
analysis as a basic form of word-sense disambiguation. Certain adjectives, in par-
ticular, have been proved to be good indicators of sentiment and sometimes have
been used to guide feature selection for sentiment classification. In other works,
the detection of sentiments was performed through selected phrases, which were
chosen via a number of pre-specified POS patterns, most including an adjec-
tive or an adverb. However, such approaches and their performance are strictly
bound to the considered domain of application and to the related topics.

Finally, most of the literature on sentiment analysis has focused on text
written in English and, consequently, most resources developed, e.g., sentiment
lexicons, are in English. Adapting such resources to other languages should be
seriously considered as the choice of words and their intended meaning are per-
sonally, contextually, culturally and socially dependent and differ on the level
of the different expertise and purposes of tagging users, resulting many times in
tags that use various levels of abstraction to describe a resource.

6 Conclusions

Technology has the potential to investigate how to tackle the issues of context
awareness of Human-Computer analysis and to progress towards real-world affect
analysis. In this work, we attempted to automatically detect semantic concepts,
and broad the scope of affect analysis both quantitatively (identify and describe
more (non)-emotional states) and qualitatively (enrich the contextual informa-
tion content by establishing links with contextual appraisal determinants, cog-
nitive and affective information). We would like to emphasize that our findings
are clearly preliminary with inevitable limitations. Probably the main limitation
is the absence of a more appropriate corpus.

Our future research work will concentrate on further refinement of the exist-
ing corpora w.r.t. their productivity and reproducibility. These indicative but
not exhaustive results provide the insight of the effectiveness of our proposed
framework for the automatic recognition of spontaneous affective states in a
human-agent interaction scenario based on nonverbal behavior and contextual
information and provides additionally an important contribution to research
on affect recognition “in the wild”. Future work, will involve exploration of
re-evaluation of objective words in SentiWordNet by assessing the sentimental
relevance of such words and their associated sentiment sentences. In addition,
work will be undertaken exploring the proposed method in a fully unsupervised
method, depending only on the accuracy of the context-concept parser and the
sentiments, rather than training the SEMAINE corpus, along with using an
enhanced set of rules and opinion lexicon.
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Abstract. Research of human-computer interaction in exhibition design pre-
viously focuses more on how technologies could be used to create splendid
effect or impressive experience [1], rather than to interwoven technology with
metaphoric, intuitive and narrative content. While in socio-cultural exhibition,
the communication of meaning and knowledge itself is more emphasized.
Besides, emotional engagement, which could evoke memory, feelings and
cognition, could be an important method for HCI in exhibition design. However,
less study has explored this area. In this article, the potentials of emotional
engagement for HCI in exhibition design are outlined through a project in Shek
Kip Mei district in Hong Kong. The project have three stages: documentation,
abstraction and conceptualization. It represents one possible flow that could
generate emotional engagement from the socio-cultural contents for visitors. The
experience gained from this project could facilitate designers, planners, museum
curators and academic researchers in creating emotional engaged exhibition.

Keywords: Emotion trigger � Interaction design in exhibition

1 Introduction

1.1 Human Side of HCI

Human-computer interaction concerns the communication between human and
machine. Therefore it “draws supporting knowledge on both sides. On the machine
side, techniques in computer graphics, operating systems, programming languages, and
development environments are relevant. On the human side, communication theory,
graphic and industrial design disciplines, linguistics, social sciences, cognitive psy-
chology, and human performance are relevant. And, of course, human aspects such as
emotions and feelings become relevant as well” [2]. However, the main stream HCI
before emphasizes more on the machine side relating to science, technology and
engineering. It is till recent decade, more focus shifts to human side, including design
based on user behavior, context of using, socio-cultural factors, as well as experience
[3]. HCI design is further identified in “multiple levels simultaneously - as techno-
logical artifacts, social facts, and cultural narratives” [4].
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1.2 HCI for Exhibition Design

The shift of HCI from machine side to human side has also affected exhibition and
museum design. HCI is no longer only recognized as advanced technological means,
which brings fancy eye-catching effects without actual meaning. It is applied in the
development of narrative, emotional and educational contents, which could facilitate
more complex learning process. As learning is a dynamic process of acquiring infor-
mation, knowledge and skills, HCI enables actively and socially engagement in
knowledge building than passively reception [5]. Information and knowledge could be
visualized, documented and communicated through exploration and interaction by
various means, such as touch, vision, sound and smell [6, 7]. This process could be
explained explicitly by Perry (1993)’s theory: physical engagement with exhibits
(“hands-on”), intellectual engagement (“minds-on”), emotional engagement (affective
reactions), and social engagement (e.g., discussion among visitors) [8]. Among all of
the types of engagement, this paper mainly focuses on emotional engagement.

1.3 Emotional Engagement of HCI

Emotion is difficult to articulate and study as a result of its “context, volatile and
ephemeral” attributes [9]. Emotional responses occur as a result of our reptilian and
mammalian brains’ quickly function. It is called immediate “impressions and associ-
ations” [10]. Therefore, human is able to perceive and react to the overall virtual
environments that they are situated, while specifically response to single sound, image,
emoticons, and word simultaneously [10]. Since emotions, such as pleasure and fun
have become important research topics within HCI fields [11], designers put more
efforts in embedding emotional and metaphoric content with real objects, interface, and
systems through combination of visual, audio, and physical experience [12]. By
observing and experiment, designers understand how users build intuitive knowledge
of the world by interacting with daily objects via watching, touching, playing, rec-
ognizing or perceiving and how they attach emotions and sensations to them [2].
Therefore, designers can create contents, which line up experience with emotional
response more naturally and intuitively. One of the methods that used to evoke emo-
tions is metaphor, as feelings are hard to interpret in words [2]. Metaphors could
influence its users by tapping “into cultural, historic and emotional knowledge that we
humans have built up in the course of our lives” [2]. Rokeby (1997) stated the effect of
metaphor as it “borrows cliché’s from the culture but then reflects them back and
reinforces them [13]. Hence, metaphors could be generated from socio-cultural
knowledge that users are familiar with and the familiarity may trigger intense emotional
response. This paper describes the process that how we uses local contents of Shek Kip
Mei in Hong Kong to create metaphors in HCI for exhibition design, which encourage
emotional engagement of visitors.
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1.4 Shek Kip Mei Project

Shek Kip Mei (SKM) is a district in Hong Kong, where the first public housing
programme was launched for the resettlement of refugees. The project is located in the
first and only survival building of the programme in the region of SKM. It aims to
recreate socio-cultural scenario in an exhibition that illustrates the daily life, living
environment, tradition and the close bond of inhabitants around this unique spatial
morphology. It also provides an insight to the social, economic, and cultural condition
of Hong Kong from 1950s to1970s. The SKM project lasts for about one year from
briefing to the opening. Multidisciplinary parties collaborate for it, including scholars,
inhabitants, government officers, social organizations, designers, and IT specialists, etc.

2 Methods

In Mignonneau and Sommerer (2005)’s study, they identified a few questions that
should be asked before creating emotional, intuitive and metaphoric interaction
experience. These questions serve as important clues for the SKM project. The main
purpose of the exhibition is for education, commemoration and heritage preservation. It
allows non-trained visitors of different ages, social backgrounds and cultural knowl-
edge to access with ease (Table 1).

The design process could be divided into three stages, including documentation of
information and knowledge, abstraction of representative elements, and conceptuali-
zation of metaphoric scenario. The three stages are illustrated with a diagram below
(Fig. 1).

Table 1. Clues for SKM exhibition design

Questions [2] Clues

1. Which emotion or sensation do I want to
convey?

Reminiscence, memorable, optimistic,
hopeful

2. What do I want the user to feel when
experiencing this system?

Interesting, natural, intuitive, enlighten,
happy

3. What is the cultural and historic background
of the user?

Hong Kong resident and international
travelers

4. What is the emotional and metaphoric
knowledge already available to the user?

The socio-cultural status of SKM

5. What kind of object or interface can convey
this desired emotion or sensation?

Touch screen, projector, sensor, audio,
video, and image

6. Which interface would feel most natural
and most intuitive to the user?

Gesture Control, static display
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2.1 Documentation

As the aim of the project is to design emotional engagement between visitors and SKM
socio-cultural heritage, the content requires certain level of accuracy and clarity to
reflect the history. Therefore, at the beginning of the project, large amount of time is
spent on the organization of various sources of data and information. Books, photos,
videos, and documentaries relevant to SKM are collected and reviewed (Fig. 2).

New information is generated from observation, interview and focus group with the
help of Housing Authority, the Hong Kong government department and local inhab-
itants, social organizations and scholars. Researchers pay six visits to SKM to observe
local environment, architectural features, and daily life of inhabitants. Their findings
are captured by photos, videos, and memos, which are analyzed in data form.

1. Documentation

2.Abstraction

3.Conceptualization

Historic Research

Books, photos, videos....

Design Research

Observation, Interview, Focus group

Key Characters Key Events, Daily Life, Stories Key Metaphoric Icon

Static Exhibition

Objective Narrative Description

Dynamic Exhibition

Emotional Interaction, Metaphoric Scenario

Fig. 1. Stages of emotional engagement HCI design

Fig. 2. Historic research
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Interviews are conducted with local inhabitants to generate personal perspective about
the history, the development of the region and life experience. All of the information,
data, and facts acquired are organized and classified according to categories.

After documentation, a focus group with sixty participants is held to review the
documented materials and give feedbacks. Participants clear the ambiguity, correct the
errors and share new insights to enrich the contents. The focus group also enables
different stakeholders to reach consensus about the main content that would be included
in the exhibition design (Fig. 3).

2.2 Abstraction

In abstraction stage, the documented materials are further consolidated as key events,
important figures, high frequent daily activities, and stories (Fig. 4). Together they form
a chain in timeline, which reflect the significant changes in the socio-cultural life of the
region.

Among all of the stories and important events, several symbolic characters and
metaphoric icons are abstracted. The characteristics include a firefighter, a housewife, a
girl, an engineer, an old lady, and a traveler (Fig. 5). The metaphoric icons include iron
frog, plastic flower, thermos bottle, washbowl, plastic ball, and jump house games, etc.
(Fig. 6). These symbolic characters and metaphoric icons are abstracted as a result of
highly relevance with key events and activities happen in 1950s–1970s. For instance,
the firefighter appears in the storyline of the major fire in 1952, which led to the
introduction of the first public housing programme in Hong Kong. While as most of
SKM families live in a poor condition, housewives bear the burden of bred children as
well as make money simultaneously. Therefore homemade plastic flower by

Fig. 3. Interview, observation and focus group of local participants

Fig. 4. Events, daily life and stories
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housewives is very popular at that time. Many young children help their mother to
make plastic flower, while they also enjoy outdoor games, such as jump house. A large
portion of visitors may share similar memories, which could be recalled by the char-
acters, icons, stories, and scenarios. This synergy could evoke emotional connection
between visitor and the exhibits, also among visitors themselves. It arouses their
empathy for the hard life, and inspire them with the persistency and optimisticism of
inhabitants to conquer difficulty. If visitors do not know any background information
about the exhibition, they may be curious about who and what they are. Both types of
emotional engagement would reinforce the visiting experience.

2.3 Conceptualization

At the stage of conceptualization, two forms of exhibition are discussed and confirmed:
static exhibition and dynamic exhibition. The materials abstracted from the second
stage are classified again in line with their nature to match with the two types of
exhibition. The objective facts, figures, events are elaborated in static exhibition by
narrative description, heritage artifact demonstration, video and photo display, full size
realization and installation of living situation (Fig. 7). For instance, the timeline pre-
sents the development of SKM district since 1950s till now. The concrete pipe which is
recycled from site are resituated in the exhibition to play documentary. The underline
metaphor is that children before used concrete pipe as their playground for hide and
seek. While the subjective stories, symbolic characters, and metaphoric icons are
interwoven into the dynamic HCI exhibition (Fig. 8). Projector, sensors and touchsc-
reens are applied to create an immersive environment and emotional experience for
visitors. Based on the characters and icons abstracted at the second stages, several
stories, activities are created to represent the daily life in SKM. For instance, how
neighbors help each other in hard time, etc.

Fig. 5. Key characters

Fig. 6. Key metaphoric icons
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Fig. 7. Static exhibition

Fig. 8. Dynamic exhibition
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3 Discussion

The SKM project attracts thousands of Hong Kong residents, travelers, and students to
visit each year after its opening. Many middle aged and elder visitors reflect that the
exhibition contents conveyed accurate, resourceful and meaningful information and
knowledge, which is educational and memorable. The HCI design is very popular
among young people, as it is interesting, attractive and thought-provoking. Young
children cherish the better life they have today. The design process that this paper
presents includes three stages: documentation, abstraction, and conceptualization. The
process could also be applied in other socio-cultural HCI design project.
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