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Application of Genetic Programming
for Electrical Engineering Predictive
Modeling: A Review
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6.1 Introduction

Over the last decade, GP has received the interest of streams of researchers around
the globe. First, we wanted to provide an outline of the basics of GP, to sum up
valuable tasks that gave impetus and direction to research in GP as well as to
discuss some interesting applications and directions. Things change fast in this area,
as researchers discover new paths of doing things, and new things to do with GP.
It is not possible to cover all phases of this field, even within the generous page
limits of this chapter.

GP produces computer models to solve a problem utilizing the principle of
Darwinian natural selection. GP results are computer programs that are represented
as tree structures and shown in a functional programming language (such as LISP)
(Koza 1992; Alavi et al. 2011). In other words, programs evolved by genetic
programming are parse trees whose length can change throughout the run (Hosseini
et al. 2012; Gandomi et al. 2012). GP provides the architecture of the approximation
model together with the values of its parameters (Zhang et al. 2011; Gandomi et al.
2011). It optimizes a population of programs based on a fitness landscape specified
by a program capability to perform a given task. The fitness of each program is
assessed utilized an objective function. Therefore, a fitness function is the objective
function that GP optimizes (Gandomi et al. 2010; Javadi and Rezania 2009; Torres
et al. 2009). GP and other evolutionary methods have been successfully applied
to different supervised learning work like regression (Oltean and Dioan 2009), and
unsupervised learning work like clustering (Bezdek et al. 1994; Jie et al. 2004; Falco
et al. 2006; Liu et al. 2005; Alhajj and Kaya 2008) and association discovery (Lyman
and Lewandowski 2005).
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Our review on the application of GP is focused on electrical engineering, control,
optimization and scheduling, signal processing, classification and power system
operation. The distinctive features of GP create it a very convenient method in
regard to optimization. The application of GP to these areas gives some interesting
advantages, the principal one being its flexibility, which lets the algorithm be
modified to the needs of each particular problem. In fact, GP typically performs
an implicit process of feature selection and extraction. Interpretability can be
quickly favored by the utilization of GP since it can utilize more interpretable
representation formalism, like rules. It requires to be mentioned that GP approach
is an evolutionary method that bears a strong resemblance to genetic algorithm’s
(GA’s). The main differences between GA’s and GP can be summed up as follows:

• GP codes solutions as tree structured, variable length chromosomes, but GAs
make utilization of chromosomes of fixed length and structure.

• GP usually includes a domain specific syntax that governs meaningful arrange-
ments of information on the chromosome. The chromosomes are syntax free
for GAs.

• GP maintains the syntax of its tree-structured chromosomes during
‘re-production’.

• GP solutions are frequently coded in a way that lets the chromosomes be directly
executed utilizing a suitable interpreter. GAs are hardly coded in a directly
executable form.

The utilization of this flexible coding system permits the method to carry out
structural optimization. This technique can be helpful to the solution of many
engineering problems. For instance, GP may be utilized to implement symbolic
regression. While conventional regression seeks to optimize the parameters for a
pre-specified model architecture with symbolic regression, while the model design
and parameters are specified simultaneously. Similarly, the evolution of control
methods, Structural design, scheduling programs and signal processing algorithms
can be seen as structural optimization problems appropriate for GP. Cramer created
one of the first tree structured GAs for primary symbolic regression. Another early
development was the BEAGLE technique of Forsyth, which produced classification
rules utilizing a tree structured GA. However, it was Koza (1992) who was largely
responsible for the popularization of GP within the area of computer science. His
GP method (coded in LISP) was applied to a broad range of problems involving
symbolic regression, control, robotics, games, classification and power system
operation. Engineering applications have started to appear while still dominated
by computer scientists. Thus, the objective of this paper is to discuss these recent
engineering applications and give an entry point to this quickly expanding areas.
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6.2 Genetic Programming

GP is a symbolic optimization method that produces computer programs to solve a
problem using the principle of Darwinian natural selection. GP was introduced by
Koza as an extension of genetic algorithms (GAs). In GP, a random population of
individuals (trees) is created to achieve high diversity. While common optimization
techniques represent the potential solutions as numbers (vectors of real numbers),
the symbolic optimization algorithms present the potential solutions by structural
ordering of several symbols. A population member in GP is a hierarchically
structured tree comprising functions and terminals. The functions and terminals are
selected from a set of functions and a set of terminals. For example, function set F
can contain the basic arithmetic operations (C, �, �, /, etc), Boolean logic functions
(AND, OR, NOT, etc.), or any other mathematical functions. The terminal set T
contains the arguments for the functions and can consist of numerical constants,
logical constants, variables, etc. The functions and terminals are chosen at random
and constructed together to form a computer model in a tree-like structure with a
root point with branches extending from each function and ending in a terminal. An
example of a simple tree representation of a GP model is illustrated in Fig. 6.1.

The creation of the initial population is a blind random search for solutions
in the large space of possible solutions. Once a population of models has been
created at random, the GP algorithm evaluates the individuals, selects individuals
for reproduction, generates new individuals by mutation, crossover, and direct
reproduction, and finally creates the new generation in all iterations. During the
crossover procedure, a point on a branch of each solution (program) is selected
at random and the set of terminals and/or functions from each program are then
swapped to create two new programs as can be seen in Fig. 6.2.

The evolutionary process continues by evaluating the fitness of the new popula-
tion and starting a new round of reproduction and crossover. During this process, the
GP algorithm occasionally selects a function or terminal from a model at random

Fig. 6.1 The tree
representation of a GP model
.X1 C 3=X2/2
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Fig. 6.2 Typical crossover operation in genetic programming

Fig. 6.3 Typical mutation
operation in genetic
programming

and mutates it (see Fig. 6.3). GEP is a linear variant of GP. The linear variants
of GP make a clear distinction between the genotype and the phenotype of an
individual. Thus, the individuals are represented as linear strings that are decoded
and expressed like nonlinear entities (trees) (Yaghouby et al. 2010; Baykasoglu et al.
2008; Gandomi et al. 2008).

6.3 GP Applications

The following section shows a review of engineering applications of GP. The results
of the literature survey have been organized into the following broad groups:

• Control
• Optimization and scheduling
• Signal processing
• Classification
• Power System Operation
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6.3.1 Control

Mwaura and Keedwell (2010) used evolutionary algorithms (EAs) to automatically
develop robot controllers and occasionally, robot morphology. This field of research
is introduced as evolutionary robotics (ER). Through the utilizations of evolutionary
methods such as genetic algorithms and genetic programming, ER has proved to
be a promising approach through which robust robot controllers can be developed.
Ebner (1999) explored the utilization of genetic programming for robot localization
to evolve an inverse function mapping sensor readings. This inverse function is
defined as an internal model of the environment. Environment is sensed utilizing
dense distance information acquired from a laser range finder. An inverse function
is developed to localize a robot in a simulated office environment.

Alfaro-Cid et al. (2008) assessed the implementation of genetic programming to
design a controller structure. GP is utilized to evolve control strategies that provided
the current and desired state of the propulsion and heading dynamics of a supply
ship as inputs, produce the commanded forces needed to maneuver the ship. The
controllers built utilizing GP are analyzed through real maneuverability tests and
computer simulations in a laboratory water basin facility. The robustness of each
controller is analyzed through the simulation of environmental disturbances.

Dracopoulos and Kent (1997) emphasized on the application of genetic program-
ming to prediction and control. Results were shown for an oral cancer prediction
task and a satellite attitude control problem. Using bulk synchronous model
parallelization, the paper explained how the convergence of genetic programming
can be significantly speeded up. Nordin and Banzhaf (1997) evaluated the utilization
of genetic programming to a direct control a miniature robot. The GP system is
employed to evolve real-time obstacle avoiding behavior. Genetic programming
enables real-time learning with a real robot. A speed-up of the approach by a factor
of more than 2000 was achieved by learning from past. Genetic programming was
used in Zell (1999) to search the space of possible programs automatically. First a
behavior-based control architecture utilizing computer simulations is evolved. Then
one of the experiments with a service robot is replicated, displaying that Kozas
classic experiment of evolving a control structure can be transferred to the real world
with adjustment to representation. Suwannik and Chongstitvatana (2001) generated
the control program by genetic programming to enhance the robustness of a robot
arm. The robustness is measured in the real world. To enhance the robustness,
multiple robot arm configurations used to evolve the control program. The result
showed that the robustness of a control program is enhanced by 10% in comparison
to a control program evolved with a single configuration. Another control related
application of GP has been done by Nordin et al. (1997). they have tried to control
the khepera robot using GP. Their objective of using GP to control this miniature
robot is to evolve real-time obstacle avoiding behavior. Their technique enables real
time learning with actual robot. Figures 6.4 and 6.5 show the actual robot and its
sensor placement, respectively. The learning that applied to experimental result, had
papulation size of 50 individuals. the individuals used values from the sensors as an
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Fig. 6.4 The Khepera robot

Fig. 6.5 Position of the IR
proximity sensors

input and create two outputs values. The output values has been transmitted to the
robot as motor speeds. the population of each individuals is processed by the GP
system.

Figure 6.6 shows a schematic view of the system. This schematic has been
captured from Nordin et al. (1997).

6.3.2 Optimization and Scheduling

Grimes (1995) were used genetic algorithm (GA) and genetic programming (GP)
methods for track maintenance work with profit as the optimization criteria. The
results were compared with an existing method. It was shown that the GP algorithm
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Fig. 6.6 Schematic view of the control system

provided the best results, with the GA approach providing good results for a short
section and poor results for a long section of track. Genetic programming was
used in Stephenson et al. (2003) to optimize the priority functions associated with
two well-known compiler heuristics: predicted hyperblock formation and register
allocation. Their system achieved remarkable speedups over a standard baseline
for both problems. Vanneschi and Cuccu (2009) presented a new model of genetic
programming with variable size population in this paper and applied to the
reconstruction of target functions in dynamic environments. This models suitability
was tested on a set of benchmarks based on some well-known symbolic regression
problems.

Experimental results confirmed that their variable size population model found
solutions of similar quality to the ones found by genetic programming, but with a
smaller amount of computational effort. Ho et al. (2009) developed an algorithm
to derive a distributed method automatically dynamically to optimize the coverage
of a femtocell group utilizing genetic programming. The resulting evolved method
showed the capability to optimize the coverage well. Also, this algorithm was able to
offer increased overall network capacity compared with a fixed coverage femtocell
deployment. The evolution of the best-known schedule illustrated in Langdon and
Treleaven (1997) for the base South Wales problem utilizing genetic programming
starting from the hand coded heuristics. Montana and Czerwinski (1996) applied
a hybrid of a genetic algorithm and strongly typed genetic programming (STGP)
to the problem of controlling the timings of traffic signals that optimize aggregate
performance. STGP learns the single basic decision tree to be executed by all the
intersections when determining whether to change the phase of the traffic signal.
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6.3.3 Signal Processing

Ahmad and Khan (2012) explored the application of Neuro-Evolutionary Tech-
niques to the diagnosis of various diseases. The evolutionary method of Cartesian
Genetic programming Evolved Artificial Neural Network (CGPANN) is applied
for the detection of three important diseases. Holladay and Robbins Holladay and
Robbins (2007) showed that FIFTH, a new vector-based genetic programming
(GP) language, can automatically derive very efficient signal processing techniques
directly from signal data. Utilizing symbol rate estimate as an example, the perfor-
mance of a standard method was compared to an evolved approach. The capabilities
of genetic programming were expanded with combining domain knowledge about
both machine learning and imaging processing techniques in Harding et al. (2013).
The method is shown fast, scalable and robust. A novel genetic programming
method was developed in Sharman et al. (1995) to evolve both the parameters
and structure of adaptive digital signal processing algorithms. This process is
accomplished by determining a set of node terminals and functions to implement
the necessary operations commonly utilized in a broad class of DSP techniques.
Also, simulated annealing was used to assist the GP in optimizing the numerical
parameters of expression trees.

Esparcia Alczar (1998) presented a novel GP approach in the equalization of
nonlinear channels. A new way of handling numerical parameters in GP, node
gains, was defined. A node gain is a numerical parameter assigned to a node that
multiplies its output value. Esparcia-Alczar and Sharman (1999) investigated the
application of a combined genetic programming—simulated annealing (GP-SA)
solution to a classical signal processing problem. This problem is called channel
equalization where the goal is to build a system which adaptively compensates
for imperfections in the path from the transmitter to the receiver. Authors were
examined the reconstruction of binary data sequences transmitted through distorting
channels. Alczar et al. (1996) are also have worked on some application of GP in
signal processing in discrete-time manner. They have presented special tree nodes
that maintain time recursion, sigmoidal nonlinear transfer functions and internal
recursion, which are frequently used operations in signal processing. Table 6.1
which has capture from the same paper, describe these with nodes which implement
frequently used algebraic operations in signal processing.

6.3.4 Classification

An algorithm to the utilization of genetic programming was proposed for multi-
class image recognition problems in Smart and Zhang (2003). In their method, the
terminal set is made with image pixel statistics, the function set includes arithmetic
and conditional operators, and the objective function is based on classification
precision in the training set. Instead of utilizing xed static thresholds as boundaries
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to distinguish between different classes, this technique proposed two dynamic
algorithms of classification. These methods are centered dynamic range selection
and slotted dynamic range selection, based on the returned value of an evolved
genetic program where the boundaries between different classes can be dynamically
decided during the evolutionary process. GP was applied to solve cost-sensitive
classification by means of two techniques through a) manipulating training data
and b) adapting the learning method in Li et al. (2005). A constrained genetic
programming (CGP), a GP based the cost-sensitive classifier, has been proposed
in this paper. CGP is capable of making decision trees to minimize not only the
expected number of errors, but also the expected misclassification costs through
a novel constraint objective function. The ensemble classification paradigm is an
efficient way to enhance the accomplishment and stability of individual predic-
tors. Evolutionary algorithms (EAs) also have been widely utilized to produced
ensembles. In the context of heterogeneous ensembles, EAs have been successfully
employed to modify weights of base classifiers or to select ensemble members.
A novel genetic program was developed in Escalante et al. (2009) that learned
a fusion function for integrating heterogeneous-classifiers outputs. It evolves a
population of fusion functions to maximize the classification precision. A GP-based
method was developed in Liu and Xu (2009) to evaluate multi-class micro-array data
sets. In contrast to the standard GP, the individual formulated in this paper includes
a set of small-scale ensembles, named as sub-ensemble (indicated by SE). Each SE
includes a set of trees. In application, a multi-class problem is split into a set of
two-class problems, each of which is addressed by an SE first. The SEs tackling
the respective two-class problems are integrated to make a GP individual, so each
can address a multi-class problem directly. Efficient algorithms are developed to
address the problems arising in the fusion of SEs, and a greedy method is developed
to keep high diversity in SEs. Three GP-based methods were proposed in Zhang and
Nandi (2007) for addressing multi-class classification problems in roller bearing
fault detection. The First method maps all the classes onto the one-dimensional
GP output. The second algorithm singles out each class individually by evolving
a binary GP for each class independently. The third technique also has one binary
GP for each class, but these GPs are evolved together with the goal of choosing
as few features as possible. It can also be mentioned that an application of GP in
classifiers also could be dividing in three different data set which consist of several
subsets. Each of the subsets is also used in an independent run of GP to build up
each classifiers. Figure 6.7 shows the classification tasks where GP can be used.
This figure has been captured from Zhang and Nandi (2007).

6.3.5 Power System Operation

One of the fundamental power systems planning responsibility of an electrical
utility is to precisely anticipate load requirement for all time. The achieved results
from load forecasting operation are utilized in various fields like planning and
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Genetic Programming in Classification

Preprocessing Model Extraction Ensemble Classifiers
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Fig. 6.7 Applications of GP in classification tasks

operation. Preparation of future expenses on construction, rely on the certainty of
the long term load foretelling significantly, therefore, various estimation procedure
have been tested for short and long term forecasting. Traditional load forecasting
approaches are planted on statistical scheme. It needs to be mentioned that the
evaluation of load aforetime is usually called as a Load forecasting. This estimation
could be demand and energy which is essentially required to improve the system
planning effectiveness. These forecasting is also utilized to organized approaches
for construction and energy forecast which are essential for future fuel requirements
determination. So a good forecast affecting the trend of power planning of present
and future. Chaturvedi et al. (1995) are given the GP approach for long term load
forecasting.

GP claims to support an optimal solution for the computational problem like
power planning. Dr. Kamal (2002) worked on methods of calculation of problems
of curve fitting by using GP. He showed that this problem can be carried out without
use of equation shape. Farahat (2010) are also applied GP to forecast short term
demand by using a new method. Some other researchers are also specified the
comparison of different estimation algorithms for power system load forecasting.
Genetic pronging, least absolute value filtering and least error squares are different
approaches in their experiments. They have considered different forecasting models.
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6.4 Conclusions

This paper has provided us with the background context required to understand the
reviewed documents and use as a guideline to categorize and sort relevant literature.
While computer scientists have focused on gaining a significant understanding of
the methods the engineering community is solving practical problems, frequently
by introducing accepted systems engineering methodologies and concepts. The
combination of different methods permits us to make the most of several algorithms,
using their strengths and preventing their drawbacks. The flexibility of GP makes it
possible to combine it with very various algorithms. But the combination of GP with
some other methods is not the only option; GP can be employed as a mechanism to
integrate different techniques. It is stressed that GP is a young area of research,
whose practitioners are still exploring its abilities and drawbacks. Therefore, it is
the authors’ belief that the future holds much promise.
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