
Chapter 13
RNA Nanostructures in Physiological
Solutions: Multiscale Modeling
and Applications

Shyam Badu, Roderick Melnik and Sanjay Prabhakar

Abstract In this review chapter we focus on the nucleic acid nanotechnology
research and its application in the biomedical field. We also describe some of our
most recent results on the modeling of ribonucleic acid (RNA) nanotubes and their
characteristics in physiological solutions. This includes the properties that can be
characterised by root mean square deviation (RMSD), radius of gyration and radial
distribution function (RDF) for the RNA nanoclusters, paying special attention to
RNA nanotubes. We describe the distribution of 23Naþ and 35Cl� ions around the
tube as a function of time within a distance of 5 Å from the surface of the tube. The
results obtained from our computational studies are compared with available
experimental results in the literature. The current developments in the coarse grain
modeling of the RNA nanoclusters and other biomolecules are also highlighted.

13.1 Introduction

Extensive studies have been done on nucleic acid nanotechnology research in the
biomedical applications. Among others, we recall that the bacteriophage / 29
motor has been constructed to package the deoxyribonucleic acid (DNA) and the X
ray crystallography has been used to determine the process of DNA packaging [1].
To construct any kind of nanostructure involving biomolecules the self assembly of
small building blocks is very important. One of the notable experimental works has
been the development of the crystalline bacterial cell surface using the streptavidin
protein [2] which has the tendency of self assembling to construct the building
blocks for the nanoclusters that can be used for biomedical applications. The self
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assembly of alkylated peptides can assist in creating the nanobelts in solutions
which can be used for various therapeutic applications [3]. Due to the importance of
therapeutic applications several kinds of polygon-shaped self assemblies have been
developed by using the deoxyribonucleic acid [4–7].

Furthermore, the self assembly of biomolecules, including DNA [8–14], can be
used for various bionanodevices in nanobiotechnology. The DNA nanotubes can be
used for the alignment of the membrane protein, in order to take the NMR spectrum
to determine its crystal structure [15–17]. It has been shown that the stability of the
RNA assemblies is higher than that of the DNA self assembled nanoparticles in
solutions [18–23]. DNA relaxation under internal viscosity was studied for DNA
[24, 25] but no similar study is available for RNA. The thermodynamic stability of
any system is determined by calculating its free energy. The system with smaller
free energy is more stable, i.e., the RNA has smaller free energy in solutions
compared to DNA nanoparticles. The differently shaped structures of the RNA
molecules have been formed from the RNA building blocks as well as from their
complexes with other biomolecules [26–31].

In the current age of scientific discoveries in nanobiotechnology, the RNA plays
a vital role in drug delivery applications. The use of this important molecular
system as a drug delivery object to the human body is due to its flexibility in
structure. One of the most important building blocks of RNA nanoclusters is the
RNAI/II complex. The RNAI and RNAII are defined as the sense and anti sense
plasmids that control the replication of COLE1 plasmid [32, 33]. COLE1 is a DNA
molecule separated from chromosomal DNA that is found in the cell of bacteria.
The sequence for the RNAI is (GGCAACGGAUGGUUCGUUGCC) and the
sequence for the RNAII is (GCACCGAACCAUCCGGUGC) [34]. The schematic
diagram for the RNAI/II complex is shown is Fig. 13.1. Using these building
blocks, the experimental work has been performed to see the varieties of self
assemblies of this complex. Experimentally it has been found that there are varieties
of self assemblies formed by the end of the experiment. Notably, it has been found
that the hexagonal ring is one of the most abundant self assemblies [35] formed
during the experiment performed at the solution phase. The formation of the hex-
agonal nanoring from the pRNA strand has been studied experimentally, and has

Fig. 13.1 Formation of the
RNAI/II complex via base
pairing between two segments
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been later verified theoretically. During the experiment the RNAI/RNAII complex
was put into the vessel and let molecules to assemble following the specific
experimental protocol. The system was heated at first to the 95 °C for 2 min, then
cooled to 4 °C and then warmed to 30 °C and supplied to the buffer solution. Then
the system is supplied to the polycrystalamide gel experiment (PAGE) and TGGE
experiment using a specific experimental setup which is described in [35].

It has been found that the majority of the assemblies are hexagonal rings with
very few assemblies with square and octahedral structures. The low abundance of
the tetramer and the pentamer assemblies of the RNAI/II complexes is due to the
fact that they are less thermostable. Similar situation has been found in the case of
higher order species like septamers and octamers. This result is found to be similar
to the results obtained in [36]. An increasing interest to the field of RNA nanocl-
usters is due to their potential use in the drug delivery, nanodesign, therapy, among
other fields. The ribonucleic acid is the polymer containing four kind of nucleo-
bases; adenine, uracil, cytosine and guanine. These four kinds of the nucleobases
are connected via sugar ring and the phosphate backbone to form the long chain
polymer. A combination of the sugar ring and the nucleobase is known as the
nucleotide. The size of the RNA strand is defined by the number of the nucleotides
present in the polymer which eventually gives the number of possible structures that
can be made from the given set of the nucleotides. The difference between the RNA
and the DNA is that the uracil will be replaced by the thymine in DNA. In their
double strand structure the stability is well described on the basis of the base pairing
between them.

The development of bionanotechnology has facilitated the varieties of the
techniques to detect and diagnose the cancer and other diseases. The use of bio-
nanoparticles consisting of the RNA is due to their small size which let them to
have assess to most of the parts of the body to interact with the infected or damaged
cells. Ultimately, the models for RNA should be coupled with nonlinear dynamics
models of cells [37]. In order to make the modeling of RNA nanoclusters suc-
cessful, it is very important to have the suitable RNA building blocks. The self
assemblies of RNA nanoclusters are performed in two ways. One is templated and
the other is non-templated. If the self assemblies of RNA building blocks are done
by the interaction between them from the external influence then this kind of self
assemblies are known as templated, whereas if there is no external influence, during
the interaction between the building blocks, then that kind of self assemblies are
known as the non-templated self assemblies. Furthermore, the building blocks of
nanorings are engineered in such a way that the RNAI and RNAII ends are com-
plementary to each other. The complexation of these two RNA fragments via sticky
ends is an important feature for constructing nanoclusters like RNA nanorings and
nanotubes. In short, by using six helical building blocks of either one or two types
(RNAI/RNAII) the nanoring is formed by self-assembling them via base pairing
hydrogen bonds. The structure of the nanoring including the links that are used to
form the nanotube is presented in Fig. 13.2. The stability of the nanoring depends
on RNAI/RNAII interactions. The design of the sticking ends helps to assemble the
nanorings to build the nanotubes. The starting structures of the RNAIi/RNAIIi
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complex are taken from the protein data bank with the pdb code (2bj2.pdb) [34].
Recently, RNA has been self-assembled to build nanoscale scaffolds [38] using
computational techniques and experiments. In the literature it is reported that
several forms of RNA motifs can be constructed to provide a proper multifunctional
RNA nanocluster; however only a few of them are found to be useful for drug
delivery [39]. Assembling should be used to build the RNA nanocluster from the
RNA building blocks [40].

RNA has been used to build the higher order self assembly in vitro [41] and
in vivo [42] by assembling the multidimensional RNA structures. It has been used
for the bacterial metabolism. RNA nanotechnology research is still in progress to
achieve complete benefit from it. Furthermore, the RNA molecules can survive at
low pH values that makes RNA to be compatible for the drug delivery and therapy
in vivo. These RNA molecules can produce the self assemblies in vivo. They are
transcribable using the DNA as a template [43–50]. The important factor that needs
to be considered during the drug delivery process is the toxicity and the safety
issues related to nanomaterials used for this process [51, 52].

There are two possible ways to deliver therapeutic drugs into the human body.
Firstly, it can be done by directly including it into the RNA building blocks.
Secondly, it can be done by attaching the drug at some particular ends of the RNA
nanotube. The RNA nanotube can be useful for many applications, in particular for
the delivery of drugs into the human body due to its stable condition at all

Fig. 13.2 RNA nanoring
including three tails to link
them to form the RNA
nanotube
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temperatures as experiments show [53]. The target delivery vehicle, i.e. the RNA
nanoclusters built for the drug delivery, should be stable, so that the modeling of
such kinds of structures is critical. We note that the hairpin-like structure of the
nanocluster has already been modeled [54] from RNA interference polymers. The
discovery of a small interfering RNA (siRNA) [55, 56] is one of the most important
research achievements in this field. The siRNA is basically a synthetic double
stranded RNA with 21 basepairs. The function of siRNA is to suppress the prob-
lematic genes by RNA interference [57]. It also can be used for safe and efficient
delivery of siRNA to cells. The use of the small interfering RNA is somewhat
incomplete until its safe way of the delivery to the human body is determined. For
this purpose the DNA packaging of bacteriophase / 29 has been modified and used
to package the siRNA for safe delivery to the human body [58, 59]. The delivery of
oligonucleotides has also been studied to understand the effectiveness of models of
the cancer therapy in humans [60]. The RNA molecules of the size with 18–30
nucleotides are also important in regulating the gene expression in the cytoplasm
and nucleus [58, 61–63].

Previously, our group [64, 65] studied the mechanical and thermodynamical
properties of RNA nanorings [36] using the molecular dynamics technique, and
such studies on the RNA nanotubes have also been under way. The results obtained
for the nanoring were later supported by experimental results using biochemical and
biophysical techniques [35]. Specifically, the issues addressed in the previous
papers have been the stability of the nanoring versus temperature, effect of the
environment (i.e. solvent and counteractions) on its stability, as well as the con-
formations and dynamics under external forces. Some anomalous behaviour has
been observed with the variation of temperature of the simulation box containing
the nanoring. In a recent study, the properties of human immunodeficiency virus on
hairpin-like subtype-A and subtype-B at different salt concentrations and magne-
sium bindings have been explored using molecular dynamics techniques [66]. Also
an experimental study of the concentration dependence of NaCl and KCl on the free
energy of RNA hairpin folding has been done [67]. Such studies provide additional
motivations to do the molecular dynamics simulations of RNA nanoclusters.
Furthermore, the first coarse-grained model for RNA nanorings has been developed
[68] by utilizing the molecular dynamics simulations method.

13.2 Molecular Dynamics Simulation of Biomolecules

Molecular dynamics simulation involving biomolecules has become very important
to understand the dynamics of biological systems. Specifically, the molecular
dynamics simulation gives the idea about the dynamic behaviour of the biomole-
cules in physiological solutions, it gives the average of the thermal properties of the
biomolecules under study and prediction of the thermally compatible conformation
of the molecules [69, 70]. Theoretical basis of the molecular dynamics lies with
statistical thermodynamics models and solving the Newton’s equations of motion of
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the many particle system involving atoms. Recently, several molecular dynamics
studies have been done on the RNA molecules and their derivatives [71–73]. Some
of the most important structures derived from RNA molecules are the RNA hairpin
loops for which the molecular dynamics simulation has been performed to calculate
potential of mean force as a function of distance between two ends of the loop. The
stability of the hairpin loops has been calculated and compared to the experimental
results which were found to be in close agreement [73]. Furthermore, the molecular
dynamics simulation has been performed on the viral RNA dependent polymers to
understand their function and structure [72]. In our group the molecular dynamics
simulation has been done on the varieties of the RNA nanoclusters. Some of the
most recent results related to the RNA nanoclusters [64, 65] will be briefly pre-
sented in the following sections.

13.3 Multiscale Modeling

In multiscale modeling calculation of the properties of the system at one level is
done using the models from a different level. There are a number of multiscale
modeling methodologies used in applications. Here we describe three of them,
typical for biological applications [74–77], namely:

1. The Boltzmann inversion method
2. The force matching method for developing the coarse-grained modeling
3. Multiscale coupling method for direct transfer of the information from meso-

scopic and atomic scales during the simulation.

The first method commonly used in the multiscale modeling is the Boltzmann
inversion method which has also been used in the coarse-grained modeling of the
RNA nanoclusters. This will be discussed in details in the following section.

In the force matching process [78], the objective function, depending upon the
parameter α, is defined follows

ZðaÞ ¼ ZFðaÞ þ ZcðaÞ; ð13:1Þ

ZFðaÞ ¼ 3
XM

k¼1

Nk

 !�1XM

k¼1

XNk

i¼1

jFkiðaÞ � F0
kij2; ð13:2Þ

ZCðaÞ ¼
XNC

r¼1

WrjArðaÞ � A0
r j2: ð13:3Þ

The integer M in ZF (the force objective function) is the number of configura-
tions, Nk is the number of atoms in the kth configuration and FkiðaÞ is the force on
the ith atom in the kth configuration which is obtained from the parametrization of
α, and the F0

ki is the corresponding reference force obtained from the first principles
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calculations. In the constraint objective function ZC the quantities ArðaÞ are also
physical parameters obtained from parametrization, A0

r are experimental values or
the values calculated from the first principles methods and Wr is the weight factor.
The force objective function defined in (13.1) is minimized for given α to calculate
the classical force parameters by using the force and physical quantities obtained
from ab initio calculations. Therefore, in order to calculate the force objective
function, and constraint objective function it is necessary to do the ab initio cal-
culations. The parameters α defined in the above (13.1, 13.2, 13.3) are calculated by
matching the forces obtained by using the first-principles calculations of the several
configurations of the molecular system and the classical potentials [78–80].

At the mesoscopic level, there exist effective field theories to apply the con-
tinuum mechanics. Also there are particle-based methodologies that have been
developed to give more accurate results in the study than it is possible to deduce
from the mesoscopic scale. Further details on particle-based methods can be found
in [81–83].

13.4 Developments in Coarse-Grained Modeling of RNAs

Although due to the current development of the computational techniques and
feasible computational resources, the theoretical study of the bimolecular systems
has become much easier, preserving the physical information of the molecular
system in the model remains very crucial. In view of this, the coarse-grained models
are designed to explain information about the system at larger scales from the
smaller scale that are modeled from the atomistic classical approach. The developed
coarse-grained models should be easy enough to simulate accurately enough the
physical characteristics of the system. In the coarse-grained modeling we represent
the sum of atoms as a pseudo atom and then define an effective energy function
UCG that determines the thermodynamical properties, which should be identical to
the system’s properties once the proper energy function is predicted. Using
coarse-grained models, the research has been done to study the structural and
physical properties of DNA [84]. There are many other DNA studies found in the
literature to describe the six helical systems [85] using atomic force microscopy.
Also the study has been done for the improved angle potential [86]. In this study the
array of hexagonal six helix bundles are described in 1D and 2D cases.
Furthermore, several studies [87–89] of other bimolecular systems using the
coarse-grained modeling have been done. Recently, the modeling of the
coarse-grained structure of RNA and RNA-Protein using the fluctuation matching
method has been performed [90], in which the authors also followed the assump-
tions used in [68]. There are a number of other investigations done on coarse
grained modeling of RNA for the prediction of the tertiary structures [91–94]. In
one of the earlier studies on the coarse-grained modeling of the RNA 3D structure,
a single nucleobase has been approximated by five pseudo atoms [95]. In order to
determine the forcefield parameters the 688 experimentally determined structures of
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RNA have been used. The transformation of the all atom model to the
coarse-grained model in our typical three bead approximation is demonstrated in
Fig. 13.3 where a part of the RNA nanoring is presented in both all atom and
coarse-grained representations.

13.5 Computational Details

In molecular dynamics simulation the classical equations of motion of a molecular
system are solved by their time dependent integration. The potential of the system
used during the molecular dynamics simulation using CHARMM force field can be
expressed as follows.

Fig. 13.3 a Part of the RNA nanocluster in all atom representation. b Part of the RNA nanocluster
in coarse grained representation
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In (13.4), the first term corresponds to bonds, second corresponding to angle
parameters, the third term corresponds to the potential energy and interactions
arised from the dihedral angles in the molecular system, the fourth term defines the
interaction coming from the hydrogen bonds which includes the base pairing as
well as the hydrogen bonding between the RNA and the water molecules. The fifth
term known as the improper term that arised due to out-of-plane bending of
molecular system and the sixth term is the Urey-Bradley contribution. The improper
term is included in the potential energy expression to maintain the planarity of the
molecule. Finally, the last term in the potential expression represents the long
distance interactions known as the van der Waals’ interactions. We have performed
all-atom molecular dynamics simulations of RNA nanotubes by using the
CHARMM27 force field [96] implemented in the NAMD package [97] as it was
done for the nanoring [64, 65].

The CHARMM is the force field widely used for the molecular dynamics
simulation that is implemented in several molecular dynamics packages like
LAMMP, NAMD and GROMACS. The CHARMM27 force field is one of the
most important force fields which is developed for the nucleic acid through the
empirical force field determinations. This is the most recent force field which is
obtained from the reoptimization of the earlier force field CHARMM22 [97–99].
During the optimization of the force field the importance is given to the balancing
of the properties of the local small molecules to the global system. In the studies
[98, 99] the development of the CHARMM force field was carried out and its
compatibility for the DNA and the RNA has been tested. It was found that the
results are close to the experimental results.

The modeling of the nanotube, visualization and the analysis of the simulation
outputs have been performed using the software visual molecular dynamics (VMD)
[100]. The VMD is a molecular graphics software developed to display the bio-
molecular systems like biopolymers and proteins interactively. In this program the
molecules can be viewed in several colors and several kind of representations. This
can allow us to modify a particular protein structure as needed. In particular, one
can do mutation, delation or addition of bonds between the atoms using VMD tool.
Furthermore, we can display several structures at the same time using VMD.
The trajectory of the molecular dynamics simulation can be displayed as well as
analysed to study the molecular properties. The VMD program is written in C++
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and is provided with the complete documentation with instructions to use it. This
program is compatible with several kinds of molecular dynamics simulation
packages including NAMD, LAMMP, GROMACS etc.

In our typical runs, the RNA-nanotube has been solvated in awater box. The size of
the box is taken in such away that the distance from the surface of the nanocluster to the
wall is slightly larger than the cut off radius used in themolecular dynamics simulation.
In order to make the system neutral we have added 924, and 1254 23Naþ ions for three
ring and four ring nanotubes, respectively. Furthermore, to make the solution
equivalent to physiological solutions we have added extra 924 and 1254 23Naþ and
35Cl� ions to the three ring and four ring nanotube, respectively. The resulting system
has been first simulated at constant temperature and pressure using the NAMD soft-
ware package. The temperature in the system has been controlled by using Langevin’s
methodwith damping g ¼ 5 ps�1. For adding chemical bonds between the segments
in the nanoclusters we have used the topotools available in the VMD.

13.6 Results and Discussions

Advancing further multiscale models for RNA nanoclusters, we have modeled the
RNA nanotubes with multiple nanorings. Some of the most recent results have been
presented in our papers [65, 101]. For the modeling of RNA nanotubes the hex-
agonal nanorings were connected to each other by using the links between them as
described in our earlier studies [64, 65, 101]. Typical sample structures of the three
ring nanotube without water and with water are presented in Fig. 13.4a, b
respectively. The six helical segments are constructed from RNAI and RNAII
building blocks. Also, the tails used to connect the RNA nanorings are the double
strand RNAs with the length of 22 nucleotides.

As we discussed earlier, the RNAIi and RNAIIi are the double strand RNAs. By
using the VMD tools we were able to connect multiple rings via three links at
junctions presented in Fig. 13.4b. The links used in connecting the multiple
numbers of nanorings (to build the RNA nanotube) are composed of helical double
strand RNAs with 22 nucleobases. Three links are used in between two consecutive
rings to connect them to form the nanotubes as shown in Fig. 13.4b. The chemical
bonds between the ring and the links are mediated through the phosphorous of the
phosphate group in the ring and the oxygen in the sugar ring of the corresponding
link or vice versa. Using NAMD, we optimized the chemical bonds added between
different segments of the RNA nanoclusters.

Here at first, we present the results for the RNA nanotube of different sizes
obtained from the molecular dynamics simulation. The results for the simulation of
three the ring nanotube are summarized in Figs. 13.5 and 13.6. Figure 13.5
describes the variation of the energy and temperature as a function of simulation
time. At the beginning of the simulation the energy of the system varies and then
becomes stable once the system becomes stabilized. Here in our results we have
presented only the latter part of the simulation, which is also known as the

346 S. Badu et al.



production region of simulation. All our results and analysis of the properties are
presented from this production region of molecular dynamics simulation. The
temperature of the system remains almost stable with some fluctuations. In Fig. 13.6
we present the calculated properties such as the number of ions around the RNA
nanotube within the distance of 5 Å at different temperatures, the number of bonds
per basepairs, the radius of gyration and the root mean square deviation at two
temperatures, 310 and 510 K. The results corresponding to variations of the
parameters are similar to the results obtained for the other nanoclusters described in
our earlier studies [64, 65, 101].

The nature of the radial distribution function plots calculated for the three ring
RNA nanotube is revealed in Fig. 13.7. In particular, four subplots in this figure
present the RDF plots for phosphorous-phosphorous, phosphorous-water,
phosphorous-sodium and phosphorous-chlorine, respectively. From the P–P RDF
plots presented in Fig. 13.7a, we see that there are three well-pronounced peaks
around the same positions at it was observed for other nanoclusters studied in our

Fig. 13.4 a Three ring RNA nanotube and ions without water and b three ring RNA nanotube in a
physiological solution
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paper [65]. These peaks actually show the first, second and third nearest neighbours
of the phosphorous atom respectively. The intensity of the peaks is increased on
going from 310 to 510 K. The position of the first peak is at the same position,
whereas the second and third peaks are shifted slightly to the lower distances at
510 K in comparison to their positions at 310 K.

From the P–OH2 RDF plots presented in Fig. 13.7b calculated at temperatures
310 and 510 K, it is clear that for each RDF there is a peak around the distance of 4
Å. This first peak indicates the first solvation shell around the phosphorous atom
taken from the surface of the RNA nanotube. Similarly, the second small peak shows
the second solvation peak for the phosphorous atom in the phosphate backbone of
RNA strands that builds the RNA nanotubes. In the rest of the range, the nature of
the P–OH2 RDF plots remained more or less stable showing that the water mole-
cules are distributed uniformly after certain distance from the surface of the RNA
nanotube. In spite of showing a similar trend at both temperatures, the height of the
first peak is significantly dropped on going from 310 to 510 K. This indicates that a
significant amount of water molecules are expelled out from the surface of the RNA
nanocluster at higher temperatures as demonstrated in our earlier papers [64, 65].

The P–Na RDF plots for the three ring RNA nanotube at both temperatures are
presented in Fig. 13.7c. The RDF plot for P–Na shows the first peak at around 3.5 Å
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at both temperatures, 310 and 510 K. This shows that most of the sodium ions are
around this distance at the final step of all-atom molecular dynamics simulation.
One significant difference between the RDF plots at 310 and 510 K is that the first
peak of the radial distribution function is significantly increased on going from 310
to 510 K. This feature supports the conclusion that we made from the ionic dis-
tribution plots presented in Fig. 13.6a. Furthermore, the P–Cl RDF plots presented
in Fig. 13.6d show that the chloride ions are far away from the surface of the RNA
nanotube at 310 K. When the temperature of the system is increased from 310 to
510 K the 35Cl� ions are also aggregated significantly closer to the surface of the
RNA nanotube as observed from the first peak of RDF plot at 510 K. The height of
the peak at a particular distance from the surface of RNA nanotube in the RDF plot
is proportional to the number of 35Cl� ions at that distance. This means that the
number of 35Cl� ions around the first peak at 510 K are larger in comparison to the
number of 35Cl� ions at 310 K as observed from the plots for the number of 35Cl�

ions at 310 and 510 K presented in Fig. 13.6a.
The results for the four ring RNA nanotube are presented in Figs. 13.8, 13.9 and

13.10. The nature of solvation and the ionic distribution during the molecular
dynamics simulation have been found to be similar to those found in the case of the
three ring nanotube as well as to the results described in our earlier work [64, 65].
For all of these systems we see that the peaks for the P–P RDF remain almost the
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same, for P–OH2 the intensity at the peak is decreased on increasing the temper-
ature, but in the P–Na and P–Cl RDF plots the intensity of the first peaks is
significantly increased on going from 310 to 510 K temperature. From these
observations we can conclude that the 23Naþ and 35Cl� ions are attracted toward
the surface of the nanocluster and the water molecules are pushed away from the
surface as the temperature is increased. In short, we observe that the ions are being
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precipitated around the surface of the RNA nanocluster as the temperature of the
system is increased. This phenomenon of self stabilization was first discovered in
[64] and has recently been observed for a larger class of RNA nanoclusters in our
earlier work [65].

In spite of existing difficulties in the modeling of the nanostructures from the
building blocks consisting of nucleic acids and their derivatives structures, signif-
icant achievements have been observed in the field of RNA nanotechnology.
Clearly, there is a scope for further improvements. Notably that although there are
several state-of-the-art computational software packages developed to predict RNA
nanostructures, only 70 % accuracy has been found in the prediction and folding of
the RNA nanoclusters [102, 103].

13.7 Conclusions

In this chapter we have reviewed some of the aspects of the nucleic acid research
and their potential applications in nanobiomedicine and other related fields. From
the review of the literature, we conclude that the RNA is more versatile and
compatible for the biomedical applications in the human body, compared to other
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alternatives, due to its flexibility in structure as well as the absence of toxicity issues
to be addressed. In view of this, we have studied the structure and properties of
RNA self assemblies in physiological solutions. In our earlier investigations [64,
65], the analysis of the physical properties of the nanoring has been reported.
The RNA nanoring is a small system in comparison to the nanotube and has limited
practical applications in bionanotechnology. However, it provides an excellent
testing ground for further studies. In our most recent studies [65, 101]. This
included the optimized structures of nanotubes up to the size of 40 nm have been
analyzed for the first time. The individual RNA nanorings were connected via
double-helical rings mediated by the bonds between the phosphate group and sugar
ring. The newly added bond lengths have been optimized by using algorithms
available in NAMD. Then, starting from nanorings, the results for the
RNA-nanotubes of different sizes have been exemplified in this chapter for three
and four nanoring structures and discussed in details. Similar to our earlier study
[65] we presented some of the results for these RNA nanotube structures via
calculations of the root mean square deviation, radius of gyration, number of
hydrogen bonds per basepair, ion accumulation around the tube, and the radial
distribution functions. From our present analysis it is clear that the quality of the
results are likely to be improved further by doing the molecular dynamics simu-
lation for longer time ranges. Another way to improve the quality of the results lies
with further developing of the multiscale models methodologies specifically for
these structures e.g. coarse-grained modeling methods that would allow one to
perform molecular dynamics simulations for longer ranges of time, closer to the
time scales of real biological phenomena. These kinds of developments are cur-
rently under way in our lab. Furthermore, these new developments will help further
progress in theoretical bionanotechnology, as well as guide the experimentalists
working in this filed. Also, the use of reduced order modeling [104] would increase
the compatibility of the results with the time range better comparable to real bio-
logical processes. So far we have been using the SHARCNET parallel computing
facilities for calculating of the properties of the RNA nanoclusters using the 64
processors for each simulation. Using the clusters such as GPGPUs or Phi
co-processors may make these computations more efficient for larger RNA na-
noclusters as well as for longer time ranges. For drug delivery applications com-
putational efforts will also be dependent on the shape of the nanocluster as well as
on the drug particle to be delivered [105]. In our modeling of the RNA nanocl-
usters, we have control on the size of the nanocluster which gives better potentiality
of their use in the nanomedicine.

Our progress in the development of RNA nanoclusters will boost further their
applications in the therapy, nanodesign and drug delivery, among other fields.
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