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Preface

In the past decades, logistics management turned out to be one of the most
important success factors in managing the tremendous challenges of a more and
more globalized economy. In industry and science, many new methods and tools
for decision support in procurement-, production-, distribution-, resource-, and
supply chain management have been developed and applied successfully. In
September 2015 the conference on logistics management LM2015 took place at the
Technische Universität Braunschweig, Germany, as the ninth event of a biannual
logistics management series that started back in 1999. Founded and supervised by
the special interest group on logistics in the German Academic Association for
Business Research (VHB), this series of conferences focuses on academic
achievements with respect to the management of the logistics function of firms.

LM2015 is held in conjunction with VHB’s special interest group on production,
thus, without loss of variety in the treatment of logistics topics, one can observe a
bias to production logistics, i.e., facility layout, inventory management, line con-
figuration, or production planning and scheduling. This emphasis is underlined by
the invited keynote of Rainer Lasch and Roy Fritzsche, entitled “Condition-Based
Maintenance Planning Within the Aviation Industry.” The contribution aims at the
increase of aircraft availability due to condition-based maintenance planning as well
as the efficient supply of spare parts.

Apart from the aforementioned invited paper the other 19 contributions of this
volume have undergone a thorough review by at least three referees each. The
condition of acceptance has been set to an above average rating of at least two
of the referees involved. Two of these papers address the management of supplies:
“Considering Small and Medium-Sized Suppliers in Public Procurement—The
Case of the German Defence Sector” discusses the practice of lot-wise calls in
German defense procurements. The empirical study “Integration of Cultural
Aspects in Supplier Evaluation” focuses on cultural differences in the cooperation
between buyer and supplier.

The next three papers are devoted to the coordination of supply chains. “RoRA-
SCM—Review of the Integration of Flexibility Planning in Supply Chains”
addresses robust, resilient, and agile planning in the light of uncertainty introducing
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risk and opportunity. The paper surveys optimization models and their integration
into the supply chain matrix. “Coordination in Multimodal Supply Chains: Drafting
an Agent-Based Exchange” introduces a market place concept for agent-based
freight exchange based on bidding auctions. “Flexibility of 3PL Contracts: Practical
Evidence and Propositions on the Design of Contract Flexibility in 3PL
Relationships” covers flexibility mechanisms in contract design. An analysis is
performed in order to identify areas of prospective research.

A bunch of four papers deals with the integrated management of resources
within a firm. “Integrated Facility Location, Capacity, and Production Planning in a
Multi-Commodity Closed Supply Chain Network” introduces a mixed integer
model for forward and reverse flows of multiple make-to-order products. “An
Extended Model Formulation of the Facility Layout Problem with Aisle Structure”
suggests a mixed integer model capable of handling layout arrangement and aisle
structure simultaneously. “Integrated Make-or-Buy and Facility Layout Problem
with Multiple Products” tackles a simultaneous make-or-buy decision while con-
sidering costs of outsourcing as well as production costs imposed by facility layout.
The paper “Qualification and Competence Related Misfits in Logistics Companies:
Identification and Measurement” is the only one in this volume addressing the
important topic of human resources in a mixed method approach.

Flexible Production Management is considered by three papers. “A Lot
Streaming Model for a Re-entrant Flow Shop Scheduling Problem with Missing
Operations” examines the impact of increasing the number of sublots for this
stochastic scheduling problem. The paper “Identifying Complexity-Inducing
Variety: Adapting ClustalW for Semiconductor Industry” adapts the protein mul-
tiple sequence alignment program ClustalW for complexity measurement in
workflow design. The “Consideration of Redundancies in the Configuration of
Automated Flow Lines” performs a numerical analysis on redundant configurations
aiming at ensuring throughput rates while avoiding costly buffer space.

Another four papers deal with distribution management. “Prepositioning of
Relief Items Under Uncertainty: A Classification of Modeling and Solution
Approaches for Disaster Management” combines facility location and inventory
management under uncertainty. “Forecasting Misused E-Commerce Consumer
Returns” predicts the ratio of returning items already used by customers. This is of
particular importance since used items cannot be directly resold anymore. “A
Rollout Algorithm for Vehicle Routing with Stochastic Customer Requests”
maximizes the number of served requests within the time limit of a work shift. “A
Real-World Cost Function Based on Tariffs for Vehicle Routing in the Food
Retailing Industry” integrates the price structure based on tariffs as they appear for
freight carriers. In particular, compartments of vehicles and time windows for
delivery are considered.

The last three papers of this volume are devoted to transport management. “An
Adaptive Large Neighborhood Search for the Reverse Open Vehicle Routing
Problem with Time Windows” extends the OVRP by time windows and truck
specific starting positions. A metaheuristic generates return trips to the depot for the
case of dynamic vehicle routing problems. “A Two-Stage Iterative Solution
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Approach for Solving a Container Transportation Problem” suggests a mixed
integer model for inland container transportation under the assumption that one
trucking company owns depots, a fleet, and a sufficient number of empty containers.
The paper “Vehicle Routing and Break Scheduling by a Distributed Decision
Making Approach” introduces a framework for distributed decision making such
that drivers and planners coactively solve the integrated problem.
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Condition-Based Maintenance Planning
Within the Aviation Industry

Rainer Lasch and Roy Fritzsche

Abstract Delays or cancellations of flights are mostly caused by avoidable,
maintenance-related downtime of aircrafts. For a more efficient supply of spare
parts for aircrafts of an airline, we examine options for improving the underlying
logistics network integrated within an existing segment of the aviation industry. The
objective is to guarantee a high supply of spare parts. Moreover, the paper presents
effects of the choice of different maintenance strategies on total maintenance costs.
By applying a condition-based maintenance strategy, unscheduled component
failures can be reduced and an increase in availability and reliability is possible.
A validation of the developed model is provided by means of a simulation study.

1 Introduction

Networks in the aviation industry consist of spare parts warehouses, repair bases,
flight plans, and aircrafts. The major requirements for each airline operator are
aircraft availability and operability, as well as reliability levels and product quality
(Wang et al. 2007; Lee et al. 2008; Papakostas et al. 2009). Therefore, operators and
decision makers are confronted with significant challenges to reduce their equip-
ment maintenance costs as much as possible while providing excellent service
without disruptions. To achieve high reliability of the entire fleet, condition-based
maintenance strategies based on a proactive prediction of a possible failure in the
future are necessary. The increasing interest in optimal maintenance strategies is
influenced by rising costs, improved quality of spare parts, and an increasing
pressure for reduced inventories of spare parts (Wheeler et al. 2010; Ayeni et al.
2011). Especially the penalty costs caused by delays, unnecessary downtime, and
failure of the aircrafts continue to increase. To avoid these idle times, one of the
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objectives of the airline network designers is to transfer unscheduled maintenance
actions to scheduled variable actions through a simplified logistics planning.

The objectives of high reliability and availability of spare parts for the entire fleet
can be realized by an improved prediction of failure times of components, i.e. an
increase in the probability that the correct spare part is available at the right place
and at the right time. The basis of good failure prognosis values is a comprehensive
database which consists of a collection of historical failure data and measured
sensor data. Prognostics is now recognized as a key feature in maintenance strat-
egies as it should allow for the avoidance of inopportune maintenance spending.
With the help of better prognosis, the component’s useful lifetime is maximized by
adjusting the failure rate downwards dynamically and extending the component’s
service lifetime significantly (Fritzsche 2012). The developed model uses the
dynamic concept of maintenance-free operating period (MFOP) instead of the older
and static mean time between failures (MTBF) concept to prevent future failures.
MFOP is defined as a measurement for (aircraft) reliability (Kumar 1999). In this
paper we want to present significant effects of chosen maintenance strategies on
downtime, delay, and cancellation costs, and with it, on total maintenance costs in
aviation industry maintenance planning. With the application of an improved
(dynamically adjusted failure rate) condition-based maintenance strategy, total
maintenance cost is minimized by decreasing downtime and delay time.

The remainder of this paper is organized as follows: In Sect. 2, literature related
to preventive maintenance models is examined with respect to integrated logistics
networks. To show the significant influences of the chosen maintenance policy on
the availability of the entire network, we discuss all related cost functions and their
constraints in Sect. 3. Furthermore, we identify cost influenced variables through
the comparison of three different maintenance strategies. The aspired objective,
continuous availability of spare parts at lowest cost, is examined using a simulation
tool in Sect. 4. A conclusion, limitations of the model, and future research are
presented in Sect. 5.

2 Literature Review

Maintenance is defined as all technical and managerial actions taken during the
usage period to maintain or restore the required functionality of a product or an
asset. Maintenance strategies can be divided into corrective (reactive/unscheduled)
and preventive (scheduled) maintenance (Yardley et al. 2006). In corrective
maintenance, the maintenance action is taken after some problems such as break-
downs in a product are found; in preventive maintenance, the performance of
inspection and/or service activities are pre-planned in order to restore the functions
of operating systems or equipment at a specific point in time. Preventive mainte-
nance can be differentiated into time-based and condition-based maintenance

4 R. Lasch and R. Fritzsche



(CBM). While parts are replaced after a fixed time interval in the time-based
methods, for condition-based methods an optimal replacement time is prognosti-
cated, based on past data and measured sensor-state data or goal programing
(Moghaddam 2013). With emerging technologies such as RFID, various types of
sensors, micro-electro-mechanical systems, wireless telecommunication, and
supervisory control and data acquisition product embedded information devices are
expected to be used in the near future for gathering and monitoring the status data
of products during their usage period (Prajapati et al. 2012). These data enable the
diagnosis of the product’s degradation status in a more exact way. CBM focuses on
the prediction of the degradation process of the product, which is based on the
assumption that most abnormalities do not occur instantaneously, and usually there
are several kinds of degradation processes, from normal states to abnormalities.
CBM provides the ability for the system to continue operating as long as it is
performing within predefined performance limits. Based on condition-based
information, maintenance will be performed only when the system needs mainte-
nance and enables to identify and solve problems in advance before product
damage occurs. In order to reduce downtime, delays, and cancellations of scheduled
flights, a CBM strategy with predictions of installed components’ failure times
using the MFOP approach seems highly promising. In CBM a data-driven,
model-based, or hybrid approach can be used. While the data-driven approach uses
historical data to automatically develop a model of system behavior, the
model-based approach has the ability to incorporate physical understanding of the
target product and relies on the use of an analytical model to represent the behavior
of the system, including degradation (Tobon-Mejia et al. 2012). The CBM can be
done by gathering and monitoring product status data, making a diagnosis of a
product status in a real-time way, estimating the deterioration level of the product
including its repair cost or its replacement cost, predicting the time of the product’s
abnormality, and executing appropriate actions (e.g. repair, replace, left to use).

Integrated logistics models can be classified into (1) location and network
models (Daskin 1995; Candas and Kutanoglu 2007; Snyder et al. 2007; Sourirajan
et al. 2009; Jeet et al. 2009), (2) inventory models (Feeney and Sherbrooke 1966;
Zipkin 2000; Sherbrooke 2004; Muckstadt 2005), and (3) integrated network
models (Barahona and Jensen 1998; Nozick and Turnquist 2001). These existing
models refer only to specific sub-problems, are too inflexible, and do not consider
the overall view of the network. Furthermore, no inclusion of flight plan, location
allocation, and dynamic failure rate adjustment is possible. The model presented in
Sect. 3 fits best for aviation industry requirements to reduce total maintenance cost.
The applied CBM strategy models spare part demand dynamically by adjusting the
component’s failure rate. Furthermore, a single socket is considered, all locations
are regarded as identical, and it is possible to store spare parts at any location.
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3 Model Description

Integrated logistics networks can be divided into (1) location selection (discrete,
continuous), (2) objective function (minisum, minimax), (3) variables (binary,
integer, mixed-integer), (4) cost consideration (no cost, variable cost, fixed cost),
and (5) solution method (exact, heuristics, metaheuristics, simulation) (Kaviani
2009). Based on this classification scheme our developed model can be charac-
terized as follows. The location selection is discrete because of the given flight plan.
The objective function is a summation of total cost to be minimized. In the model,
binary and integer variables are possible. Fixed costs are necessary to open a spare
parts depot at a location. We use a heuristic approach for the initial solution and
simulation-based optimizing to solve the problem. The integration of the parameters
in a simulation-based optimization is implemented in the model by adjusting the
MFOP calculated failure rates of the installed components. The adaptation of the
failure rate is possible through the use of the learning effect of the MFOP method.
MFOP guarantees a certain number of periods of operation without any interruption
for unscheduled maintenance. Each MFOP period is followed by a maintenance
recovery period, where the aircraft is repaired and prepared to complete the next
MFOP period. Consequently, the optimization of durability of a working compo-
nent is necessary and is implemented by the MFOP method (Relf 1999). Based on
this concept, unscheduled maintenance is changed to scheduled maintenance.

3.1 Operational Requirements in the Aviation Industry

Necessary conditions for logistics networks are presented in the following (Candas
and Kutanoglu 2007; Lee et al. 2008; Jeet et al. 2009).

1. General logistical requirements:

• Two-echelon model: The model corresponds to a two-level model with
depots and demand points

• Potential depots: All airports in the network run potential spare parts depots
• High-value parts: Ostensibly, high inventory costs in networks of the avia-

tion industry are caused by high-quality and less demanded spare parts
• Repair capacity: An infinite repair capacity of the hubs and the manufac-

turers of new parts is assumed
• Repairable items: The considered components belong to serviceable units

and they pass a repair cycle in case of a failure
• Single item model: The proposed model is a single part model, but by

repeated application of the algorithm multiple items could be examined
• Multi-sourcing strategy: Depots can be served from other depots by lateral

transshipments
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• (S-1, S) Order policy: Because of low demand the replacement is done by a
one-for-one policy

• Lost-sales case: For non-compliance, an order is considered as lost

2. Failure rate (Demand rate): The failure rate of installed components is initially
assumed to be Poisson distributed with the possibility for adjustment based on
excellent underlying prognosis data.

3. Fill rate: The fill rate is the percentage of all demanded spare parts that can be
covered by the existing stock. It is therefore dependent on the existing stock of
the depot and the associated demand.

4. Warehouse stock and inventory costs: The initial/safety stock will not be allo-
cated deterministically to the depots. It is a decision variable in the model which
can be adjusted during the optimization.

5. Transportation costs: Transportation costs for lateral transshipments of spare
parts are assumed to be fixed.

6. Fixed costs for depot opening: The costs for opening a new depot are assumed
to be fixed and identical for any location.

3.2 Input Parameters

For the comparison of the effects of different maintenance strategies on total
maintenance costs in the airline industry, several input parameters are defined. The
complete maintenance planning process is divided into the areas (1) airport/flight
(departure, flight, and landing of the aircraft), (2) maintenance (repair activities, use
of manpower, replacing defective components), and (3) logistics network (distri-
bution and stock level of spare parts, sourcing non-available parts, cost-efficient
lateral transshipments between warehouses). In the following the input parameters
for the three areas are discussed:

1. Airport/Flight: To reduce extended downtime for components’ replacement, the
flight plan (including departure and arrival time, departure and arrival location)
and the times and ranges of the A, B, C, and D checks should be coordinated.
Based on the manufacturer’s instructions about the lifetime of a component
(later sensor data is used), a degradation of service life of installed components
is performed.

2. Maintenance: To calculate an aircraft’s turnaround time, it is necessary to know
the waiting and transfer times for repair of the aircraft, downtime, and repair
time of spare parts for A, B, C, D checks, and the installation times for parts. To
generate inexpensive spare parts, the exchange repair cost, rental cost for repair
facilities, personnel costs, and costs of opening a location are required.

3. Logistics Network: For optimization of the logistics activities, most input data is
required here. This mainly includes inventory holding costs of the depots. For an
improved spare parts pooling, the transfer times and costs of the components
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(from a warehouse to the airport/repair facility, or between two main bases) are
very important. In order to minimize the total maintenance costs of an airline,
downtime, delay, and cancellation costs are required. Furthermore, costs to
balance the fill rates, distribution costs of repaired components, penalty costs for
unscheduled maintenance, and incorrect deliveries and maintenance costs are
important. For a redistribution of spare parts in the network their price as well as
the location’s safety stock (for backfill) are required.

The MFOP concept is based on very high quality information about the com-
ponent failures in order to make optimal decisions on the remaining lifetimes. The
used Weibull distribution is suitable to describe all three phases of life (premature
failures, random failures, and wear failures). In the known CBM strategies, an
age-independent Poisson distributed and constant failure rate (based on MTBF) is
assumed (Kutanoglu 2008). The CBM strategy presented here uses an adjusted
failure rate based on measured sensor data.

3.3 Influences on Total Maintenance Cost

The total maintenance cost can be defined as a function dependent of MFOP. Using
the notation
CTot total maintenance cost
CI total inventory cost
CD total downtime cost
CT total transportation cost
CR cost of scheduled and unscheduled repairs
CP cost of prognosis

the total maintenance cost can be expressed as (Wong et al. 2005):

CTot :¼ CI þ CT þ CD ð1Þ

The objective is to minimize the total maintenance cost CTot using an improved
CBM strategy with dynamic failure rate adjustment by utilizing historical failure
rate data. Whereas the total inventory costs CI include all the investments incurred
due to stock keeping activities at a station, the total transportation costs CT consist
of capital, fuel, lubricants, and operational costs. Under an existing CBM strategy,
inventory is already distributed to the locations. Therefore, costs are calculated for
all previous transportation actions. For this reason, and in order to simplify the
presentation, we assume that the total inventory cost and total transportation cost
are given and constant. The total downtime costs CD consist of CR, including the
costs of downtime, delays, or cancellation of services, and also the cost of prog-
nosis, CP, to realize CBM actions. Therefore, CD can be expressed as an increasing
function f in both values CR and CP:
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CD :¼ f ðCR;CPÞ ð2Þ

CR is a function dependent on MFOP, an incidence probability IP that an event
occurs, repair time tR, and random/external influences X:

CR :¼ gðMFOP; IP; tR;XÞ ð3Þ

MFOP is the expected period between two successional failures, so that the
function g is decreasing for increasing MFOP. The function g is also decreasing
with increasing IP, because of higher probability that failures occur at the predicted
time of maintenance actions. Due to higher costs associated with longer mainte-
nance intervals, the function g is increasing with increasing tR. CP is a function h
dependent on MFOP and increases with increasing MFOP, because MFOP
extension results in higher failure rate memorizing and analysis cost:

CP :¼ hðMFOPÞ ð4Þ

Using formulas (2), (3), and (4), the total maintenance costs are dependent on the
MFOP value and can be expressed as:

CTot :¼ f ðgðMFOP; IP; tR;XÞ; hðMFOPÞÞ þ CI þ CT ð5Þ

The objective is to calculate an optimal MFOP value through skillful analysis of
historical and sensor data to minimize the total downtime costs. Depending on the
specific practical situation being considered, if the cost functions in the above
equation are continuous and differentiable, an optimalMFOP value can be found by
differentiating the total cost function in (5) with respect to MFOP and setting it
equal to zero:

dCTot=dMFOP ¼ df ðgðMFOP; IP; tR;XÞ; hðMFOPÞÞ=dMFOP ¼ 0 ð6Þ

For the determination of the MFOP value, several constraints based on con-
ceptual and practical considerations are necessary. For example, MFOP should not
exceed the time of permanency of the Original Equipment Manufacturer. Also, CP

should not be greater than the difference of the cost for unscheduled repairs and the
cost of scheduled repairs and CP should not exceed a given budget for the dedicated
prognostic cost. If we assume n constraints in our model, expressed by
rkðMFOP; IP; tR;XÞ, then the generic mathematical model to find the optimal
MFOP value can be described as follows:

Min f ðgðMFOP; IP; tR;XÞ; hðMFOPÞÞ þ CI þ CT ð7Þ

s:t: rkðMFOP; IP; tR;XÞ� 0 8 k� n ð8Þ
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MFOP; tR � 0 ð9Þ

0� IP� 1 ð10Þ

The general functions f ; g; h; rk can be linear or non-linear, continuous or dis-
continuous, and must be specified depending on the specific equipment and the
company being considered. The optimal MFOP value can be found by solving the
mathematical model represented by the objective functions (7) and the constraints
(8), (9), and (10). However, practical considerations may prohibit such an easy
solution to the problem because the discontinuous and irregular cost functions
found in practice do not allow the use of differential calculus to find the derivatives
needed in (6). Therefore, we suggest the following practical procedure to find an
optimal or near optimal MFOP value:

1. Find or estimate all operational and cost parameters, especially those that vary
with the length of MFOP.

2. Perform a simulation study and improve MFOP values to find downtime cost
and total maintenance cost.

3. Identify and state the constraints on the length of the MFOP value.
4. As far as possible, use the data from the simulation study to fit various cost

functions. If such cost functions can be developed, go to step 5; otherwise
proceed to step 6.

5. Use the estimated cost functions to find an optimal MFOP value (either in
closed form or using numerical approximation) and STOP.

6. Simulate with increasing values of MFOP until it is too high and repeated
unscheduled failures occur. Select an appropriate MFOP value that minimizes
total maintenance cost and STOP.

4 Experimental Results

To show significant influences of three maintenance strategies (reactive,
time-based, condition-based) on total maintenance cost, the model described in
Sect. 3 is used within an example from practice. In cooperation with an interna-
tional aviation research company, a simulation study was created using the simu-
lation framework Plant Simulation by Siemens PLM Software. A scenario network
of four airlines (Quantas Airline QF, Virgin Airline VS, Korean Airline KE, and
Thai Airline TG) with 45 aircrafts (20 for QF, 9 for VS, 7 for KE, and 9 for TG) and
four main bases with ten outstations based on a real airline flight plan is simulated.
On the basis of externally supplied software, an initial solution was calculated using
a genetic algorithm. The overall spare parts amount of 22 pieces of one item was
calculated and the parts were distributed in varying quantities to the airports (see
Fig. 1). More spare parts are needed in the heavily frequented main bases than in
the less frequented outstations. We considered a $50,000 component per aircraft,
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with a mean time between unscheduled repairs (MTBUR) of 1500 h and a
replacement time of 20 min. For the Weibull scale parameter we selected 63.2 % of
the MTBUR (Stone and Van Heeswijk 1977), and the Weibull shape parameter of
1.7 (bigger than 1 for an increasing failure rate with time) is based on pre-tests.
According to the manufacturer’s data, the time-based exchange interval was set to
750 h. The repair time is 25 days and indicates how long it takes to restore the state
“as good as new”; 60 days are required to replace a damaged component and spare
parts can be replaced within 45 min turnaround time (Fromm 2009). Furthermore,
annual inventory costs of over $10,000 and $2,000 for the logistics transportation of
spare parts are assumed. The penalty cost per minute for unscheduled downtime of
$90 dominates those of the downtime cost for scheduled maintenance of $50. The
maintenance costs of the aircraft are valued at $300 per man-hour. Delay costs are
calculated per seat per minute. Assuming 300 seats per aircraft (Airbus A330-200),
the delay costs amount to $175 per min. For the cancellation of a scheduled flight
due to aircraft damage, the costs amount to $60,000. For basic, middle-rate, and
high-rate sensors the purchasing costs amount to $6,250, $8,500, and $11,000,
respectively. The costs for data connection, linking, and transmission amount to
$0.024 per data point. The investment for basic, middle-rate, and high-rate interface
software and server system amount to $500,000, $650,000, and $1,000,000,
respectively.

4.1 Simulation Process

In an initial solution, 45 aircrafts were distributed randomly to all airports. The
initial use-time for every installed component was uniformly distributed Uð0; 948Þ.
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NRT(0)
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Angeles

LAX (0)
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(Inventory)

Main Base: 
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Flight Path forQF   

Flight Path for VS

Flight Path for KE

Flight Path for TG

Fig. 1 Airline network information
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After starting the simulation, aircrafts depart as per their planned flight scheduled
time and fly their given flight time until they arrive at the next airport. After arriving
at the destination, airport reliability of the installed component is calculated using
the following formula:

rel(spare part) ¼ exp � flight time for the trip
a� total flight time

� �b

where a and b are the parameters of the Weibull distribution. If the reliability of
a component is less than d multiplied by the calculated reliability, the spare part for
the aircraft is labeled for maintenance. Here d is a B(1, 0:999999Þ binomial dis-
tributed parameter for random unscheduled maintenance. If d ¼ 0, the spare part
failed and unscheduled maintenance has to be done at the current airport. If d[ 0,
scheduled maintenance planning within a planning horizon is started and the air-
craft starts the next scheduled flight. The planning for scheduled maintenance
includes the identification of the best reachable airport within the planning horizon.
The best reachable airport is defined as the cost minimizing airport for spare parts
exchange.

During simulation the next scheduled destinations of an aircraft within the
planning horizon are stored in an Excel spreadsheet. The farthest destination within
the planning horizon storing the spare part is assigned as the exchange airport. If the
spare part is not in stock at any of these following destinations, the last destination
within the planning horizon is assigned as the exchange airport because of maxi-
mum planning time and the latest acceptable delivery time. The needed spare part
from an airport with the shortest transportation time is moved to the exchange
airport and the associated stock level is reduced by one. When the aircraft arrives at
this exchange destination, the installed component is replaced by the delivered
spare part. For a too short planning horizon or an unscheduled maintenance, the
spare part may not be available at the exchange destination and waiting time occurs.
If waiting time is longer than 12 h, the following flight is cancelled and another
aircraft is arranged. To analyze network performance, all information about orders
of spare parts, delivery time, and updated stock levels are recorded in an Excel
spreadsheet. Failed components are committed into a repair cycle. The assumed
repair time for a spare part is 25 days under 90 % scrap rate and 60 days under 10 %
scrap rate, defined as the percentage of failed spare parts that cannot be repaired.
10 % scrap rate means that one out of ten spare parts has to be discarded. After
exchanging the component, all parameters are set to “as good as new”, i.e., used
time/overall flight time is zero and calculated reliability of spare part is one.

4.2 Simulation Results

The described scenario in Fig. 1 was simulated for two years (2011, 2012) and
stopped quarterly to get appropriate values for the parameters. In Fig. 2 the
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quarterly calculated total maintenance costs of the given network are presented. The
total maintenance costs include the total downtime costs (cost for
scheduled/unscheduled maintenance downtime, cost for penalty downtime, delay
cost, installed spare part cost and prognosis cost), the total inventory costs, and the
total transportation costs.

It can be seen that total maintenance costs hardly vary using the CBM strategy.
Due to the continuous prognosis of possible failures and the reduction of
unscheduled failures in the CBM strategy, the resulting total maintenance costs are
predictable and projectable. The cost functions of the reactive and time-based
maintenance strategies are more volatile and these maintenance strategies result in
significantly higher total maintenance costs. Considering the two-year period, the
cumulative condition-based total maintenance costs are about 22 % of the cumu-
lative reactive total maintenance costs. The higher costs arise from randomly
occurring failures of components, resulting in delays, or even cancellations, and
therefore in very high penalty costs. The slightly lower costs for the reactive
maintenance compared to the time-based maintenance result from the use of the full
lifetime of the components, resulting in less maintenance actions. Another reason is
that the spare parts are in stock at the highly frequented four main stations (BKK,
ICN, SYD, LHR), and the associated deliveries of spare parts in case of
unscheduled failures are relatively quick.

The downtime for scheduled and unscheduled maintenance actions consists of
the repair time and the waiting time for spare part delivery. Based on optimal
exchange times for spare parts as a result of good prognosis in the CBM strategy,
unnecessary downtimes on the ground can be reduced. Due to continuously per-
formed spare part exchanges resulting in more maintenance actions, the time-based
maintenance strategy results in longer downtimes on the ground compared to
reactive maintenance. Again, reactive and time-based maintenance strategies show
more volatile downtimes (see Fig. 3).

The delay time is defined as the difference between real starting time and
scheduled starting time of an aircraft. Delays result from unscheduled failures or
missing resources not available in time at a station and have negative effects on the
image of an airline. In Fig. 4, the CBM strategy results only in 2012/2 in a positive
delay time. In all other quarters the planning horizon was long enough to determine
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an optimal station at which necessary resources for an exchange of the component
are available. The reactive and time-based maintenance strategies lead to volatile
and longer delays.

The results of the simulation study show clearly that the total maintenance costs
can be significantly reduced using a CBM strategy based on the prediction of the
degradation process of the component. The cost for prognosis should not exceed the
cost difference between CBM strategy and time-based or reactive maintenance
strategies. The simulation also emphasizes that downtime and delay time can be
considerably reduced by applying CBM strategy. Therefore, a CBM strategy also
increases the availability of the entire system. Since more flights under the existing
conditions are possible, revenues are higher.

5 Conclusion

This paper presents effects of the choice of different maintenance strategies on total
maintenance costs while ensuring appropriate quality and customer service. After
developing expressions for various cost components, a mathematical model and a
practical procedure are developed to find the optimal or near optimal MFOP value.
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Due to a life cycle of more than 30 years, the profitability in the aviation industry is
dominated by maintenance of aircrafts and not by sales of aircrafts. Analysts expect
a growth of the operating budget for aviation maintenance, repair and overhaul of
more than 54 billion dollars in 2015 (Lee et al. 2008). These costs emphasize the
need for a reduction of total maintenance costs using a CBM strategy.

While the case study in the airline industry illustrates the benefits of a CBM
strategy, it should be noted that the results are quite dependent on the quality of the
available historical and sensor data. Therefore, future research should consider the use
of appropriate information technology to provide better historical and sensor data in
the era of big data. Furthermore, multi-objective optimization and the interdepen-
dencies between different variables should be an essential part of future research.
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Part II
Procurement



Considering Small and Medium-Sized
Suppliers in Public Procurement—The
Case of the German Defence Sector

Michael Eßig and Andreas H. Glas

Abstract The consideration of Small and Medium-Sized Enterprises (SMEs) in
tender processes is an important goal of public procurement regulation. Public
procurement law sets the rule to divide contracts in smaller lots as SMEs are
expected to have better chances for a lot than for the whole task. This assumption is
questioned with data from the German defence sector. This investigation deter-
mines the percentages of SMEs participating in and winning public tenders as well
as the specific factors that influence award decisions. Key finding is that an increase
in lot-wise calls will normally not lead to an increase in successful SME partici-
pation in public procurement processes. This is unexpected because lot-wise tenders
are considered to be the main tool available to public procurement agents to
increase the ability of SMEs to participate in and win public tenders.

1 Introduction

Small and Medium-Sized Enterprises (SMEs) are considered to be an important
economic factor, for example, as employers and innovators (Zheng et al. 2006;
Denes 1997). SMEs are of strategic importance for the economy as they together
employ the majority of work force (up to 70 %) (Mudambi and Schründer 1996).
Therefore, the promotion of SMEs is one of the social aspects attached to the
procurement task of public institutions (Kidalov and Snider 2011; Carter 2004).
This becomes even more important as an increasing volume of public tenders can
be witnessed and the opening of the European market increased public procurement
competition (Perlo-Freeman et al. 2009). However, further research on SME par-
ticipation in public tendering is required, because academic discussions of this topic
are rather rare and often rudimentary (Karjalainen and Kemppainen 2008;
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Zheng et al. 2006). This is surprising as SME promotion is a stated goal of both the
European Committee and the German Federal Government (Van der Horst et al.
2000). It is the aim of this article to investigate to what extent public procurement
regulation really promotes SMEs.

SMEs are defined in contrast to other, larger corporations. Most definitions refer
to the number of employees, the annual turnover or the annual balance sheet total
(Ellegaard 2006; Arend and Wisner 2005; Park and Krishnan 2001). Besides these
quantitative definitions, independence from larger corporations is demanded, and
only a small percentage of shares are allowed to be owned by one or more large
enterprises (European Commission (EC) 2006). For the purpose of this study, both
quantitative and qualitative considerations are taken into account when defining
SME: An SME must employ fewer than 250 people and have an annual turnover of
less than 50 million Euro and/or a balance sheet total of less than 43 million Euro
(Van der Horst et al. 2000; EC 2006).

The guiding question of this article is, if public procurement legislation, in
particular the award of contract through lots, really supports successful SME par-
ticipation. To answer that question, public sector procurement is considered with an
empirical data base of 387 awards of contract. The analysis follows a three-step
approach. Firstly, a number of research hypothesis are derived from the literature
considering the current state of SME participation in public procurement. Second,
the peculiarities of the public procurement law are analyzed. Third, the empirical
research is described and the results of the investigation are discussed. A summary
of the findings with possible areas of future research conclude this article.

2 Literature Review

2.1 SME and Competing Objectives of Public Procurement

Public procurement has received increasing interest from the scientific community
in recent years (Snider and Rendon 2008; Erridge 2005; Thai 2005; Harland et al.
2000). At present, public procurement accounts for roughly 13.5 % of the EU Gross
Domestic Product (GDP) (Bovis 2007). For its management, Schapper et al. (2006)
proposed a framework that shows the different considerations that must be regarded
when making a sourcing decision (Fig. 1).

According to that framework, public procurement is supposed to achieve three
main objectives: (1) the realization of a political agenda and business outcomes;
(2) the accountability to the stakeholders (politicians and the public) in regard to
conforming to public procurement rules; and (3) the efficient and effective man-
agement, trying to get the best value for the money spent. The framework illustrates
that public procurement must satisfy a number of competing objectives. The pri-
mary goal is to satisfy specified public demands for goods or services while taking
temporal, quantitative and financial constraints into consideration.
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Besides, public procurement is characterized by a number of policy goals.
Examples of these are environmental protection, the support of national enterprises
or the promotion of SMEs (Reed et al. 2005; Erridge 2005). Distinct conflicts arise
from trying to promote competition to ensure efficient procurement on one hand and
to promote and support other aspects—here SMEs—on the other hand. Research
regarding the consideration of SMEs in public procurement is rather limited
(Karjalainen and Kemppainen 2008; Reed et al. 2005; Knight et al. 2003). The
absence of qualitative and quantitative data is as much a challenge as the
non-existence of factors influencing the procurement process from the perspectives
of both the seller and the buyer (Zheng et al. 2006). This is in particular the case
when looking at SME participation in individual sectors such as defence or health
care. However, some studies already demonstrated that the consideration of SMEs
can lead to a number of economic advantages, e.g. higher innovation rate, and that
it is advisable to consider them (Carter et al. 1999; Erridge et al. 1998).

Studies of the EC (2004b, c) reveal that SMEs participate in 78 % of all award
processes. In addition, results of Reichardt (2002) and NERA (2005) indicate that
the percentage of successful SMEs is larger if the awarding institutions have a
centralised procurement organisation structure. According to Piga and Zanza
(2005), SME consideration in public procurement processes is primarily accom-
plished by dividing tenders into lots that can be bid for separately. SMEs are further
considered by giving them awards as sub-contractors (Piga and Zanza 2005; EC
2004a).

The mentioned findings serve as the foundation of the two research hypotheses.
H1 considers the specifics of the used data set, as it is expected that fewer SMEs
successfully participate in public tenders in the defence sector. H2 generally refers
to the observation that there is a positive relation between the number of

Strategic 
Management

Process
Management

Performance 
Management

Efficiency
Effectiveness

Value-for-money

Conformance
Regulation
Fair dealing

Policy
Political Agenda

Business outcomesetc.

Management

Fig. 1 Public procurement management framework, adapted from Schapper et al. (2006)
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participating companies in an award process and the intensity of competition in the
respective sectors of industry. Thus, H2 looks at the number of SMEs participating
in and winning of the award processes (Table 1). It is expected that a number of
aspects such as the selection of the award process, the use/non-use of lots, or the
competitive situation have an impact (Bovis 2007). We further speculate that
limited human and financial resources, meaning the number of employees as well as
the total revenues, also influence the award decision (Karjalainen and Kemppainen
2008; Pfohl 2006; Lee et al. 1999). In the methodology section, H2 is further
specified through sub-hypotheses.

2.2 Specifics of German and European Law Regarding
Public Procurement

In German law, the consideration of the basic principles of competition,
anti-discrimination, efficiency and transparency is based on European Public
Procurement Directives 2004/17/EU, 2004/18/EU and lastly 2014/24/EU (2014).
What cannot be found in public procurement guidelines is a rule giving preferential
treatment to SMEs (Zheng et al. 2006). However, German regulation contains
statements about SME participation, e.g. in the norms for award and contract
General Services, Construction and Contractor Services (VOL/VOB/VOF), in the
law against the restriction of free trade (GWB), and in defence security regulations
(VSVgV).

According to German law, SMEs are considered as follows: “The interests of
small and medium-sized undertakings shall primarily be taken into account in an
award procedure. Contracts shall be subdivided into partial lots and awarded
separately according to the type or area of specialization (trade-specific lots) […].”
(§ 97 (3) GWB). It is expected that SMEs fit better for tenders divided into partial
lots, while SMEs’ degree of specialization is expected to fit better to tenders divided
into trade-specific lots. However, the real effects of these regulations are doubted by

Table 1 Overview of main research hypotheses and research sources

Hypothesis Source

H1 The percentage of participating and
successful SMEs in defence is smaller
than the percentage of 78 % for all public
tenders in Europe

NERA (2005), EC (2004b, p. 31f), EC
(2004c, p. 20), Reichardt (2002, p. 30f)

H2 Bidding success of SMEs is influenced by
different company- and tender-specific
factors. SME bidding success decreases
with rising tender volumes, increases with
the division of the tender into smaller lots
(i.e., a lot number increase) and is
influenced by the procurement procedure

Karjalainen and Kemppainen (2008,
p. 231f). Bovis (2007, p. 228), EC (2006,
p. 38f), Pfohl (2006, p. 20f), Piga and
Zanza (2005, p. 187f), EC (2004b, p. 31 f),
EC (2004c, p. 20), Reichardt (2002,
p. 30f), Lee et al. (1999, p. 299f)

22 M. Eßig and A.H. Glas



the scientific literature (Schramm 2008; Blankart 2008). Recently, the use of micro
lots in the United Kingdom was questioned (Loader 2014).

The defence sector is part of the public sector and is also bound to public
procurement guidelines and law. Through the constitutional law of Art 296 EC as
well as the secondary common law of the European procurement guidelines,
deviations from these rules are permissible for the procurement of military goods
and services for reasons of national security or confidentiality (EC 2009).
Generally, the promotion of SMEs is equally an objective in the defence sector, as it
is in other public sectors such as health care.

3 Method

3.1 Empirical Test of Hypotheses and Findings

The total number of public tenders in Germany cumulates to around 7.2 million
contract awards per year (Kröber et al. 2008). Of these, the defence procurement
agency since 2012 called BAAINBw is responsible for the central procurement of
all significant requirements of the armed forces with a total volume of about Euro
8.74 billion today (Trybus 2005; BMVg 2015). According to Reichardt (2002), the
percentage of award-winning SMEs in defence is smaller than in the overall public
sector (EC 2004b, c).

To ensure that this is not a methodological problem, a sample was chosen that
also includes the procurement of “off the shelf” civilian goods in addition to
defence specific, military goods. The sample was based on the awards for the years
2006–2008. In the database tender and award data of a specific department, E4,
were sampled. This department is responsible for the procurement of military
specific goods and services as well as for commercial goods and services.
Specifically, the procurement of spare parts for weapons systems of the armed
forces is conducted there. E4 is responsible for roughly 8000 annual tenders with a
yearly award volume of about Euro 360 million (Hoos 2009; BWB 2008; Petry
2008).

Statistical sampling was used for the investigation (Fig. 2). A complete and
numbered list of all award procedures and contracts was obtained. Overall, 18,512
awards were retrieved in the three-year timeframe. The random sampling method
allowed the determination of the minimum number of data sets required. The
minimum size is 376 of randomly sampled awards. To achieve that size, SPSS
statistics software was used and 420 completed awards were randomly selected. Of
these 420 awards, 387 were suitable (completeness of data).

For the sample, the number of participating SMEs and if a SME succeeded in
winning the award are assessed. Then, it is possible to estimate numbers for the
total population by utilising point estimation procedures. For the determination of
sample and population, random variables PA (participant) and SU (success) were
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selected (PA = 1 for SME participated in the tender and SU = 1 for SME received
the award; PA and SU = 0 in other cases).

The necessary statistical values for the examined arithmetic mean μ based on
hypothesis 1 are: H1PA: l\0:78 and H1SU: l\0:78. The null hypotheses are:
H0PA: l� 0:78 and H0SU: l� 0:78. Through a determination of the p-value based
on the sample, it was determined that the null hypothesis can be retained if it holds
true that it is of a larger magnitude than the level of significance α of 0.05.

Hypothesis 2 is investigated by utilising the method of multivariate analysis. The
selection of the most useful method will be carried out through the determination of
the different variables (Backhaus et al. 2006; Hosmer and Lemeshow 2000; Menard
1995). The following factors were retrieved: The total number of participating
SMEs (TSME), the number of employees (EM) and the annual turnover (TO) of the
successful company, the award volume (VOL), the type of award (KIND), the type
of the procured service or material (TYPE) and the number of lots (NLOTS). The
following sub-hypotheses are derived:

Total Public Procurement Award Procedures during 2006, 2007 and 2008 
– about 7.2 Mio (Kröber et al., 2008, p. 8)

Public Procurement Award Procedures
in Defence

Centralized Award Procedures
De-centralized Award 

Procedures

Filter #1

Filter #2

Regular 
Awards

Armament
Awards

Awards in 
one Dept.

Random 
Sample

Filter #3

Filter #4

Single Sided
Hypothesis 

Testing

Logistical
Regression 
Analysis

H1 H2.a – 2.g

About 40.500 Awards 
(Blome/Hiscke, 2007)

18.512 Awards in total

387 Public Procurement Awards 
were analyzed in detail

Fig. 2 Sampling method
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H2.a. The more SMEs take part in the tender, the higher the likelihood of SMEs’
bidding success

H2.b. The more employees an SME has, the higher the likelihood of SME’s
bidding success

H2.c. The higher the annual turnover of the SME, the higher the likelihood of
SME’s bidding success

H2.d. The higher the award volume of the contract, the lower the likelihood of
SMEs’ bidding success

H2.e. The more competitive the award procedure, the higher the likelihood of
SMEs’ bidding success

H2.f. The more commercial standard the good or service to be awarded, the
higher the likelihood of SMEs’ bidding success

H2.g. With increasing division of the award into smaller lots, the likelihood of
SMEs’ bidding success increases

The seven parameters are to be considered as independent variables that are
scaled metrically, respectively nominally. To test for structure, it is necessary to
determine an appropriate independent variable (here: SU, bidding success). On that
basis, the method of logistic regression was executed. This method allows deter-
mining the likelihood that the event “an SME wins an award during a public tender”
will occur. On the other hand, it gives the chance to indicate which factors, rep-
resented by the regression coefficient, influence the occurrence of this event. The
resulting logistical regression equation for the observed event is k ðk ¼ 1. . . nÞ
when using the logistical function for the calculation of the probability P of the
occurrence of SU = 1 and considering the defined parameters:

PkðSU ¼ 1Þ ¼ 1
1þ e�zk

with ð1Þ

zk ¼ b0 þ b1TSMEk þ b2EMk þ b3TOk þ b4VOLk þ b5KIND1k
þ b6KIND2k þ b7KIND3k þ b8KIND4k þ b9KIND5k
þ b10KIND6k þ b11TYPEk þ b12NLOTSk

After formulating the research model, it is necessary to estimate the logistical
regression function to be able to interpret the regression coefficients and to test the
whole model as well as the characteristic variables. In this investigation, the esti-
mation will be accomplished using the statistics software SPSS. SPSS calculates the
necessary parameters by maximising the likelihood of the event SU = 1. The
variable KIND stands for the type of award and was coded as follows: (1) Limited
tender/not public tender with public participation competition; (2) Limited tender
without public participation competition; (3) Negotiation procedure; (4) Single
tender action; (5) Single tender action in competition/with public participation
competition; and (6) Competitive dialogue.
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A logistical regression allows the interpretation of the results in the sense that a
negative regression coefficient implies a decreasing likelihood, and vice versa. The
variables are used to compare the reference categories, meaning that a negative
prefix implies that the likelihood of an event occurring is decreasing in relation to
the reference category. On the other hand, an increasing value for the independent
variable implies that the odds (relation of the likelihood of the events to each other,
SU = 1 to SU = 0) change by the factor ebi i 2 1. . .12f gð Þ. The same is true of the
odds of the categories changing in relation to the variables in the reference cate-
gories (Table 2).

4 Empirical Results

The 387 sampled award documents indicated that a total of 1308 companies par-
ticipated in the bidding processes, and in total 787 lot-wise or whole contracts were
awarded. Based on the documents, it was possible to identify all relevant infor-
mation: Company-specific key data were collected either based on the award
documents or from the software tools available. The award-specific characteristics
were extracted from the award documents.

For hypothesis 1, the means of the random sample X with regard to the random
variables PA and SU were determined to be 56.8 %, respectively 56.5 % (Table 3),
when conducting a t-test of a sample with a division value of 0.78.

The tests show a high degree of significance because the p-value a1 is smaller
than 0.001 and therefore smaller than the level of significance of a ¼ 0:05. The
medium difference between the test value and the average sample value comes to
PA of 21.2 % and SU of 21.5 %, taking an error tolerance of 5 % into account. The
Kolmogorov-Smirnov adjustment test showed that variables had normal distribu-
tions (Table 4).

Table 2 Impact of positive and negative regression coefficients regarding the likelihood that the
event SU = 1 will occur

Regression coefficient Odds Likelihood of SU = 1

bi [ 0 Increases by ebi Increases

bi\0 Decreases by ebi Decreases

Table 3 Test results of the random variables PA and SU

Variable N Mean Standard deviation Standard error of mean

PA 1308 0.57 0.496 0.014

SU 787 0.57 0.496 0.018
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The application of the logistical regression to the collected data to test hypothesis
2 shows the following results:

PkðSU ¼ 1Þ ¼ 1
1þ e�zk

with ð2Þ

zk ¼ 2:338þ 0:075 � TSMEk � 0:004 � EMk þ 0:002 � TOk � 4:24

� VOLk � 1:127 � KIND1k þ 0:338 � KIND2k � 1:348

� KIND3k � 1:136 � KIND4k þ 4:273 � KIND5k
þ 0:02 � TYPEk � 0:002 � NLOTSk

The interpretation of the specific regression coefficients (Table 5) reveals the
following: The probability that an awarded contract is given to an SME rises if
more SMEs take part in a tender or the annual turnover increases. Concerning the
type of the procured good or service, the probability and the odds ratio rise if the
good or service is military specific. Also, the influencing factors KIND2 and
KIND5 have higher odds, what implies that the selection of a restricted call for
tenders without public contest or a negotiated award with public contest will raise
the odds of an award for SMEs in comparison to a public call for tenders or an open
procedure. The competitive dialogue was not applied and thus not considered. In
contrast, the odds ratio decreases to a minimal level if the number of employees and
the number of awarded lots and positions rise. A negative odds ratio or, rather, a
worse influence will result from realising a restricted call for tenders, a restricted
procedure with competition among participants, a negotiated procedure or a freely
negotiated award in comparison to the reference category. The same is for the
award volume; i.e., if the volume increases, the odd ratio decreases.

To assess the quality of the model, the above-defined criteria for the adaptation
and pattern quality will be interpreted (Table 6). First, the value of the deviance,
which is smaller than the v2 distribution, suggests good model fit. Similarly, the
values of the Cox and Snell R2 and Nagelkerke R2 methods indicate good to very
good model accuracy. The assessment of the classification results, i.e., the com-
parison of observed and calculated values, showed that 23 cases were misclassified.
Thus, it appears that the values of the correctly stated cases amounted to 94.1 % and
proportional chance probabilities of 54.52 and 50.41 %, respectively. The Press’s

Table 4 Test results of the random variables PA and SU

Variable Test value = 0.78

T df Significance
(two-sided)

Mean
difference

95 % confidence
interval for the
difference

Lower Upper

PA −15.469 1307 0.000 −0.212 −0.24 −0.19

SU −12.135 786 0.000 −0.215 −0.25 −0.18
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Q-test showed a value of 301.057, which is higher than the tabulated v2 value. The
Hosmer-Lemeshow test result leads to the conclusion that the null hypothesis is
rejected, and it must be assumed that the difference between the empirical and
calculated values is not equal to zero. It can be assumed that the results differ
significantly from a random assignment. The method of standardised residuals
substantiates the above-mentioned 23 outliers, whose values are between −3.343
and 137,318.788. These are special cases in which, for example, the number of
employees corresponds to the average number of an SME, but the annual turnover
was greater than 50 million Euro.

The attribute variables, TSME, TO, NLOTS, TYPE, KIND1, KIND2 and
KIND3 indicate a lower value of the Wald statistic as the tabulated v2 value. Due to
the addition of these high levels of significance between 25.3 and 96.4 %, it must be
assumed that the factors have no significant effect. It can be assumed that the
variable VOL has a significant effect if the level of significance is accepted at 6.6 %.
Finally, it can be considered that the influence factors EM and KIND4 have a
significant effect, as their significance is below 5 % (Table 7).

Table 5 Interpretation of regression coefficients

Influence
factor

Regression
coefficient

Regression
coefficient

Odds Probability
ef = 1

TSME 0.075 >0 Increase by
1.078

Increases

TO 0.002 >0 Increase by
1.002

Increases

EM −0.004 <0 Decrease by
0.996

Decreases

NLOTS −0.002 <0 Decrease by
0.998

Decreases

TYPE 0.02 >0 Increase by
1.02

Increases

KIND1 −1.127 <0 Decrease by
0.324

Decreases

KIND2 0.338 >0 Increase by
1.402

Increases

KIND3 −1.348 <0 Decrease by
0.26

Decreases

KIND4 −1.136 <0 Decrease by
0.321

Decreases

KIND5 4.273 >0 Increase by
71.736

Increases

KIND6 Not occurred

VOL −4.24 <0 Decrease by
0.014

Decreases
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Table 6 Examination of the overall model

Quality criterion Accepted range of values Value from the
analysis

Interpretation

Deviance (−2LL
value)

−2LL value < v2 value 192.2 < 420.094 Good fit of the
model

Cox and Snell R2 Acceptable starting
values >0.2; good
starting values >0.4

0.586 > 0.4 Good fit of the
model

Nagelkerke R2 Acceptable starting
values >0.2; good
starting values >0.4; very
good starting values >0.5

0.783 > 0.5 Very good fit of
the model

Analysis of
classification results

Higher than maximum
and proportional random
probability

0.941 > 0.5452
0.941 > 0.5041

Higher hit rate
than random

Press’s Q-Test Highest possible v2

value; level of
significance <5 %

301.057 > 3.84 significant
difference from
random
assignment

Hosmer-Lemeshow
test

Smallest possible v2

value; level of
significance >70 %

1421.058 > 15.51
Level of
significance: 0 %

Difference
between the
calculated and
actual values not
equal to 0

Table 7 Significance tests of variables

Influencing
factors

Degrees of
freedom

v2

value
Wald
statistics

Significance Interpretation

TSME 1 3.84 1.158 0.282 No significance

TO 1 3.84 1.206 0.272 No significance

EM 1 3.84 15.525 0.000 Significant

NLOTS 1 3.84 0.018 0.892 No significance

TYPE 1 3.84 0.002 0.964 No significance

KIND1 1 3.84 1.305 0.253 No significance

KIND2 1 3.84 0.161 0.688 No significance

KIND3 1 3.84 0.969 0.325 No significance

KIND4 1 3.84 6.984 0.008 Significance

KIND5 and KIND6 Without result

VOL 1 3.84 3.37 0.066 No significance
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5 Discussion and Conclusion

H2.a is accepted what means that an increasing number of participating SME’s
positively effects the bidding success. This seems obvious, as at least one SME
must award for a contract, and the more SME apply the higher is the likelihood.

The results also show that the shares of participating SMEs in the defence sector
is less than 78 % and thus lower than in the overall public sector. This is not
surprising and in line with H2.d, which describes the influence of the increasing
award volume. In other words, the higher the overall award volume, the lower is the
success likelihood of SMEs. As some defense systems (aircrafts, tanks etc.) are
complex and expensive, companies able to produce them must have far higher
turnover or balance sums than SMEs are per definition allowed to have. This can be
connected with H2.c, which indicates that a higher level of the annual turnover have
a positive effect on the bidding success of SMEs. Overall: Company-size matters in
defence business.

H2.e shows that an increased competitiveness of the awarding procedure has a
positive effect on the SME bidding success. While a restricted call for tenders
without public competition reduces SMEs’ success likelihood, a negotiated award
or a competitive procedure increases the chances for SMEs. The more competition
in the procedure, the higher is the success likelihood of SMEs. This result is also
not unexpected as SMEs are praised for their high innovativeness and flexibility.

The most striking result of this study is the rejection of H2.g. The analysis
revealed that a division of the award into lots does not lead to a higher success of
participating SMEs. This is strictly in contrast to the legal regulations, which
postulate lots as the driving force for SME promotion. The empirical data indicate
that a further strengthening of lot-wise tenders is not likely to increase the chances
of SMEs’ success. Instead, other aspects should be improved if a higher rate of
SME bidding success is desired. According to Loader (2013, 2014), the most
common barriers reported are overly prescriptive qualification criteria, poorly
written tender specifications and prohibitive resource requirements. On the other
hand also SMEs struggle with the public tender participation and their competence
in matters of procedure for participation in public tenders should be improved.
SMEs face a lack of appropriate resources to engage in public biddings and their
skills to complete a bid in the required standards are low. Overall, this is the cause
that SMEs perceive public procurement procedures to be unfair and so they are
reluctant to engage (Loader 2013, 2014; Pickernell et al. 2011).

In parts the results of this study reaffirms previous findings (e.g. Karlajainen and
Kemppainen 2008). On the other hand they offer new insight into the effectiveness
of public procurement regulation. SMEs (or their associations) call to unbundle
contracts and to provide smaller tender opportunities. Responding, governments
take actions to increase the use of lots (Loader 2014). The findings of this study
stand in fundamental contrast to these public procurement practices. Even if this
study is limited, as its scope only comprised defence, the key observation is
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striking: The division of larger tenders into smaller lot sizes and the lot wise award
of contracts do not have an impact on SME public bidding success rates.
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Integration of Cultural Aspects in Supplier
Evaluation

Stefan Winter and Rainer Lasch

Abstract In international sourcing and in strategic partnerships cultural differences
can lead to problems in the cooperation of buyer and supplier. Therefore, cultural
criteria should be included in supplier evaluation and selection processes in order to
anticipate and to avoid possible problems. Although there are recommended cul-
tural criteria in literature, we do not know much about the application of cultural
criteria in supplier evaluation. In this paper, we present the results of an empirical
study about the integration of cultural aspects in supplier evaluation. We explore
company practices and problems with suppliers due to cultural differences.
Furthermore, we give recommendations for the application of cultural criteria in
supplier evaluation processes in practice.

1 Introduction

There are several studies which report about cultural problems in international
sourcing and in partnerships between companies. For example, Handfield (1994)
refers to cultural barriers as the most experienced problem by material managers in
using international sources. Both national and corporate cultures have a negative
effect on international joint venture performance (Pothukuchi et al. 2002).
Furthermore, it is argued that a low level of cultural similarity increases coordi-
nation cost because of cultural adjustment (Kogut and Singh 1988; Barkema et al.
1996; Li et al. 2001; Heiman et al. 2008). On the positive side, shared values in
corporate cultures shall decrease coordination costs between cooperation partners
(Das and Teng 1998; Sarkar et al. 2001; Beimborn et al. 2009). Especially in cases
where cooperation or flexibility is required or innovation is important, cultural
factors have to be included in the supplier evaluation and selection process
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(Cummins et al. 2012). Furthermore, the inclusion of national and organizational
culture criteria in supplier evaluation and selection gets more important because of
the increasing trends: global sourcing, outsourcing, supplier integration, and joint
ventures.

In literature about international supplier and strategic partner selection cultural
criteria are included in suggested evaluation methods (see Sect. 2.2). However, we
do not know much about the application of cultural criteria in supplier evaluation.
Therefore, the aim of this contribution is to examine the integration of cultural
criteria in supplier evaluation. For this purpose, we conducted a literature review
about contributions with cultural criteria in supplier evaluation and interviewed
purchasing experts of various companies about cultural criteria and problems due to
cultural differences.

The rest of this paper is organized as follows. Section 2 deals with the definition
of culture and the literature on cultural criteria in supplier evaluation. In Sect. 3, the
methodology for the empirical study is described. Furthermore, the results of the
expert interviews are presented and discussed. A conclusion with a summary of
results and future research directions is given in the end.

2 Literature Review

First, we define culture (Sect. 2.1). Second, we provide an overview about con-
tributions with culture as a criterion in supplier evaluation (Sect. 2.2).

2.1 Culture

There are many definitions of culture in literature. Three famous ones are:

• “Culture consists in patterned ways of thinking, feeling and reacting (…)”
(Kluckhohn 1951, p. 86).

• “[C]ulture is defined as shared motives, values, beliefs, identities, and inter-
pretations or meanings of significant events that result from common experi-
ences of members of collectives that are transmitted across generations” (House
and Javidan 2004, p. 15).

• Culture is “the collective programming of the mind that distinguishes the
members of one group or category from another” (Hofstede 2001, p. 9).

In general, culture seems to distinguish one group from another on the basis of a
determined set of shared values, beliefs, behaviors, and attitudes (Bik 2010).
Groups can be people in a society with a national culture or staff of an organization
with an organizational culture (Leung et al. 2005). If cultural core values are
identical, the level of cultural capability will be high (Rijamampianina and
Carmichel 2005; Beimborn et al. 2009).
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2.2 Culture in Supplier Evaluation

We could identify a lot of contributions with culture as a criterion in supplier
evaluation. Whereas the national culture is mostly related to literature about
international or global supplier selection (see Table 1), organizational culture is
associated to literature about the selection of strategic partners (see Table 2).

If we examine the criteria about culture from international or global supplier
selection contributions, we can identify the two main points communication and
ethics as important issues. Communication problems can arise because of language
barriers and different communication devices between buyers and suppliers of
different countries. Furthermore, ethical standards and business customs can vary
from country to country. Consequently, these criteria refer to the national culture.

In contrast, the suggested cultural criteria for the selection of strategic partners
refer to the organizational culture. Feeling of trust, management attitude/vision/
outlook for the future, strategic fit, top management compatibility, compatibility
across levels and functions of buyer and supplier firms, and supplier’s organizational
structure and personnel are often included in the different contributions as originally
suggested by Ellram (1990). Furthermore, the degree of (strategic) cooperation,
business methodology and operating values (e.g., TQM), communication issues, and
supplier’s reputation were also recommended as evaluation criteria. As we can see
from Table 2 there is an interaction between organizational culture and strategy.

Based on the different contributions we have recommendations for cultural
criteria in supplier evaluation. However, we do not know details about the appli-
cation of national and organizational culture criteria in supplier evaluation, espe-
cially what cultural differences and criteria have to be considered in practice as well

Table 1 Contributions including culture in international/global supplier selection

Author Criteria and subcriteria/interpretation Background

Min (1994) Cultural and communication barriers (main criterion)
[cultural similarity, ethical standards, EDI capability]

International supplier
selection

Chan et al.
(2007)

National cultural compatibility (subcriterion of
perceived risks)
[languages, business customs, ethics, and
communication devices vary from country to
country]

Supplier selection in
the airline industry

Huang and
Keskar
(2007)

Cultural similarity (subcriterion of asset and
infrastructure metrics)
[cultural and language barriers between buyer and
supplier]

Procedure for metrics
development

Yücenur et al.
(2011)

Cultural difference (subcriterion of risk factors)
[‘In a global supplier selection process,
understanding each other is a key factor for both
manufacturer and supplier. The same idea structure
and the similar cultural structure can help them to
communicate with each other easily and also have
good relationships.’]

Supplier selection in
global supply chains
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Table 2 Contributions including culture in strategic partner selection

Author Criteria and subcriteria/interpretation Background

Ellram (1990) Organizational culture and strategic
issues (main criterion)
[feeling of trust, management
attitude/outlook for the future,
strategic fit, top management
compatibility, compatibility across
levels and functions of buyer and
supplier firms, supplier’s
organizational structure and
personnel]

Supplier selection decision in
strategic partnerships

Briggs (1994) Culture (key requirement)
[underlying business methodology
and operating values]

Supplier selection for partnerships

Sarkis and
Talluri (2002)

Culture (subcriterion organizational
factors)
[see Ellram (1990)]

Strategic supplier selection

Humphreys
et al. (2003)

Supplier’s culture (main criterion)
[TQM management culture,
teamwork and cooperation, strategic
fit culture of both firms]

Supplier criteria requirements for
strategic purchasing

Bayazit et al.
(2006)

Organizational culture (subcriterion
of commercial structure)
[long-term relationship (the
supplier’s willingness to develop
longer-term relationships),
reliability/trust (refers to acting
responsibly and meeting performance
expectations reliably), management
capability (includes management’s
commitment, overall professional
ability, and willingness to develop a
closer working relationship with the
buyer)]

Supplier selection for a construction
company

Chan et al.
(2007)

Organizational culture and strategic
issue (subcriterion of company
background/business structure)
[management attitude/commitment
and outlook for future, company
organizational structure and
personnel, company past
record/reputation in the field]

Supplier selection of critical items in
the airline industry

Huang and
Keskar (2007)

Cultural similarity (subcriterion of
asset and infrastructure metrics)
[cultural and language barriers
between buyer and supplier]

Procedure for metrics development

(continued)
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Table 2 (continued)

Author Criteria and subcriteria/interpretation Background

Nukala and
Gupta (2007)

Cultural and strategic issues (main
criterion)
[cooperation and information
exchange, supplier’s financial
stability/economic performance,
supplier’s green image, flexibility]

Supplier selection in strategic
planning of supply chains

Chou and
Chang (2008)

Organizational culture and strategy
(main criterion)
[management capability (the DMs
impression of the management
capability of a supplier according to
mutual interaction), strategic fit
(strategic fit represents the fit between
firm strategy and supplier strategy as
judged by the DMs)]

Supplier/vendor selection from the
perspective of strategic management
of the supply chain

Thanaraksakul
and
Phruksaphanrat
(2009)

Cultural congruence (subcriterion of
learning and growth perspective)
[cultural difference, feeling of trust]

Strategic supplier selection

Wen and Chi
(2010)

Organizational culture and strategic
issues (subcriterion of partnership
issues)
[compatibility across levels of buyer
and supplier, communication system]

Green supplier selection

Chen (2011) Organization culture (subcriterion of
relationship strategy analysis)
[-]

Supplier selection for relationships

Dogan and
Aydin (2011)

Organizational culture and strategy
(main criterion)
[management vision (the view of the
company for future regarding
effective and collaborative process),
strategic fit (compatibility of buyer
and supplier in terms of
organizational, cultural and strategic
factors; whether supplier and buyer
share a common vision of the future)]

Supplier selection analysis for
strategic (: tier-1) suppliers

Hashemi et al.
(2015)

Culture (subcriterion of economic
supplier selection criteria)
[feeling of trust, management attitude
for the future, strategic fit, top
management capability, compatibility
among levels and functions,
supplier’s organizational structure
and personnel, future strategy
direction, degree of strategic
cooperation]

Green supplier selection
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as in what stage of the supplier selection and evaluation process culture criteria
should be applied and how. Therefore, we conducted in-depth interviews with some
companies.

3 Empirical Study

First, we outline the applied methodology (Sect. 3.1). Second, we describe our
results in Sect. 3.2. Afterwards, we discuss our results (Sect. 3.3).

3.1 Methodology

To gain insight into the integration of cultural aspects in supplier evaluation in
practice, interviewswith purchasing expertswere conducted and amultiple case study
was developed. Objective of the empirical study was to examine how companies
integrate cultural issues in supplier evaluation in practice. The research procedure,
which is oriented on the procedure of Eisenhardt (1989), is described in the following.

After the research question was defined, cases were selected (see Table 3).
Interviews with experts of the purchasing area from seven companies were con-
ducted. Purchasing as investigation object is appropriate because it is responsible
for the procurement of products and for supplier evaluation. All companies have
strategic suppliers and most of them purchase abroad. The background of the
interviewed experts differs in several terms in order to help identifying if the same
phenomenon exists at certain sites but not at other sites (Stuart et al. 2002). This is
also consistent with the argument of Eisenhardt (1989) that extreme situations or
polar types should be considered because only a low number of possible cases can
usually be studied. We included experts from different manufacturing industries,
from retail, and from the service sector which are confronted with different

Table 3 Data about the different experts

Experts Supplier countries Purchasing items

1 Germany Indirect materials, simple services

2 Europe Complex services

3 Japan, USA, South Korea,
Taiwan, China, Europe

Components, indirect materials

4 Germany, China, India Components

5 Germany, worldwide Components

6/7 Asia, America, Europe Components, modules, systems, indirect
materials, simple and complex services

8 Germany, France, England,
Netherlands, USA, China

Raw materials, components, modules, systems,
simple services
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purchasing items in order to identify similarities and differences in practice. The
number of companies conforms to the suggested number of Eisenhardt (1989) who
recommends four to ten cases.

Data was collected by semi-structured interviews. Interviews are one of the most
important sources of case study information (Yin 1989). As preparation for the
interview an interview guide concerning the topic’s general questions, supplier
evaluation and selection, occurred cultural problems, importance of cultural criteria,
and integration in supplier evaluation and selection was developed and provided to
the interviewees before the conversation. Data collection refers to the theory of
national and organizational culture as well as supplier evaluation (in relation to
selection and controlling), which is suggested by Yin (1993) to set priorities.
Interviews were recorded or notes were made and electronically saved.

After data collection data was prepared and analyzed regarding the integration of
cultural aspects in supplier evaluation processes. Both within-case analyses and
cross-case analysis were applied. Within-case analysis was used to identify unique
patterns and to give the investigators rich familiarity with each of the cases.
Cross-case analysis was applied to search for patterns to identify similarities and
differences (Eisenhardt 1989). The selected procedure conforms to the requirements
about validity and reliability of Yin (1989) to ensure a good research design.
Results are presented in the following chapter.

3.2 Results

First, company approaches are introduced in Sect. 3.2.1 to give insights into dif-
ferent purchasing situations. Second, the integration of cultural criteria in supplier
evaluation is presented in Sect. 3.2.2. Last, cultural problems with suppliers are
described in Sect. 3.2.3.

3.2.1 Company Approaches

Expert 1 is only confronted with national suppliers for indirect material and simple
services. The supplier selection starts with calls for tenders followed by negotia-
tions. Expert 2 has to select regional suppliers for complex services from his
customer countries. Communication problems are solved by means of translators.
Expert 3 has to select suppliers for components already in the R&D phase. First,
ideas are discussed with suppliers before selection. Countries differ regarding
innovation. However, there is no ranking of countries. Principally, suppliers are
determined regarding their competencies. Expert 4 selects suppliers for components
after contacts. There are periodical evaluations and audits. Between suppliers there
are perceptible cultural differences. Expert 5 has selected suppliers for projects in
the country of the customer and cooperates with general suppliers over years. There
are periodical pre-selections, audits, and evaluations for the component suppliers.
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Cultural problems are avoided by means of contracts. Experts 6 and 7 use a sys-
tematic and comprehensive supplier selection and management process. Several
types of simple and complex products and services are purchased. Language
problems are avoided by means of bilingual suppliers. In general, cultural problems
are avoided by means of know-how in the purchasing department or subsidiaries
with own national staff. Expert 8 receives suggestions of recommended suppliers by
the development department. Furthermore, supplier evaluation is applied. Several
types of products and services are purchased.

3.2.2 Integration of Cultural Criteria in Supplier Evaluation

Regarding the company approaches we identified that cultural criteria to consider
national and/or organizational cultural differences or similarities are not defined and
integrated into supplier evaluation methods in the interviewed companies as sug-
gested in the contributions of our literature review (Sect. 2.2). However, several
cultural aspects are considered indirectly by other (main) criteria. For example,
good or bad communication (Experts 6/7), common objectives (Expert 8), trust and
same understanding (Expert 2), or public reputation (Expert 1) were mentioned.

Although the importance of national and organizational cultural criteria was
ranked on average in the medium level by the experts, cultural criteria are not
specifically considered by the companies in supplier evaluation. The main reason
for the non-integration is that cultural issues play no or a minor role in contrast to
the traditional evaluation criteria. Furthermore, we found that national culture
aspects are not relevant in the situation where a company has to select a supplier of
a determined country. We could also identify that there can be differences between
the performance of suppliers of different countries. However, we could not identify
that companies prefer suppliers of a country according to its national culture in
international sourcing. This would be discrimination. Concerning organizational
culture aspects there are no limitations for strategic partnership selection.

Furthermore, we asked at which steps in the supplier evaluation process
(pre-selection, selection, controlling) cultural aspects should be included. All evalua-
tion situations were mentioned. First, it is useful to include cultural criteria in
pre-selection in order to avoid bad performance. Second, in supplier selection for an
offer it was mentioned that, if other criteria are equally fulfilled, cultural criteria are
useful. Third, in supplier controlling it is useful to consider problems regarding quality,
communication, etc. due to different cultures in order to avoid future problems.

3.2.3 Cultural Problems with Suppliers

In order to identify cultural problems with suppliers we asked our interviewed
experts about problems in relation to the different supplier evaluation dimensions to
provide a holistic view. Janker (2008) differentiates the following dimensions:
quality, information and communication, logistics, service, innovation, environ-
mental, quantity, and payment performance. Furthermore, we added the social
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performance as dimension because social issues are also included in recent litera-
ture (e.g., Azadi et al. 2015).

First, regarding quality issues, problems due to different interpretations of
requirements and different moral concepts with respect to quality can arise as
reported by some of the interviewed experts. A mentioned action to avoid quality
problems can be a clear definition of the requirements of the purchasing company.
Second, in relation to the information and communication aspects, problems arise
because of different languages, different systems (e.g., necessity of mandatory
labelling), and different moral concepts regarding the communication of important
information (e.g., feasibility, current status). Language problems can be avoided by
means of interpreters or subsidiaries with foreign staff. Third, cultural problems in
the logistical performance can arise due to different moral concepts. These can be
avoided by means of contractual agreements. Fourth, there can be cultural problems
with regard to the service performance according to different working times (hol-
idays, time zones) and different values (e.g., reaction time). Fifth, regarding social
issues, problems with foreign as well as domestic suppliers were mentioned. Such
problems can be avoided by supplier selection or education. Furthermore, regarding
environmental and innovation aspects, differences related to culture were men-
tioned; however, there were no problems. Last, cultural problems with respect to
quantity and payment performance were not mentioned.

In summary, we could identify several problems related to different cultures. On
the one hand, different moral concepts according to quality, communication,
logistics, and service are a main reason for related problems. Such problems can
arise because of both different national and organizational cultures. These problems
can be avoided by a clear definition of requirements or rather with contractual
agreements. On the other hand, there are problems because of different languages,
systems, and working times due to different national cultures. Whereas language
problems can be avoided by interpreters or foreign staff, requirements according to
different systems have to be communicated. The problem of different working times
cannot be avoided.

3.3 Discussion

This subsection discusses the importance of culture in supplier evaluation and gives
recommendations for the integration of culture as evaluation criterion in the eval-
uation process. The importance of cultural criteria in supplier selection was rated on
average in the medium level by the interviewed experts. However, most experts
claimed that cultural issues play no or a minor role in comparison to traditional
criteria in their supplier evaluation. Our results are in line with results of other
papers. In literature we identified that the cultural match/fit or difference is less
important. According to a study of Humphreys et al. (2003) company culture was
ranked in the mid for collaborative relationships. In contrast to a study of Kannan
and Tan (2002, 2003, 2004) the cultural match between the company and the
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supplier was regarded as one of the least important items in strategic supplier
selection. Furthermore, Kar and Pani (2014) found that cultural differences between
countries were not rated as being critical in the Indian manufacturing industries.
Consequently, it seems that cultural differences are no ‘knock-out’ criteria in
supplier evaluation and selection. However, we could identify a lot of problems
with suppliers due to cultural differences so that the consideration of cultural dif-
ferences is relevant in supplier evaluation. Due to the identified problems the
aspects common values (regarding quality, etc.), different languages, systems, and
working times should be included in supplier evaluation in practice to identify
possible cultural problems. Afterwards, companies can use the mentioned
approaches to overcome the identified cultural problems.

Last, we elaborated some recommendations for considering cultural differences
in the supplier evaluation process which can be applied in practice. In pre-selection
cultural criteria to avoid problems should be included. First, common moral con-
cepts regarding quality, communication, logistics, and service should be recorded.
In this context Briggs (1994) suggests the ranking of business subjects (e.g.,
manufacturing technology, quality improvement, cost reduction, etc.) regarding
their importance (from 1 to 10) in order to identify the culture of the supplier.
However, to assess different moral concepts regarding quality, communication,
logistics, and service, we suggest the ranking or enquiry of aspects, for example,
regarding communication (e.g., speed, accuracy, reliability), separately from the
other dimensions in order to identify different values in each dimension. Moreover,
supplier’s reputation in relation to ethical standards (e.g., treatment of employees)
should be considered. Both, common values and supplier’s reputation are important
for international sourcing and the selection of strategic partners. Second, in inter-
national sourcing communication barriers should be addressed. The existence of
possible language barriers (e.g., possibility to communicate in English, own native
speaking personnel in the country) should be identified. In the case of existing
barriers, possible solutions should be worked out (e.g., use of an interpreter).
Moreover, information about different systems, working times, and business cus-
toms should be gathered. Third, for the selection of strategic partners common
objectives (e.g., management attitude/vision/outlook for the future), feeling of trust
(e.g., honesty, professionalism, seriousness), the degree of (strategic) cooperation
(e.g., cooperation understanding), and supplier-buyer-compatibility (e.g., top
management, different functions) should be examined. Necessary information can
be gathered by means of a supplier-self-assessment. If basic requirements are met,
the supplier can be accepted in the supplier portfolio.

In supplier selection the mentioned cultural criteria can be included in order to
select the best supplier for a certain order. For the cooperation it is advantageous to
select the supplier with the least cultural differences. The weight of the cultural
differences depends on the importance a company assigns to cultural differences.
Because the focus is more on traditional criteria a low weight can be determined or
the application as additional criteria is possible. In any case, it is important to try to
avoid problems in relation to cultural differences by means of appropriate methods
(e.g., definition of requirements, interpreter, etc.). Last, in supplier controlling bad
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performance regarding the different dimensions (e.g., communication, etc.) should
be examined due to cultural aspects, especially if cultural differences were the cause
of occurred problems. Evaluation results can be used for future supplier selections
and actions to avoid cultural problems.

4 Conclusions

In this contribution we examined the integration of cultural criteria in supplier
evaluation. On the basis of our literature review we distinguish between the national
culture, relevant in international sourcing, and the organizational culture, relevant in
the selection of strategic partners. In order to identify how companies integrate
cultural issues in supplier evaluation and what problems arise due to cultural dif-
ferences in practice we conducted an empirical study with purchasing experts. Main
results are that the interviewed companies consider cultural issues indirectly but not
as defined criteria in supplier evaluation, because the focus is more on traditional
criteria. Furthermore, different moral concepts (regarding quality, communication,
logistics, and service), different languages, different systems, and different working
times are reported cultural problems in practice. On the basis of the empirical results
and our literature review we recommend the inclusion of cultural criteria in
pre-selection to avoid bad performance and in supplier selection to select the best
supplier. Furthermore, in supplier controlling the performance of the supplier
should be examined regarding cultural differences.

We contribute to the literature about supplier evaluation. In particular, we
examine the possible application of cultural criteria in practice. Moreover, we
contribute to literature about supplier relationship management by the identified
actions to avoid cultural problems. Future research should address the application of
cultural criteria in supplier evaluation on the basis of a quantitative survey and the
question of how the inclusion of cultural criteria avoids problems due to national
and organizational cultural differences.
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Part III
Supply Chain Coordination



RoRA-SCM—Review of the Integration
of Flexibility Planning in Supply Chains

Immanuel Zitzmann

Abstract Planning in supply chains is characterized by uncertainties. These can be
disruptive as well as operational risks, but also business opportunities. To deal with
uncertainties, various approaches suggest supply chains that are robust, resilient,
and agile (RoRA). To accomplish this, flexibility is necessary. Aspects of flexibility
in supply chain management (SCM) have been analyzed from different angles. But
still a holistic concept on how flexibility planning can be integrated in the process
of supply chain planning does not exist. This paper gives an overview on optimi-
zation models used for flexibility planning in supply chains and identifies the
characteristics of such a planning process. Which tasks of SCM the components of
flexibility planning have to be integrated in is discussed along the structure of the
supply chain planning matrix. An outlook on further research on flexibility planning
in RoRA-SCM is also given.

1 Introduction

Competition takes place between supply chains not between single companies
(Lambert and Cooper 2000). This knowledge leads to complex value creating
networks that focus on efficiency and cost minimization. The drawback of this
concentration is increased vulnerability (Craighead et al. 2007). Not only high risks
but also low-probability/high-impact risks as well as operational uncertainties
jeopardize supply chains (Klibi et al. 2010; Van Landeghem and Vanmaele 2002;
Svensson 2000). Such dangers are increasing due to shorter product-life-cycles,
market liberalization and new technologies. In order to address these issues,
research suggests supply chains that are robust, resilient, and agile (RoRA). To
create such networks, flexibility is necessary, a term and concept often mentioned in
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supply chain literature (Zitzmann 2014). This paper builds on existing literature on
flexible supply chain management (SCM) and analyzes its contribution to creating
RoRA supply chains. The principle of a model that integrates flexibility into supply
chain planning is reviewed and the concept of planning flexibility is illustrated. To
structure the different planning tasks, the supply chain planning matrix (SCPM) is
used. The paper is ordered as follows.

In the second chapter, RoRA-SCM and flexibility planning are explained.
Looking at a stochastic optimization model and analyzing its structure to plan
flexibility is the first part of the third chapter. In the second part of the third chapter
we look at the SCPM and identify the needed flexibility levels. The final chapter is
the conclusion.

2 Theoretical Background

To handle uncertainties in value creating networks, RoRA-SCM is suggested. The
core of such a management approach is to create flexibility within the network.
Therefore, flexibility planning has to be integrated into the different planning tasks
of SCM. Before flexibility planning is explained, RoRA-SCM is introduced as the
foundation of this paper.

2.1 Robust, Resilient, Agile (RoRA) SCM

To explain RoRA-SCM, a definition of SCM is needed. This paper uses one from
the Global Supply Chain Forum (Lambert and Cooper 2000): “SCM is the inte-
gration of key business processes from end user through original suppliers that
provides products, services, and information that add value for customers and
other stakeholders.” To create such uniform processes, the supply chain has to be
planned on a strategic as well as on an operational level (Thomas and Griffin 1996).
The planning tasks of SCM can be structured according to the SCPM which is
illustrated in Fig. 2 (Stadtler 2005). It is important to note that these planning tasks
are located within an organization. They have to be executed by each company
within a supply chain. Additionally, process coordination between supply chain
members is needed (Thomas and Griffin 1996). Fawcett and Magnan (2002) show
how difficult the path to end-to-end integration is. In addition to these obstacles,
supply chains as well as individual companies are operating in a dynamic envi-
ronment that is characterized by uncertainties (Prater et al. 2001).

Uncertainties can be risks or chances for a supply chain (Simangunsong et al.
2012). Risks may have a disruptive nature or are operational (Tang 2006). To
handle them, a supply chain should be robust and resilient (Klibi et al. 2010;
Christopher and Peck 2004). To utilize opportunities the value creating network has
to be agile (Naylor et al. 1999). Definitions of supply chains with these abilities and
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their intended goals are given in Table 1. The magnitude of each aspect depends on
the individual circumstances of a supply chain (Cabral et al. 2012). Figure 1 shows
that the core of all three concepts is flexibility (Zitzmann 2014). It is needed to
create a RoRA supply chain. As well as other features of companies or value
creation networks, flexibility has to be integrated into the management process. It
can only be used when it is available. Also plans are needed on how the utilization
is supposed to be executed. Therefore it is necessary to include thoughts about
flexibility into supply chain planning which can be structured according to the
SCPM.

The SCPM shown in Fig. 2 identifies the planning tasks of SCM (Stadtler 2005;
Rohde et al. 2000). They are divided according to the functions of a firm, starting
with procurement and followed by production, distribution, and sales.
Corresponding to the time horizon, the tasks can also be structured from long-term
to short-term. Literature suggested that Strategic Network Planning as well as
Master Planning is executed by a supply chain coordinator. Different approaches
and suggestions are made as to who this could be (Fawcett and Magnan 2002). So
far such an institution does not exist. Therefore supply chain wide planning from
source to sink is not possible (Li and Wang 2007; Pibernik and Sucky 2006). That
does not mean that supply chain management is not happening. As there is no
supply chain coordinator, every company plans its own value creating network. In
certain points, these plans have to be coordinated with the supply chain partners
(Arshinder et al. 2008; Thomas and Griffin 1996). An overview about supply chain
collaboration is given by Min et al. (2005) or Barratt (2004). This paper focuses on
the task of flexibility planning in the SCPM which is done by each company. This is
shown in chapter “Integration of Cultural Aspects in Supplier Evaluation”. Before
that, the next paragraph looks at flexibility management in supply chains and
flexibility planning.

Table 1 Definition and goal of robust, resilient and agile supply chains

Supply
chain
type

Definition Goal

Robust
supply
chain

A supply chain that has the ability “to
maintain its operational capabilities
under different circumstances” (De
Neufville 2004)

Match demand in an operationally
uncertain environment

Resilient
supply
chain

Supply chain that has “the ability […]
to return to its original state or move to
a new, more desirable state after being
disturbed” (Christopher and Peck
2004)

Handle internal and external
disruptions of the supply chain and
secure business continuity

Agile
supply
chain

“Using market knowledge and a
virtual corporation to exploit profitable
opportunities in a volatile market
place” (Naylor et al. 1999)

Utilize chances in the marketplace to
make profit
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2.2 Flexibility and Dimensions of Supply Chain Flexibility

According to Garavelli (2003), “flexibility reflects the ability of a system to
properly and rapidly respond to changes, coming from inside as well as outside the
system”. As mentioned in Sect. 2.1, this definition shows that flexibility is a suitable
instrument to handle uncertainties which may be internal or external to a system and
therefore to a supply chain (Tang 2006). Flexibility is a topic in economic and
organizational literature as well as in the context of manufacturing (Sethi and Sethi
1990), but still there is no holistic flexibility theory. Sánchez and Pérez (2005), as
well as Garavelli (2003), summarize the aspects of flexibility according to six
dimensions. These include functional, hierarchical, measurement, and strategic
aspects as well as the time horizon and the object of change. Different approaches
exist on how flexibility may be achieved. The models of Vickery et al. (1999) and
Duclos et al. (2003) are the most common concepts (Singer 2012). As the latter has

Fig. 1 Relationship between RoRA and flexibility in supply chains

Fig. 2 The supply chain planning matrix (SCPM)
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a more process orientated view, it is more suited when looking at supply chains. It
has six dimensions of flexibility which are shown in Table 2. The dimensions of
Duclos et al. (2003), as well as the attributes of other approaches, describe features
of a flexible supply chain. They also explain what these dimensions are used for, yet
no guideline on how to plan flexibility in supply chains is given.

Suggestions on how flexibility can be integrated in planning are made by Kaya
et al. (2014), Pibernik (2001), Mulvey et al. (1995), Kouvelis et al. (1992) and
others. Here, dynamic stochastic optimization models are used to handle uncer-
tainties in the planning process. The integration of uncertainties by stochastic
variables leads to configurations that are more flexible. Such a model and the
integration of its principles into SCM are the focus of the next chapter.

3 Potential and Execution Flexibility in Supply Chain
Models and the SCPM

In order to analyze how flexibility in supply chain planning works, the following
chapter begins with an illustration of the model of Pibernik (2001), which is used as
an example for planning flexibility with the help of dynamic stochastic optimiza-
tion. The analysis shows the principle behind flexibility planning. Where this
concept should be integrated into supply chain planning is considered in Sect. 3.2,
which is structured according to the SCPM introduced in Chapter “Considering
Small and Medium-Sized Suppliers in Public Procurement—The Case of the
German Defence Sector”.

Table 2 Dimensions of supply chain flexibility

Dimension of supply chain
flexibility

Explanation

Operations system
flexibility

Ability of each supply chain node to adapt with its assets and
operations as needed

Market flexibility Designing and modifying products in close relationship with
customers

Logistics flexibility React cost-efficiently to changing locations of supplier and
costumer

Supply flexibility Ability to reconfigure the supply chain

Organizational flexibility Flexibility of labor force skills to adjust to needed
service/demand requirements.

Information system
flexibility

Ability to change information system according to new
circumstances
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3.1 Potential and Execution Flexibility in Supply Chain
Flexibility Planning Models

The model of Pibernik is only described informally here (for the mathematical
depiction see Pibernik 2001). The purpose is to show its functional principle and to
identify the components of planning flexibility.

As a hierarchical planning model the approach has two levels. The first, strategic
one looks on the installation or modification of flexibility potential. The objective
function maximizes the expected surplus of net payments max ENZ for all periods
tðt ¼ 1; . . .; TÞ. In addition to the discount factor ð1þ kÞ�t, the function consists of
the net payments of each period ~N~Ztþ1 which depend on three components. The
first one is the initial situation �s1 in period t ¼ 1 respectively the situation st in
period t ¼ 2; . . .; T . Secondly, the decision of the management has to be taken into
account. It is the decision which flexibility potential should be installed fpinstallj;1 in
t ¼ 1. In all following periods t ¼ 2; . . .; T , a decision has to be made about the
modification fpmod

j;jðtÞ of the installed system. Finally, the stochastic manifestation of

variables has to be considered. They are represented with ~r-;1 in t ¼ 1 and ~r-;t in
t ¼ 2; . . .; T . This strategic level works with net payments which depend on gross
cash flows BZ. They are generated by the second level of the hierarchical model.

In the operational model, a supply chain with the four process-levels supply,
production, storage, and delivery is considered. Maximizing the gross cash flow
maxBZtþ1 in all periods after the installation of the flexibility potential t ¼ 2; . . .; T
is the goal of the objective function. The gross cash flows BZ consist of incomes
and different kinds of costs (e.g. for transportation, production, storage, as well as
exchange rates). The framework of income and costs is given by the three com-

ponents (st, fpj;t and rmðtÞ�p ) of the strategic level.
The described planning approach is a basic model which shows the principle of

flexibility planning in mathematical models. It is structured according to the idea of
hierarchical planning, shown in Fig. 3. Here, management decisions are divided
into two interdependent tasks (Schneeweiß 1995). On the top-level long-term
decisions are made. The model provides decision support about which flexibility
potential should be installed. Information is incomplete and operational develop-
ments have to be anticipated. This is done on the base-level. Costs and profits of the
supply chain performance are estimated here. The radius of action is limited by

Fig. 3 Hierarchical structure
of flexibility planning
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previous choices on the top-level. Using the hierarchical approach for managing
flexibility means potential creating on the top-level which can be used on the
base-level when needed. The available redundancies shall be called potential
flexibility (PF). Planning execution flexibility (EF) means the development of
emergency plans and guidelines to adjust processes in reaction to unexpected
events. As this task considers available potential, it depends on the result of the
top-level planning and is located on the base-level (Pibernik 2001).

Figure 3 summarizes the components of flexibility. PF as well as EF is needed. It
also shows that a hierarchical dependency exists between these dimensions. In
which planning task of the SCPM what kind of flexibility is needed is analyzed in
the next section.

3.2 Potential and Execution Flexibility Requirements
in the SCPM

For the creation of a RoRA supply chain that is able to handle uncertainties, it is
necessary to integrate flexibility planning into the planning tasks of SCM. It has to
be determined whether PF, EF, or both are needed. The analysis starts with the
long-term planning tasks according to the SCPM (Meyr et al. 2008; Stadtler 2005;
Rohde et al. 2000) and then continues with the more operational planning pro-
cesses. As the tasks of Production Planning and Scheduling as well as Distribution
Planning and Transportation Planning are often executed simultaneously, they are
considered together (Stadtler 2005).

Strategic Network Planning defines the structure of the supply chain (Kauder
and Meyr 2009). In contrast to what is often stated in literature on SCM this task
does not automatically involve the whole process from suppliers of raw materials to
end-user. There is no institution that designs the entire supply chain. Supply chains
emerge from cooperation between individual companies. Therefore, Strategic
Network Planning makes decisions about locations of warehouses, production
plants, or possible suppliers within the value creating network of an organization.
The consideration of changes in productivity, demand fluctuation, and emergencies
in Strategic Network Planning lead to the creation of PF.

The planning process starts on the sales side with Demand Planning. A variety
of qualitative and quantitative methods exists to estimate future demand. The nature
of forecasts is that they are not accurate. Differences between forecasts and real
demand are the reason for demand uncertainty. Depending on the scale of the
variance, more or less flexibility is needed. However, flexibility planning is not
done in Demand Planning.

Balancing demand forecasts with available capacities is a major task of Master
Planning. It identifies bottlenecks and uses available flexibility. For this purpose
EF within the organization is needed. In addition to capacity management,
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medium-range lot-sizing is the responsibility of Master Planning (Pibernik and
Sucky 2007). This means, determining not only production quantities but also order
sizes from suppliers. Lot-sizes specify the amount of raw-material and intermediate
as well as finished products that are available for the next production and planning
steps. This framework is again PF which can be used in the following planning
tasks. Out of the perspective of flexibility,Master Planning can therefore be divided
into a level where EF is used and a second level where PF is planned.

Detailed lot-sizing and order quantities are determined within the planning
process of Purchasing and Material Requirements Planning. It uses the
medium-term quantity planning from Master Planning to plan the production of
actual demand or detailed forecasts. EF is utilized to handle bottlenecks and reach
service-levels with low costs. Flexible contracts were designed byMaster Planning.
By using EF this potential is exploited.

Again, depending on the production technology, Production Planning and
Scheduling are executed simultaneously or sequentially. Both tasks are located on
site or even on the production department level. The results of the planning process
are production orders, detailed timetables, order sequences, and staff planning. All
decisions are executed within the framework given by Master Planning.
Concerning flexibility, only EF is applied here.

Distribution and Transportation Planning plans the flow of goods within the
value creating network. Again, the results of Master Planning have to be consid-
ered. Given stock levels and lot-sizes are used to deliver goods to customers or
warehouses. The detailed planning coordinates supply and demand and determines
vehicle routing. This short-term planning uses PF created by Strategic Network
Planning and Master Planning to fulfill customer demands. Therefore EF is
planned and utilized here.

Order promising is the primary task of Demand Fulfillment and Available-to-
Promise (ATP). It consists of matching customer orders with available inventory or
production capability. The latter is called capable-to-promise. EF is used to make
these promises.

Table 3 summarizes the need for flexibility in the tasks of the SCPM. Strategic
and tactical decisions are concerned with PF. The example in Sect. 3.1 shows that
models for planning flexibility in supply chains can help here. The characteristics of
Strategic Network Planning correspond with the assumptions of the presented type
of model. Forecasts about future developments must be taken into account and
investments are significant and long-term. This justifies the high effort of such
planning models. Before such a model is implemented, the selection of an appro-
priated objective function and the right model for the specific situation should be
considered (Scholl 2001). For plans that have to be reviewed more often than the
long-term investment decisions such an effort cannot be justified. The cost-benefit
ratio would not be appropriate. Here, a heuristic that can be performed repeatedly
with low effort is needed to support decisions about PF in Master Planning.
Stochastic optimization models are only designed to give advice for planning PF.
Though the operational level exists, no plans for EF are given.
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Such plans are necessary to react in a timely manner to unexpected events. With
the help of supply chain event management systems such adjustments can be
executed (Liu et al. 2007; Otto 2003; Nissen 2002). Here, decisions are made about
how EF is best used. Therefore, event management systems need guidelines from
the tactical and operative level of the SCPM were EF is planned. Today,
Purchasing and Material Requirements Planning or Distribution and Transport
Planning work with given capacities. They do not consider flexibility. Thoughts
about the tradeoff between costs for the activation of EF and the costs resulting
from unexpected events have to be integrated in the tasks of the SCPM. Also,
emergency plans must be created as guideline for event management systems.

4 Conclusion and Outlook

Flexibility and its planning are key to establishing RoRA supply chains. By looking
at a stochastic dynamic optimization model for flexibility planning in supply chains,
two levels of flexibility could be identified: PF and EF which are related to each
other in a hierarchical way. Only if PF exists are the operational systems able to use
EF to handle uncertainties. By analyzing the SCPM, areas in which flexibility
planning is needed could be determined. This is the case in all tasks but Demand
Planning. Furthermore, the individual tasks of supply chain planning were analyzed
to see whether PF or EF or perhaps both are relevant. Because of their structure,
complexity, and implementation efforts optimization models are only useful for
long-term planning of PF which is done in Strategic Network Planning. Master
Planning is the second task of the SCPM where PF planning is needed. As the
introduced model is too elaborate for this planning level, a heuristic is required that
can easily be applied. Such a heuristic can be developed on the basis of existing

Table 3 Flexibility planning in the SCPM

Planning task Planning purpose Flexibility
planning

Flexibility
level

Strategic network planning Designing structure of
supply chain

Yes Potential

Master planning Capacity leveling Yes Potential and
execution

Purchasing and material
requirements planning

Material supply and
bottleneck management

Yes Execution

Production planning and
scheduling

Creating production plans Yes Execution

Distribution and transport
planning

Material flow management Yes Execution

Demand planning Planning expected demand No –

Demand fulfillment and ATP Planning order execution Yes Execution
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models for flexibility planning. Unfortunately, these approaches give no guideline
for planning EF which is used by supply chain event management to act on
unexpected events. Additional research for integrating EF in the tactical and
operational level of supply chain planning is necessary. It is important that these
planning instruments do not stand for themselves. They have to be part of the
normal SCM process as can be seen in Fig. 4. Here, PF and EF are part of the tasks
in the SCPM. Resulting plans include flexibility aspects. If it were possible to
develop a heuristic planning tool to establish PF and also a pragmatic approach on
how EF is planned and integrated, huge steps in the direction of creating RoRA
supply chains could be done.
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Coordination in Multimodal Supply
Chains: Drafting an Agent-Based
Exchange

René Föhring and Stephan Zelewski

Abstract The more efficient configuration and coordination of multimodal trans-
ports is a topic consistently emerging in the last decades. Different projects, like e.g.
LOGFOR, CODE24 and CENTRAL EUROPE, make efforts to achieve progress in
this area. In this paper an already implemented and tested software prototype for the
configuration of multimodal supply chains is presented. It is described how this
prototype, which emerged from the CODE24 project, is able to facilitate contact
between potential business partners. Subsequently, the paper shows how the
implementation of the prototype and the research into freight exchanges led the
authors of this paper to a new marketplace concept: Agent-based Freight
Exchanges. These yet to be implemented, highly automated and interconnected
marketplaces are designed to address problems commonly associated with existing
intermediaries. They will provide support for decentralized and autonomous soft-
ware agents to perform contractually binding auctions of multimodal freight
transport services. It is also shown how the agents will utilize a double-sided
combinatorial auction model to achieve this. Finally, an outlook on prospective
concepts which support the negotiation of contracts for multimodal transport ser-
vices using multi-agent systems is given.

1 A Brief Introduction to Online Freight Exchanges

Freight exchanges are marketplaces where offers for and demands for transport
services find one another. Contrary to forwarders, which constitute the classic form
of freight mediation, they themselves are no participants in the processing of
transport services. They merely mediate transport services between shippers and
carriers. The majority of the companies specializes in the mediation of truck

R. Föhring (&) � S. Zelewski
Institute for Production and Industrial Information Management, University
of Duisburg-Essen, Universitätsstraße 9, 45141 Essen, Germany
e-mail: rene.foehring@pim.uni-due.de

© Springer International Publishing Switzerland 2016
D. Mattfeld et al. (eds.), Logistics Management, Lecture Notes in Logistics,
DOI 10.1007/978-3-319-20863-3_5

63



freights. By contrast, multimodal transports are being mediated fewest of all
(Merkel and Kromer 2002). Since their origination in the 1970s and 1980s the
freight exchanges conducted their business primarily via telephone, telefax and
BTX. With the advent of the internet in the 1990s and 2000s the rise of e-commerce
platforms opened up new sales channels and provided a more transparent and
comprehensive offer for demanders.

2 Establishment of an Online Freight Exchange Within
the Framework of the CODE24 Project

The multinational joint project CODE24 has been started in the year 2010. For an
overview of the project within the framework of the INTERREG-IVB-NWE pro-
gram of the European Union (EU), it is being referred to Brenienek (2014).

The primary goal of the joint project consists in the integration and advancement
of the activities on the trans-European transport axis no. 24, the main railroad line
through the Swiss Alps, which connects the harbors of Rotterdam and Genoa.

The challenges here are manifold: Comprehensive and publicly accessible
information on how many freight trains will use the corridor is currently missing. It
is also uncertain how much this capacity can be improved through a higher utili-
zation of the existing infrastructure. Finally, a considerable market non-transpa-
rency exists for forwarders that take a transport by rail into consideration, especially
regarding the connection possibilities to freight transports (Endemann et al. 2012).

As a result, a central component of the project is the conception and imple-
mentation of an online freight exchange (Endemann and Kaspar 2011). As a first
step towards this goal, the Institute for Production and Industrial Information
Management of the University Duisburg-Essen systematically ascertained the
requirements of the essential logistical actors for an online rail freight exchange.
This was achieved through the analysis of the relevant literature as well as inter-
views and workshops with industry experts (Bruns et al. 2010; Habib and Bruns
2012; Klippert et al. 2013). Further research results regarding user requirements
were contributed by project partners of the institute (Dörr and Endemann 2014;
Endemann et al. 2012). One of the most important conclusions was that a freight
exchange which only supports rail freight traffic has no realistic market potential.
A detailed market analysis consequently showed that no such online freight
exchange could establish itself on the European transport market in the long term
(Klippert et al. 2013). Especially the transport carrier road has to be involved in
order to be able to exhaust the potential of multimodal transport chains.

The software prototype ORFE (“online rail freight exchange”) was implemented
based on this research. It demonstrates functionalities for the facilitation of contact
between potential business partners and the configuration of multimodal supply
chains. Since the interviewed experts concluded that future users would hesitate to
enter any monetary information, the prototype was build to support the pure
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mediation between potential business partners. As a consequence, it cannot guar-
antee contractually binding business transactions as these have to take place outside
of the online platform after the contact initiation.

For detailed overviews on the concept and software development it is being
referred to Bruns et al. (2012b), Föhring and Zelewski (2013).

After the conceptualization and implementation of the ORFE prototype, the
project consortium agreed that the final version of the prototype would have to be
reimplemented into a commercial software product. Additionally, a viable business
model would have to be developed for its operation. For an early review of this
work it is being referred to Dörr and Endemann (2014).

It was very important for all questioned project partners and also for other
interviewed experts that the future operator of the online freight exchange behaves
in an economically impartial way towards all exchange users. This demand can be
attributed to the high intensity of competition and mutual distrust in the railway
sector (Dörr and Endemann 2014; Klippert et al. 2013).

Currently two potential operators try to establish themselves on the market (Dörr
and Endemann 2014): “Railcargo-Online” (http://www.railcargo-online.com) and
“Freit-One” (http://www.freit-one.de). Both companies were given access to the
ORFE prototype as a working basis and have started operations in late 2013.

3 Real Problems in Operating an Online Freight
Exchange

The research around the CODE24 project revealed further obstacles to the suc-
cessful establishment of an online freight exchange: If the virtual marketplace fails
to reach the critical mass and provide a sufficient mediation rate, forwarders and
transport carriers will keep settling their transactions the traditional way.
Furthermore, freight exchanges are primarily suited for the mediation of transport
services that are dealt with through spot markets, but many transports carried out
within Europe are still bound to contracts. Therefore a potential exchange has to
either control the existing spot market or strengthen the “spot character” of transport
services in general (Merkel and Kromer 2002).

The requirement analysis for the ORFE prototype showed that the establishment
of an online freight exchange in general meets four central real problems:

The first problem is the need for a business model that enables at least the loss-free
operating of the marketplace and specifies a royalty for every user of the online
freight exchange (Bruns et al. 2012a).
The second problem is the disclosure of competition-sensitive data to the future
operator. All participants of a centrally organized marketplace are required to
submit their data to the central operator in order for him to be able to perform his
function as an intermediary. This requires a high confidence in the discretion of the
operator.
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The third problem is the demanded industry experience of the future operator. The
role of the operator of an online freight exchange requires intimate knowledge of
the respective transport sector. Yet at the same time the potential marketplace
members will question his neutrality. It is therefore difficult to find an operator that
has the necessary expertise but is not at the same time a participant of the market in
any form (Bruns et al. 2012a).
The fourth problem is the consideration of multimodal transports. The ability to
configure transports across different carriers is a requirement which can be found
regularly in publications on the requirements for an online freight exchange
(Endemann et al. 2012; Habib and Bruns 2012).

The challenge in solving the first three problems lies in the minimization of the
costs of operation and participation and the believable guarantee of the neutrality,
discretion and expertise of the operator. It becomes apparent that any future online
freight exchange should support multimodal freight traffic by taking several traffic
carriers into consideration for any given transport. Furthermore, it becomes clear
that the first three problems can be attributed to the centralized nature of the
marketplace. A single operator has to bear the costs for the provision of the
infrastructure and will dispose of the data of all members. Moreover, he would have
to reassure potential users about his expertise for the purpose of customer
acquisition.

It should therefore be researched if an automated and decentralized approach
would be an economically attractive alternative to the so far pursued centralized
approaches. The basic premise of this idea is that a network of agents can form an
interconnected marketplace in which they participate as equal trading partners. The
agents are provisioning the computational infrastructure through the combination of
their individual computing power where all agents share the same set of data
amongst themselves. A single, central operator would not be needed, alleviating the
first three real problems. The support of multimodal traffics would be easier to
realize in an automated freight exchange than in an exchange organized in a central
and purely contact mediating way, since the coordination could be left to the agents.
Finally, an agent-based system could even strengthen the “spot character” of
multimodal transport services.

In the following chapter chosen aspects and requirements for the development
and implementation of such an agent-based freight exchange are presented.

4 A Concept for Agent-Based Freight Exchanges

4.1 State of Research

There are not many publications on the topic of “online freight exchange for
transport services in the rail freight traffic”. The majority of the publications on this
topic were published within the project CODE24 at the Institute for Production and
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Industrial Information Management of the University Duisburg-Essen (Föhring and
Zelewski 2013; Klippert et al. 2013; Föhring et al. 2012; Habib and Bruns 2012;
Bruns et al. 2010, 2012b; Bruns and Zelewski 2011). Beyond that, only few
publications exist and from these many merely assert the need for such an exchange
(Endemann and Kaspar 2011; Scheck and Wilske 2011). The usage of double-sided
combinatorial auctions, on the other hand, is discussed elaborately in specialized
literature for different markets (Ackermann et al. 2011; Parkes and Ungar 2001) just
as is the usage of multi-agent systems (Davidsson et al. 2005; Fox et al. 2000;
Jennings 2000).

The paper at hand suggests the merging of these findings on the requirements for
an online rail freight exchange, on the usage of double-sided combinatorial auctions
as well as on the organization of autonomous multi-agent systems in order to enable
the conception and prototypical development of an agent-based freight exchange
(or AFEX for short).

The proposed design is an automated exchange in the form of an electronic
marketplace. It is organized as a decentralized system which is able to function
without a central marketplace operator. The autonomous trade between equal actors
is being enabled by the usage of agents that form a multi-agent system and employ
double-sided combinatorial auctions in order to perform auctions of multimodal
transport services. The subsequent prototypical implementation of AFEX will have
a graphical user interface through which each human user can control his instance
of the agent software.

4.2 Multi-Agent Systems as Decentralized Electronic
Marketplaces

While traditional electronic marketplaces require a central operator, an
AFEX-system has to be able to organize itself in a decentralized way. This means
that, while in case of the central solution all market activity is coordinated by the
marketplace operator, the configuration and coordination of the activities in the
decentralized version happens by the actors themselves. The marketplace operator
is no longer needed as an intermediary; a disintermediation of the trade chain
occurs.

In order to develop a multi-agent system that is capable to coordinate itself
without a central nodal point, the first requirement is that agents have to be able to
locate trade partners. This is a nontrivial problem, as a central authority for
mediating the contact between the agents is missing. This “contact problem” can,
however, be solved if the agent software enables the manual entry of agent
addresses. These describe the necessary information for making contact with
another agent through the internet (i.e. an IP address and a port number).

Every time an agent contacts another agent they exchange all contact informa-
tion known to them. Through this approach each agent gets to know the whole
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network known to the other agent. The agent software then has to save the gathered
contact information in a way that enables it to contact the known agents again after
a restart.

The contact problem can be solved substantially more user-friendly if other
software agents can be discovered without requiring user interaction. For this
purpose there should be one or more predefined agent instances on the internet
whose fixed contact information is embedded in the agent software. These prede-
fined agents have no trading preference but serve as a kind of beacon, i.e. their sole
purpose is to answer contact requests. If a list of these “beacon-agents” is going to
be embedded in all agents and stands at their disposal after installation, they can be
contacted without of the human user.

Figure 1 illustrates the process: Agent A does not yet know other agents beside
the beacon-agent B. He contacts agent B and gets further agent addresses from him,
e.g. those of agent C and agent D. Agent A saves the received contacts and can
recall them again at the next start and approach them without being dependent on
the beacon-agent as a contact mediator.

The advantage of this method is that beacon-agents can be operated, commu-
nicated and used independently of each other. They support the decentralized
organization of the AFEX marketplace since they solve the contact problem without
requiring a user interaction. They are, however, not necessary for operating the
decentralized network (as the human users could always build up their own “contact
networks” with the manual entry method).

4.3 Capturing Trading Preferences

The agent software has to be usable by a human user. For this purpose an agent’s
user can use input masks provided by the user interface to either capture his

Fig. 1 Contact initiation between agents
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preferences for an offer or demand for a transport service. This way he specifies
similar transport-related preference data (for loading and unloading location,
timeframe, etc.) that has also been captured in the ORFE prototype. Figure 2
illustrates this process schematically.

The difference between the ORFE prototype and AFEX becomes apparent
afterwards: After the entry of their preferences the AFEX system does not need
further user interaction. All agents that are in contact with each other exchange their
preferences automatically and thus ensure complete market transparency. The
preferences are hereby transmitted in a unified data format which all agents
understand.

4.4 Coordinating Group Formation

Once started with a set of preferences, agents will always advertise the transport
services their user offers and try to buy those transport services their user demands.
For the sake of simplicity, agents that are offering transport services will be called
“suppliers” in this paper (and agents that are demanding transport services
“demanders”).

All agents know the preferences of all other agents in their network and all
preference data is exchanged in a unified format. Therefore it is possible for
demanders to determine whether or not the transport services offered by a subset of
suppliers can be combined in a way to accommodate at least one of their demands.
If this is the case, the demander in question will contact the relevant suppliers and
look for a “group” in which the demanded goods (transport services) are advertised.
If no such group can be found, the demander will ask the suppliers to form one. In
this group the agents will be able to auction the demanded goods. Other agents can
find and join the group. Sometimes a demander will conclude that two groups
would have to combine their auctioned goods to be able to accommodate one of his

Fig. 2 Input process for a demand for a transport service
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demands. In these cases he can ask both groups to merge in order to form a larger
group which addresses more suppliers and demanders.

This way, the demanders in a network assist the suppliers in forming the right
groups to ensure constant trading of the demanded goods in the network.

Figure 3 shows a schematic representation of a small AFEX system where two
groups have formed: In group 1 two suppliers are offering two goods to one
demander, in group 2 four suppliers are offering six goods to four demanders.

The group concept not only enables agents to frame the coordination of their
efforts but also ensures that all participants in a group are interested in the offered
goods. These aligned interests are a perquisite for the negotiation of prices.

4.5 Using Double-Sided Combinatorial Auctions for Price
Negotiation

The pricing between buyer and seller is a challenge any marketplace faces. Three
pricing models can be made out (Grieger 2003):

• The bulletin board model that serves primarily for the publication of adver-
tisements and as a pure information and contact platform (this variation was
implemented in the ORFE prototype).

• The fixed price model in which case the supplier and demander specify the final
price for the service being in demand or offered.

• Virtual exchanges made possible by the internet that offer its members a
dynamic pricing with the help of auctions.

Fig. 3 Group formation

70 R. Föhring and S. Zelewski



For the design of an AFEX system, the chosen concept should ensure an efficient
auction of the traded transport services. From the three mentioned alternatives, this
requirement can be only met by the dynamic pricing through auction. The choice of
auction form is crucial for the efficiency of the auction execution (Ausubel and
Cramton 1998; Krishna and Perry 1998). There are two reasons why the employ-
ment of the double-sided auction form, in which case the auction participants can
appear as buyer and as seller, is reasonable: Firstly, many exchanges and resource
markets in the real world are organized as double-sided auctions (Yang 2002).
Secondly, the participants are not assigned dedicated roles (“supplier” or
“demander”) but can act as both at any point according to their preferences.

In order to be able to depict multimodal transport services in an auction, other
dimensions next to the price have to be taken into account when computing the
optimal allocation of goods. Multidimensional auctions promise a high allocative
efficiency despite the possibly complex preferences of the participants concerning
the traded dimensions. Combinatorial auctions, sometimes called combinatorial
exchanges, are very well researched multidimensional auctions that make it pos-
sible for participants to submit bids for indivisible combinations of goods and only
win the bid if they receive exactly the desired combination (Bichler et al. 2005).

Resulting from these considerations it becomes clear that a double-sided com-
binatorial auction model meets the previously mentioned requirements. But while
double-sided combinatorial auctions have major economic advantages, their com-
putational complexity is a well-documented challenge that can be seen as a dis-
advantage (Sandholm et al. 2002). This complexity largely stems from the fact that
each participant in a combinatorial auction has to submit bids for all relevant
combinations, which means that the number of bids grows exponentially as the
number of participants increases.

An AFEX system mitigates this issue by pre-selecting the participants of each
auction through the previously described formation of groups and the concept of
“ad hoc auctions”.

4.6 Ad Hoc Auctions

The fact that an autonomously coordinated exchange without a central operator
lacks the central figure of the auctioneer, who performs the auction and decides on
the final allocation of goods, constitutes a design challenge. The agents do not only
have to find each other and form groups based on their preferences but also have to
coordinate the initiation and implementation of auctions by themselves.

After a group has formed and a sufficient number of suppliers and demanders
have joined, the group is declared “complete” and the auction starts. For this
purpose the agents carry out a spontaneous “ad hoc auction”.

The difference between ad hoc auctions and “normal” auctions in centralized
marketplaces is that the auctioneer is dynamically selected from the crowd of
suppliers in a group. The role of the auctioneer falls to the supplier that tries to sell
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the highest number of goods or, if several suppliers make an equal number of offers,
that supplier which entered the group first.

The auctioneer carries out a double-sided combinatorial auction according to the
auction model and subsequently specifies the final allocation of goods within the
group. After all participants agree to this new distribution the group dissolves.

This approach pairs well with the concept of loosely-coupled groups described
before: Groups are not only a way to frame the context of an auction by ensuring
that all participants are interested in the offered goods but also limit its complexity
by limiting the number of participants. Handing the computationally expensive
calculations needed to perform the auction to the supplier side is a design decision
based on the assumption that suppliers have a natural interest in providing a solid
technical foundation in order to enable auctions of the goods they offer.

4.7 Implications

The outlined marketplace concept AFEX should provide three implicit advantages
in contrast to conventional approaches:

Equality—all members of the market are subject to the same rules of action.
Although agents are started with individual preferences, they cannot deviate
one-sidedly regarding their strategy, which is deposited in the software.
Efficiency—the usage of the double-sided combinatorial auctions allows for opti-
mal solutions for pricing through the deployment of mathematical models. The
efficiency criteria can be specified in a goal-oriented way during the design phase.
Transparency—from the point of view of the software agents the conditions of the
market and the market activity are completely transparent: all agents make contact
among themselves and exchange their trading preferences.

In addition, the described approach provides a realistic modeling of the roles
played by the members of the marketplace. Agents do not only act explicitly as
supplier or demander but also (analogously to operators in the real world) play
either the role of a supplier or a demander dependent on the context.

5 Summary and Outlook

This paper addressed the efforts to establish an online freight exchange for the
mediation of multimodal transport services using the example of the European rail
freight traffic. The research on online freight exchanges, the development of the
prototype ORFE and the challenges that any new freight exchange will face have
been described. The investigation of these problems resulted in the draft of an
innovative marketplace concept: AFEX, an online freight exchange that is based on
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autonomous software agents. Selected requirements for the development of these
decentralized and autonomously trading agents have been outlined.

The next steps are the development of an adaptive agent behavior that is able to
adjust to different situations, a generic traffic route notation for the description of
transport routes and a description language for the offer and demand for transport
services within auctions.

The last step will be the combination and implementation of all mentioned
aspects into a prototypical agent software.
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Flexibility of 3PL Contracts: Practical
Evidence and Propositions on the Design
of Contract Flexibility in 3PL
Relationships

Ute David

Abstract In 3PL relationships, complex, customised services are provided based
on multi-year contracts. As practice reveals, contract design poses a major chal-
lenge to 3PL providers and clients. Contracts need to enable handling of changing
requirements and contingencies that arise during contract terms. Contracts are
designed flexible utilising specific flexibility mechanisms. These flexibility mech-
anisms reveal strengths and weaknesses depending on relationship characteristics.
Inappropriate contracts provoke dissatisfaction, contract terminations, and trans-
action costs. The paper describes the use, strengths and weaknesses of flexibility
mechanisms in 3PL contracts drawing on theoretical and practical analyses. Based
on theory and practice, propositions and needs of further research are outlined.

1 Introduction

Outsourcing of complex logistics services plays a major role in commercial and
industrial companies’ business activities. The outsourcing companies aim at
increasing their flexibility, saving costs, and concentrating on core competencies
(Sanchis et al. 2012; Handfield et al. 2013). For these companies, logistics services
are no core competency but a competitive factor as insufficient logistics perfor-
mance leads to competitive disadvantage (Weber and Wallenburg 2010; Deepen
2007; Lusch and Vargo 2012).

Third-party logistics (3PL) involves complex, customised logistics services and
specific investments. Clients depend on the providers as complex and customised
services are not directly available from other firms. 3PL providers make specific
investments that cannot completely or without additional costs be used for alter-
native business. This increases dependencies of 3PL providers on their clients
(Hsuan and Prockl 2013; Williamson 2008). The multi-year duration implies
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dependencies and risks of cooperation for the contracting parties. Long-term rela-
tionships and investments lead to lock-in effects. As 3PL contracts are limited in
their duration and applicability, renewals, adjustments, and extensions at specific
conditions and points in time are necessary (Mühlencoert 2012).

Due to the characteristics of 3PL relationships, 3PL contracts are a specific
challenge compared to other contracts. 3PL contracts need to be designed according
to the particular requirements of service provision (Williamson 2000; Lumineau
and Quélin 2012; Argyres et al. 2007; Lusch and Vargo 2014). Inadequate contracts
hinder efficient collaboration and service provision, and reduce satisfaction. This
increases the possibility of contract terminations that come with significant costs
(Hofmann 2008; Wallenburg et al. 2010; Nyaga et al. 2010; Cabral et al. 2014).

In complex multi-year 3PL contracts, the requirements are not completely evi-
dent ex ante. During the term of contracts, contingencies arise and requirements
change (Riordan and Williamson 1985). Foreseeing and planning of all contin-
gencies is impossible or unreasonably costly (Lumineau and Quélin 2012; Argyres
et al. 2007). Contracts cannot include all information ex ante (Yang et al. 2012). In
order to handle incomplete information and contingencies, contracts are designed
flexible to enable ex post adjustments as information and contingencies reveal
(Yang et al. 2012). Depending on specific relationship characteristics, contract
mechanisms come with strengths and weaknesses (Lumineau and Quélin 2012;
Argyres et al. 2007; Williamson 2000).

In order to design contracts appropriately, relationships and contracts need to be
analysed in detail. Such detailed analyses are not provided by research (Yang et al.
2012; Schepker et al. 2014). Empirical research on formal contracts concerns rather
general influencing factors and dimensions (e.g. Van Hoek 2000; Wallenburg and
Schäffler 2014). Dimensions of legal contracts that are addressed in research are
formalisation in general (Schmoltzi and Wallenburg 2012), the extent to which
contracts are detailed and fixed (Van Hoek 2000), and mechanisms like process
control and formal controls (Wallenburg and Schäffler 2014). Relational gover-
nance is mainly analysed in terms of trust and commitment (e.g. Wallenburg et al.
2011; Kwon and Suh 2004).

This paper presents theoretical foundations and practical analyses of 3PL rela-
tionships and contracts. The use, strengths and weaknesses of flexibility mecha-
nisms are examined in light of relationship characteristics. These analyses lead to
propositions about the use of flexibility mechanisms.

The paper is structured as follows: The subsequent chapter provides theoretical
foundations and the design of practical research. Then, 3PL success, drivers for
adjustments and the use, strengths and weaknesses of flexibility mechanisms are
discussed. Based on this, propositions and issues for further research are outlined.
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2 Research Design

As theoretical foundations, contract theories, resource based view (RBV), principal
agent theory (PA theory), and transaction cost economics (TCE) are described.
Practical analyses draw on in-depth interviews and contract analysis.

2.1 Theoretical Foundations

Theoretical foundations of contract design are contract theories. Following the
classical theory, contracts are complete and rigid without opportunities for adjust-
ments. This requires that all information and contingencies are known ex ante when
designing contracts (Narayanan and Narasimhan 2014). In 3PL, complete infor-
mation on all contingencies during the contract term is not available or comes with
high costs (Lumineau and Quélin 2012; Argyres et al. 2007). Multi-year 3PL
contracts are necessarily incomplete (Williamson 1998). In order to govern
long-term relationships, the legal perspective is not sufficient when designing and
implementing 3PL contracts. This becomes clear as a 3PL client states:

You can conclude a 3PL contract that is designed from a legal view, but you cannot ‘live’
it. (3)

An economic concept relevant for 3PL is the RBV. RBV describes resources as
drivers of performance such as financial and logistics performance, and competitive
advantage. By collaborating with external entities, firms gain access to additional
resources as compared to the internal resources (Chen et al. 2010; Yeung et al.
2012). 3PL provider’s resources and their suitability to the client’s needs are par-
ticularly relevant for the performance in 3PL relationships (e.g. Liu and Lyons
2011; Lai 2004).

The PA theory considers the separation of ownership and control that is apparent
in 3PL relationships between independent clients (principals) and providers
(agents). In relationships between independent entities, agents have incentives to
deviate and principals need to set appropriate incentives and monitor the agents’
activities. PA theory focuses on single agents and considers contracts as incentive
mechanisms from an ex ante perspective (Williamson 1996).

TCE considers contracts in the ex post implementation phase (Williamson
2000). Major determinants of relationship success are the transaction costs that arise
during relationships. Transaction costs arise ex ante for planning, design and
conclusion of contracts. Ex post transaction costs occur for implementation,
monitoring and maladaptation. Governance mechanisms such as contracts are used
to minimise transaction costs (Williamson 1979). TCE provides a framework to
analyse governance mechanisms in outsourcing relationships (Halldórsson and
Skjøtt‐Larsen 2006). In order to ensure and coordinate efficient interaction and
service provision, contracts need to be designed according to relationship
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requirements (Williamson 2000, 2008). This work draws on TCE as main theory
foundation.

Referring to the assumptions of TCE, contract parties are subject to incomplete
information, bounded rationality, and opportunism. In 3PL relationships, these
assumptions apply. Due to the complex and uncertain conditions, not all infor-
mation is known to the providers and clients. The contracting parties act boundedly
rational and make arrangements and start exchanges under incomplete information
(Williamson1981, 1985). Incomplete information and incomplete contracts give
rise to opportunistic behaviour as contract parties exploit the relationships and
contracting partners to their individual benefit (Williamson 1991).

Building on TCE, relationships differ with respect to the parameters uncertainty,
frequency of interaction, and specific investments (Williamson 1981). These criteria
influence the risks of opportunism (Carson et al. 2006). 3PL contracts are char-
acterised by uncertainties and highly frequent interactions. Specific investments
accrue as the contracting parties invest in specialised processes, know-how, and
equipment. This raises dependencies and increases incentives to maintain and
extend relationships (Hsuan and Prockl 2013; Williamson 2008; Drodofsky 2011;
Nakos and Brouthers 2008; Large 2011). Specific investments are a major chal-
lenge when requirements are uncertain and changing. Dependencies raise risks of
opportunism (Williamson 2008; Reeves et al. 2010). Appropriate contracts prevent
opportunism and reduce transaction costs (Williamson 1991).

Further elements in multi-year relationships are relational factors (Macneil 1978;
Parkhe 1993). These include trust, previous experience and expectations of
long-term relationships as well as norms, customs and conventions that promise
sanctions in case of deviations (Lumineau and Quélin 2012; Schepker et al. 2014;
Knemeyer and Murphy 2005). In incomplete, complex contracts, relational factors
decrease the risks of opportunism and support the long-term implementation
(Leuschner et al. 2014; Reeves et al. 2010; Wallenburg and Lukassen 2011).
Service-dominant logic points out that the value of service provision evolves over
time. Experience and continued exchange are particular factors that create benefits
of service provision (Lusch and Vargo 2014).

2.2 Practical Analyses

Foundations for practical analyses are ten semi-structured in-depth phone inter-
views that took between 30 and 60 min each. The interviews were conducted in a
three months time period between August and November 2014. Table 1 provides
characteristics of the companies and experts involved. In the wrap-up, the record-
ings were verified by the interviewees. The sample represents enterprises from
different German industries including machinery and equipment manufacturing,
high-tech, chemicals and logistics service providers. The interviewees provide
logistics, supply chain, purchasing, management and legal backgrounds. The
enterprises experience similar challenges regarding 3PL contract design.
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The logistics service providers focus 3PL services and carry out complex and
customised warehousing, additional and value-added services. The client firms
include large and medium-sized enterprises with limited as well as broad interna-
tional orientation. Some purchase complex warehousing services including inven-
tory and order management. Others also obtain customisation, logistics planning
and IT services from 3PL providers. The services are partially or fully customised.

The use of flexibility mechanisms under different circumstances is analysed in a
sequence of contracts. Contract adjustments enable insight into the development of
flexibility mechanisms as requirements change. By means of the adjustments, the
contracts are supposed to better match new requirements, and improve applicability
and efficiency within the 3PL relationship.

The results of the in-depth interviews and contract analyses are structured and
compared. The findings apply to other enterprises in the sample and supposedly a
large number of further enterprises in 3PL relationships. The text refers to the
interviews utilising the numbering in Table 1.

3 Use, Strengths, and Weaknesses of Flexible 3PL
Contracts

In the following, the use, strengths, and weaknesses of flexible 3PL contracts are
discussed drawing on extant literature and statements from practice.

3.1 Success of 3PL Relationships

Contracts minimise transaction costs and take functions of control and safeguard-
ing, coordination and adaptation (Schepker et al. 2014; Malhotra and Lumineau

Table 1 Sample

Industry Size Expert position

1 Machinery and equipment manufacturer Mid Logistics manager

2 High-tech/consumer goods Mid Global head of logistics

3 High-tech/electronics Mid Head of logistics

4 High-tech/multimedia Large Legal

5 Automotive supplier Large Head of logistics

6 Automotive supplier Large Head of logistics purchasing

7 Chemicals Mid Procurement

8 3PL provider Large Legal

9 3PL provider Mid Managing director

10 3PL provider Large Key account manager entertainment
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2011; Ryall and Sampson 2009; Lumineau and Quélin 2012). Successful 3PL
contracts ensure effective and efficient collaboration between providers and clients.
These contracts last long, avoid early terminations, and improve the possibility of
contract renewals and extensions.

During long-term relationships, collaboration and service provision improve as
the contracting parties get accustomed and enhance processes and coordination.
Long-term relationships enable efficient utilisation of investments so that price
conditions improve (9). If contracts are renewed and not terminated, no switching
costs accrue. Switching costs include transaction costs for contract terminations and
phase-out, tenders, negotiations for new contracts, and set-up of relationships.
Switching also comes with performance losses and delays in service provision (1, 2,
4, 5, 6). If new contracting partners do not have previous experiences, switching
costs also arise due to uncertainties about the new partners (Hofmann 2008;
Wallenburg et al. 2010; Nyaga et al. 2010; Cabral et al. 2014). These transaction
costs play a major role in decision making (4, 6, 9).

A crucial factor for long-term success of 3PL relationships is client satisfaction
regarding the interaction and collaboration in the relationship (Large 2011; Cahill
et al. 2010; Stank et al. 1999; interviews 3, 6). The clients can determine the value
of service provision (Lusch 2011; interview 9) and satisfaction is the direct result of
an efficient relationship (Poppo and Zenger 2002).

3.2 Drivers of Ex Post Adjustments

In the course of long-term 3PL relationships, changing requirements give rise to ex
post adjustments of contracts. Volumes deviate from the plans so that the services
cannot be fulfilled under the conditions initially agreed upon. In case of repeated
increases and decreases of volumes, service providers need to have additional
capacities available and handle idle capacities (9, 10).

Contracts allow for varying volumes. Volumes that are covered by a contract are
typically limited within specific boundaries. If volume exceeds these boundaries,
appropriate service provision cannot be ensured. In these cases, pricing and further
conditions of service provision are renegotiated (6, 8, 9). Changing customer
requirements and processes initiate ex post contract adjustments. Improving internal
processes that influence service provision induces decreasing costs that are passed
on to the contracting partners. This is particularly the case the longer 3PL rela-
tionships exist (2, 9).

One driver of volume, requirement and process changes are adjustments of
business models. If 3PL clients change their ways of distribution and structure of
customers, requirements for 3PL service provision alter significantly. A change of
the distribution concept from indirect B2B to direct B2C distribution implies that
large amounts of small orders need to be handled instead of small amounts of large
orders. This demands considerably different processes and IT. Such changes even
imply that contracts are terminated and other 3PL providers are employed (2).
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3.3 Flexibility Options

Contracts are designed flexible by including flexibility options. These include
renegotiation options, flexible pricing, incentive contracting, short contract duration
and early termination clauses (Harris et al. 1998). Renegotiations during the con-
tract term offer opportunities to react to foreseen and unforeseen changes. In the
course of renegotiations, selected parts or all elements of contracts are changed.
Renegotiations are allowed at specific points in time or when specific conditions
apply (Harris et al. 1998). Renegotiations enable the contracting parties to postpone
decisions that are difficult to agree upon during the initial contract negotiations.
This is the case if necessary information is missing or the contracting parties differ
in their positions (7, 8, 9).

Renegotiations, however, come at considerable costs. They induce transaction
costs for administration, contract design, and technical issues (Argyres et al. 2007;
Schepker et al. 2014). Renegotiations imply uncertainties and increase the risks of
opportunism (Reuer and Ariño 2002; Argyres and Mayer 2007). Renegotiations are
regarded beneficial as uncertainties are high and unforeseen changes occur. The
risks of opportunism are particularly relevant as dependencies increase (Williamson
1991). This is considered in P-I:

P-I: (1) The higher the uncertainties or (2) the lower the dependencies between the
contracting parties are, the more favourable are renegotiation options.

Dependencies between the contracting parties are particularly relevant in 3PL
relationships that involve complex and customised services. 3PL providers expe-
rience dependencies as they set up specialised service provision. They cannot
employ the capacities in other contracts without incurring additional costs (8, 9).
Complexity and customisation imply dependencies for clients as they cannot obtain
the services from other providers at the same conditions. Changing service pro-
viders implies switching costs which tie clients to 3PL providers (1, 2, 4, 5, 6).

As renegotiations take considerable effort and time, contracting parties consider
them as barriers to operational performance. Practice focuses on precise adjustment
mechanisms to concentrate on fulfilling the operational tasks (9). One precise
adjustment mechanism is flexible pricing. Remuneration for 3PL providers then
comprises of fixed and variable components that depend on volumes handled. Price
adjustments further build on increasing wages and operating expenses. Pricing
adjustments enable the supplier to keep up with service provision even when
volumes or other conditions change (3, 9).

Another element of pricing is incentive contracting. Within bonus malus sys-
tems, high performance is rewarded with additional compensation and low per-
formance is punished using penalty fees (Sols et al. 2007; Harris et al. 1998).
Incentive contracting enables 3PL clients to remunerate the actual achievement and
stimulate high performance. At the same time, incentive contracting comes with
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high transaction costs for setting performance indicators, reward and penalty
schemes, and enforcement and monitoring. Incentive contracting is particularly
relevant as services become more customised and essential for the client’s business
(5). This leads to proposition P-II:

P-II: The more (1) customised or (2) critical the services are for the client, the more
efficient is incentive contracting.

Short contract durations increase flexibility as contracting parties are able to
conclude new contracts and switch partners after a short period of time. This is also
implied by early termination clauses that allow for contract terminations prior to the
agreed expiration date if predefined conditions occur. Contract terminations induce
significant switching costs (Hofmann 2008; Wallenburg et al. 2010; Nyaga et al.
2010; Cabral et al. 2014). Considering short contract durations or early termina-
tions, 3PL providers compare switching costs with potential savings or profit
increases in alternative business (9). 3PL clients consider the switching costs, but
neglect the potential savings that might come with new contracts and different 3PL
providers (3). If specific investments are involved, short contract durations worsen
contract conditions as providers’ average costs and therefore prices increase. Early
termination clauses imply that contracting parties are uncertain if their investments
can be utilised during a sufficiently long time (9). This implies P-III:

P-III: The higher the specific investments are, the less beneficial are (1) short
contract durations or (2) early termination clauses.

3.4 Development of 3PL Contracts

The flexibility options are combined within the scope of 3PL contracts. They are
applied differently as relationship characteristics change. This is illustrated on the
basis of a sequence of contract adjustments.

The considered relationship is characterised by high uncertainty, low trust and
no experience between the contracting parties. Remuneration is set as a fixed price.
A bonus malus system allows for limited additional payments and penalties. These
arrangements do not provide considerable flexibility. Limited flexibility is induced
by including early termination clauses and short periods of notice. The contract is
intended to last for five years and termination clauses enable regular contract ter-
minations. These mechanisms provide limited flexibility to account for highly
uncertain circumstances, low trust and no experience between the companies. The
fixed price is set relatively high as the termination options induce the risk that the
investments cannot be earned during the life of the contract (3).

These arrangements are not applicable as additional specific investments are
necessary and volumes vary over time. In light of specific investments, the contract
duration and the period of notice are extended significantly. For handling of volume
changes, variable compensation is introduced. If volume exceeds the planned level,
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additional payments apply. These contract arrangements provide flexibility taking
into consideration specific investments and volume changes. Flexibility shifted
from termination to pricing flexibility and is still limited. Limited flexibility is
beneficial in particular as specific investments are involved (3).

The benefits of limited flexibility are of decreasing relevance as the contract
parties build up trust and experience in collaboration. As these circumstances
emerge, fixed remuneration is reduced, and the variable compensation option and
the bonus malus system are strengthened. Contract duration is shortened. These
arrangements offer increased flexibility and enable contract execution under the
conditions of high uncertainty, specific investments, increasing trust and experience
between provider and client (3). This implies proposition P-IV:

P-IV: The stronger the trust between the contracting parties, the more beneficial are
(1) short contracts or (2) early termination clauses even though specific investments are
involved.

4 Conclusion

This paper presents the use, strengths and weaknesses of flexibility mechanisms in
3PL contracts. Flexible contracting is particularly important in 3PL relationships as
not all information and contingencies that arise during the life of contracts are
known ex ante. Flexibility mechanisms enable contracts to be adjusted as contin-
gencies occur and requirements change. Appropriate contracts minimise transaction
costs, and ensure adequate service provision and collaboration. This improves client
satisfaction and ensures long lasting relationships (Large 2011; Cahill et al. 2010;
Stank et al. 1999).

The use, strengths and weaknesses of flexibility mechanisms need to be
understood in light of relationship requirements (Williamson 2000; Lumineau and
Quélin 2012; Argyres et al. 2007; Lusch and Vargo 2014). In order to design
appropriate contracts, detailed analyses of relationship requirements and contracts
are necessary. This paper provides practical evidence and propositions for the
design of efficient 3PL contracts. The analyses are based on theoretical foundations
and incorporate practical analyses from a variety of industries and areas of
expertise. However, the analyses need to be extended to a more comprehensive
sample and tested in quantitative analyses. The propositions span areas for further
research.

References

Argyres NS, Mayer KJ (2007) Contract design as a firm capability: an integration of learning and
transaction cost perspectives. Acad Manag Rev 32(4):1060–1077

Argyres NS, Bercovith J, Mayer KJ (2007) Complementarity and evolution of contractual
provisions: an empirical study of IT services contracts. Organ Sci 18:3–19

Flexibility of 3PL Contracts: Practical Evidence … 83



Cabral S, Quélin BV, Maia W (2014) Outsourcing failure and reintegration: the influence of
contractual and external factors. Long Range Plan 47(6):365–378

Cahill DL, Goldsby TJ, Knemeyer AM, Wallenburg CM (2010) Customer loyalty in logistics
outsourcing relationships: an examination of the moderating effects of conflict frequency. J Bus
Logist 31(2):253–277

Carson SJ, Madhok A, Wu T (2006) Uncertainty, opportunism, and governance: the effects of
volatility and ambiguity on formal and relational contracting. Acad Manag J 49:1058–1077

Chen H, Tian Y, Ellinger AE, Daugherty PJ (2010) Managing logistics outsourcing relationships:
an empirical investigation in china. J Bus Logist 31:279–299

Deepen JM (2007) Logistics outsourcing relationships: measurement, antecedents, and effects of
logistics outsourcing performance. Springer, Heidelberg

Drodofsky M (2011) Beendigung von Kontraktlogistikbeziehungen - Dienstleisterperspektive. In:
Sucky E, Asdecker B, Dobhan A, Haas S, Wiese J (eds) Logistikmanagement, Logistik und
supply chain management, Bamberg, pp 233–252

Halldórsson A, Skjøtt-Larsen T (2006) Dynamics of relationship governance in TPL arrange-
ments: a dyadic perspective. Int J Phys Distrib Logist Manag 36(7):490–506

Handfield R, Straube F, Pfohl H-C, Wieland A (2013) Trends and strategies in logistics and supply
chain management: embracing global logistics complexity to drive market advantage,
Hamburg

Harris A, Giunipero LC, Hult GTM (1998) Impact of organizational and contract flexibility on
outsourcing contracts. Ind Mark Manag 27:373–384

Hofmann E (2008) Vom Outsourcing zum Insourcing: Organisatorische Alternativen und Wege
zur Beendigung von Geschäftsbeziehungen. Zeitschrift für Organ 77(2):104–113

Hsuan J, Prockl G (2013) Measuring service individuality in third party. In: Arnäs PO,
Arvidsson N, Bergqvist R, Johansson M, Pahlén P-O (eds) Proceedings of the 25th NOFOMA
conference, Göteborg

Knemeyer AM, Murphy PR (2005) Exploring the potential impact of relationship characteristics
and customer attributes on the outcomes of third-party logistics arrangements. Transp J 44
(1):5–19

Kwon I-WG, Suh T (2004) Factors affecting the level of trust and commitment in supply chain
relationships. J Supply Chain Manag 40:4–14

Lai K-H (2004) Service capability and performance of logistics service providers. Transp Res E
Logist Transp Rev 40(5):385–399

Large RO (2011) Partner-specific adaptations, performance, satisfaction and loyalty in third-party
logistics relationships. Logist Res 3:37–47

Leuschner R, Carter CR, Goldsby TJ, Rogers ZS (2014) Third-party logistics: a meta-analytic
review and investigation of its impact on performance. J Supply Chain Manag 50(1):21–43

Liu C-L, Lyons AC (2011) An analysis of third-party logistics performance and service provision.
Transp Res E Logist Transp Rev 47:547–570

Lumineau F, Quélin BV (2012) An empirical investigation of interorganizational opportunism and
contracting mechanisms. Strateg Organ 10(1):55–84

Lusch RF (2011) Reframing supply-chain management: a service-dominant logic perspective.
J Supply Chain Manag 47(1):14–18

Lusch RF, Vargo SL (2012) Gaining competitive advantage with service-dominant logic. In:
Lilien GL, Grewal R (eds) Handbook on business to business marketing, Cheltenham, pp 109–
124

Lusch RF, Vargo SL (2014) Service-dominant logic: premises, perspectives, possibilities.
Cambridge University Press, Cambridge

Macneil IR (1978) Contracts: adjustment of long-term economic relations under classical,
neoclassical, and relational contract law. Northwest Univ Law Rev 72:854–905

Malhotra D, Lumineau F (2011) Trust and collaboration in the aftermath of conflict. Acad Manag J
54(5):981–998

Mühlencoert T (2012) Kontraktlogistik-Management: Grundlagen - Beispiele - Checklisten.
Wiesbaden

84 U. David



Nakos G, Brouthers KD (2008) International alliance commitment and performance of small and
medium-size enterprises: the mediating role of process control. J Int Manag 14:124–137

Narayanan S, Narasimhan R (2014) Governance choice, sourcing relationship characteristics, and
relationship performance. Decis Sci J 45(4):717–751

Nyaga GN, Whipple JM, Lynch DF (2010) Examining supply chain relationships: do buyer and
supplier perspectives on collaborative relationships differ? J Oper Manag 28:101–114

Parkhe A (1993) Strategic alliance structuring: a game theoretic and transaction cost examination
of interfirm cooperation. Acad Manag J 36:794–829

Poppo L, Zenger T (2002) Do formal contracts and relational governance function as substitutes or
complements. Strateg Manag J 23:707–725

Reeves KAJ, Caliskan F, Ozcan O (2010) Outsourcing distribution and logistics services within
the automotive supplier industry. Transp Res E 46:459–468

Reuer JJ, Ariño A (2002) Contractual renegotiations in strategic alliances. J Manag Gov 28:47–68
Riordan MH, Williamson OE (1985) Asset specificity and economic organization. Int J Ind Organ

3:365–378
Ryall MD, Sampson RC (2009) Repeated interaction and contract structure: evidence from

technology development contracts. Manag Sci 55:906–925
Sanchís-Pedregosa C, del Mar González-Zamora M, Machuca JAD (2012) Identifying the

objectives of outsourcing logistics services as a basis for measuring its financial and operational
performance. Eng Technol 69:909–915

Schepker DJ, Oh W-Y, Martynov A, Poppo L (2014) The many futures of contracts: moving
beyond structure and safeguarding to coordination and adaptation. J Manag Gov 40(1):193–225

Schmoltzi C, Wallenburg CM (2012) Operational governance in horizontal cooperations of
logistics service providers: performance effects and the moderating role of cooperation
complexity. J Supply Chain Manag 48:53–74

Sols A, Nowicki D, Verma D (2007) Defining the fundamental framework of an effective
performance-based logistics contract. Eng Manag J 19(2):40–50

Stank TP, Goldsby TJ, Vickery SK (1999) Effect of supplier performance on satisfaction and
loyalty of store managers in the fast food industry. J Oper Manag 17:429–447

Van Hoek RI (2000) The purchasing and control of supplementary third-party logistics services.
J Supply Chain Manag 36:14–26

Wallenburg CM, Lukassen P (2011) Proactive improvement of logistics service providers as driver
of customer loyalty. Eur J Mark 45(3):438–454

Wallenburg CM, Schäffler T (2014) The interplay of relational governance and formal control in
horizontal alliances: a social contract perspective. J Supply Chain Manag 50:41–58

Wallenburg CM, Cahill DL, Goldsby TJ, Knemeyer AM (2010) Logistics outsourcing
performance and loyalty behaviour. Int J Phys Distrib Logist Manag 40(7):579–602

Wallenburg CM, Cahill DL, Knemeyer AM, Goldsby TJ (2011) Commitment and trust as drivers
of loyalty in logistics outsourcing relationships: cultural differences between the united states
and Germany. J Bus Logist 32:83–98

Weber J, Wallenburg CM (2010) Logistik- und supply chain-controlling. Stuttgart
Williamson OE (1979) Transaction-cost economics: the governance of contractual relations. J Law

Econ 22(2):233–261
Williamson OE (1981) The economics of organization: the transaction cost approach. Am J Sociol

87(3):548–577
Williamson OE (1985) The economic institutions of capitalism: firms, markets, relational

contracting. Springer, New York
Williamson OE (1991) Comparative economic organization: the analysis of discrete structural

alternatives. Adm Sci Q 36:269–296
Williamson OE (1996) The mechanisms of governance. Springer, New York
Williamson OE (1998) TCE: How It Works. Where It is Headed. De Economist 146(1):23–58
Williamson OE (2000) The new institutional economics: taking stock, looking ahead. J Econ Lit

38(3):595–613

Flexibility of 3PL Contracts: Practical Evidence … 85



Williamson OE (2008) Outsouring: TCE and supply chain management. J Supply Chain Manag 44
(2):5–16

Yang C, Wacker JG, Sheu C (2012) What makes outsourcing effective? a transaction-cost
economics analysis. Int J Prod Res 50(16):4462–4476

Yeung K, Zhou H, Yeung ACL, Cheng TCE (2012) The impact of third-party logistics providers’
capabilities on exporters’ performance. Int J Prod Econ 135(2):741–753

86 U. David



Part IV
Resource Management



Extended Model Formulation
of the Facility Layout Problem with Aisle
Structure

Armin Klausnitzer and Rainer Lasch

Abstract An efficient layout arrangement and its aisle structure are particularly
important due to material handling costs, which directly affect product costs.
Traditionally this is a procedure of sequential steps. In recent literature there exist a
few approaches to handle layout arrangement and aisle structure simultaneously
using heuristics. Only one approach could be found to solve it exactly, but with a
lack of exactness due to its discrete representation. In this article, a mixed integer
programing model (MIP) is proposed to achieve an arrangement of equipment with
fixed shapes, input/output points, and aisle structure with predefined widths
simultaneously and exactly. Furthermore, a continuous representation is considered.
For that purpose the MIP model of Kim and Kim (2000) is modified to reduce
computing time and is enhanced later on to consider aisles. The applicability is
demonstrated by a small computational test.

1 Introduction

One of the most researched and still challenging issues is the facility layout problem
(FLP). It deals with the arrangement of equipment like machinery, cells, and
departments, as well as human resources, usually to achieve a minimum of material
flow (Emami and Nookabadi 2013). In the further description the expression
“department” is used as a synonym for machine, cell, workstation, office, and
miscellaneous components of a factory.

For practitioners, FLP is of considerable interest considering that in Germany
about 11 % of all gross investment was committed to factories in the year 2004
(Dombrowski et al. 2007). Furthermore, up to 50 % of total operating expenses are
generated by material handling within manufacturing. In addition, it is estimated
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that at least between 10 and 30 % of these costs result from an inferior layout,
which can be avoided by effective planning (Tompkins et al. 2010).

FLP has been of interest for more than five decades. It belongs to the class of
NP-hard combinatorial problems, which was treated as a quadratic assignment
problem (QAP) in early research (Singh 2009). This approach is addressed to
determine the relative locations of departments without consideration of their
dimensions. In case of equally sized departments, QAP may be suitable for FLP. In
real world applications, the dimensions of departments usually differ and should be
taken into account to achieve more precise planning. This requirement led to
enhanced models by breaking departments into small parts which are assigned to
several elements of a grid-based floor (Ripon et al. 2013). The main drawback of
the discrete representations is that these are only able to determine rough positions
on the facility floor. To handle exactness, continuous representations of locations
and dimensions provide an alternative and are suited to consider further layout
constraints (Drira et al. 2007). Further constraints for MIP formulations to enforce
planning exactness can be defined as follows:

• There is the possibility of obligatory neighborhoods of departments motivated
by large material flow between them (Tavares et al. 2002).

• Constrained distances between departments or departments from fixed points
can be considered, motivated for instance by regarding temperature controlled
areas (Tavares et al. 2002).

• There is the obligation or prohibition to place, respectively not to place
departments within a defined area in order to extend the available floor space to
a not perfect rectangle (Tavares et al. 2002).

• Considering the dependency of a department’s rotation and its relative position,
i.e. ‘at front/back of’ or ‘at right/left of’, may be necessary due to technological
correlations (Tavares et al. 2002).

• The usage of material input and output points within departments may improve
distance measurement of material flow (Kim and Kim 2000).

• By the implementation of a combined rotation and mirror image of departments,
a broader set of representations of departments is offered (Meller et al. 2010).

• To allow departments to differ from an ordinary rectangular shape, there are also
approaches to combine these to rectangular polygons, whereby more realistic
models can be achieved (Bukchin et al. 2006).

• It is possible to implement a clearance factor to provide distances between
borders of departments (Heragu and Kusiak 1991).

• FLP also addresses multi-floor problems (Patsiatzis and Papageorgiou 2002) as
well as three-dimensional problems (Barbosa-Póvoa et al. 2002).

Traditionally, FLP is treated as a sequential procedure. Firstly, departments are
allocated within the floor space to achieve minimal material handling effort. This is
calculated using material handling distances weighted by interdepartmental flow
intensity and, if necessary, weighted by unit transportation costs. The result of this
step is known as a block layout and will be executed to a detailed layout later on
(Bukchin and Tzur 2014). The current ambition is to consider details such as the
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above enhancements which are most likely not complete. However, they exemplify
the development from early continual representations (Heragu and Kusiak 1990),
with the outcome of a simple block layout, to the attempt of generating a detailed
layout in one step.

Traditionally, space requirements enabling material transport are considered in
further planning steps, as well as the detailed constraints mentioned before, which
have recently been integrated to achieve a detailed layout in one step. Disregarding
aisle structures in respective problem formulations leads to a significant gap in the
aim to improve further precision and can lead to poor planning solutions (Hu et al.
2007). To the best of our knowledge there exists only one MIP-formulation to
model FLP with aisle structure, which was presented by Bock and Hoberg (2007).
The drawback of this approach is its lack of exactness due to the use of a discrete
representation. In recent years a few heuristic approaches have been proposed to
consider aisle structure in layout planning (Leno et al. 2012; Hu et al. 2007), but
these cannot guarantee optimality. Hence, the intention of this paper is to present a
MIP-formulation for continuous representation to close this gap and to broaden the
above refinements with this meaningful component.

The remainder of this paper is organized as follows: After the introduction in
Sect. 1, a well-known MIP-formulation which is suited to arranging departments
with input and output points is presented and enhanced in Sect. 2. Furthermore, a
model extension to integrate aisle structure in order to enforce simultaneous
planning is proposed. After presenting the new approach, its applicability is illus-
trated with a set of numerical examples. Conclusions and further research are
contained in Sect. 3.

2 Problem Description

Rectangular departments with fixed material input and output locations considering
a suited orientation are to be placed in a restricted rectangular facility area. The
main challenge is the integration of aisles with defined widths between input and
output points whenever there is a material flow between the respective departments.
In addition to the width of aisles, the following data sets have to be predefined
(Meller et al. 2010):

• dimension of available floor space
• width of aisles and dimension of departments to be placed
• locations of input and output points within departments in their initial

orientation
• estimated intensity of material flow measured in unit loads per time unit between

departments

Although the model’s intention is to converge to a more realistic and exact
representation, there is a need to make assumptions. It is allowed to place depart-
ments and aisle structure in parallel to floor space borders. Furthermore, aisles
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between two departments are restricted to obtaining at most one bend with a 90°
angle. The latter is caused by the usage of the rectilinear distance metric to define
aisles. This restricting assumption is not seriously unrealistic because there is an
effort to minimize bends for the material flow path to provide smooth and fast
material transport (Leno et al. 2012).

2.1 Model Description

The used MIP-approach to allocate departments with input and output points was
originally formulated by Kim and Kim (2000). Slight changes to the linear pro-
graming model are proposed to improve it. To shorten the explanation, terms with
similar structures are presented by the use of brackets. The following notation is
assumed:

Indices:
i; j;m; n department indices range from 1 to N

Parameters:
fij material flow in unit loads per time unit between dep. i and j
cij =1, if material flow between dep. i and j exists, 0 otherwise (cij relates to

fij through cij ⋅ M ≥ fij
^ fij ≥ cij)

ðPx
i ;P

y
i Þ horizontal and vertical distances between the input point and the left

bottom corner of dep. i in its initial orientation
ðDx

i ;D
y
i Þ horizontal and vertical distances between the output point and the left

bottom corner of dep. i in its initial orientation
wi; hi width and height of dep. i
W ;H horizontal and vertical dimension of available floor space
M arbitrarily large positive number

Decision variables:
eij horizontal distance between input and output point of dep. i and j
dij vertical distance between input and output point of dep. i and j

eðdÞþij maxð0; xðyÞOi � xðyÞIj Þ
eðdÞ�ij maxð0; xðyÞIj � xðyÞOi Þ
eeðddÞij =1, if eðdÞþij is positive and eðdÞ�ij is zero, 0 otherwise

ðxOi ; yOi Þ spatial coordinate of output point of dep. i
ðxIi ; yIi Þ spatial coordinate of input point of dep. i

ðx0
i; y

0
iÞ spatial coordinate of right upper corner of dep. i

ðxi; yiÞ spatial coordinate of left bottom corner of dep. i
lij =1, if dep. i is placed to the left of dep. j, 0 otherwise
bij =1, if dep. i is placed below dep. j, 0 otherwise
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ui =1, if dep. i is placed in 90° or 270° rotation, 0 otherwise
vi =1, if dep. i is placed in 180° or 270° rotation, 0 otherwise
si =1, if dep. i is placed in 270° rotation, 0 otherwise

MIP model:

XN
i¼1

XN
j¼1;j6¼i

fijðeij þ dijÞ ! min ð1Þ

eðdÞij ¼ cijðeðdÞþij þ eðdÞ�ij Þ 8i; j ð2Þ

xðyÞIj � xðyÞOi ¼ eðdÞþij � eðdÞ�ij 8i; j ð3Þ

eðdÞþij � eeðddÞijM 8i; j ð4Þ

eðdÞ�ij �ð1� eeðddÞijÞM 8i; j ð5Þ

x
0
i ¼ xi þ ð1� uiÞwi þ uihi 8i ð6Þ

y
0
i ¼ yi þ ð1� uiÞhi þ uiwi 8i ð7Þ

xIðOÞi ¼xi þ ð1� ui � vi þ siÞ
zfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflffl{0�

PðDÞxi þ ðui � siÞ
zfflfflfflffl}|fflfflfflffl{90�

PðDÞyi
þ ðvi � siÞ|fflfflfflffl{zfflfflfflffl}

180�

ðwi � PðDÞxi Þ þ si|{z}
270�

ðhi � PðDÞyi Þ 8i ð8Þ

yIðOÞi ¼yi þ ð1� ui � vi þ siÞPðDÞyi þ ðui � siÞðwi � PðDÞxi Þ
þ ðvi � siÞðhi � PðDÞyi Þ þ siPðDÞxi 8i ð9Þ

si � ui þ vi � 1 8i ð10Þ

si � ui; si � vi 8i ð11Þ

lij þ lji þ bij þ bji � 1 8i\j ð12Þ

x
0
i � xj þWð1� lijÞ 8i 6¼ j ð13Þ

y
0
i � yj þ Hð1� bijÞ 8i 6¼ j ð14Þ

xm þ 0:5ðð1� umÞwm þ umhmÞ� xn þ 0:5ðð1� unÞwn þ unhnÞ ð15Þ
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ym þ 0:5ðð1� umÞhm þ umwmÞ� yn þ 0:5ðð1� unÞhn þ unwnÞ ð16Þ

x
0
i �W ; y

0
i �H 8i ð17Þ

xi; yi; x
0
i; y

0
i; x

IðOÞ
i ; yIðOÞi � 0 8i ð18Þ

ui; vi 2 0; 1f g 8i ð19Þ

lij; bij; eeij; ddij 2 0; 1f g 8i; j ð20Þ

The objective function (1) minimizes the sum of rectilinear distances between
input and output points weighted by their material flow intensity. Thus, departments
with high material interaction will be placed as close as possible to each other.
Rectilinear distances between input points are defined by constraints (2)–(5), using
a linearization scheme of absolute values (Kallrath 2002). Equations (6) and (7)
define coordinates of the upper right corner of department i, depending on the
department’s horizontal or vertical placement.

Spatial coordinates of input and output points are defined by Eqs. (8) and (9).
Figure 1 illustrates the above terms. However, the original model contains four
binary variables, each for a 90° rotation step. Hu et al. (2007) proposed a non-linear
alternative by the multiplication of two binary variables to represent 0°, 90°, 180°,
and 270° cases. To reduce complexity, we propose a linearized alternative with only
two binary variables ui, vi, and one continual variable si. The latter operates like a
binary variable due to inequalities (10) and (11) (Kallrath 2002). Table 1 shows an
overview of terms usable for determining the department’s orientation.

To prevent departments from overlapping, inequalities (13) and (14) demand
that the left (bottom) border of machine j has a bigger coordinate than the right
(upper) border of machine i. Inequality (12) assures that the separation for every
pair of departments i and j occurs in at least one dimension. An unnecessary but
advantageous constraint proposed by Sherali et al. (2003) is placed with the
inequalities (15) and (16). By determining lower centroid coordinates of the
department m than centroid coordinates of department n, the model’s run time
showed promising improvement. The intention is to eliminate symmetric solutions.
Furthermore, (17) and (18) assure that all departments will be placed within floor
dimensions, while (19) and (20) are definitions of binary variables.

Dx

Dy

( )xi,yi

(x ,y )’ ’
i i

y

x

Px

Py

Fig. 1 Department’s parameter
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2.2 Model Extension

In the following we present a non-linear MIP approach as an extension to imple-
ment aisles simultaneously. Thus, there is need to introduce further notations:

Indices
z department index ranges from 1 to N
k aisle index equals 1 in case of horizontal, 2 in case of vertical segment

Parameter
wa
ij width of aisle between dep. i and j

Decision variables
ðxaijk; yaijkÞ spatial coordinate of diagonally opposite point of ðxIðOÞi ; yIðOÞi Þ
tij =1, if segment k = 1(2) is spanned by ðxIðOÞi ; yIðOÞi Þ, 0 otherwise
pijk =1, if xaij1 � xIðOÞi , also if yaij2 � yIðOÞi , 0 otherwise
qijk =1, if yaij1 � yIðOÞi , also if xaij2 � xIðOÞi , 0 otherwise

r1ijzk =1, if segment k is placed to the left of dep. z, 0 otherwise

r2ijzk =1, if segment k is placed to the right of dep. z, 0 otherwise

r3ijzk =1, if segment k is placed below dep. z, 0 otherwise

r4ijzk =1, if segment k is placed above dep. z, 0 otherwise

Table 1 Terms causing the department’s orientation

Rotation
0° 90°

180°
270°

Kim and Kim (2000) u1i u2i u3i u4i
u1i ¼ 1 u1i ¼ 0 u1i ¼ 0 u1i ¼ 0

u2i ¼ 0 u2i ¼ 1 u2i ¼ 0 u2i ¼ 0

u3i ¼ 0 u3i ¼ 0 u3i ¼ 1 u3i ¼ 0

u4i ¼ 0 u4i ¼ 0 u4i ¼ 0 u4i ¼ 1

Hu et al. (2007) 1� uið Þ 1� við Þ ui 1� við Þ 1� uið Þvi uivi
ui ¼ 0 ui ¼ 1 ui ¼ 0 ui ¼ 1

vi ¼ 0 vi ¼ 0 vi ¼ 1 vi ¼ 1

Proposal 1� ui � vi þ si ui � si vi � si si
ui ¼ 0 ui ¼ 1 ui ¼ 0 ui ¼ 1

vi ¼ 0 vi ¼ 0 vi ¼ 1 vi ¼ 1

si ¼ 0 si ¼ 0 si ¼ 0 si ¼ 1
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Additional constraints:

xaij1 ¼ cijðxoi ð1� tijÞ þ xIj tij � eij þ 2eijpij1Þ 8i 6¼ j ð21Þ

yaij1 ¼ cijðyoi ð1� tijÞ þ yIj tij � wa
ij þ 2wa

ijqij1Þ 8i 6¼ j ð22Þ

xaij2 ¼ cijðxoi tij þ xIj ð1� tijÞ � wa
ij þ 2wa

ijqij2Þ 8i 6¼ j ð23Þ

yaij2 ¼ cijðyoi tij þ yIj ð1� tijÞ � dij þ 2dijpij2Þ 8i 6¼ j ð24Þ

Due to the assumption of at most one bend per aisle, each aisle consists of one
horizontal (k = 1) and one vertical (k = 2) segment for every pair of departments. Each
segment is spanned by two diagonally opposite points. One point of each segment is
either an input or output point, depending on the binary variable tij. Spatial coordinates
of the diagonally opposite points are defined by the Eqs. (21)–(24). These consider
aisle width and aisle length. The latter uses vertical (dij) and horizontal (eij) distances
between the material flow points previously defined. Binary variables pijk and qijk
control the span direction of aisle segments. Allowable configurations are shown in
Table 2. To reduce computing time, binary variable cij puts spatial coordinates of the
aisle point to zero, if there is no flow and no need of an aisle.

ðxaij1 � xOi tij � xIj ð1� tijÞÞcij ¼ 0 8i 6¼ j ð25Þ

ðyaij2 � yOi ð1� tijÞ � yIj tijÞcij ¼ 0 8i 6¼ j ð26Þ

Table 2 Available aisle segment orientations

pijk = 0 pijk = 1

qijk = 0

qijk = 1

96 A. Klausnitzer and R. Lasch



To ensure an aisle is continuous, Eqs. (25) and (26) require that segments
between two positioning departments need to touch each other. Thus, the horizontal
segment has to start at an input point of department j and has to reach up to the
output point of department i regarding the x direction. Furthermore, the corre-
sponding vertical segment needs to start in the output point of department i and has
to reach vertically up to the input point of department j and vice versa.

Figure 2 illustrates this requirement and shows two cases. The two segments can
be connected like a continuous aisle (case 1) or with a gap in the bend (case 2).
With further extensions, gaps can be avoided. But during the testing phase such
cases do not matter, because further aisle configurations are included and fill up
such gaps to use available floor space efficiently.

Aisles and departments are not allowed to overlap, which is managed in the
inequalities (27) until (37). The overlap mechanism is analogous to the initial
model. Assuming department z is positioned to the left (lower) side of aisle segment

k between departments i and j, binary variable r1 3ð Þ
ijzk returns 0 to fulfill inequalities

(27), (29), (31), and (33). Without an effective M, these would require that the left
(lower) border of department z is to the right (upper) of the right (upper) border of

aisle segment k between departments i and j. In contrast, case r2 4ð Þ
ijzk returns 0 in

(28), (30), (32), and (34), if department z is placed to the right (upper) side of aisle
segment k. If there is material flow between departments i and j, inequality (35)
needs not less than one rnijzk ¼ 1 to differ positioning coordinates in at least one
direction. Finally, (36) assures that aisles are placed within the floor dimensions and
(37) defines binary variables.

xz þMð1� r1ijz1Þ� xaij1 þ eijð1� pij1Þ 8z; i 6¼ j ð27Þ

x
0
z � xaij1 � eijpij1 þMð1� r2ijz1Þ 8z; i 6¼ j ð28Þ

k=1

e21

2

1

k=
2

k=1

e12

d 1
2

d 2
1

Output point

Input point

case 2

case 1

k=
2

Fig. 2 Available aisle segment connections
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yz þMð1� r3ijz1Þ� yaij1 þ wa
ijð1� qij1Þ 8z; i 6¼ j ð29Þ

y
0
z � yaij1 � wa

ijqij1 þMð1� r4ijz1Þ 8z; i 6¼ j ð30Þ

xz þMð1� r1ijz2Þ� xaij2 þ wa
ijð1� qij2Þ 8z; i 6¼ j ð31Þ

x
0
z � xaij2 � wa

ijqij2 þMð1� r2ijz2Þ 8z; i 6¼ j ð32Þ

yz þMð1� r3ijz2Þ� yaij2 þ dijð1� pij2Þ 8z; i 6¼ j ð33Þ

y
0
z � yaij2 � dijpij2 þMð1� r4ijz2Þ 8z; i 6¼ j ð34Þ

r1ijzk þ r2ijzk þ r3ijzk þ r4ijzk � cij 8z; k; i 6¼ j ð35Þ

0� xðyÞaijk �WðHÞ 8k; i 6¼ j ð36Þ

tij; cij; qij; pij; r
1
ijzk; r

2
ijzk; r

3
ijzk; r

4
ijzk 2 0; 1f g 8i; j; z; k ð37Þ

2.3 Test Case

To demonstrate feasibility, four test instances with four and six departments are
presented in the following. The above model was implemented in the optimization
software Lingo 10.0, which employs a branch-and-bound algorithm. It supports a
feature to linearize non-linear models, which we use to find the optimal solution and
to overcome local optima. Note that the automatic linearization of Lingo results in
an exceptionally long computing time. Thus, an extensive performance analysis is
reasonable by testing a linearized version of this MIP, which would, however,
exceed the length of this article.

The departments’ data of the four test instances are presented in Tables 3and4.
Input and output points are assumed to be in the corners of departments. Aisle widths
are defined to be 1. The dimension of floor space is 30 × 30. Because there is high
material flow intensity between departments 5 and 6, the centroid coordinates of
department 6 are determined to be less than or equal to the centroid coordinates of
department 5, considering (15) and (16). Table 4 provides an overview of the four
test instances, the resulting optima, and computing times. The first two instances
consist of departments 3–6 (grey-shaded area in Table 3) and the remaining
instances consider all six departments. To show effects of the quantity of aisles, test
instances with an equal number of machines differ in needed material flow from
departments 4–6 (slash in Table 3).

The results of the test instances show that complexity increases the more
departments and aisles that are considered. Furthermore, Table 4 indicates that
computing time is more affected by the number of departments than the number of

98 A. Klausnitzer and R. Lasch



needed aisles. On the other hand, further experimentation showed that computing
times are strongly influenced by the choice of departmental pairs which require
material flow. For example, considering an additional material flow from depart-
ment 6 to 4 in test instance no. 4 was not solvable within 24 h.

As an illustrative example, the optimal solution of 65 total travel distances of test
instance no. 3 is given in Fig. 3. It shows that if output and input points are placed
side by side, no aisles are needed. Hence, needed aisles are efficiently placed around
the departments. Furthermore, floor dimensions are chosen as loose and do not
constrain the relative position of departments.

Table 3 Test instances

dep i 1 2 3 4 5 6 1 2 3 4 5 6 h i w i P i
x D i

x P i
y D i

y

1 0 1 2 0 0 0 0 1 1 0 0 0 2 2 0 2 2 0
2 0 0 0 0 3 0 0 0 0 0 1 0 4 2 0 2 4 0
3 0 0 0 3 0 2 0 0 0 1 0 1 6 3 0 3 6 0
4 4 0 0 0 0 0/2 1 0 0 0 0 0/1 5 4 0 4 5 0
5 2 0 0 0 0 1 1 0 0 0 0 1 7 3 0 3 7 0
6 0 0 0 0 10 0 0 0 0 0 1 0 4 3 0 3 4 0

Material flow f ij from/to
Resulting need of aisles c ij

from/to

Department dimensions and 
coordinates of input/output 
points

Table 4 Optimal solutions

No. Instance # departments
P

cij Optimal solution Computing time [hh:mm:ss]

1 4 4 11 00:00:22

2 4 5 29 00:00:35

3 6 9 65 04:36:45

4 6 10 72 05:32:50

5

6

2

1

4
3

Output point

Input point

13

51

63

21

56

5

12

1

6

5

6

3

Fig. 3 Optimal layout of the test instance
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3 Conclusions

In this article we proposed a new optimal approach for the FLP and provided a
two-fold contribution. Firstly, to realize the departments’ 90° step orientation we
reduced responsible variables to two binary variables and one continuous variable.
This leads to shorter computing times. Secondly, a MIP-approach was offered to
handle aisle structure and the placement of departments simultaneously.

Due to the NP-hard nature of the FLP, only small problems are solvable. Earlier
studies dedicated the allocation of departments to the approaches of Group
Technology and Cellular Manufacturing (Tam 1992). Thus, the allocation within
cells seems to be less complex due to less equipment being handled at once. The
study of Wemmerlöv and Hyer (1989) showed that most companies composed cells
of at most six machines. This indicates applicability of exact approaches.
Furthermore, prior research showed huge potential through logical improvement
and linearization (Sherali et al. 2003). Further research considering the proposed
model could be profitable. Besides, to the best of our knowledge there is no
MIP-approach to handle contour distances. Considering this, it would be of interest
to deal with more than one bend per aisle.
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Integrated Facility Location,
Capacity and Production Planning
in a Multi-Commodity Closed Supply
Chain Network

Leena Steinke and Kathrin Fischer

Abstract In this paper the network design, the capacity and production planning of
a closed-loop supply chain (CLSC) with multiple make-to-order (MTO) products
consisting of common components is studied. The components can be remanu-
factured or can be purchased new from suppliers. It is assumed that products are
returned by customers to the same facilities where the final products are sold.
Transportation between facilities of the same type, i.e. redistribution, is allowed.
The network is explored over multiple time periods. The objective of this work is to
extend the strategic CLSC management by integrating decisions regarding pro-
duction planning on an aggregate level to achieve an integrated optimization of
facility locations, capacity equipment and production quantities at the facilities and
forward and reverse material flows. For this purpose a mixed-integer linear opti-
mization model is developed and solved for an example set of data.

1 Introduction

A supply chain can be closed by collecting non-desirable or not functioning
products which are returned by customers after usage, at the end of the leasing
period or of product life. There are different product recovery options, as repair,
refurbishing, recycling, remanufacturing and cannibalization (Thierry et al. 1995)
which enable the recovery of the products, their components or materials in the
same or another supply chain. A narrow definition of a CLSC, in contrast to an
open loop supply chain, requires the original equipment manufacturer (OEM) to
recover his products and to reintegrate them, thus the recovered products enter the
original supply chain again. Remanufacturing can be seen as the “foundation” of
the CLSC (Guide 2000). Especially OEMs are qualified for remanufacturing
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because of their specific product knowledge, e.g. the copier manufacturer Xerox
uses remanufactured parts in the assembly of new copiers (King et al. 2006). The
reasons for producing companies to close their supply chain with product recovery
can be either the fulfillment of legal requirements, gaining an economical benefit
due to lower costs, or a sense of responsibility to decrease the social or environ-
mental impact (Dekker et al. 2004). The savings by remanufacturing can be higher
when common components are used in different products than without component
commonality (Walther et al. 2009).

In the next section, selected relevant literature is presented and the modelling
approach taken in this work is compared to existing models. In Sect. 3 the network
and problem structure which is studied here is described. Afterwards an optimi-
zation model for a CLSC with multiple product types, component commonality and
MTO over multiple time periods is presented. The model is solved for a specific
data set and the solution is discussed. In the last section, conclusions and further
research perspectives are given.

2 Literature Review

Souza (2013) classifies the CLSC management literature depending on the impact
level: there are operational, tactical and strategic issues of a CLSC. Decisions on
disassembly planning, material requirement plans, scheduling and routing are made
every day and are operational. The decisions regarding production planning and
inventory management are made on a weekly or monthly basis and hence, are
tactical. Decisions concerning strategic issues as network design, collection strat-
egy, take-back arrangements and supply chain coordination have effects for years
and hence are strategic. However, decisions made on one impact level are not
independent of the other levels, but influence the respective decisions. Here, the
focus is on strategic planning, i.e. the network design of a CLSC, but by incor-
porating aspects of production planning, implications of other planning levels are
taken into account.

Following Fleischmann et al. (2000) there are three different types of networks
for product recovery: Networks for recycling, for reusable items and for recovery of
components or subassemblies. Products with a higher value, as e.g. copiers and
automobiles, are suitable for recovery on component level which is the area studied
here. In such a network remanufacturable products are collected, suitable products
are disassembled into parts and repaired or refurbished, if necessary. Afterwards the
parts are reassembled and reintegrated into the original supply chain as as-new
items or sold in secondary markets as remanufactured items. Hence, the structure of
a CLSC network is complex and has several levels. To design such a network
optimally, the processing has to be considered in detail.
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Mathematical optimization models used for network design with product
recovery are extensions of the Warehouse Location Problem (WLP) and are based
mostly on Mixed Integer Programming (MIP) and Mixed Integer Linear
Programming (MILP). The models differ regarding number of product types,
consideration of capacities and time horizon. Moreover, there are different
approaches to model reverse flows and the reintegration of the recovered products
into the supply chain. Demand and the quantities and quality of returned products
are assumed as deterministic or stochastic. E.g. Fleischmann et al. (2004) model a
network with three echelons and a single product over one time period under
capacity limitations for product flows and deterministic demand. Furthermore, they
present extensions, which consider uncertainty of demand and of the returned
product quantities. Schultmann et al. (2003) study an existing network for multiple
product types, which is to be expanded to handle an increased amount of returned
products. Capacity is measured in terms of product units, which can be processed at
the inspection and sorting facilities. Capacity is product-specific and induces costs.

Salema et al. (2007) extend the model of Fleischmann et al. (2004) by maximum
and minimum capacity limits for the facilities and multiple product types. The
described networks include separate distribution and collection centers (DCCs),
while in this work, combined DCCs are considered. Furthermore, they assume that
products are manufactured or remanufactured at the same, hybrid facility, whereas
in this paper the production system is modelled in two stages: On the first stage,
components can be newly purchased or can be remanufactured, and on the second
stage, different types of products are assembled. Each product type is a specific
combination of components, which can be used commonly among the different
product types. Moreover, facility closings and transport between locations of the
same type are possible in the planning problem studied here.

All models discussed above are Capacitated Facility Location Problems (CFLP).
A more detailed literature review on network design of supply chains with product
recovery can be found in Akcali et al. (2009).

The work by Pishvaee and Torabi (2010) is one of the few contributions which
studies a CLSC network over multiple time periods, to consider in addition to the
strategic issues, as facility location and allocating transportation quantities, tactical
planning issues, as delivery dates at the facilities. A single product is produced and
production consists of one stage. They use a multi-objective approach to combine
cost minimization of the network and minimization of delivery tardiness. In this
work we follow Pishvaee and Torabi’s (2010) idea and extend the network design
by production planning. Aggregate Production Planning (APP) is used to model the
production, as all decisions are made on a strategic level. APP determines the
production and inventory quantities which are needed to fulfill demand under a cost
minimization objective (Nam and Logendran 1992). The aggregate plan is devel-
oped usually for a planning horizon of 6–24 months (Akinc and Roodman 1986).
Jayaraman (2006) develops an APP model for a recovering company, the
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Remanufacturing APP (RAPP) model. However, in this paper an integrated plan-
ning of remanufacturing and manufacturing is pursued. Furthermore, Jayaraman
(2006) considers capacities in terms of labour hours as fixed for the total planning
horizon, whereas in this work capacities can be adjusted over time. Moreover, the
production planning aspect is taken into account in the network design, and
capacities are also modeled in volume units. This combination of APP and CFLP
allows to study the effect of facility opening and capacity equipment on the pro-
duction planning, inventory holding and distribution system of the CLSCN, and
vice versa.

3 Problem Definition

In this paper, a multi-echelon and multi-commodity network of a CLSC with
remanufacturing on component level and bidirectional facilities for DCCs is studied
over multiple time periods, which can be interpreted as years. The planning horizon
T can be defined as the product lifecycle. In this section the network and its
production and distribution system are introduced.

As shown in Fig. 1, there are three levels of facilities in the network: The
remanufacturing centers R and suppliers Z which deliver the components, the plants
F and the DCCs V. It is possible to hold remanufactured components and returned
products on stock at the remanufacturing centers. Moreover, there is a component
inventory at the plants, but there are no final product inventories at the plants or at
the DCCs. The final products P are specific combinations of components C and are
assembled whenever it is optimal to satisfy an order (MTO), otherwise the demand
is lost. Customers demand different quantities of final products in each period.
Demand is assumed as deterministic and known. Customer locations are defined by
the set K.

Returned products

Plants

Remanufacturing 
centers

Customers

Final products

Suppliers Distribution and collection 
centers (DCC)

Components

Disposal

Fig. 1 Closed-loop supply chain network
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Besides the distribution of new products from the DCCs to the customers, used
products are returned by customers and collected in DCCs. The components for
product assembly are either purchased from suppliers or shipped from remanu-
facturing centers to the plants, assuming that components from remanufacturing
centers have the same quality as the components from suppliers. While production
planning approaches on a tactical planning level mostly assume independence of
demand and product returns, and study the impact of uncertainty on the remanu-
facturing decision, e.g. Inderfurth (2005), it is assumed here that returned products
are a known fraction of the products shipped to customers in the previous period.
As we study the network and the product flows in the long run, the assumption of
related demand and return quantities is valid, especially for the case of returned
products at the end of leasing period, as, e.g., in the copier industry (King et al.
2006). The returned products which are collected in the DCCs are shipped to the
remanufacturing centers or are disposed, i.e. shipped to the disposal unit D. There
are no lead-times considered, as production is planned on an aggregate level.

Given the demand and return product quantities for each period, the corre-
sponding CLSC has to be designed such that total cost is minimized. Decisions to
be made consist in the determination of facilities to be opened and closed and their
capacity levels in working hours and volume units in the different periods, as well
as products to be assembled, components to be purchased, returned products to be
remanufactured and the amount of returned products and components to be stored at
open facilities. The capacity levels at open facilities can be increased or decreased
in fixed steps in every period. Furthermore, the model includes the calculation of
the quantities shipped between facilities of different echelons and between facilities
of the same echelon. The transport between facilities of one echelon can, for
example, be optimal in the case of different capacity limits at facilities of the same
type.

4 Model Formulation

In this section the MILP model for the CLSC network (CLSCN) design problem
described in Sect. 3, the Capacitated Facility Location and Aggregate Production
Planning with Remanufacturing (CFLAPPR) model, is presented. The following
notation is used in the formulation of the model (Tables 1 and 2).

Using the above notation, the multi-period and multi-commodity CFLAPPR
problem can be formulated as follows. The objective function looks as follows;
explanations of the different components are given below.
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Table 1 Definition of relevant parameters

Parameter Definition

acp Number of component c yielded by the remanufacturing of one product unit of
p; c 2 C and p 2 P

bcp Number of component c needed for producing one unit of product p; c 2 C and
p 2 P

CapOyt Maximum capacity at facility y in period t (in m3), 8y 2 F;V or R; t 2 T

CapUy Minimum capacity at facility y (in m3), 8y 2 F;V or R

ccz Unit cost for procuring component c from supplier z;8c 2 C and z 2 Z

cDEnt Disposal cost (per unit)

cUk Unit penalty cost for unmet demand k;8k 2 K

cxyw Cost for transportation of a unit x from facility y to facility w (per km), 8y;w 2
F;V and R : y 6¼ w; x 2 C or P

cxy Unit cost for processing at facility y;8y 2 F;V or R

dyx Time required for processing a unit of x at facility y; 8y 2 F;V or R; x 2 C or P

e Size of capacity step by which the locations can be extended within one period (in
m3)

fcapy Cost or revenue for capacity expansion or reduction at facility y;8y 2 F;V or R

fy Cost for opening facility y;8y 2 F;V or R

f yt Cost for open facility y in period t; 8y 2 F;V or R; t 2 T

gx Volume of one unit of x (in m3), 8x 2 C or P

hcf Cost per period for holding a unit of c at plant f in inventory, 8f 2 F and c 2 C

hxr Cost per period for holding a unit of x in inventory at remanufacturing center
r; 8r 2 R; x 2 C or P

LabCapOyt Maximum labour hours available at facility y in period t;8y 2 F;V or R; t 2 T

LabCapUy Minimum labour hours at facility y;8y 2 F;V or R

labccy Hourly cost or revenue for labour capacity expansion or reduction at facility
y; 8y 2 F;V or R

le Labour hours per worker (in hours) in one period

LT Last planning time period, LT 2 T

M Sufficiently large number

mdt Minimum proportion of returned products that has to be disposed after visual
inspection at the DCCs in period t;8t 2 T

mdct Minimum proportion of component c that has to be disposed after disassembly,
repair and testing in period t;8t 2 T and c 2 C

Nkpt Demand of customer k for product p in period t;8k 2 K; p 2 P and t 2 T

qkpt Return rate of customer k for product p in period t; 8k 2 K; p 2 P and t 2 T

sfy Cost for closing facility y;8y 2 F;V or R

(continued)
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Table 1 (continued)

Parameter Definition

shxr Cost for disposing a stored unit of x at remanufacturing center r at the last
planning period LT ;8r 2 R; x 2 C or P

shcf Cost for disposing a stored unit of c at plant f at the last planning period LT ;8f 2
F and c 2 C

txyw Distance of facility y to another facility w (in km), 8y;w 2 F;V and R : y 6¼
w; x 2 C or P

Table 2 Definition of relevant variables

Variable Definition

Capyt Number of capacity steps at open facility y in period t (in m3), 8y 2 F;V or
R; t 2 T

CCapyt Expansion or reduction of capacity steps at facility y in period t (in m3), 8y 2 F;V
or R; t 2 T

CLCapyt Expansion or reduction of the workforce at facility y in period t;8y 2 F;V or
R; t 2 T

EI fc Quantity of c remaining in the inventory of plant f at the end of the last planning
period LT ;8f 2 F and c 2 C

EIrx Quantity of x remaining in inventory of remanufacturing center r at the end of the
last planning period LT ;8r 2 R; x 2 C or P

EXIywxt Quantity of x transported from facility y to another facility w of the same echelon in
period t;8y;w 2 F;V and R : y 6¼ w; x 2 C or P; t 2 T

Hy
t 1; if facility y is closed

in period t;8t 2 T and y 2 F;V or R
0; otherwise

8<
:

I fct Quantity of c remaining at plant f at the end of period t; 8f 2 F; c 2 C; t 2 T

Irxt Quantity of x remaining at remanufacturing center r at the end of period t; 8r 2
R; x 2 C or P; t 2 T

LCapyt Workforce available at facility y in period t; 8y 2 F;V or R; t 2 T

Uk
pt Number of unmet demand for product p of customer k in period

t;8p 2 P; k 2 K; t 2 T

Xy
xt Quantity of x processed in facility y in period t; 8y 2 F or R; x 2 C or P; t 2 T

Xyw
xt Quantity of x transported from facility y to another facility w or to the disposal unit

D in period t;8y;w 2 FD;V ;RD and Z : y 6¼ w; x 2 C or P; t 2 T

Yy
t 1; if facility y is open

in period t;8t 2 T and y 2 F;V or R
0; otherwise

8<
:

Yy 1; if facility y is opened in the planning horizon,
8y 2 F;V or R

0; otherwise

8<
:
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min
X
r2R

fr � Yr þ
X
v2V

fv � Yv þ
X
f2F

ff � Y f

þ
X
t2T

X
r2R

f rt � Yr
t þ

X
v2V

f vt � Yv
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X
f2F
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t

 

þ
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r2R
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t þ
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þ
X
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X
f2F
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t

!

þ
X
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ct þ
X
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þ
X
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ct þ
X
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þ
X
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cpfv � tpfv � Xfv
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þ
X

v2V ;k2K;p2P
cpvk � tpvk � Xvk

pt þ
X

k2K;p2P
cUk � Uk

pt

þ
X

v2V ;k2K;p2P
cpkv � tpvk � Xkv

pt þ
X

v2V ;r2R;p2P
cpvr � tpvr � Xvr

pt

þ cDEnt �
� X

v2V ;p2P
XvD
pt þ

X
r2R;c2C

XrD
ct

�

þ
X

c2C;ðr;sÞ2R:r 6¼s

ccrs � tcrs � EXIrsct þ
X

p2P;ðr;sÞ2R:r 6¼s

cprs � tprs � EXIrspt

þ
X

c2C;ðf ;iÞ2F:f 6¼i

ccfi � tcfi � EXIfict þ
X

p2P;ðv;jÞ2V :v 6¼j

cpvj � tpvj � EXIvjpt

þ
X

r2R;p2P
hpr � Irpt þ

X
r2R;c2C

hcr � Irct þ
X

f2F;c2C
hcf � I fct

!

þ
X

r2R;p2P
shpr � EIrp þ

X
r2R;c2C

shcr � EIrc þ
X

f2F;c2C
shcf � EI fc ð1Þ

The objective of the CFLAPPR model is to minimize the total costs of the
CLSCN over multiple time periods (1). The first line represents the costs for
opening facilities, as remanufacturing centers, plants and DCCs. Whenever a
facility is in use, fixed costs occur, as shown in line two of the objective function.
Moreover, it is possible to close facilities; in doing so, costs for closing facilities are
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incurred which are stated in the third line. The costs in the following lines are the
costs or revenues of capacity expansion or reduction, respectively, at the existing
facilities in the network. We differentiate between capacity in terms of storage space
in m3, see line four and five, and labour hours of the workforce, see line five and
six. The seventh line contains the costs of procuring new components from sup-
pliers and the transportation costs for moving components between suppliers and
plants. The costs for shipping components from remanufacturing centers to plants
are listed in the seventh line, too. The costs of remanufacturing components and of
assembling products are captured in the eighth line. The following line defines the
costs for shipping products from plants to DCCs. In the next line, the shipping costs
from DCCs to customers are listed. The penalty costs induced by unmet demand are
stated in this line, too. In line eleven, the costs for shipping used products from the
customers to the DCCs and further in the network onwards to the remanufacturing
centers are listed. The costs for shipping returned products and repaired components
from the DCC and the remanufacturing centers to the disposal unit are stated in line
twelve. The costs for shipping components or products, respectively, between
facilities of the same kind are listed in line thirteen and fourteen. Line fifteen
describes the inventory holding costs at the remanufacturing centers and the plants,
since every stored item occupies space in terms of volume units. The costs captured
in line two to fifteen occur in every period and hence, these costs are added up over
the planning horizon. Finally, in the last line costs are listed which are caused by the
items remaining in the inventories at the end of planning horizon. They may be
interpreted as disposal costs.

Below the constraints are presented, followed by their respective explanation.X
t2T

Yy
t � LT þ 1ð Þ � Yy 8y 2 F;R or V ð2Þ

Yy
t�1 � Yy

t �Hy
t 8y 2 F;R or V ; t 2 T : t[ 0 ð3ÞX

t2T
Hy

t � 1 8y 2 F;R or V ð4Þ

X
t2T :t� s

Yy
t �M � 1� Hy

s

� � 8y 2 F;R or V ; s 2 T ð5Þ

X
v2V

Xvk
pt þ Uk

pt ¼ Nkpt 8k 2 K; p 2 P; t 2 T ð6Þ

X
v2V

Xkv
pt ¼ qkpt �

X
v2V

Xvk
pt�1 8k 2 K; p 2 P; t 2 T ð7Þ

I fct ¼ I fct�1 þ
X
z2Z

Xzf
ct þ

X
r2R

Xrf
ct þ

X
i2F:i6¼f

EXIifct �
X

i2F: i6¼f

EXIfict � X f
ct

8f 2 F; c 2 C; t 2 T : t[ 0
ð8Þ
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X
v2V

Xvr
pt þ

X
s2R:s 6¼r

EXIsrpt �
X

s2R:s 6¼r

EXIrspt � Xr
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Irx0 ¼ 0 8r 2 R; x 2 C or P ð12Þ

I fcLT ¼ EI fc 8f 2 F; c 2 C ð13Þ
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X
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X
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Xr
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X
p2P
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X
p2P
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�
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� !
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X
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Capyt � Capyt�1 ¼ CCapyt 8y 2 F;R or V ; t 2 T : t[ 0 ð35Þ

Capy0 ¼ CCapy0 8y 2 F;R or V ð36Þ
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Constraints (2) ensure that opening costs for facilities are considered if a facility
is opened. If a facility is open in one period, but not in the next, it must be closed,
see Constraints (3). Facilities can be closed just once, as shown in Constraints (4).
Constraints (5) ensure that there is no opening in the periods following the closing.
Demand for a product in period t can either be satisfied or not, see Constraints (6).
Constraints (7) determine that every returned product is collected from the cus-
tomers. Constraints (8), (9) and (10) are the inventory balance equations of the
component inventory at the plants and of inventories for components and returned
products at the remanufacturing centers. Every inventory is initially set to zero, see
(11) and (12). At the end of the planning horizon the remaining items on stock at
the facilities are determined by (13) and (14). We assume that these remaining items
have to be disposed. DCCs are inventory-free, therefore the product inflows have to
meet the amounts of products leaving DCCs in every period, as shown in
Constraints (15). Constraints (16) ensure that the total amount of products assem-
bled at plant f in period t is shipped to the DCCs. Constraints (17) determine the
amount of components, which is needed for assembling the products in every
period. The returned products are shipped from the DCCs to the remanufacturing
centers and the disposal unit in the same period, see (18). There is a fraction mdt of
returned products that fails the inspection at the DCCs and has to be disposed. This
minimum disposal fraction is based on historical experience regarding the quality of
returned products. However, it is possible to dispose more returned products than
this fraction, see (19). Constraints (20) define the quantity of component c, which
can be generated by disassembling and repairing returned products in period t.
There is a fraction of components that does not meet the required quality level for
as-new components and has to be disposed, but also more components than the
defect ones can be disposed, (21).

At the open facilities workers are needed for the respective operations.
Constraints (22), (23) and (24) determine the required working hours at the DCCs,
the remanufacturing centers and the plants. They can be increased or decreased in
every period by steps of le. However, if a facility is opened, its workforce level
should be between the minimum and maximum quantity, which is specified by the
operations and the availability of matching workers, (25). The changes in workforce
levels at the facilities are defined in (26); (27) defines the starting level.
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The inventory in period t at the plants and the remanufacturing centers cannot
exceed the volume capacity available in period t, (28) and (31). Constraints (29),
(30) and (32) are necessary to ensure the adherence to the capacity restrictions and
to limit the flows to the volume capacity. Constraints (33) ensure that the volume of
inflows to a DCC does not exceed its capacity. The volume capacity at the facilities
can be increased and decreased by steps of e, but there is a minimum and maximum
capacity level at open facilities, see (34). The changes in the volume capacity at the
facilities are determined in (35) and (36).

The variables describing unsatisfied demand, the flows of products or compo-
nents between echelons and between facilities of one echelon, produced units, units
on stock and the capacities of the facilities have to be integers and positive, see (37).
The change of capacities, expansion or reduction, is represented by variables which
are integers and can be positive or negative, see (38). The variables indicating the
opening and closing of facilities are binary, see (39).

5 Example and Solution

Based on data for the copier industry described in Fleischmann et al. (2001) for the
network design and in van der Laan and Salomon (1997) for the production
planning and inventory management, a network for Germany is designed. At the
five biggest cities of Germany, based on number of inhabitants, see StatAmt (2015),
there are suppliers and possible plant locations. The DCCs and remanufacturing
centres can be located in the fifteen biggest German cities, where customer demand
is predicted as 10 units per 1000 inhabitants, (Fleischmann et al. 2001).

In extension to Fleischmann et al. (2001), who only consider one year, the
planning horizon is extended to three years and later on expanded to ten years. We
study a network with two final products and three components. These two different
final products consist of one common component and one specific component each.
Disassembly is assumed as the reverse operation of the assembly operation. The
return rate is independent of customer and product type, and all parameters are
time-independent. There are no minimum capacity limits for the facilities. The
distances between the locations are taken from Google Maps (2015). All other
parameter values are shown in Table 3.

By using Gurobi 6.0.0 on a computer with two 3.10 GHz Intel® Xeon®
Processors E5-2687 W and 128 GB RAM, the following solution is found for the
above stated model within 6.7995 min: Plants and DCCs are open in Berlin and
Cologne over the total planning horizon. A remanufacturing centre is open for the
second and third period in Berlin. There is no closing of facilities, no unsatisfied
demand and no transport between facilities of the same type. The capacities at the
DCCs and the plants are at the upper bounds for the first two periods and lower in
the last period. In the second and third period returned and recoverable products are
brought to the remanufacturing centre in Berlin. In the second period products are
remanufactured and the remanufactured components are shipped to the Berlin plant,
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whereas in the last period the returned products are being stored at the remanu-
facturing centre. The volume and operational capacity is adapted to these flows: In
the second period they are at their maximum levels, but in the last period there is
only storage capacity at the remanufacturing centre, because it is not cost optimal to
remanufacture. The corresponding costs of the network over three years are
9,827,628.28 [in monetary units (MU)].

Table 3 Parameter values Parameter Definition

CapOyt 500,000 m3, 8y 2 F;V or R; t 2 T

ccz 10 monetary units (MU) per component,
8c 2 C and z 2 Z

cDEnt 100 MU per unit

cUk 1,000 MU per unit, 8k 2 K

ccyw 0.0030 MU per km, 8c 2 C; y 2 Z or R;w 2 F

cpvk 0.01 MU per km, 8p 2 P; v 2 V ; k 2 K

cpkv 0.0050 MU per km, 8p 2 P; v 2 V ; k 2 K

cpvr 0.0030 MU per km,
8p 2 P; v 2 V ; r 2 R

cpfv 0.0045 MU per km, 8p 2 P; f 2 F; v 2 V

cf 1 MU per unit, 8f 2 F

cr 5 MU per unit, 8r 2 R

dVp 0.5 h, 8p 2 P

dRc 2 h, 8c 2 C

dFp 1 h, 8p 2 P

e 1,000 m3

fcapy 1,000 MU, 8y 2 F;V or R

fy 50,000 MU, 8y 2 F;V or R

f yt 10,000 MU, 8y 2 F;V or R; t 2 T

gp 10 m3, 8p 2 P

gc 2 m3, 8c 2 C

hxr 0.5 MU per unit, 8x 2 C or P; r 2 R

hcf 1 MU per unit, 8c 2 C and f 2 F

LabCabOyt 1,000,000 h, 8y 2 F;V or R; t 2 T

labccy 15 MU per hour, 8y 2 F;V or R

le 1,610 h

md 0.3

mdc 0.1, 8c 2 C

(q0; q1; q2) (0, 0.3, 0.3)

sfy 50,000 MU, 8y 2 F;V or R

shxy 2 MU per unit, 8y 2 F
or R; x 2 C or P

116 L. Steinke and K. Fischer



Solving the problem with any return rate between 0.1 and 1 (varying in 0.1
steps) results in the same facility openings and remanufacturing decision, i.e. the
return rate does not have an influence on the facility selection, and there never is
remanufacturing in the last period. When the planning horizon is expanded to 10
periods, the solution time increases to 3.2 h. In the solution, products are reman-
ufactured in period 2–9 and again returned products are stored in the last period.
Hence, the trade-off between production and storage units is exploited. In the case
of 10 periods, an additional plant and DCC in Munich are installed, i.e. the network
is extended. This shows the impact of the planning horizon on the facility location
decisions.

6 Conclusions

In this paper a model for a CLSCN with multiple MTO products and component
commonality is presented and solved for an example case. To our knowledge this is
the first approach to combine a WLP with APP. To study the effect of facility
location and capacity planning on production planning and inventory holding, the
CLSC is modelled over multiple periods. Experiments show that the length of the
planning horizon and the capacities at the facilities influence the solution, i.e. have
an impact on the network design and the decision to remanufacture. Further
numerical studies are necessary to study the effect of an integrated planning of
facility location, production and capacity planning under different conditions, e.g.
under different costs or capacity limits. However, due to space limitations such a
detailed sensitivity analysis has to be omitted here.

With the model presented above it is possible to study a CLSCN with multiple
product and component types with different product-life cycles and the effect of
component commonality on the remanufacturing decision. Moreover, more com-
plex product structures than in the example presented in this paper, as described e.g.
by Taleb et al. (1997) can be considered.

As described in Guide (2000), there are often uncertainties associated with
product recovery. When products are returned at the end of the leasing period,
timing and quantity of returned products are known. In contrast to this, for the case
of returns at the end of the product life and at the end of use, the timing and
quantities are difficult to predict. Also the quality of the returned products is
unknown and therefore the remanufacturing costs, remanufacturing time and scrap
rate can vary a lot among the returned products and components. The effect of
uncertain demand and returned product quantities on the network can be studied by
a scenario-based approach; this is left for future research.
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Integrated Make-or-Buy and Facility
Layout Problem with Multiple Products

Bernd Hillebrand and Grigory Pishchulov

Abstract Layout decisions represent an important step in production planning as
they significantly affect the efficiency of a facility. They typically follow after
make-or-buy decisions and capacity planning of a firm, and belong to the lowest
level in the hierarchy of tactical production decisions. Sequential decision making
neglects however the potential interaction between consecutive planning levels and
may lead to inefficiencies. We propose an approach to a simultaneous make-or-buy
decision making and facility layout planning in the presence of multiple products.
To this end, we introduce a generalization of the classical quadratic assignment
problem that takes into account (i) the costs of outsourcing, and (ii) the impact of
layout decisions on the production costs of individual products. We further propose
a solution approach based on the linearization of the resulting model and derive
basic properties of the optimal planning decisions.

1 Introduction

The tactical production planning can be divided into three different levels: The first
level involves decisions about the production range, specifically about which
products from the product line of the firm should be made in-house, and which
should be sourced from external suppliers. The second level determines the pro-
duction process and the necessary resources. The third level aims to locate
resources within the firm’s premises while seeking to minimize unproductive
movement of material and employees in the production process—with the general
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objective of cutting throughput times and saving costs (cf. Tompkins et al. 2010).
A production site of the firm is typically referred to as facility (Reid and Sanders
2007). In general, the decision about the assignment of different objects to locations
within a facility is called a facility layout problem (FLP) (cf. Drira et al. 2007).

The process of tactical production planning is organized hierarchically and
therefore may neglect certain interactions between the different planning steps. For
example, including an additional product into the production range typically
increases the material flow within the production process. The additional material
flow costs must not necessarily be attributed to the new product exclusively—as
they may be determined to a certain extent by the existing facility layout, which has
been tailored to accommodate the existing material flow. Attempting to minimize
the material flow costs associated with each individual product is however likely to
lead to conflicting choices with regard to the facility layout. Therefore, re-designing
the existing layout to accommodate the entire production range would require
seeking a trade-off between the material flow costs related with all of the products.
The material flow costs of the resulting optimal layout that go beyond the total of
the material flow costs which would have been generated by the production of each
individual product in isolation from the others on the respective optimal layout, can
be defined as complexity costs of facility layout (Gössinger 2008).

In the present work we propose an approach to a simultaneous make-or-buy
decision making and facility layout planning in the presence of multiple products. It
simultaneously takes into account (i) the costs of product outsourcing, and (ii) the
impact of facility layout on the production costs of individual products, leading to a
managerial decision which is jointly optimal from both perspectives: choosing a
production range and a facility layout. To focus on the main effects of such inte-
grated decision making, we assume that the make-or-buy decision has no influence
on the process and resource planning, so that the second decision level of the
tactical production planning shall not be part of our analysis. However, in Sect. 6
we explain how this decision level can be integrated into the proposed
decision-making approach. The rest of the paper is structured as follows. In Sect. 2
we briefly review the relevant literature. Section 3 describes the problem under
study and the modeling approach. In Sect. 4 we study basic properties of the
optimal planning decisions and illustrate them on a numerical example. Section 5
presents a solution approach based on the linearization of the underlying optimi-
zation problem. In Sect. 6 we conclude with a summary and an outlook.

2 Literature Review

Facility layout planning comprises a broad range of planning tasks (cf. Tompkins
et al. 2010) of which we restrict our attention in the present work to those of them
that are represented by the FLP. The Quadratic Assignment Problem (QAP) of
Koopmans and Beckmann (1957) can be considered as one of the earliest models
which suits several common variants of facility layout problems. The QAP is an
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integer quadratic optimization problem, which models the task of optimally
assigning a number of interconnected objects to a number of given locations by
minimizing the distance-weighted connection intensity (manifested e.g. in the
resulting material flow) between the objects.

Subsequent research introduced several additional aspects to this problem set-
ting, such as specific layout configurations and special handling devices (e.g.
Afentakis 1989; Kouvelis and Chiang 1992; Braglia 1996), and demonstrated a
range of applications of the QAP in diverse facility layout planning contexts, e.g. in
universities (Dickey and Hopkins 1972), hospitals (Elshafei 1977) and forest
zoning (Bos 1993). The QAP is considered to be one of the most popular models of
the FLP (Loiola et al. 2007).

The QAP is often solved by its reduction to an (mixed-)integer linear program
((M)ILP). The most often cited reason for this is to obtain better interim solutions
within problem-specific solution procedures to increase their efficiency or to form
the basis for new solution approaches. The linearization of Lawler (1963) is one of
the first approaches to obtaining lower bounds for this purpose. Kaufman and
Broeckx (1978) provide another linearization for obtaining lower bounds when
applying Benders’ decomposition (Benders 1962). This linearization was improved
by Xia and Yuan (2006) as well as Zhang et al. (2013). Also Bazaraa and Sherali
(1980) use their linearization with Benders’ decomposition. Christofides et al.
(1980) provide a linearization to reduce complexity in the solution process of
large-scale instances by means of a decomposition approach. Frieze and Yadegar
(1983) apply a Lagrange relaxation to their linearization in order to tighten the
bounds. Adams and Johnson (1994) provide another linearization to further
improve the bounds. Helber et al. (2014) apply a fix-and-optimize heuristic (Helber
and Sahling 2010) to their linearization of the QAP.

In comparison to the different variants of FLPs, where the intensity of the
material flow between the objects is pre-defined, only a few contributions mention
variable material flow between the objects. A multi-period setting was investigated
for the first time by Rosenblatt (1986). Such problem settings are called dynamic
facility layout problems, as the material flow is specified for each individual period.
A fuzzy representation of a variable material flow (e.g. Grobelny 1987; Dweiri and
Meier 1996; Enea et al. 2005) and a scenario-based robustness analysis (Rosenblatt
and Lee 1987) are examples of including a restricted knowledge about the material
flow intensity into the facility layout planning. Still, the decision maker cannot
influence the actual realization of the flow intensity in these problem settings.

Note that the decision maker can however influence the flow intensity by varying
the production range—e.g., by outsourcing the production of certain products (see
e.g. Gunasekaran et al. 2015, for a comprehensive discussion of outsourcing
decision making). In order to evaluate such opportunity, the material flow needs to
be considered at the product level. We are aware of an only study that adopts this
perspective in the context of facility layout planning—that by Bazaraa and Sherali
(1980), based on the earlier work by Graves and Whinston (1970). However in their
problem setting, the production range is not subject to change. To our best
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knowledge, the present work is the first one to address make-or-buy decisions and
facility layout planning within an integrated approach.

For a more profound insight to the different problems setting in FLPs please see
Singh and Sharma (2006) as well as Drira et al. (2007).

3 The Integrated Make-or-Buy and Facility Layout
Problem

3.1 Problem Description and Modeling Assumptions

Consider a company which has to satisfy the given demand for a set P of products
within a specific period. The length of this period corresponds usually to the range of
tactical production planning which depends on the industry and spans typically a
number of years. The entire demand for each single product can either be produced
in-house or purchased from an outside supplier. As in most of FLPs studied in the
literature, we assume that the demand is deterministically known (cf. Drira et al.
2007). The respective make-or-buy decision with regard to product p 2 P is repre-
sented by the variable qp 2 f0; 1g. To make the products in-house, it is necessary to
arrange a set I of objects (e.g. equipment units or machines) on the set K of locations
within the facility. For brevity, we will refer to the objects as machines. Every
machine can be placed on any location; one location can accommodate at most one
machine. For this reason, Ij j � Kj j is required. The decision about the assignment of
machine i to location k is represented by the variable uik 2 f0; 1g. Determining their
values for all i; k defines therefore the layout of the facility. We assume that set I of
machines to be located is not affected by the make-or-buy decision. As an example,
consider a joinery that ships furniture products to a retail chain.

If qp ¼ 1, the direct material flow frommachine i to machine j causes costs kpij per
distance unit, where kpij � 0 for every i; j 2 I is determined by the production process
of product p. The distance between the locations k and l is represented by dkl. If a
specific product p is not made in-house ðqp ¼ 0Þ, the entire demand for this product
has to be met via outsourcing at the cost cp. In general, cp should represent the total
cost of procuring the entire demand volume of product p from an external supplier,
less any savings realized due to not producing product p in-house—so that cp can also
be negative. To simplify the exposition, we further assume that the production costs of
any product, except for that part of theirs which results from the material flow within
the facility layout, remain unaffected by the make-or-buy decision.

It should be noted that the total procurement costs are determined in the industry
practice by a broad range of factors, both financial and non-financial, e.g. the
purchase price, supplier service level, monitoring costs, and alliances’ risk per-
spectives, to name a few (see Gunasekaran et al. 2015). For the purposes of the
present study we assume that the outsourcing cost cp, p 2 P, accounts in our model
for all relevant procurement cost factors. Alternatively, it can be interpreted as a
penalty cost for not producing the respective product at all.
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The objective is to minimize the total costs of sourcing by choosing between
production and outsourcing for each product p, as represented by variables
qp; p 2 P, and a choosing a facility layout represented by variables
uik; i 2 I; k 2 K. This defines the integrated make-or-buy and facility layout
problem.

3.2 Model Statement

The following optimization problem seeks to determine the optimal solution of the
integrated make-or-buy and facility layout problem:

TC� :¼ min
X
p2P

X
i2I

X
j2I

X
k2K

X
l2K

qp � kpij � dkl � uik � ujl þ
X
p2P

ð1� qpÞ � cp ð1Þ

X
k2K

uik ¼ 1 8i 2 I ð2Þ

X
i2I

uik � 1 8k 2 K ð3Þ

uik 2 f0; 1g 8i 2 I; k 2 K ð4Þ

qp 2 f0; 1g 8p 2 P ð5Þ

Problem (1)–(5) is an extension of the QAP. The first part of (1) represents the
total material flow costs of in-house production. Specifically, if machine i is
assigned to location k and machine j is assigned to location l, then uik ¼ ujl ¼ 1.
Should product p be made in-house ðqp ¼ 1Þ, the cost of material flow between
machines i and j associated with that product must be taken with the factor dkl,
which accordingly represents the distance between the machines. The second part
of (1) expresses the total costs of outsourcing the products, which are not produced
in-house. The total of material flow costs and outsourcing costs has to be mini-
mized. Constraints (2) and (3) express that each machine is assigned to exactly one
location and that at most one machine is assigned to each location. Constraints (4)
and (5) define the feasible range of decision variables. Note that (1)–(5) is a
non-convex integer optimization problem with a cubic objective function, Ij j �
Kj j þ Pj j binary variables and Ij j þ Kj j linear constraints.1

1Note that integrality of make-or-buy decision variables expressed by constraint (5) can be relaxed,
meaning essentially that any product demand can be shared between in-house production and
outsourcing. This would render the problem under study to an integrated make-and-buy and
facility layout problem. It can however be shown that such relaxation does not improve the optimal
objective value in (1). We omit the detailed proof here for reasons of space.

Integrated Make-or-Buy and Facility Layout Problem … 125



In the next section we derive basic properties of optimal solutions of problem
(1)–(5) and illustrate them by a numerical example.

4 Properties of Optimal Make-or-Buy
and Facility Layout Decisions

4.1 Superadditivity of Minimum Flow Costs

In this section we establish a basic property of material flow costs induced by a
subset of products in their respectively optimal facility layout: This property states
that merging two subsets of products for in-house production cannot reduce the
material flow costs—compared to the total of these costs which would have arisen if
each subset of products would have been produced in isolation on the respectively
optimal layout. This property can be described as superadditivity of the material
flow costs in the respectively optimal layout as a function of the set of products
made in-house. Let S � P be a non-empty set of products and KS the optimization
problem (1)–(4) with qp ¼ 1 for every p 2 S and qp ¼ 0 as well as cp ¼ 0 for every
p 2 PnS. Consequently, the value of qp for p 2 P is not variable anymore and
represents a parameter of problem KS. Further, let Z�

S be the optimal objective
function value of KS and L�S ¼ fu�ikji 2 I; k 2 Kg its optimal solution. Thus Z�

S
displays the minimal material flow costs resulting from in-house production of
product set S. There holds the following

Proposition 1 Z�
S þ Z�

PnS � Z�
P 8 S � P; S 6¼ ;.

Proof It is easy to see that the objective function of KP is the sum of the objective
functions of problems KS and KPnS. Note further that all three problems KP, KS and
KPnS have an identical feasible region. Furthermore, L�P cannot deliver an objective
value to problem KS lower than Z�

S as well as it cannot deliver an objective value to
KPnS lower than Z�

PnS. This leads to the assertion of the proposition. h

This property implies that, compared to the exclusive in-house production of the
entire set P, it can be more economically to restrict the set of products made
in-house to S in order to achieve savings in material flow costs of the magnitude

K ¼ Z�
P � Z�

S þ Z�
PnS

� �
þ Z�

PnS. However this will lead to outsourcing costs of
P

p2PnS cp. In the case of Pj j ¼ 2 the amount Z�
P � Z�

S þ Z�
PnS

� �
represents the

complexity costs as defined in Sect. 1.
The above exposition makes clear that optimal make-or-buy decisions depend on

the trade-off between complexity and material movement costs on the one hand and
outsourcing costs on the other. The following section analyses accordingly the
structure of optimal make-or-buy decisions.
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4.2 Structure of Optimal Make-or-Buy Decisions

Below we investigate the dependence of optimal make-or-buy decisions on the
costs of outsourcing. We will describe this dependence as optimal make-or-buy
decision policy. To analyze its structural properties we will focus on the case
P ¼ f1; 2g and vary the outsourcing costs c1 and c2 on the interval ½0;1Þ
respectively. Let further the notation of Sect. 4.1 hold. For the sake of brevity, let
Z�
p 	 Z�

pf g for p 2 P. There holds the following

Proposition 2 Depending on the outsourcing costs c1 and c2, it is optimal to
decide between in-house production and outsourcing as follows:

(a) c1 � Z�
1 ^ c2 � Z�

2 ) ðq�1; q�2Þ ¼ ð0; 0Þ;
(b) c1 � Z�

1 ^ c2 �min c1 þ Z�
2 � Z�

1 ; Z
�
P � Z�

1

� � ) ðq�1; q�2Þ ¼ ð1; 0Þ;
(c) c1 �min c2 þ Z�

1 � Z�
2 ; Z

�
P � Z�

2

� � ^ c2 � Z�
2 ) ðq�1; q�2Þ ¼ ð0; 1Þ;

(d) c1 � Z�
P � Z�

2 ^ c2 � Z�
P � Z�

1 ) ðq�1; q�2Þ ¼ ð1; 1Þ.

Proof If the condition of case (a) holds then outsourcing of each product is cheaper
than its exclusive in-house manufacturing on the respectively optimal layout. Note
that there are four possible make-or-buy decisions: ðq1; q2Þjq1; q2 2 f0; 1gf g.
Solving the problem (1)–(5) while fixing q1; q2 to particular values will result in
four problem instances. A direct comparison of their objective values implies that
ðq1; q2Þ ¼ ð0; 0Þ results in the lowest objective value. This proves case (a). The
proof of the subsequent cases can be carried out by a similar approach. h

The proof of Proposition 2 yields the following result:

Corollary 1 The optimal objective value of problem (1)–(5) in cases (a)–(d) of
Proposition 2 are respectively c1 þ c2, Z�

1 þ c2, c1 þ Z�
2 and Z�

P.

Optimal make-or-buy decisions arising in cases (a)–(d) for the given combina-
tions of outsourcing costs c1 and c2 comprise four respective areas on the coordi-
nate plane Oc1c2 which are represented by areas A–D in the illustration provided on
the right of Fig. 1.

As the figure illustrates, case (a) applies when neither the exclusive in-house
production of product 1, nor that of product 2 is cheaper than outsourcing the
respective product. Therefore both products will be purchased from the external
supplier, which results in costs c1 þ c2. If c1 � Z�

1 , case (b) applies. In this case,
outsourcing is more expensive than exclusive in-house production of product 1.
Therefore product 1 will be produced and product 2 will be purchased if
c2 þ Z�

1 � c1 þ Z�
2—i.e., it is not cheaper to do the opposite and, further,

c2 � Z�
P � Z�

1—i.e., the outsourcing costs of product 2 are not higher than the
additional production costs; the latter include the complexity costs if they emerge.
Case (c) can be interpreted in a similar way. If c1 � Z�

P � Z�
2 and c2 � Z�

P � Z�
1 then

case (d) applies. In this case, production of both products on a shared optimal layout
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is cheaper than outsourcing any of the products—despite of the existence of pos-
sible complexity costs. So both products will be produced at the cost Z�

P.

4.3 Numerical Example

In the following example we consider a facility with six locations arranged in a row.
Between two adjacent locations, the distance amounts to one distance unit. If there
are n locations between any two given locations, then the distance between the
given two amounts to nþ 1 distance units. Six machines have to be located. The
product set is given by P ¼ 1; 2f g. Product 1 passes the machines in the following
order: 1–2–3–4–5–6, for the second product this order is respectively 5–2–3–4–1–
6. The direct transfer of a product from one machine to another results in material
flow costs of one currency unit per distance unit.

Firstly we compute the objective values Z�
1 , Z

�
2 and Z�

P using CPLEX v. 12.5;
these have been found to be 5, 5 and 17 respectively. We then let the outsourcing
costs c1 and c2 vary in the range from 0 to 20 and determine the optimal
make-or-buy decisions by means of Proposition 2. The right-hand part of Fig. 1
illustrates cases (a)–(d) from Proposition 2. Its left-hand part shows the respective
optimal objective values of problem (1)–(5) as per Corollary 1. The four colored
faces of the graph correspond to one of cases (a)–(d). It can be seen that the
projection of the graph on the horizontal coordinate plane yields the right-hand part
of Fig. 1.

If a layout exists, which is optimal for both products in exclusive in-house
production, then the boundary between areas B and C collapses to a point; there are
no complexity costs in this case.

Note that other FLPs investigated in the literature are not equipped with the
possibility to outsource products. But as shown on the left-hand part of Fig. 1, it
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might be an economically attractive option because of the possible presence of
complexity costs.

It may be impractical or impossible to derive optimal make-or-buy and facility
layout decisions for larger instances of problem (1)–(5) using a general-purpose
solver as it represents an integer non-convex optimization problem. An established
solution approach which guarantees an exact solution or at least a guaranteed
quality of approximate solutions consists in the reduction of the problem at hand to
a mixed integer linear program and solving it with respective state-of-the-art
methods. This approach will be pursued in the following section.

5 Solution Approach via Linearization

On the first sight, it appears logical to use one of the existing linearizations of the
QAP to solve problem (1)–(5) by transforming it to a MILP. A closer examination
however reveals that the available linearizations cannot serve this purpose, or do so
only to a limited extent.

With regard to the additional variables and constraints, the linearization of
Kaufman and Broeckx (1978) is known as the most compact, thus as the most
efficient formulation. However adopting their linearization technique for the pur-
pose of linearizing problem (1)–(5) would lead to quadratic constraints in the
resulting optimization problem. Their linearization is further only suitable for QAPs
with a symmetric distance matrix, what cannot be assumed for facilities with special
handling devices, e.g. a directed loop layout (Drira et al. 2007). The other known
linearization approaches will lead to a quadratic objective function with a relatively
high number of additional variables and constraints.

For the above reasons, we propose a new linearization approach which reduces
(1)–(5) from a problem with a cubic objective function to the following
mixed-integer linear program:

TC� :¼ min
X
k2K

X
l2K

dkl � vkl þ
X
p2P

ð1� qpÞ � cp ð6Þ

vkl �
X
p2P

qp � kpij �Mij � ð2� uik � ujlÞ 8i; j 2 I; k; l 2 K ð7Þ

vkl � 0 8k; l 2 K ð8Þ

and (2), (3), (4) and (5).
The new decision variables vkl represent in the optimal solution the resulting

material flow between the locations k; l in currency units per distance unit. To
determine the total material flow costs in the facility, they become multiplied in
objective function (6) with the distance dkl between the respective locations.
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If machines i; j are placed on locations k; l respectively, then the parenthetical
expression in (7) turns to zero. Accordingly, constraint (7) implies
vkl �

P
p2P qp � kpij � uik � ujl for these i; j. Therefore, vkl has to be at least as large as

the resulting material flow between the machines in question. For all other com-
binations of i; j, a sufficiently large number Mij just assures that vkl is bounded from
below by a non-positive value. For a tight linearization, we suggest to choose
Mij ¼

P
p2P kpij. Further, constraint (8) assures the non-negativity of vkl in every

case. Because the objective function (6) is to be minimized, vkl will take on the
smallest possible value for every k; l, thus representing the material flow between k
and l. As a result, problem (2)–(8) involves Ij j2 � Kj j2 additional constraints and Kj j2
continuous variables in comparison to problem (1)–(5).

Note that the above linearization approach is not restricted to any specific
product range P. Note further that it can also be applied to the classical QAP by
setting qp ¼ 1 for each p 2 P.

6 Conclusion and Outlook

The present study proposes an approach to an integrated make-or-buy and facility
layout planning which takes into account interdependencies between these planning
levels. We formulate a non-linear integer programming problem which underlies
the suggested planning approach. Basic properties of its optimal solutions are
investigated and illustrated on a numerical example. Furthermore, we propose a
linearization of the said problem to facilitate its solution with conventional tools. In
addition to the above, the present study provides an operationalization of the notion
of complexity costs in the context of facility layout decisions.

It should be noted that the second level of tactical production planning—namely
that of production process and resource planning—can be integrated into the pro-
posed planning approach by taking into account the decision with regard to the
acquisition of machines comprising set I. This is achieved by incorporating the
following constraint into problem (1)–(5) as well as (2)–(8):

X
p2P

qp �
X
j2J

kpij þ kpji
� �" #

�
X
j2J

Mij þMji
� � �X

k2K
uik 8i 2 I ð9Þ

Furthermore, the expression of the objective function in (1) as well as (6) has to
involve the additional term

P
i2I

P
k2K aik � uik, where aik is the cost of ownership

of machine i when it is employed at location k, and constraint (2) has to be changed
to an inequality with the less-or-equal sign.

Future research should attend this model extension, as well as focus on deriving
solution properties for a larger number of products and gaining insights into the
magnitude of complexity costs by conducting a numerical study in a variety of

130 B. Hillebrand and G. Pishchulov



settings. Furthermore, it would be of interest to address the following problem
settings in the future research: Division of labor between multiple facilities of the
company, planning over product life-cycles, as well as problem settings with
supply- or demand-side uncertainties. Last but not least, it is essential to develop
efficient heuristic solution methods for the problem under study.

Acknowledgments We are thankful to Rolf Wendt of TU Dortmund University for the useful
insights with regard to relaxation of the problem referred to in footnote 1.
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Qualification and Competence Related
Misfits in Logistics Companies:
Identification and Measurement

Sebastian Wünsche

Abstract Qualification and competence requirements in logistics companies are
influenced by internal and external processes of change. To stay competitive and
reactive to the market, those companies have to face the problem of qualification
and competence related misfits. This paper presents a mixed method approach to
identify and measure qualification and competence related misfits in different
occupational groups and closes a gap in the literature. The use of the tool could
provide valuable information to the HR development function of a logistics
company.

1 Introduction

Depending on the general development of the economy, logistics can be seen as a
growth industry with a huge demand for employees, in particular for
logistics/supply chain managers and qualified personnel (see e.g. BVL 2008a, b).
Despite these good predictions, logistics companies face qualification and compe-
tence related problems that result from influences of internal and external processes
of change. For example due to social and economical megatrends, as well as
changes in business activities, job requirements rise quickly. This development is
propelled by the characteristics of the sector, which can be described as highly
dynamic, networked and service orientated (Jahns and Darkow 2008; BVL 2008a;
Klumpp 2009). Existing qualification and competence profiles are not able to keep
up with, which ends up in a qualitative skill shortage (PwC 2012; Carter and Carter
2007). This shortage can be observed in many industries but due to high dynamics
in logistics processes there is a distinct tendency in this special sector (Oxford
Research 2010). In this kind of situation, a logistics company is reliant to attract,
develop and keep qualifications and competencies (Carter and Carter 2007).
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Instead, companies often suffer from undesired retirement of their employees (Felfe
2008). Dysfunctional fluctuation is the last element in a vicious circle beginning
with a qualitative skill shortage, which leads to qualification and competence based
misfits in a company, as shown in Fig. 1. A major problem for logistics companies
is the fact that qualification and competence based misfits constitute extra costs.
Based on a negative misfit, an employee can be underchallenged, dissatisfied and/or
show inactive periods at work (Brauweiler 2010). In this case opportunity cost for
the company appear, as the potential of the employee is not fully practiced. If
dysfunctional fluctuation occurs, a company faces the extra costs of finding,
recruiting and instructing new personnel, as well as the cost of losing expertise.

Logistics companies are not always able to match their spectrum of business
activities with the employees’ qualifications and competences. In this “era of tur-
bulence” they have to stay competitive and reactive to the market (Christopher and
Holweg 2011). Just as little a single logistic company is able to influence me-
gatrends as situations which can last decades (Froehlich 2010). How can this
vicious circle be interrupted? A task of the HR-development function is to close
qualification and competence related gaps (Holtbrügge 2010) to avoid follow up
problems. But first, those gaps or so called misfits have to be visible. The on hand
research starts at this point and asks:

How can qualification and competence related misfits be identified and mea-
sured in logistics companies?

2 Qualifications and Competences in the Literature

2.1 Literature Review

Investigating 109 scientific articles from 1998 to 2014, Hohenstein et al. (2014)
identify seven different HRM/SCM research streams: Skills, knowledge and abil-
ities; training and development; HRM impact on performance; education and

Problem of finding the
right qualificationsand
competences in a world of
qualitative skill shortage

Vacant positions are
occupied with non-fitting 
qualifications and
competences

Qualification-and
competence-based misfits
occur (positive or negative)

Dysfunctional fluctuation
Sinking job satisfaction;
more inactive periods;
illness

Excessive demand or low
demand

Fig. 1 Dysfunctional fluctuation as a result of qualification and competence based misfits
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teaching; hiring and recruiting; compensation and pay as well as global mindset. In
the first stream, Ellinger and Ellinger (2014) point out skills for managing supply
chains. Murphy and Poist (2007) undertake long-term studies to investigate skills
for senior level logistics and supply chain managers. They differ between general
business skills, managerial attributes and specific logistics skills. In contrast to other
researchers, Wu et al. (2013) discuss skills like rank communication, financial
analysis and customer relationship management. Wünsche et al. (2014) emphasize
professional experience, intercultural experience, foreign language skills, computer
skills and different vehicle driving licenses as relevant for logistics professionals.
The body of literature contains different tools for measuring competences (e.g.
Hathaway et al. 2000; Bambeck 2003; Balzer et al. 2004; Frey and Balzer 2007).
However, there is no tool for identifying and measuring qualification and compe-
tence based misfits in logistics. Those misfits in logistics have not even been
recognized in the SCM literature. When it comes to skills, authors often investigate
single occupational groups, e.g. supply chain managers (Murphy and Poist 2007).
A closer examination of different groups is very seldom (e.g. Wünsche et al. 2014).

The skill related research in SCM and logistics came to its peak in 2013. Not
only for this reason Hohenstein et al. (2014) conclude that there is a high relevance
in this issue. Regarding further research, there is a call for mixed method approa-
ches (Golicic and Davis 2012).

2.2 Defining the Components

To be more precise when it comes to “skills”, it can be differed between qualifi-
cations and competences.

Tippelt and Schmidt (2009) understand a qualification as a certificated and
standardized skill. In order to gain a qualification, one has to pass an evaluated
exam (Preissing 2001). This ensures that a person is able to execute relevant actions
within a special profession on a given standard (Tippelt and Schmidt 2009).
Qualifications are used to document knowledge and are very important for starting a
career (Müller 2008).

Competence refers to an individual personality aspect, which means that they are
dependent from action and can only be obtained by application (North 2007). Even
though competences can be trained and taught, they remain individual and cannot
be imitated (Müller 2008). Competences enable the effective performance of a job
(see Bartram and Roe 2005). A typical differentiation of competences refers to
professional, methodological, social and self- and personal competences (Fölsch
2010; Erpenbeck and Heyse 2007). Misleadingly, often competences are put on a
level with capabilities. Ulrich and Smallwood (2004) make a distinction between
both terms. While an organization has capabilities, an individual has competences.

If there is a gap between job requirements and the qualifications and compe-
tencies owned by an employee, a qualification and competence based misfit occurs
(Kristof 1996; Gericke et al. 2009). They can be positive or negative and end up in

Qualification and Competence Related Misfits in Logistics … 135



over- or under-qualification as shown in Fig. 1 (Erdogan et al. 2011; Allen and van
der Velden 2001; Rumberger 1981).

To strengthen international competitive ability and the comparability of quali-
fications and competences, different tools exist (Müller 2008). The European
Qualifications Framework, as well as the German Qualifications Framework and the
Classification of Professions are such systems (EC 2008; BfBF 2014; GFLMA
2011). An assignment of qualifications, competences, organizational hierarchy
levels and occupational groups becomes possible (Kotzab and Wünsche 2013).

3 Developing a Strategy to Identify and Measure
Qualification and Competence Based Misfits

3.1 Propositions and Approach

To develop a tool for identifying and measuring misfits, propositions for orientation
and later assessment have to be set up first.

As shown in Fig. 1, it is not easy for a logistics company to find the right
qualifications and competencies in a world of qualitative skill shortage (PwC 2012;
Carter and Carter 2007). It can be assumed, that

P1: Not every employee in a logistics company is skilled adequately for his/her
position.

Then a qualification and competence related misfit should occur. If it occurs it
must be recognizable or visible, which leads to

P2: If P1 is true, qualification and competence related misfits can be shown and/or
measured.

If P2 is true, there must be an instrument that is suitable for such an undertaking,
which leads to

P3: Qualification and competence related misfits can be identified and/or measured
by a suitable instrument.

When it comes to qualification and competence based variations, the HR
development function talks about a deviation in target/actual (Oechsler 2000), which
gives a first hint for developing a tool. Finance knows a tool for measuring target and
actual business results, called target-performance comparison (Jung 2003). First,
c-level management and controlling define financial targets in measurable figures.
By means of a variation analysis the controlling identifies variations in target and
actual figures. Afterwards it is possible to plan corrective actions (Preissler 2014).

With some adjustments it is possible to use this approach for identifying and
measuring variations in target and actual qualifications and competences. Figure 2
shows the used approach in three steps.
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In a first step, qualification and competence based requirements have to be
elaborated. The strategic function of HRM is responsible for implementing the
company’s business strategy into HRM practices (Ackermann et al. 1989; Evans
1986). For this reason strategic HR managers are in charge of assessing require-
ments for each hierarchy level and occupational group. This can be done by a
structured interview (see Sect. 3.2).

In a second step the strategic HRM has to prepare qualification and competence
related employee profiles for a comparison. The data collection can be done by an
employee survey (see Sect. 3.2).

In a last step, strategic HRM can compare both data sets for identifying and
measuring qualifications and competence related misfits (Sect. 3.2).

The field “corrective actions” is not part of this research. But the results from
former measurement provide valuable data for the HR development function
regarding the continuous planning of qualification and competence related devel-
opment measures. Dynamical development within the company becomes possible.

3.2 Configuration of the Research Steps

As mentioned above, strategic HR managers are in charge of assessing require-
ments und can be seen as experts to ask. This assessment process can be carried out
by a semi-structured and guided expert interview according to Flick (1999).
A semi-structured and guided interview results in precise statements (Flick 1999),
avoids disorientation (Mayer 2008) and allows room for discussing critical issues

Business objectives Strategic HRM

Measures

Qualification- and
competence-based plan

Requirements

Qualification and competence
of the employees

Misfit analysis Corrective actions

Qualification- and competence-based
requirements

Step 1 – Target profiles:
Structured interview

Step 2 – Actual profiles:
Questionnaire

Step 3 – Misfit analysis:
Data comparison

Fig. 2 Adjusted target-performance comparison (based on Jung 2003)
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(Atteslander 1984). The interviewer should be a neutral and trained person
(Maccoby and Maccoby 1965).

For setting up requirements, first qualifications and competencies for assessment
have to be chosen. The German Framework for University Degrees and the German
Institute for International Pedagogic Research differ between 8 qualifications that
will be used for the interview (DIPF 2012; BMBF 2005). Table 1 gives an overview.

Additionally, Table 1 shows the competences used for research. The catalogues
by Frey and Balzer (2007), as well as Wünsche et al. (2014) have been chosen.
Wünsche et al. (2014) extracted competences from logistic job advertisements of
different occupational groups and provide logistics specific competences. Frey and
Balzer (2007) discuss general competences for several industries, which also are
typical for the logistics sector.

The German Federal Agency of Labour differs between four occupational groups
with different sets of qualifications and competences needed (GFLMA 2011). Each
group can be linked to different hierarchy levels and tasks. The system by
Hildebrandt and Roth (2008) can help to establish a connection. The different
groups used for research are shown in Fig. 3.

Subsequently all statements regarding qualifications and competences have to be
interpreted and prepared for measurement. The question of the importance of a
qualification can easily be answered with yes or no. This process is more difficult
for competences as they are not simple certificates, but individual personality
aspects. For this reason the competence measurement literature uses rating scales
(e.g. Frey and Balzer 2007). This interpretation and rating process subsequent to the

Table 1 Set of qualifications and competences used for research

Qualification according to DIPF
(2012), BMBF (2005)

Competences according
to Frey and Balzer
(2007)

Logistics competences
according to Wünsche et al.
(2014)

Promotion Self-dependence Professional experience

Diploma/master-degree Cooperation competence Simple computer literacy

Bachelor-degree Social competence Special computer literacy

Professional education Conflict-dealing
competence

Cultural experience

General qualification for
university entrance

Communication
competence

Relevant languages for
German logistics companies

General qualification for
university of applied science
entrance

Leadership ability Different driving licences

General certificate of secondary
education

Situation-related
behaviour

Certificate of general education Reflexivity

Analytical competence

Flexibility

Target-oriented acting

Work techniques
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interview can be done by content analysis according to Mayring (2010). This kind
of analysis allows each statement regarding a qualification or competence to be
placed on a scale, if configured accordingly towards a classification (Mayring
2010). In step three, the SMk questionnaire by Frey and Balzer (2007) is used to
collect data regarding the qualifications and competences of the employees. Frey
and Balzer (2007) use a six-step Likert scale to rate assessments. For the purpose of
comparability in step three, the rating of assessments in connection with the
interview is bound to the same scale.

To avoid a static assessment, a tolerance interval for each scale value from −0.5
to 0.5 is used for the interview results.

For the investigation of qualifications and competences owned by the employ-
ees, the competence measurement tool SMk by Frey and Balzer (2007) can be used.
Inherently it includes all general competences shown in Table 1. According to the
authors the tool is easy to modify, thus competences for logisticians according to
Wünsche et al. (2014) have been added. Furthermore the set of qualifications from
Table 1 has been used for setting up the questionnaire. The dimensions of the
instrument have been validated statistically and by experts (Frey and Balzer 2007).
The authors appraise the scale’s stability as satisfying to good. Objectivity is given.
The tool copes with the requirements of classical testing theory.

Hierarchy 
level

Requirements
GLFMA

group

Management
level

Administrative 
level

Execution 
level

Execution 
level

Long-term managerial 
experience, holistic logistics 
knowledge, analytical skills

Long-term professional 
experience (key), knowledge 
of basic logistics tasks and 

organizational skills

Long-term professional 
experience, knowledge of 
basic logistics tasks and 

organizational skills (key)

No special requirements

Expert

Specialist

Skilled worker

Unskilled 
worker

Fig. 3 Assignment of hierarchy levels, requirements and occupational categories [based on
Hildebrandt and Roth (2008), 72 and GFLMA (2011), 27–28]
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In a final step, both profiles have to be compared with each other to identify
whether there are misfits or not. The Likert scale allows an estimation of the “size”
of a misfit. For easier interpretation and a more precise look, the scale can be
transformed to a percentage scale (Schön 2012).

4 Identifying and Measuring Qualification
and Competence Related Misfits

4.1 Testing Environment

The instrument has been tested by carrying out a case study in cooperation with a
German logistics provider that kindly agreed to be available for the study.

In a first step, two strategic HR managers from the company have been inter-
viewed in a structured and guided way as described above. By analyzing the
statements, requirement profiles for each occupational group (see Fig. 3) have been
built. The interview took place on June 16th, 2013 in Bremen. According to
Mayring (2002), a summary has been sent to the managers for approval.

In a second step, employees from all positions and hierarchy levels of the
company have been asked for their qualification and for a self-assessment of their
competences. Due to the situation of the company, the questionnaires have been
handed out online, by hand and postal. In the end, 106 out of 332 possible persons
participated. 105 questionnaires were suitable for use. From 105 participants, 38
could be classified as experts, 25 as specialists, 18 as skilled workers from
administrative job, 21 as skilled workers from operative jobs and 3 as unskilled
workers.

In a last step, both profiles have been compared with each other in order to
identify and measure qualifications and competence related misfits.

4.2 Presentation of Key Results

Regarding the qualification no misfit could be identified in any of the groups. Each
employee had the required qualification at the moment of data collection. The
image changes on closer examination of competences according to Frey and Balzer
(2007) and Wünsche et al. (2014). Misfits can be shown for every occupational
group. Table 2 shows the most striking results with misfits of more than 10 % for
each occupational group. It contains no values for unskilled workers due to the very
low number of participants.

140 S. Wünsche



4.3 Discussion and Meaning for the Approach

Identified misfits depend on hierarchy level and typical tasks of the job.
Within the occupational group of experts, the most and strongest negative misfits

can be identified. Here employees with authority to give directives can be found.
However, the biggest discrepancies in this occupational group can be spotted at
leadership- and interaction-related competences. Experts of the company seem to be
a little over-qualified when it comes to special computer literacy.

Some misfits can be identified on the specialist level. Here the differences are
more task-related. The values for analytical competence and special computer lit-
eracy are interesting. According to the interviewed strategic HR managers, these are
typical competencies for the specialist-level.

On the skilled worker levels negative and positive misfits can be identified.
Interestingly the employees from administration self-assessed better in
self-dependence and target-oriented acting than required. According to the inter-
viewed strategic HR managers, especially self-dependence does not play a crucial
role at this hierarchy level.

Interestingly competence related misfits could be shown, while there were not
any qualification related misfits. Although the employees passed exams to qualify
in general for their job it can be questioned whether they work in the right position
according to their abilities or if they are trained properly. Gaining a qualification
does not seem to result in gaining the right competences.

Table 2 Identified competence related misfits for each occupational group

Expert Actual employee
self-assessment
on Likert scale

Target area on
Likert scale
(tolerance included)

Misfit expressed
in per cent

Conflict-dealing competence 0.79 0.92–1 −13

Communication competence 0.81 0.92–1 −10

Leadership ability 0.71 0.92–1 −21

Analytical competence 0.78 0.92–1 −14

Special computer literacy 0.8 0.25–0.41 39

Specialist

Analytical competence 0.81 0.92–1 −11

Special computer literacy 0.75 0.92–1 −17

Skilled worker (administrative)

Self-dependence 0.86 0.58–0.75 11

Target-oriented acting 0.79 0.42–0.58 21

Special computer literacy 0.62 0.75–0.92 −13

Negative values show a tendency to under-qualification while positive values show a tendency to
over-qualification
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All results have been discussed with the strategic HR managers subsequent to
the misfit analysis. In some instances the experts were able to recognize an occu-
pational group-dependent behavior, which supports the results from misfit analysis.

At this point, coming back to the propositions from Sect. 3.1 can help to review
the used approach.

Proposition P1 can be confirmed for the case study. Not every employee was
equipped with the desired competences. Therefore proposition P2 can be confirmed
as well. It was possible to show misfits regarding the employee’s qualifications and
competences. By means of a Likert scale used in the SMk questionnaire by Frey
and Balzer (2007) and a transformation to percentage values, it is possible to give
an impression about the “size” of a misfit. Like assumed in P3, generally it can be
said that the developed tool is suitable for such an operation. The discussion
subsequent to the misfit analysis supports this. However the application contains a
variety of restrictions.

First, the results come from a case study with a German logistics service pro-
vider. As this is a very limited testing environment, generalization is not possible.
Every company features a different culture, different employees or different busi-
ness activities.

Second, the used set of qualifications and competences is limited. Murphy and
Poist (2007) as well as Gammelgaard and Larson (2001) provide bigger sets of
logistic specific competences compared to Wünsche et al. (2014). The selection has
been made against the background of timeliness. Furthermore the distinction of
GFLMA (2011) is not tailored to logistics. The application of a logistics specific
system could provide a comparison.

Third, it can be questioned whether a strategic HR manager is capable of judging
about qualifications and competences needed in specialist departments away from
their own department. This way of imposing profiles has been chosen from the
perspective of HRM. Asking specialists in line function could generate more reli-
able data.

Furthermore the comparability of assessments from interviews and question-
naires can be questioned. The methodological choice is based on a call for mixed
method approaches in HRM related SCM/logistics research (Golicic and Davis
2012).

Another restriction comes with the use of self-assessments. It can be questioned,
whether the employees reflect their own competences correctly (Frey and Balzer
2007). A third party assessment could provide a comparison for more resilient
results.

5 Conclusion and Outlook

Logistics companies find themselves in an “era of turbulence” (Christopher and
Holweg 2011). To stay competitive and reactive to the market those companies
have to face the problem of qualification and competence related misfits.
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The purpose of this paper was to find a way to identify and measure qualification
and competence related misfits in logistics companies. The results from Sect. 4
show that this kind of misfits indeed exists. Through using an adjusted approach
from finance it is possible to identify and measure qualification and competence
related misfits in three steps. Some restrictions have been discussed above. A closer
look on those can lead the way for further research.

Comparative studies would be interesting for more evidence regarding appli-
cability in logistics practice.

In practice, results from misfit measurement could provide valuable information
to the HR-development function. Targeted training and development can eliminate
or minimize misfits and prevent follow up problems as shown in Fig. 1
subsequently.
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Part V
Flexible Production Management



A Lot Streaming Model for a Re-entrant
Flow Shop Scheduling Problem
with Missing Operations

Richard Hinze

Abstract Re-entrant scheduling problems are characterized by a multiple pro-
cessing of the jobs on one or more machines. Such problems occur in wafer
manufacturing, paint shops and rework operations. This paper proposes a lot
streaming formulation for a re-entrant flow shop scheduling problem with missing
operations. The examined objective values are makespan and the sum of comple-
tion times. The model is compared to an existing approach. In addition the impact
of an increasing number of sublots is examined.

1 Introduction

This article describes a mathematical model for a re-entrant flow shop scheduling
problem. In machine scheduling problems a set of jobs needs to be processed on
one or more machines. Each job in flow shop problems consists of multiple
operations. The operations are performed on several machines. The machine
sequence is predetermined and identical for each job. A re-entrant flow shop
scheduling problem additionally requires the jobs to be processed more than once
on at least one machine. Re-entrant product flows occur for instance in wafer
fabrication (Kumar et al. 2004), LCD panel production (Choi et al. 2011) and air
plane engine manufacturing (Hekmatfar et al. 2011).

A re-entrant flow shop was first described in 1983 (Graves et al. 1983). Since
then different models and solution techniques for the re-entrant flow shop as well as
re-entrant job shop scheduling problems are discussed (Uzsoy et al. 1992, 1994;
Danping and Lee 2011). Different types of re-entrants have been discussed in
literature (Emmons and Vairaktarakis 2012). This paper considers cyclic re-entrant,
which requires the jobs to be processed in the production system in loops. These
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loops are called levels subsequently. The objective functions examined in this paper
are makespan and the sum of completion times. Makespan is a common measure of
evaluating schedules. A low makespan implies high machine utilization. The total
completion times can be used to represent the work-in-process inventory (Conway
et al. 1967) as a performance measure in production logistics.

2 Re-entrant Flow Shop

The model in Sect. 3 is based on two prior formulations for re-entrant flow shops
(Pan and Chen 2003; Hinze et al. 2013), which includes the properties described in
Sects. 2.1 and 2.2. The multiple runs of jobs in a production system are formulated
as levels. A job enters a new level l + 1, when it returns to a machine to be
processed again. Each level of a job is assigned to one sequence position for the
flow shop. The total number of sequence positions is calculated as the product of
the number of jobs and the number of levels per job. Re-entrant flow shop
scheduling problems are NP-hard (Wang et al. 1997).

The lot splitting approach described in Sect. 2.3 is based on a job shop for-
mulation with lot streaming (Buscher and Shen 2011).

2.1 Mixed Levels

The mixed levels property allows a job to start its level l + 1 after it finished its level
l preceding the levels l of the other jobs. That leads to a possible sequence where a
job in level l is preceded and followed by jobs in a level equal or lower than l.
Mixed levels allow jobs to be finished earlier and therefore reduce completion time.
This effect is illustrated by the example in Sect. 2.2.

2.2 Missing Operations

Missing operations represented by processing times equal to zero are possible, for
example if a job does not re-enter a production system at the first machine but
maybe at the second or third machine. The following example (Tables 1 and 2) for
two jobs (i = 1, 2) being processed on three machines (k = 1, 2, 3) over two levels
(l = 1, 2) illustrates such a behavior.

Both jobs re-enter the system on the second machine. Therefore the second
processing time (l = 2) on the first machine (k = 1) is zero.

Solving the problem with the model from Pan and Chen (2003) leads to a
makespan of 13 time units represented in Fig. 1. A model that deals effectively with
missing operations and mixed levels (Hinze et al. 2013) leads to the schedule with
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reduced makespan of 12 time units shown in Fig. 2. The schedule shown in Fig. 2 is
not possible in the former formulation, because the operation of job i = 1 in level
l = 2 on machine k = 2 needs to wait for machine k = 1 to process job i = 1 zero time
units before it can change to machine k = 2.

2.3 Lot Streaming

It is possible to split the operations to process a job, if the job can be assumed as a
lot consisting of multiple parts. Dividing the job into two sublots makes it possible
to transfer the first sublot earlier to the next processing step.

Table 1 Example processing
times job i = 1

i = 1 k = 1 k = 2 k = 3

l = 1 2 1 1

l = 2 0 1 3

Table 2 Example processing
times job i = 2

i = 2 k = 1 k = 2 k = 3

l = 1 3 3 2

l = 2 0 1 1

Fig. 1 Example for two jobs on three machines with a re-entry on machine two without mixed
levels and proper consideration of missing operations

Fig. 2 Example for two jobs on three machines with a re-entry on machine two with mixed levels
and proper consideration of missing operations
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Figure 3 shows the processing of a job, which needs to visit two machines twice.
The job is not split into sublots. The throughput time is longer than in a schedule of
a job divided into two sublots (Fig. 4).

Lot streaming makes it possible to schedule the sublots of a job. The model in
Sect. 3 is able to split jobs into J sublots in order reduce the objective values
makespan and completion times.

3 Re-Entrant Flow Shop Model

The proposed model uses the notations given in Table 3 to introduce lot streaming
to a re-entrant flow shop with missing operations (Sect. 2.2).

3.1 Objective Functions

The first objective is the minimization of makespan (1). Makespan is the time
between the start of the first operation of the whole set of jobs and the end of the last
operation of all jobs.

Cmax ! min ð1Þ

Fig. 3 Example for one job on two machines without lot streaming

Fig. 4 Example for one job on two machines with lot streaming
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The second objective function (2) in this paper is the sum of completion times.
The completion time of a job is the time when a job is finished.

Xn
i¼1

Ci ! min ð2Þ

3.2 Constraints

Equation (3) ensure that the set of sublots contains all units of the complete job.

XJ
j¼1

Xij ¼ Di 8i; j ð3Þ

The multiplication with the processing times in the constraint sets (4)–(6)
enables the ability to skip missing operations. Both sides of the constraints equal
zero, if one of the considered operations is missing.

Constraints (4) keep the sequence of the jobs operations, starting at k = 1.

pilk0 � sijlk þ pilk � Xij
� � � pilk � pilk0 � sijlk0 � pilk 8i; j; l; k\k0 ð4Þ

The sublots of a job i should be processed in order, starting with sublot j = 1 and
ending with sublot j = J in (5).

Table 3 Notations

n Number of jobs

J Number of sublots

L Number of levels

m Number of machines

i; i0 Job indices

j; j0 Sublot index

l; l0 Levels indices

k; k0 Machine indices

T Sufficiently large number

pilk Unit processing time of job i on level l on machine k 8i ¼ 1; . . .; n; j ¼ 1; . . .; J; l ¼ 1; . . .; L

Di Size of job i 8i ¼ 1; . . .; n

Xij Size of the jth sublot of job i 8i ¼ 1; . . .; n; j ¼ 1; . . .; J

yili0 l0 Binary variable, 1 if job i on level l precedes job i′ on level l′; 0 otherwise 8i; i0 ¼ 1; . . .; n;
l; l0 ¼ 1; . . .;L

sijlk Start time of sublot j of job i on level l on machine k 8i ¼ 1; . . .; n; j ¼ 1; . . .; J; l ¼ 1; . . .; L;
k ¼ 1; . . .;m

Cmax Makespan

Ci Completion time of job i 8i ¼ 1; . . .; n
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pilk0 � sijlk þ pilk � Xij
� � � pilk � pilk0 � si;jþ1

lk0 � pilk 8i; j; l\L; k� k0 ð5Þ

The level transition of a job is regulated in (6). A level l + 1 is not allowed to be
processed before level l is finished.

pilþ1;k0 � sijlk þ pilk � Xij
� � � pilk � pilþ1;k0 � si;jlþ1;k0 � pilk 8i; j; l\L� 1; k; k0 ð6Þ

The job levels are kept in a basic sequence by constraint set (7). The job
sequence within each level is the same. These constraints are used to give the
formulation a stronger structure.

yijli0j0l ¼ yijLi0j0L 8i; i0; j; j0; l\L ð7Þ

Equation (8) ensure the unambiguousness of sequence variables.

yijli0j0l0 þ yi
0j0l0
ijl ¼ 1 8i; i0; j; j0; l; l0 ð8Þ

The model includes consistent sublots, so the sublots of the same job follow each
other subsequently (9).

yijli0j0l0 þ yi
0j0l0
ijl ¼ 1 8i 6¼ i0; j\j0; l; l0 ð9Þ

The constraint sets (10) and (11) prevent jobs to be scheduled on a machine k,
when there is already another job at the same time on k.

T � 1� yijli0j0l0
� �

þ si
0j0
l0k � sijlk � pilk � Xij 8i� i0; j; j0; l; l0; k; if ði ¼ i0Þ j 6¼ jf g ð10Þ

T � yijli0j0l0 þ sijlk � si
0j0
l0k � pi

0
l0k � Xi0j0 8i� i0; j; j0; l; l0; k; if ði ¼ i0Þ j 6¼ jf g ð11Þ

The makespan of the schedule is calculated by (12). It is necessary to check the
end of all operations to compute the makespan, since it is not known whether the
operation on the last machine has a processing time equal zero.

sijlk þ pilk � Xij �Cmax 8i; j; l; k ð12Þ

Equation (13) measure the completion time of each job. It is only necessary, if
the sum of completion times is the objective.

sijlk þ pilk � Xij �Ci 8i; j; l; k ð13Þ

The constraints (14) are the binary constraints to the sequence variables. The
non-negativity constraints apply to the sublot size (15) and (16) to the starting times
of the sublots.
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yijli0j0l0 2 f0; 1g 8i; i0; j; j0; l; l0 ð14Þ

Xij � 0 8i; j ð15Þ

sijlk � 0 8i; j; l; k ð16Þ

4 Computational Experiments

The computational experiments are performed with IBM CPLEX ILOG
Optimization Studio 12.4 on a 4 GB RAM, Intel Core 2 Duo 2 GHz, Windows 7
system.

4.1 Test Instances

384 test instances have been created for 24 different problem sizes. Each of the
instances contains randomly uniform distributed processing times between 0 and
20. The number of jobs ranges from 2 to 4, the number of levels from 2 to 3 and the
number of machines from 2 to 5.

The test problems have been solved using the re-entrant flow shop model from
Pan and Chen (2003) and the model proposed in this article. The test with the lot
streaming model has been performed for each test instance, assuming 1, 2, 3 or 4
sublots.

4.2 Results

The values in Tables 4 and 5 are calculated using the mean reduction over all 16
instances for each problem size.

The mean reductions of objective values by using the model able to deal with
zero processing times are shown in the column “Reduction 1 sublot”. In that
calibration the proposed model is set to J = 1 sublot per job, so the jobs are not split
into sublots. The effect of lot streaming is examined by increasing the number of
sublots for each job to J = 2 and J = 3 in the columns “Reduction 2 sublots” and
“Reduction 3 sublots”. The results in these columns are compared to the objective
values obtained with a configuration of J − 1.

The makespan reductions with J = 1 range from 2.71 to 6.29 %. The largest
relative reduction of makespan in the experiments is achieved by introducing the lot
streaming ability with a number of sublots J = 2. The mean reduction of makespan
is between 2.90 and 37.85 % compared to the configuration of the new model with
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J = 1. The mean relative reduction of makespan by increasing the number of sublots
from J = 2 to J = 3 is lower for each of the test problem sizes. Makespan reductions
are achieved for all test instances.

The mean reduction of total completion time by skipping missing operations and
J = 1 sublots per job are between 3.01 and 19.63 %. The largest relative reduction
of total completion time is also achieved by increasing the number of sublots from
J = 1 to J = 2. This is the same effect as for makespan minimization. The range of
reduction is from 12.82 to 36.08 %. The effect of an increasing number of sublots
per job is also lower for the minimization of completion time, when the number of
sublots switches from J = 2 to J = 3.

Table 4 Mean reductions of makespan

Jobs Levels Machines Reductiona Reductionb Reductionb

1 sublot (%) 2 sublots (%) 3 sublots (%)

2 2 2 3.13 9.90 2.05

3 3.03 19.81 5.09

4 2.71 25.25 8.48

5 2.98 34.49 11.30

3 2 3.65 13.11 3.42

3 2.87 23.13 6.06

4 2.84 32.88 10.01

5 2.73 37.85 10.55

3 2 2 3.21 6.15 1.17

3 3.54 13.59 4.30

4 3.28 22.38 6.36

5 2.99 26.84 7.39

3 2 4.19 4.45 0.65

3 2.95 13.49 4.59

4 3.03 21.04 5.27

5 3.00 28.25 6.35

4 2 2 3.29 2.90 0.65

3 4.53 10.79 3.17

4 2.98 13.12 3.50

5 2.98 20.14 5.46

3 2 6.29 3.58 0.63

3 4.86 8.38 2.15

4 3.79 13.45 3.42

5 2.86 20.56 5.33
aThe reduction is calculated between the makespan calculated with the model of Pan and Chen
(P&C) and the lot streaming model considering zero processing times and mixed levels for sublots
J = 1: (Cmax,P&C − Cmax,J=1)/Cmax,P&C
bThe reduction is calculated by comparing the makespan for calculations with a given number of
sublots J and J − 1: (Cmax,J−1 − Cmax,J)/Cmax,J−1
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5 Conclusions

A formulation for a re-entrant flow shop scheduling problem is proposed, that is
able to avoid waiting times for missing operations and can divide jobs into sublots.
The formulation leads to significantly reduced objective values. Makespan and the
sum of completion times have been used as objective function in two separate
experiments.

The target values could be reduced compared to a formulation from literature by
avoiding waiting times for missing operations. Further reductions are achieved by

Table 5 Mean reductions of the sum of completion times

Jobs Levels Machines Reductiona Reductionb Reductionb

1 sublot (%) 2 sublots (%) 3 sublots (%)

2 2 2 5.43 16.86 5.28

3 4.22 24.04 10.72

4 3.01 28.73 12.02

5 3.05 33.18 15.83

3 2 8.12 20.90 7.52

3 4.58 26.58 11.66

4 3.75 33.26 14.03

5 3.40 36.08 15.92

3 2 2 11.34 15.73 4.60

3 5.86 22.61 9.12

4 5.24 24.82 11.25

5 3.80 28.96 12.69

3 2 13.20 16.12 5.64

3 8.37 22.75 9.71

4 4.53 25.43 11.78

5 4.30 30.24 13.34

4 2 2 14.56 12.82 4.30

3 10.91 19.23 7.02

4 5.92 22.29 9.40

5 3.78 24.90 10.75

3 2 19.63 14.43 4.43

3 10.71 18.20 7.96

4 7.01 22.42 9.85

5 4.93 26.06 11.51
aThe reduction is calculated between the total completion times calculated with the model of Pan
and Chen and the lot streaming model considering zero processing times and mixed levels for
sublots J = 1: (∑Ci, P&C − ∑Ci, J=1)/∑Ci, P&C
bThe reduction is calculated by comparing the total completion times for calculations with a given
number of sublots J and J − 1: (∑Ci, J−1 − ∑Ci, J)/∑Ci, J−1
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splitting the jobs into sublots. The highest reduction of target values is achieved by
splitting each job into two sublots. The reduced total sum of completion time
implies a lower average completion time, which means a reduced work-in-process.
Future models should examine the possibilities to vary sublot sizes for the different
levels of a job. Further research should be spent on applying heuristic solution
approaches on re-entrant flow shop problems with lot streaming, as the model
requires large computational resources to solve bigger problem classes.
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Identifying Complexity-Inducing Variety:
Adapting ClustalW for Semiconductor
Industry

Jan Müller, André Wenzel and Rainer Lasch

Abstract Identifying complexity-inducing factors is an essential precondition for
the successful management of manufacturing complexity. However, established
methods do not fully address the characteristics of semiconductor front-end man-
ufacturing. This paper introduces Multiple Workflow Alignment (MWA) as a new
approach to identify differences between products that increase semiconductor
manufacturing complexity—so called complexity-inducing variety. MWA is an
adaption of the biological sequence alignment algorithm ClustalW and is charac-
terized by high accuracy and reliability. The resulting alignments can be used for
logistic-oriented workflow-design and complexity measurement.

1 Introduction

Semiconductor front-end manufacturing facilities probably represent the most
capital-intensive and complex manufacturing plants today (Ignizio 2011). The main
complexity drivers of this specific type of manufacturing are (Aelker et al. 2013;
Chien et al. 2011; Keil 2012; Mönch and Yugma 2012):

• Highly heterogeneous customers demanding many different products
• Up to 1.000 very complex process steps in one workflow
• Up to 800 machines of 100 different types in one facility, high capacity costs
• Non-linear workflows characterized by re-entrant flows where the same

sequence is passed several times
• High variability and demand volatility, fierce competition.

Neshati (2013) states that complexity in semiconductor manufacturing has
increased during the last decades and will continuously climb. Thus, complexity
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management has become a vital competitive factor. According to Meier and
Hanenkamp (2004), the first step in complexity management has to be the iden-
tification of complexity-inducing factors. In this paper we focus on
complexity-inducing variety in semiconductor front-end manufacturing. A large
amount of manufacturing complexity is caused by the variety of manufacturing
processes and products, which can be described by the amount and the structure of
applied workflows. Workflows are defined as sequences of process steps that have
to be conducted to create the desired functionality of a semiconductor device.

However, due to the characteristics of this industry, many approaches of iden-
tifying complexity-inducing variety cannot be applied properly (see Sect. 2).
Therefore, we propose using Multiple Workflow Alignments (MWA) for the
identification of such variety in a front-end facility. Aligning workflows of different
products means to arrange them in such a way that relatively similar process steps
are placed next to each other. During the alignment, the order of the process
sequences is maintained. Dissimilar steps that cannot be arranged with another step
are instead assigned to a gap. An exemplary alignment of three different workflows
A, B and C is depicted in Fig. 1. For illustration purposes also a simplified version
of the alignment is displayed (also used in Fig. 5).

The alignments reveal structural differences between the considered workflows,
which increase complexity by causing personnel training, sophisticated dispatching
rules, ramified material flows, etc. In combination with information on the tech-
nological complexity of single process steps, those differences are the key to
describe variety-induced complexity. In a subsequent step, the complexity can be
reduced by standardizing the regarded workflows (Frizelle and Woodcock 1995).

For calculating the alignments we adapted the biological sequence alignment
algorithm ClustalW (see Sect. 3). The information gained from the MWA-algorithm
serves as a profound basis for detailed workflow analyses in order to manage
variety-induced complexity (see Sects. 4 and 5). Finally, a conclusion with a
summary of the results and future research directions is given.

Fig. 1 Basic concept of multiple workflow alignments

160 J. Müller et al.



2 Identifying Complexity-Inducing Variety: Requirements
and Existing Approaches

To capture complexity-inducing variety in semiconductor front-end manufacturing,
an underlying method should fulfil several requirements (e.g. Ignizio 2009; Keil
et al. 2014):

• Consideration of product variety: In addition to describing the complexity of
single products the method should also allow to consider interrelations that
might occur due to the differences between various products.

• Detailed depiction of manufacturing processes: To ensure an accurate
description of the differences between products a suitable method should ana-
lyze workflows on single process level. Additionally, the method should retain
the order of process steps, to enable the consideration of interrelations between
subsequent technological processes.

• Automation: Front-end workflows contain up to 1.000 process steps. Moreover,
semiconductor manufacturing processes and product portfolios are continuously
changing. Therefore, the method has to be fully automatable without losing
accuracy or reliability.

• Consideration of semiconductor manufacturing characteristics: The method
should consider typical characteristics like the layer-oriented production process
and re-entrant flows. For detailed information on the semiconductor manufac-
turing process, please refer i. a. to van Zant (2014).

In literature, there are many approaches on identifying and visualizing
complexity-inducing variety. However, they cannot be applied on semiconductor
manufacturing due to various reasons.

Schuh (1989) introduced variety-and feature trees. Variety trees visualize the
different components and assembly orders of variants, feature trees show product
variety on the basis of different features (Schuh 2005). A related method is the
classification of parts depending on geometry and raw material (Pawellek 2014).
These approaches are very often used for variant management and product design.
Unfortunately, they are not suitable for semiconductor production where product
variants do not emerge from the assembly of different components but from dif-
ferent process sequences that are conducted on one substrate, the wafer.

Braglia et al. (2006) and Lee (2014) usemachine-part matrices to link products
and processes by displaying how often a machine/process is used. This way,
products can be grouped depending on their similarity of production. However, this
approach only considers the number of shared process steps and not their order. The
result is a similarity score of different products that does not provide a detailed
overview of complexity-inducing variety.

Keil (2012) eliminates the deficit of the missing consideration of process
sequences and uses cluster analysis in semiconductor industry to build sequence
families as a basis for the implementation of flow production. It is shown that
cluster analysis is a good approach for grouping similar sequences. However,
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besides the identification of similar sequences we also intend to detect
complexity-inducing differences between multiple semiconductor workflows.
Nevertheless, cluster analysis could be a good supplement to our approach (see
Sect. 5).

Several approaches directly address the complexity of manufacturing systems:
Based on graph theory, Espinoza et al. (2012) develop six different indices to
measure the complexity of the manufacturing layout. ElMaraghy et al. (2005)
develop a complexity code to depict the inherent structural complexity of manu-
facturing systems. Both methods are not really suitable for an application in semi-
conductor industry due to the high number of process steps and re-entrant-flows.
Moreover, both methods are mainly designed for assembly production.

None of the described methods meets the stated criteria satisfactorily. Ignizio
(2009) suggests the creation of a process-step-centric flowchart for identifying
complexity reduction potential. Workflow alignments are quite comparable to this
idea (see Sect. 1), however, contrary to Ignizio’s approach they allow the joint
consideration of multiple product variants: Alignments can be composed of two
(pairwise alignment) or more workflows (multiple alignment). By using multiple
workflow alignments, one gains several advantages (see Sect. 3):

• Detailed depiction of complexity-inducing variety down to single process level,
both for pairs of workflows and across all workflows

• Depiction of similarity relationships in a technology tree
• Adjustable, fully automatable model, short runtime, high accuracy
• Consideration of semiconductor characteristics: Retention of sequence order

enables consideration of re-entrant flows; two-step approach reflects
layer-oriented production.

3 Adapting ClustalW for Multiple Workflow Alignment

Sequence alignment is extensively used in bioinformatics (Thompson et al. 2011)
but is also applied in social sciences (Gauthier et al. 2014), linguistics (List 2012)
and other fields (Xing et al. 2010). In bioinformatics there are several approaches to
compute the optimal alignment of two sequences; best known are dynamic pro-
gramming algorithms like that of Needleman and Wunsch (1970). In contrast, the
calculation of optimal multiple sequence alignments (MSA) is incomputable for
more than a few sequences of average length (Thompson et al. 1994). For that
reason, several heuristics have been developed.

For a long time progressive approaches were of high importance. They are
built on the premise that similar sequences should be aligned at an early stage of the
multiple alignment because their close relation reduces the probability of false
alignments. In the last twenty years, increasing requirements regarding speed and
accuracy of MSA-algorithms led to the development of more efficient approaches
(Thompson et al. 2011). Unfortunately, the achieved improvements rest mainly on
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specific characteristics of protein sequences and are therefore hardly applicable on
the alignment of workflows. Considering the fact that workflow alignments are not
as complex as biological benchmark alignments (cf. Thompson et al. 2011), the
adaption of a less specific algorithm stood to reason.

With this in mind, the progressive alignment algorithm ClustalW of Thompson
et al. (1994) appears to be a good choice for an efficient adaption. It has been
extensively used in bioinformatics, but has also been adapted by researchers of other
scientific fields (e. g. Steiner et al. 2011; Wilson 2008). Like ClustalW, the
MWA-algorithm runs through three consecutive stages: Pairwise Alignment →
Generation of Technology Tree → Actual Progressive Alignment (cf. Fig. 2).

In sum, the pairwise alignment determines the similarity relations between all
pairs of workflows. Based on this information, the neighbor joining algorithm is
used to calculate a hierarchical technology tree. The order, in which the workflows
are joining the tree, is used to guide the progressive alignment: At the beginning
very similar workflows are aligned, the most dissimilar ones come last (cf. Fig. 2—
please refer to Thompson et al. (1994) for more information on the basic func-
tionality of sequence alignment algorithms). Despite the obvious similarities, there
are significant differences between the adapted algorithm and the original ClustalW.
Those are described below:

Differences during pairwise alignment (stages 0 and 1 in Fig. 2):

Two-step approach: Based on the lithography steps, the process sequence of a
semiconductor device can be divided into self-contained sub-sequences, so called
layers. Thus, a workflow can also be regarded as a sequence of layers, which in turn
consist of process steps. To reflect this characteristic (and contrary to ClustalW) the
pairwise alignment in MWA is calculated in two steps:

During the first step a process step alignment is calculated for all pairs of layers
of the concerned workflows. Afterwards, the resulting alignment is evaluated,
leading to a score sL that describes the degree of similarity between both layers (cf.
(2)). After the completion of the first step, the scores of all layer pairings are
collected in the layer similarity matrix SL. This matrix is used in step 2, where the
layer sequences of both workflows are aligned so that similar layers are assigned to
each other. The division into layers prevents misalignments of common process
steps and eases the analysis of the alignment. It provides information on the sim-
ilarity relationships between the considered layers. Coincidentally, the accuracy of
the alignment increases with shorter sequences.

Gotoh’s algorithm: For the pairwise alignment in MWA we use Gotoh’s dynamic
programming algorithm (Gotoh 1982). It calculates global alignments and enables
affine gap costs, i.e. gap costs that vary in dependence of the gap length. To
calculate the optimal alignment, Gotoh’s algorithm assigns scores to occurring
matches (pairs of identical elements) and penalties to mismatches (pairs of
non-identical elements with more or less similarity) and gaps (single elements
corresponding to a space in the other sequence). In general, the optimal alignment is
equal to the alignment with maximum total score.
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Fig. 2 Basic structure of MWA-algorithm
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Similarity Matrix: In case of application, most algorithms are implemented with
similarity matrices (resp. score matrices) instead of general match and mismatch
scores (Thompson et al. 1994). A similarity matrix S assigns individual scores to all
possible pairs of sequence elements. Generally, a match of two elements becomes
more likely with increasing score. The exact value, based on which a specific pair is
matched, depends on the one hand on the gap penalties, on the other hand on the
scores of the adjoining alignment segment.

In MWA, the step similarity matrix SS rates the similarity and relative impor-
tance of process steps: major technology steps like lithography or implantation
define the characteristics of a specific layer to a large extend. Therefore, matches of
such steps are rated higher than those of cleaning or measuring steps. To build a
suitable matrix SS, during application we classified all steps into 53 categories of
process technologies (e.g. technology_1 1–4, cleaning 1–5, measuring 1–6) to
which we assigned individual match scores based on the categories’ technological
relevance. Mismatch penalties were set to −∞ since not all process steps can be
assigned to one another (cf. Fig. 3).

Gap Penalties: Another important point is choosing suitable gap penalties. It was
shown for sequence alignments that affine gap penalties deliver good results. Since
they are also considerably easier to handle and more efficient than other penalties
(Cartwright 2006; Liu et al. 2009), we use them for MWA:

G ¼ gO þ gE � k ð1Þ

G = gap penalty; gO = gap opening penalty (GOP); gE = gap extension penalty
(GEP); k = gap length.

It is not possible to define “typical” or “optimal” values for gO or gE because
they are greatly depending on the alignment’s purpose and the structure of the
treated sequences. In general, gE should be lower than gO. In this case, using a long

Fig. 3 Exemplary step
similarity matrix SS
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gap is more favorable than dividing it into two or even more gaps. Consequently,
the alignment contains rather long gaps and long match sequences.

We tested various gap penalty functions; of these G1 = 2 + k for step 1 and
G2 = 0, 2 + 0, 1 · k for step 2 delivered the best results. Nevertheless, they should be
regarded as a mere guideline, which, when MWA is applied, should be adjusted to
the characteristics of the specific workflows.

Calculation of similarity scores sL and sW: After each alignment during the first
step, the similarity score sL of the two layers is calculated (2). It describes the
relation between the actual alignment and the best possible one, which would
contain a match for every process step. The aligned sequence is composed of
n elements, which in turn are composed of two sub-elements (a and b). Either both
sub-elements represent a process step or one sub-element represents a gap.

sL ¼
Xn
j¼1

2 � SS aj; bj
� �

SS aj; aj
� �þ SS bj; bj

� � ð2Þ

For a and b the value of the symmetrical similarity matrix is SS(a, b). The best
possible score is the sum of the diagonal values of the score matrix for a and b:
SS(a, a) and SS(b, b). Penalties for gap opening or extension are not included in the
equation since they can distort the score by shifting it into negative numbers—
especially for rather different sequences.

In the second step, the similarity score of both workflows sW is calculated. It is
equal to the average layer similarity score of the m aligned layers (3).

sW ¼ 1
m
�
Xm
i¼1

sLi ð3Þ

Technology tree instead of phylogenetic tree (stage 2 in Fig. 2):

As mentioned, biological progressive alignments use rooted phylogenetic trees to
determine the order in which the single sequences join the multiple alignment.
Basically, such a tree describes the degree of relationship between different species.
In MWA, the technology tree describes the similarity of semiconductor products.
Consequently, it is based on the workflow similarity matrix SW, which was cal-
culated during the pairwise alignment. The tree is grown from an unresolved,
star-shaped tree. Initially, the two most similar sequences are joined to a cluster.
The cluster replaces the sequences in SW, which has to be recalculated afterwards.
This procedure is repeated until no sequence is left. Usually clustering algorithms
like neighbor-joining (Saitou and Nei 1987) or UPGMA (Sokal 1958) are used for
this task (Thompson et al. 1994; Higgins and Sharp 1988).

Contrary to UPGMA, the neighbor joining (NJ) algorithm requires no ultra-
metric workflow similarity matrix. Moreover, the unrooted tree resulting from NJ
has definite branch lengths, which provide additional information on the similarity
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relations within workflow families. After NJ, the root of the tree is set between the
most dissimilar workflows using the midpoint method. The hierarchy of the
resulting tree determines the order of the progressive alignment. For a more detailed
description of the NJ-algorithm, please refer to Studier and Keppler (1988).

Differences during progressive alignment (stage 3 in Fig. 2):

Two-step approach: During the progressive alignment the workflows are joined to a
multiple alignment. This is done by a series of pairwise alignments. Again, the
alignments follow the introduced two-step approach.

Scoring: As the alignment progresses, the single workflows are merged to larger
and larger multiple alignments that find their equivalent in the clusters of the
technology tree. Accordingly, for the progressive alignment the evaluation process
of Gotoh’s algorithm has to be adapted to these conditions. Like in ClustalW, in
MWA the score for a pair of cluster elements is the average score of all possible
pairs of sub-elements. For instance, in a case of two cluster-alignments, which are
composed of three resp. two workflows, the total score is aggregated of six scores
taken from the step similarity matrix SS (cf. Fig. 4).

No variable gap penalties: ClustalW provides several possibilities for the imple-
mentation of variable gap costs. Some are not applicable in MWA, like reduced
gap-penalties in hydrophilic stretches; others represent interesting concepts, whose
effects on the alignment of workflows need to be further evaluated.

No sequence weighting: In ClustalW sequence weights are calculated based on the
phylogenetic tree. Those attach more weight to dissimilar sub-elements when the
score of a pair of elements is calculated. The idea is that similar sequences contain
duplicate information, which is less interesting for the exploration of evolutionary
relations than the information of dissimilar sequences. This specific aspect of the
biological sequence alignment cannot be directly transferred to MWA, though it is
possible that the general thought of weighting sequences can be put to use.
Currently, sequence weighting is not implemented in the algorithm.

Fig. 4 Scoring during progressive alignment
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4 Application

The MWA-algorithm was tested on four workflows of a front-end facility, each
standing for a different product family. The workflows were assembled to represent
typical challenges that may occur in workflow alignment: (1) Mixture of similar and
dissimilar workflows, (2) differences in structure, length, and number of layers and
(3) similar layers within one workflow.

Figure 5 shows the multiple alignment of those four semiconductor workflows
A, B, C and D in a simplified visualization, in which only general process types are
displayed (cf. Fig. 1 for legend, the actual alignments were done for workflows with
more than 200 different types of process steps). The product families A and B show
only few differences, which mostly concern less complex measure or auxiliary steps
(boxes M and A). In contrast, especially D contains several, typically more com-
plex, main technology steps that do not occur in the layers of A or B (boxes T0-T9).

In a hypothetical system that solely produces technology A the introduction of D
would add more complexity than the introduction of B. This is caused by D’s
different material flow, process technologies, interfaces, etc., which could require
additional measures like personnel training, process qualification, equipment or
dispatching rules.

Altering the product mix share of a relatively divergent product can have similar
effects. Thus, products should be standardized as much as possible by reducing the
identified disparities (see Sect. 5).

For the set parameters, the MWA-algorithm reaches an accuracy of 99 % for
pairwise and 98 % for the multiple alignment compared to the optimal alignment.
Apparently, the current version of the algorithm is able to deal with the first two
challenges. However, regarding the issue of similar layers within one workflow
currently a layer can only be assigned to one other layer, even if there is a whole
group of comparably similar layers. Instead of assigning the unconsidered layers to
gaps, they should be included into the alignment as a group.

Fig. 5 Multiple alignments
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5 Conclusions

In this paper we introduced MWA as an innovative method for the identification of
complexity-inducing variety emerging from a specific product mix in semicon-
ductor manufacturing. MWA is an adaption of the biological sequence alignment
algorithm ClustalW and enables the fully automated alignment of workflows with
very high accuracy. Due to the retention of sequence orders and the presented
two-step approach, MWA allows the consideration of semiconductor manufactur-
ing characteristics. The information provided by MWA serves as a basis for further
investigations in order to reduce, avoid, and control variety-induced complexity.
Therefore, besides using MWA as a complexity identification tool, we can think of
several other applications:

Logistic oriented workflow-design: Ignizio (2009) states that “10 to 40 % of the
process steps employed by a typical firm may be eliminated or refined.” Partly this
is due to the common praxis of developing new workflows based on older ones. In
this context, divergences that were identified by the MWA-algorithm could indicate
improvement potential (cf. Keil et al. 2013, 2014):

• Similar sequences with insertions/deletions of single steps (esp. inspection
steps) as indicator for potential dispensable/mergeable process steps

• Swapped steps as indicator for flexibilization potential
• Small differences between aligned process steps/blocks of similar steps as

indicator for standardization potential in general.

Complexity measurement: Following the identification of complexity-inducing
variety, the workflow alignment could be used for complexity measurement. Because
of the retention of sequence order, related complexity drivers like degree of reen-
trancy or interacting process steps can be measured more accurately—esp. in com-
bination with process-and material flow data. Furthermore, the alignment enables the
differentiation of workflows into common and uncommon segments, making it easier
to evaluate the impact of new workflows or product mix changes on complexity.

Of course the current version of MWA leaves room for improvement. The
implementation of unused features of ClustalW (e.g. variable gap costs, sequence
weighting) could increase the algorithm’s performance. To enable the consideration
of dynamic aspects of variety-induced complexity, production data (e. g. machine
data or key figures) should be linked to the alignment. Furthermore, approaches like
those of Keil (2012) or Espinoza et al. (2012) could be a useful supplement.

Additionally, it should be evaluated whether the general idea of workflow
alignments could be transferred to other industries that have to deal with very
complex manufacturing processes.

Acknowledgments The authors would like to thank G. Schneider from Infineon Technologies
Dresden GmbH and S. Keil from TU Dresden for supporting this paper. The work presented in this
paper is performed in the project EPPL, financially supported by grants from Austria, Germany,
The Netherlands, France, Italy, Portugal and the ENIAC Joint Undertaking (ENIAC JU Grant
Agreement no. 325608).

Identifying Complexity-Inducing Variety … 169



References

Aelker J, Bauernhansl T, Ehm H (2013) Managing complexity in supply chains: a discussion of
current approaches on the example of the semiconductor industry. Procedia CIRP 7:79–84

Braglia M, Carmignani G, Zammori F (2006) A new value stream mapping approach for complex
production systems. Int J Prod Res 44:3929–3952

Cartwright RA (2006) Logarithmic gap costs decrease alignment accuracy. BMC Bioinf
7:527–538

Chien CF, Dauzère-Pérès S, Ehm H, Fowler JW, Jiang Z, Krishnaswamy S, Mönch L, Uzsoy R
(2011) Modelling and analysis of semiconductor manufacturing in a shrinking world:
challenges and successes. Eur J Ind Eng 5:254–271

ElMaraghy HA, Kuzgunkaya O, Urbanic RJ (2005) Manufacturing systems configuration
complexity. CIRP Ann-Manuf Technol 54:445–450

Espinoza V, ElMaraghy H, AlGeddawy T, Samy SN (2012) Assessing the structural complexity of
manufacturing systems layout. In: Proceedings of the 4th CIRP conference on assembly
technologies and systems, pp 65–69

Frizelle G, Woodcock E (1995) Measuring complexity as an aid to developing operational
strategy. Int J Oper Prod Manag 15:26–39

Gauthier JA, Bühlmann F, Blanchard P (2014) Introduction: sequence analysis in 2014. In:
Blanchard P, Bühlmann F, Gauthier JA (eds) Advances in sequence analysis: theory, method,
applications. Springer International Publishing, pp 1–17

Gotoh O (1982) An improved algorithm for matching biological sequences. J Mol Biol
162:705–708

Higgins DG, Sharp PM (1988) CLUSTAL: a package for performing multiple sequence alignment
on a microcomputer. Gene 73:237–244

Ignizio JP (2009) Optimizing factory performance. McGraw-Hill
Ignizio JP (2011) Estimating the sustainable capacity of semiconductor fab workstations. Int J

Prod Res 49:5121–5131
Keil S (2012) Flussorientierte Gestaltung von Produktionssystemen. Springer, Berlin
Keil S, Eberts D, Lasch R (2013) Designing product workflow for logistics a hidden potential for

cycle time and cost reduction as well as quality improvement in high-tech-factories. In:
Advanced semiconductor manufacturing conference 2013, pp 27–34

Keil S, Eberts D, Lasch R (2014) Re-designing product workflow for excellence. IEEE Trans
Semicond Manuf 27(4):539–550

Lee Y (2014) Wertstromdesign als Instrument der wertorientierten Unternehmensführung. Diss
List JM (2012) Multiple sequence alignment in historical linguistics. In: Proceedings of

ConSOLE XIX, pp 241–260
Liu K, Nelesen S, Raghavan S, Linder CR, Warnow T (2009) Barking up the wrong treelength: the

impact of gap penalty on alignment and tree accuracy. IEEE/ACM Trans Comput Biol Bioinf
6:7–21

Meier H, Hanenkamp N (2004) Komplexitätsmanagement in der supply chain. In: Busch A,
Dangelmaier W (eds) Integriertes supply chain management. Gabler Verlag, pp 111–130

Mönch L, Yugma C (2012) Planning, scheduling, and coordination issues in semiconductor
manufacturing. IEEE CASE 2012

Needleman SB, Wunsch CD (1970) A general method applicable to the search for similarities in
the amino acid sequence of two proteins. J Mol Biol 48:443–453

Neshati R (2013) A statistical model to analyze the complexity of semiconductor manufacturing.
In: Technology management in the IT-driven services (PICMET), 2013 proceedings of
PICMET’13, pp 2757–2764

Pawellek G (2014) Ganzheitliche Fabrikplanung: Grundlagen, Vorgehensweise. Springer,
EDV-Unterstützung

Saitou N, Nei M (1987) The neighbor-joining method: a new method for reconstructing
phylogenetic trees. Mol Biol Evol 4:406–425

170 J. Müller et al.



Schuh G (1989) Gestaltung und Bewertung von Produktvarianten: ein Beitrag zur systematischen
Planung von Serienprodukten. VDI Verlag

Schuh G (2005) Produktkomplexität managen. Hanser Verlag
Sokal RR (1958) A statistical method for evaluating systematic relationships. Univ Kansas Sci

Bull 38:1409–1438
Steiner L, Stadler PF, Cysouw M (2011) A pipeline for computational historical linguistics. Lang

Dyn Change 1:89–127
Studier JA, Keppler KJ (1988) A note on the neighbor-joining algorithm of Saitou and Nei. Mol

Biol Evol 5:729–731
Thompson JD, Higgins DG, Gibson TJ (1994) CLUSTALW: improving the sensitivity of

progressive multiple sequence alignment through sequence weighting, position-specific gap
penalties and weight matrix choice. Nucleic Acids Res 22:4676–4680

Thompson JD, Linard B, Lecompte O, Poch O (2011) A comprehensive benchmark study of
multiple sequence alignment methods: current challenges and future perspectives. PLoS ONE
6:1–14

Van Zant P (2014) Microchip fabrication. McGraw-Hill
Wilson C (2008) Activity patterns in space and time: calculating representative Hagerstrand

trajectories. Transportation 35:485–499
Xing Z, Pei J, Keogh E (2010) A brief survey on sequence classification. ACM SIGKDD Explor

Newslett 12:40–48

Identifying Complexity-Inducing Variety … 171



Consideration of Redundancies
in the Configuration of Automated
Flow Lines

Christoph Müller, Christian Weckenborg, Martin Grunewald
and Thomas S. Spengler

Abstract Highly automated manufacturing systems offer several advantages and
are widely introduced as a strategy to improve the performance of manufacturing
organizations. Various forms of automated equipment, such as industrial robots or
flexible automatic machines, are used extensively in high-volume industrial pro-
duction. Especially for flow production systems automation has advanced consid-
erably. This type of production system can, for instance, be found in the
automotive, home appliance, or electronics industry where highly automated flow
lines are mainly implemented for safety, quality, and productivity reasons.
A significant challenge in the operation of highly automated assembly lines is the
occurrence of equipment failures which impair the throughput rate. Therefore,
buffer space is allocated between the stations of an assembly line in order to achieve
a desired throughput rate in spite of equipment failures. However, the installation of
buffer space requires considerable investments and also leads to an increase of the
average work-in-process inventory in the line. A different approach to achieve a
desired throughput rate despite equipment failures is a redundant configuration, in
which downstream stations automatically take over the operations of failed stations
in the event of failure. The throughput loss in these situations mainly depends on the
level of redundancy designed into the system. We present an assembly line bal-
ancing model for automated assembly lines which maximizes the lines’ level of
redundancy for a given number of stations. In a numerical analysis we demonstrate
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the effectiveness of the approach and show that a redundant configuration allows for
significant reductions of required buffer sizes in flow lines with unreliable equip-
ment for a given throughput rate.

1 Introduction

Over the past decades, the role of automation technology in modern manufacturing
enterprises has increased significantly. In this new environment, several forms of
automated equipment, such as industrial robots or flexible automatic machines are
available for inclusion in a production system (Graves and Redfield 1988) and are
used extensively in high-volume industrial production. Especially for flow pro-
duction systems automation has advanced considerably. This type of production
system can, for instance, be found in the automotive, home appliance, or the
electronics industry where highly automated flow lines are mainly implemented for
safety, quality, and productivity reasons. In 2013, for instance, worldwide robot
sales increased to 178.132 units, the highest level ever recorded for one year. The
automotive and electronics industry account for 60 % of the total sales
(International Federation of Robotics 2015).

Despite continuous improvement of automated equipment, the occurrence of
equipment failures which reduce the throughput remains one major challenge in the
operation of highly automated flow lines. As a consequence, the consideration of
equipment failures in the configuration of highly automated assembly lines is
necessary to limit the resulting throughput loss, especially with regard to the high
investments involved. These failures occur randomly over time and can arise for a
number of different reasons, e.g., program errors or defects of parts (Moon et al.
2006). In general, the repair times of automated stations, measured as mean time to
repair (MTTR), are short. Along with the mean time between failures (MTBF), the
technical availability of a robot or machine can be determined.

Within mid-term configuration of automated flow lines two planning problems,
namely the assembly line balancing problem and the buffer allocation problem,
have to be addressed. The assembly line balancing problem, first defined by
Salveson (1955), is set up to determine the required number of workstations in the
line and to allocate the total workload for manufacturing any unit of the product to
be assembled to the workstations along an assembly line. This problem has received
considerable attention in the literature and numerous exact and heuristic methods
have been developed for a wide range of ALB problems (for an overview see, e.g.,
Baybars 1986; Scholl and Becker 2006; Boysen et al. 2007, 2008). However,
despite increasing automation, stochastic equipment failures have not been
addressed within assembly line balancing so far. Instead, previous research has
solely focused on a respective placement and dimensioning of buffers between
workstations to maintain production in the event of failures (cf. e.g., Gershwin and
Schor 2000). Based on the number of workstations and the distribution of the
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workload as a result of the deterministic ALB problem, buffer space is allocated
within the line to achieve a prespecified target system throughput rate in a con-
secutive planning step. The installation of buffers requires considerable investments
and scarce factory space. Additionally, buffers cause substantial holding costs due
to the increase of the average work-in-process (WIP) inventory as well as main-
tenance costs. Therefore, the minimization of the total number of buffers is the
primary objective within the buffer allocation problem (Spieckermann et al. 2000;
Tempelmeier 2003).

Another approach to achieve a target system throughput rate despite equipment
failures is a redundant configuration. This means that several stations in the line are
capable of performing a certain operation. Such a configuration allows for down-
stream stations to perform the operations of failed stations in addition to those
operations originally assigned to them in the event of failure. Therefore, the
achievable throughput rate mainly depends on the number of downstream stations
capable of performing each operation, which can be considered as a measure for the
lines’ level of redundancy. Clearly, the lines’ level of redundancy could easily be
increased by installing additional (backup) stations at the end of the line. However,
these additional stations would require substantial investments. A higher level of
redundancy can already be achieved for a given number of stations, provided that
the configuration of the flow line is carefully planned. The ability of a downstream
station to take over the operations of a failed station mainly depends on the selected
equipment type, its position within the line, and precedence relations between the
operations. Therefore, the problem of including redundancies into an automated
flow line is a variation of an assembly line balancing problem where the decisions
regarding the equipment types to be installed and operation assignments to stations
are made under consideration of the resulting redundancy. As the degree of overlap
between the capabilities of the different stations in the line increases, the level of
redundancy inherent to the system also increases. Against this background, we
present a mathematical formulation to maximize a lines’ level of redundancy with
respect to a given number of stations.

The remainder of the paper is organized as follows. In the next section, the
related literature in the field of assembly line balancing is reviewed. In Sect. 3, a
model formulation which maximizes the level of redundancy of an automated flow
line is presented. Section 4 deals with a numerical analysis to investigate the effect
of redundancies on required buffer sizes for a given throughput rate. The paper
closes with a conclusion and an outlook for further research in Sect. 5.

2 Literature Review

The widely studied assembly line balancing problem, where a single product is
considered, is the Simple Assembly Line Balancing Problem (SALBP). This
problem describes assembly line balancing in its simplest form, where a set of
assembly operations is assigned to workstations while the assignment is only
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restricted by precedence relations between assembly operations and cycle time
constraints. Due to these simplifying assumptions the use of SALBP methods is
restricted in industrial practice since the definition of the problem ignores many
crucial aspects of the real-world problem. Therefore, SALBPs have been extended
to a variety of generalized assembly line balancing problems (GALBP) to close the
gap between research and real-world. An overview of GALBP has been presented
by Becker and Scholl (2006).

While assembly line balancing problems for manual lines have received con-
siderable attention, there is significantly less research devoted to the configuration of
automated flow lines. Works for the design of automated flow lines need to consider
the equipment required to perform the operations explicitly. Since different equip-
ment alternatives have different capabilities and in some cases also different spe-
cializations and processing times for each operation, the assignment of equipment
types to the stations restricts the assignment of operations to stations. When
equipment decisions are considered the term assembly system design is usually used.

One of the first works in this field has been presented by Graves and Lamar
(1983). The authors propose a formulation for the single-product design problem of
an automated assembly system where each operation can be performed by one or
more alternative types of equipment. The problem consists of the simultaneous
assignment of a fixed sequence of operations and the equipment selection with the
objective of minimizing total system costs while maintaining a pre-defined pro-
duction rate. Graves and Redfield (1988) extend the formulation and present a
procedure, where multiple similar products with a fixed sequence of assembly
operations are considered. The system costs include the annualized fixed costs for
the equipment as well as the variable workstation operating costs.

Rubinovitz et al. (1993) present a heuristic algorithm for a robotic assembly line
balancing problem (RALBP) where several types of robots with different capabilities
are available. The proposed algorithm aims at allocating equal amounts of work to the
stations within the line while assigning the most efficient robot type to each station
with the objective of minimizing the total number of robots used for a given cycle
time. Purchasing costs of the robots are not considered in this approach. Bukchin and
Tzur (2000) consider a robotic assembly line balancing problem with the objective of
minimizing total equipment costs for a given cycle time. This formulation is extended
by Bukchin and Rubinovitz (2003) to consider station paralleling.

Common to all approaches mentioned above is that equipment failures are not
considered within assembly line planning. Therefore, the systems’ productivity in a
stochastic environment can differ significantly. Kahan et al. (2009) are the first to
consider equipment failures in a variation of the assembly line balancing problem.
They propose a backup strategy for robotic assembly lines where working robots
take over the tasks of failed robots during repair time, using the example of an
automotive body shop system. Therefore, a mixed-integer formulation, which
minimizes the throughput loss after a robot fails by utilizing the redundancy inherent
to the system, is developed. The reallocation of operations is subject to precedence
constraints as well as assignment restrictions. However, the approach is restricted to
the case where the equipment types for the robots are already selected and therefore
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their capabilities, in terms of the operations the robots can perform, are given. Based
on the idea of backup strategies for robotic assembly lines, Müller et al. (2014)
presented an approach to maximize the level of redundancy for an automotive body
shop line. In a numerical analysis they compare the performance of their approach
with existing RALBP methods and can show that the average cycle time can be
decreased by maximizing the lines’ level of redundancy. However, the approach
does not consider precedence relations when determining the level of redundancy.
Furthermore, buffers are not considered in the numerical analysis although buffers
are generally used in industrial practice to cope with failures.

From this literature analysis we conclude that a line balancing approach which
accounts for equipment failures in the configuration of automated flow lines is
missing. In the following we adopt and extend the idea of utilizing a lines’ inherent
redundancy to develop an approach for a redundant configuration of automated
flow lines.

3 An Approach for Flow Line Design Under
Consideration of Redundancies

3.1 Problem Description

In this section, we address the design problem for automated flow lines with the
objective of maximizing the lines’ level of redundancy. Therefore, we develop an
approach which maximizes the number of feasible downstream stations for each
operation, and consider this to be a measure for the lines’ level of redundancy. As
the number of stations that are capable of performing a certain operation increases,
the throughput loss during equipment failures is reduced. This is due to the fact that
the operations assigned to the failed station(s) can be reallocated to a larger number
of downstream stations.

The ability of a station to perform a certain operation mainly depends on three
factors: First, an equipment type which can perform the operation has to be
assigned to the station. Second, a backup station should be located downstream
with respect to the failed station to which the operation is originally assigned to.
Third, precedence relations between operations restrict the number of backup sta-
tions for each operation. The example depicted in Fig. 1 illustrates such a case.

Failure

Station 1
{1, 2}

Station 2
{6, 7}

Station 3
{3, 4}

Station 4
{5, 8}

1

3 4

7

5

86

2

Fig. 1 Problem illustration
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Assuming the first station in the example fails, its operations 1 and 2 could only be
reallocated to the second or third station. A reallocation to the fourth station,
however, is prevented since operation 3 which is an immediate successor of
operations 1 and 2 is performed at the third station.

The modeling approach is based on the following four assumptions: First, it is
assumed that each equipment type can be assigned to each station in the line.
Second, we assume that at most one equipment type can be assigned to each station
due to space constraints on the shop floor. Third, the processing times for the
operations are constant, regardless of the selected equipment type. Fourth, in case
assembly operations are reallocated to downstream stations, it is assumed that the
material required to perform the operations is made available to the station or that
no material is required. The latter case can, for instance, be observed in automotive
body shops where respot welding operations which do not require any material
account for a large portion of all assembly operations (Kahan et al. 2009). Other
examples are transfer or machining lines for mechanical parts manufacturing such
as cylinder heads or engine blocks. Therefore, the capabilities of the stations with
regard to the operations they can perform depend only on the three factors discussed
above.

3.2 Model Formulation

To precisely describe the decision problem presented above, we develop a model
formulation in this section. In the following we give a detailed description of the
used notation and the optimization model.

The assembly line consists of a given number of installed stations K which are
connected with a material handling system. A set of operations I has to be assigned
to the stations and each operation requires a certain processing time ti.
A pre-defined cycle time C indicates how long a product can stay in each station,
i.e., the maximum processing time per station. Whether an operation is assigned to a
station is indicated by the binary decision variables xik. The assignment of opera-
tions requires the installation of automated equipment to the stations. If an equip-
ment type j is installed at station k is modeled by the binary decision variable yjk. To
model the capabilities of the different equipment types we use a capability matrix
CMij which indicates if operation i can be performed by equipment type j. The
capabilities of the stations with regard to the operations they can perform are
captured by the auxiliary variables zik. The used notation is summarized in Table 1.
With this notation we can state the problem as follows:

Maximize
X
i2I

X
k2K

zik ð1Þ
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Subject to:

X
k2K

xik ¼ 1 8i 2 I ð2Þ

X
j2J

yjk � 1 8k 2 K ð3Þ

xik �
X
j2J

yjk � CMij
� � 8i 2 I; k 2 K ð4Þ

X
k2K

k � xhk �
X
k2K

k � xik 8i 2 I; h 2 IPi ð5Þ

X
i2I

xik � ti �C 8k 2 K ð6Þ

zik �
X
j2J

yjk � CMij
� � 8i 2 I; k 2 K ð7Þ

X
k2K

xik � k� lþ 1� zilð Þ �M 8i 2 I; l 2 K ð8Þ

zhl � l�
X
k2K

xik � k 8i 2 I; h 2 IPi; l 2 K ð9Þ

Table 1 Notation

Sets and parameters

I Set of operations (index h, i)

J Set of equipment types (index j)

K Set of stations (index k, l)

IPi Set of immediate predecessors of operation i

C Cycle time (maximum processing time per station)

ti Processing time of operation i

M Sufficiently large number

CMij ¼ 1; if operation i can be performed by equipment type j
0; else

�

Decision and derived variables

xik ¼ 1; if operation i is assigned to station k
0; else

�

yjk ¼ 1; if equipment type j is assigned to station k
0; else

�

zik ¼ 1; if station k can perform operation i
0; else

�
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xik; zik 2 0; 1f g 8i 2 I; k 2 K ð10Þ

yjk 2 0; 1f g 8j 2 J; k 2 K ð11Þ

The objective is to maximize the lines’ level of redundancy, which is calculated
in (1) as the sum over all entries of the auxiliary variables zik. Constraints (2) assure
that each operation i is assigned to exactly one station using the binary decision
variables xik. Constraints (3) assure that each station has at most one equipment
type. The suitability of each station to perform a certain operation, based on the
selected equipment type, is verified in constraints (4). Precedence relations restrict
the assignment of operations to stations. Before operation i can be executed, all
immediate predecessors in the set IPi have to be completed (5). Constraints (6)
further restrict the assignment of operations to stations since the pre-defined cycle
time C must not be exceeded.

Constraints (7)–(9) define the entries of the auxiliary variables zik which capture
the redundancies within the line. Constraints (7) determine whether a certain station
k can perform an operation i based on the selected equipment type. Constraints (8)
assure that only downstream stations are feasible backup stations. An entry zil can
only be equal to one if the station index l is greater than or equal to the index k of the
station to which operation i is initially assigned to. Similarly to the initial assignment
of operations to stations constraints (9) assure that precedence relations are also
considered when determining possible backup stations. If operation h 2 IPi has to
be reallocated due to an equipment failure, it can only be assigned to a station which
has an index l which is less than or equal to the index k of the station to which
operation i is assigned to.

4 Numerical Analysis

4.1 Instance Generation and Benchmark

To illustrate the functionality of the presented approach, a small numerical analysis
is carried out in this section. Since no established test datasets for the problem
considered in this paper are available in the literature, we first describe the gen-
eration of test instances. We randomly choose 20 different instances from the
small-sized SALBP dataset of Otto et al. (2013) with 20 operations. These instances
include precedence graphs with properties that can be observed in real-world, e.g.,
bimodal time distribution of processing times. However, for the problem considered
in this paper these SALBP instances have to be extended to consider equipment
types based on typical values that can be observed in industrial practice.

An operation can be assigned to one or more of the available equipment types. In
our numerical analysis we consider 10 different equipment types. Feasible
assignments of operations to equipment types are captured by the capability matrix
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CM. As the number of equipment alternatives for each operation increases, the
potential to increase the lines’ level of redundancy also increases due to this flex-
ibility. Therefore, two different levels of equipment flexibility (low and high) are
considered. The entries of the capability matrices are randomly drawn with a
probability of each 30 % (low level of flexibility) or 60 % (high level of flexibility)
that a given equipment type can perform a certain operation. In case none of the
existing equipment types is capable of performing a certain operation, we randomly
choose one equipment type for this operation with equal probability.

In a real-world setting, equipment failures occur randomly over time and the
repair time is also a random variable. Furthermore, the number of stations failing
simultaneously may change. To consider these stochastic effects, a discrete-event
simulation (implemented in Plant Simulation 10.1) is utilized for the performance
evaluation throughout the numerical analysis. In our numerical analysis, we con-
sider an assembly line with 10 stations which are connected with a material han-
dling system and a manual repair station at the end of the line. This production
environment is, for instance, typical for automotive body shops (Kahan et al. 2009).
We assume exponentially distributed times between failure and exponentially dis-
tributed repair times for all stations in the line. Based on an empirical evaluation
from an automotive body shop, Inman (1999) concludes that this assumption is
reasonable in most cases. The values of the availability and MTTR of the stations
are set to 98 % and 120 s, respectively. In the event of failure we assume that the
station fails completely, i.e., no operation can be performed at the station during
repair time.

To compare the performance of our approach for a redundant configuration of
automated flow lines, we use a standard approach for the design of automated
assembly lines with the objective of minimizing the cycle time for a given number
of stations. This approach uses information on the precedence relations and the
capabilities of the different equipment types to find a line configuration, i.e., an
assignment of equipment types and operations to stations. In order to compare the
two different approaches, the minimum cycle time obtained by using the standard
approach has been used as the maximum processing time C for each station in our
formulation. Based on the line configurations obtained by using the different
approaches the backup plans have been generated. Therefore, a backup formulation
which is based on the approach presented by Kahan et al. (2009) is implemented.
The backup plan contains the assignment of failed operations to downstream sta-
tions. For each failure scenario two options arise: If a feasible solution exists, the
operations originally allocated to the failed station are reallocated to one or more
downstream stations. If no feasible solution exists, the operations are reallocated to
the manual repair station at the end of the line. As in the simulation study of Kahan
et al. (2009), we assume that the allocation to the manual repair station is always
possible as a last resort when no backup exists, regardless of the precedence con-
straints. However, if an operation is assigned to the manual repair station, the
processing time is assumed to be three times higher compared to the processing
time of the automated equipment.

Consideration of Redundancies in the Configuration … 181



For the buffer allocation a genetic algorithm (GA) is combined with the simu-
lation model. Based on the workload distribution obtained by applying the two
different approaches buffer space is allocated in a second step in order to meet a
prespecified target system throughput rate. The fitness function of the algorithm
comprises the number of buffers allocated in the line in order to punish growing
buffer sizes. For each solution candidate, the genetic algorithm calls the simulation
model for the performance evaluation. The computation times required for the
GA/simulation approach range from 45 to 90 min for each scenario. Each con-
figuration was simulated with the heuristic solution obtained for the buffer allo-
cation by running 1.000 replications with a length of three eight-hour shifts of
which the first shift has been used as warm-up period, i.e., no statistics were
collected during this period. The model formulations have been implemented using
a mathematical programming language (AIMMS) and solved using CPLEX 12.5.
All instances could be solved to optimality on a standard computer in less than
10 min.

4.2 Results

To evaluate our planning approach, we calculate the relative reduction of required
buffer sizes compared to the benchmark for all instances. In Fig. 2 the boxplots for
the relative reductions of buffer sizes are illustrated. It should be noted that our
approach strictly outperforms its benchmark with regard to the required buffer sizes
for all considered test instances. This result is to be expected, since our approach
generally yields line configurations with a higher level of redundancy. Yet, it is
possible that the benchmark accidentally finds line configurations which also
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Fig. 2 Boxplot for the reduction of buffer sizes compared to the benchmark
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feature a high level of redundancy. Therefore, the relative reductions of required
buffer sizes vary widely with values between 1.8 and 73 %. Compared to the
benchmark, buffer sizes can be reduced by 26.8 % on average for low equipment
flexibility. With an increase in the equipment flexibility the relative reduction of
required buffer sizes compared to the benchmark decreases. This result is quite
intuitive: The number of operations each equipment type can perform increases in
the values of the equipment flexibility. Hence, the effect of the assignment of
equipment types to stations on the lines’ level of redundancy diminishes. For
instance, in the case of full flexibility (i.e., each equipment type can perform each
operation) the assignment of equipment types to stations has no effect on the lines’
level of redundancy at all. While this case is generally not of practical importance, it
illustrates why a higher level of equipment flexibility leads to a decline of the
average reduction of buffer sizes of our approach compared to the benchmark. Still,
even for the case of high equipment flexibility our approach allows for an average
reduction of required buffer sizes by 21.6 %.

5 Conclusion and Outlook

Given the trend towards increasing automation of production processes, we con-
sider the novel planning problem of configuring automated flow lines under con-
sideration of redundancies. This means that several stations in the line are capable
of performing a certain operation. Such a configuration allows for downstream
stations to perform the operations of failed stations in addition to those operations
originally assigned to them in the event of failure. Therefore, the achievable
throughput rate depends on the number of downstream stations capable of per-
forming each operation, which can be considered as a measure for the lines’ level of
redundancy. We present an assembly line balancing model for automated flow lines
which maximizes the lines’ level of redundancy for a given number of stations. First
numerical results demonstrate the effectiveness of the approach and show that a
redundant configuration allows for significant reductions of required buffer sizes in
flow lines with unreliable equipment for a given throughput rate. For a flow line
with ten stations average reductions of required buffer sizes range from 21.6 to
26.8 %.

Further research is especially needed in developing the objective function. With
the approach presented in this paper, the total number of redundancies in the line is
maximized. This can result in solutions where multiple redundancies are included
for a few operations while other operations are not covered at all or where the
majority of redundancies are included for stations which have a high technical
availability while stations with low technical availability are neglected. Therefore,
objective functions which aim at a leveled allocation of redundancies in the line or
that use weights for the redundancies, for instance, by taking the technical avail-
abilities into consideration, should be investigated.
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Another promising direction for further research is the development of a spe-
cialized algorithm for the allocation of buffer space within the line. Furthermore, an
analytical algorithm could be used for the performance evaluation of the system
instead of simulation. Thus, the speed of optimization could be increased sub-
stantially allowing for the evaluation of a large number of line configurations with
different allocations of redundancies within short time. This would also allow for
extending the approach to explore trade-offs between an increased level of redun-
dancy obtained by installing additional stations and required buffer sizes. For
instance, if the investments required for the installation of an additional station are
lower than the savings due to reduced buffer sizes, the line configuration with the
lowest number of stations is not necessarily the most efficient one.

The presented approach can further be extended to consider different processing
times for a certain operation, depending on the selected equipment type. In
real-world, for instance, the processing time between a special-purpose machine
and a flexible robot would differ significantly. This tradeoff between equipment
flexibility and performance should be taken into account. Additionally, the hier-
archical level could be refined, i.e., the assignment of equipment types to stations
could be complemented by the assignment of tools to the equipment types.
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Prepositioning of Relief Items Under
Uncertainty: A Classification of Modeling
and Solution Approaches for Disaster
Management

Emilia Graß and Kathrin Fischer

Abstract Natural and man-made disasters often have devastating effects on the
affected population and the economy. Optimization models for determining the
locations of relief facilities and the amount of first-aid items to be stored before the
occurrence of an emergency can help decisively to mitigate the impact of a disaster.
As research interest in disaster management has grown significantly over the last
decade, this paper reviews the state-of-the-art literature concerning prepositioning
of relief items in conjunction with facility location decisions, taking the uncertain
nature of a disaster into account. A classification of the respective modeling
approaches and solution methods is provided to facilitate the identification of rel-
evant research gaps. One of the main findings is the lack of efficient solution
methods especially for large scale problems, although generating optimal solutions
in a reasonable timeframe is crucial for the success of a relief operation. Based on
the detected gaps, future research directions are suggested.

1 Introduction

An increasing number of natural disasters like flooding, storms and earthquakes
causes countless fatalities, ecological devastation and economic damage running
into billions of US-dollars every year (IFRC 2010). The Centre for Research on the
Epidemiology of Disasters (CRED) defines a disaster as: “a situation or event which
overwhelms local capacity, necessitating a request to a national or international
level for external assistance; an unforeseen and often sudden event that causes great
damage, destruction and human suffering” (Guha-Sapir et al. 2012). In general,
disaster management seeks to reduce such consequences of a disaster by designing
plans according to three phases: preparedness-, response- and recovery-phase.
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The two latter phases are essential in the aftermath of a disaster, e.g. aid distribution
and reconstruction of buildings and roads, whereas the preparedness phase contains
systematic planning of the relief supply chain before the occurrence of a disaster.
Prepositioning of relief items, i.e. the storage of these items in a disaster-prone area,
is of special importance in the pre-disaster context as it reduces the time needed to
react to an emergency situation. Moreover, relief organizations who purchase in
advance can benefit from price negotiations with suppliers and discounts due to
large quantity orders (Rawls and Turnquist 2012). On the contrary, if no emergency
supplies are stored in advance, large scale disasters lead to a sudden increase in
demand for relief items and relief organizations have to purchase these items from
local or global vendors whose inventory levels are usually not sufficient. Such ad
hoc purchase decisions result in higher costs, longer delivery times due to shortages
and therefore to delayed disaster response and unsatisfied demand, e.g. Balcik and
Beamon (2008). As stated in Rawls and Turnquist (2012), the first 72 h in the
aftermath of a disaster are crucial for the success of a relief operation. Indeed,
prepositioning decisions are of vital importance with regard to response time and at
the same time especially challenging due to uncertainties about where, when and to
what extent a disaster may occur. Researchers have realized the necessity of
incorporating the stochastic nature of disasters into planning approaches and
therefore deterministic models are only used as reference models to show their
inadequateness, e.g. Verma and Gaukler (2014).

Mainly the work of Rawls and Turnquist (2010) has encouraged researchers to
address prepositioning decisions for emergency supplies resulting in an increased
number of publications. However, research in this area is still scarce and needs
further development in order to enhance responsiveness in the aftermath of a
disaster. This paper reviews literature concerning decisions about where to locate
emergency facilities, such as shelters and distribution centers, in combination with
prepositioning issues under uncertainties. These decisions have to take place in
advance, i.e. before the severity of a disaster becomes apparent. Research consid-
ering solely inventory decisions in an existing network or isolated location deci-
sions is not considered here. Recent developments, i.e. of the last decade, in the
relevant literature are covered in this review, but no claim of completeness is made.
In particular, working papers, theses, conference proceedings, books and book
sections are excluded from this review. Mainly, published journal articles are
considered and keywords like “disaster”, “humanitarian”, “emergency” in combi-
nation with “prepositioning” were used. Unlike other reviews, e.g. the one by
Caunhye et al. (2012), this review focuses not only on optimization models, but
also on solution procedures. Moreover, a specific aspect within the preparation
phase is considered allowing for a more detailed analysis of the state-of-the-art
modelling and solution approaches. The key contribution of this survey is to
classify the corresponding literature currently available, to identify trends and to
determine needs for future progress with an emphasis on solution methods.

The remainder of this paper is structured as follows: Sect. 2 classifies the rele-
vant publications based on the modeling approach that is used. In particular,
Sect. 2.1 considers stochastic models with scenarios and Sect. 2.2 is dedicated to
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probability based approaches. Due to space limitations, no models can be presented
here; the reader is referred to the respective publications. In Sect. 3 solution
techniques, i.e. heuristics (Sect. 3.1) and decomposition methods (Sect. 3.2), for the
proposed models are discussed. Both sections close with future research directions.
Final conclusions are presented in Sect. 4.

2 Features of Surveyed Optimization Models

All the papers reviewed in this survey are listed in Table 1 and are classified
according to model type, area in which uncertainty is assumed, assumptions made,
the respective approach capturing uncertainty and the suggested solution method.

In terms of model type, integer programming (IP) and mixed integer program-
ming (MIP) are distinguished. Two-stage stochastic programming models refer to
problems where decisions at the first stage are made before the realization of the
stochastic parameters and second stage variables are determined afterwards. Based
on the classification given in Table 1 two major streams of approaches, namely with
and without the use of scenarios, can be identified. As shown in the table, the
preferred way to capture uncertainties is scenario-based whereas alternative
approaches, e.g. chance constraints, are less frequently used.

2.1 Scenario-Based Approaches

In the literature discussed here, each scenario contains information on demand for
relief goods and, optionally, on potential damages to inventories and/or transpor-
tation links, i.e. a scenario is a data set containing the relevant information on these
aspects, often in combination with a probability of its occurrence. Stochastic
models using the scenario-based approach are shown in Table 2 with the corre-
sponding objectives, constraints and assumptions, additionally to those given in
Table 1.

Balcik and Beamon (2008) propose a maximal covering location model under
uncertain demand. The objective is to decide where to locate a distribution facility
and how much of different relief items have to be stored at these capacitated centers
such that the expected demand coverage over all scenarios is maximized, i.e.
prepositioning issues are effectively addressed. In their model, budgets available
before and after the occurrence of a disaster are considered, limiting the costs, e.g.
for inventory holding and transportation. Although Balcik and Beamon (2008)
consider demand uncertainties they assume undamaged distribution centers such
that the prepositioned amounts are completely available in the aftermath of a
disaster. The same holds for the models of Salmeron and Apte (2012); Mete and
Zabinsky (2010); Duran et al. (2011), additionally assuming undamaged trans-
portation links, see Table 1. Since the probability of network destruction is very
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high especially for large scale disasters these assumptions are rather unrealistic.
Moreover, in the model proposed by Balcik and Beamon (2008) demand can only
arise at one point in the network.

In order to develop a more realistic model, Rawls and Turnquist (2010) present a
two stage MIP taking uncertainties concerning demand, network disruptions and
inventory damages into account. First stage decisions involve locating relief facil-
ities and storing emergency supplies before uncertainties are realized. After a

Table 2 Scenario-based approaches: objectives, constraints and additional assumptions

Author(s) Year Objective Constraints Additional
assumptions

Balcik
and
Beamon

2008 Max demand covered Pre-/post-disaster
budget

Single demand
point

Rawls
and
Turnquist

2010 Min costs, e.g. Penalties Facility and
transportation link
capacities

Mete and
Zabinsky

2010 Min warehouse operation
costs, unmet demand and
transportation time

Facility and vehicle
capacities

Sufficient
number of
vehicles
available

Salmerón
and Apte

2010 Min casualties and unmet
demand

Budget, facility and
vehicle capacities;
maximum travel time

Duran
et al

2011 Min response time Number of open
facilities; total
inventory

Replenishment
lead time of
2 weeks

Rawls
and
Turnquist

2011 Min costs, e.g. Penalties Service quality;
average shipment
distance

Bozkurt
and
Duran

2012 Min response time Number of open
facilities; total
inventory

Döyen
et al

2012 Min costs Maximum
transportation time;
facility capacities

Each demand
point served by
one facility

Noyan 2012 Min costs and cvar Facility capacities Perfect
information

Paul and
Hariharan

2012 Min costs, e.g. Fatality
costs

Facility capacities;
budget

Each demand
point served by
one facility

Rawls
and
Turnquist

2012 Min costs, e.g. Penalties Service quality;
facility, dispatch and
link capacitites

Four time
periods

Klibi et al 2013 Min penalties (produced
by unsatisfied demand)

Inventory of
warehouses

Multi disasters;
multi-period
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disaster has occurred, the conditions of transportation links and storage facilities are
known and second stage decisions are made, i.e. how much of what type of relief
item has to be transported to which demand point. Besides common costs associ-
ated with acquisition and transportation, Rawls and Turnquist (2010) consider
penalty costs for unsatisfied demand and unused commodities. Their objective is to
minimize expected total costs subject to capacity restrictions of transportation links
and facilities. This minimum is determined over all scenarios. After the publication
by Rawls and Turnquist (2010) researchers have realized the importance of pre-
positioning decisions in order to enhance emergency preparedness. Their approa-
ches differ either in the way of dealing with uncertainties as stated in Sect. 2.1
and/or in the choice of objectives and restrictions, e.g. minimization of response
time (Duran et al. 2011; Bozkurt and Duran 2012), minimization of casualties
(Salmerón and Apte 2010) and minimization of warehouse operating costs,
unsatisfied demand and transportation time (Mete and Zabinsky 2010), minimiza-
tion of different categories of costs (Döyen et al. 2012; Paul and Hariharan 2012)
and/or in providing extensions. For example, Rawls and Turnquist (2011) extend
their previous prepositioning model by introducing service quality requirements
such that demand is fulfilled with a predefined probability. Noyan (2012) augments
the model of Rawls and Turnquist (2010) by adding the risk averse measure
“conditional Value at Risk” (cVaR) to their objective function such that worst case
scenarios are weighted higher in the decision-making process. Other extensions are
presented by Rawls and Turnquist (2012) where multi-period allocation of emer-
gency items within the first 72 h following a disaster is planned in advance. The
dynamic character is also adopted by Klibi et al. (2013), taking multi disasters over
several periods into account. In their publication, disasters may hit vendor`s
inventory, apart from possible facility damages, such that the total available
quantities of items may be reduced significantly.

2.2 Scenario-Free Approaches

In the contributions reviewed in this section it is argued that approaches based on
scenarios limit the set of future realizations. If historical data are not readily
available to formulate a sufficient number of scenarios that adequately represent
possible outcomes, alternative approaches have to be found. Table 3 summarizes
objectives, constraints and assumptions, in addition to those already given in
Table 1, of the relevant scenario-free approaches.

The first who have refrained from using scenarios in the context of aid prepo-
sitioning were Campbell and Jones (2011) who assume normally distributed
demand. Their objective is to decide where to open facilities and how much of
certain relief items to store such that total costs, including e.g. restocking and
disposal costs, are minimized. In their model demand only occurs at one specified
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location, given that supply facilities and hence inventories can be destroyed by a
disaster with known and independent probabilities. In the situation studied by
Galindo and Batta (2013), emergency items are stored two days before disaster
occurrence using expected values of demand based on available disaster forecasts.
However, long-term planning requires more advanced approaches to model
uncertainty. Recently, Verma and Gaukler (2014) introduce a random variable
which is distance-dependent and represents the fraction of total facility capacity
which is no longer available in the aftermath of a disaster. Here, the destruction
level of facilities decreases with increasing distance to the disaster location.
However, transportation disruptions are not considered in their model.

Uncertainty can also be captured by the so-called chance-constrained method as
in Murali et al. (2012). Their optimization model is a variant of the maximal
covering location problem, in which the amount of satisfied demand depends on the
distance to a service facility. Here, constraints dealing with the assignment of relief
items to demand points should hold with a predefined probability; these are
chance-constraints. Due to the fact that demand is non-negative Murali et al. (2012),
unlike Campbell and Jones (2011), assume log-normally distributed demand.
A second paper using probability constraints within the disaster preparedness phase
has been published by Renkli and Duran (2014). Deliveries can only take place if
the distance is not too large and if the corresponding transportation link is not
damaged.

The main disadvantage of continuous probability distribution approaches is that
their applicability is limited; see e.g. the model of Campbell and Jones (2011)
where only one demand point is served. In order to cope with multi-facility and
multi-demand networks a common methodology is to define a finite number of
scenarios as presented in the previous section.

Table 3 Scenario-free approaches: objectives, constraints and additional assumptions

Author(s) Year Objective Constraints Additional assumptions

Campbell
and Jones

2011 Min costs, e.g.
for

Solely demand
fulfillment

Single demand point

Murali
et al

2012 Max demand
covered

Facility capacities Optimal assignment of
demand to facilities

Galindo
and Batta

2013 Min costs Budget; facility
capacities

Short-term planning (2 days
before disaster occurence)

Renkli
and Duran

2014 Min weighted
distance

Maximal service
distance of relief
items

Verma
and
Gaukler

2014 Min
transportation
costs

Facility capacities
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2.3 Future Research

Sections 2.1 and 2.2 reveal that only the minority of contributions uses alternatives
to scenario-based approaches to capture the uncertainty related to disastrous events.
It is worth investigating more advanced methods in stochastic programming to
overcome the disadvantages caused by the use of the presented approaches, e.g. a
limited set of outcomes in case of scenario-based approaches and high complexity
due to continuous probability distributions in scenario-free approaches. Dynamic
models as well as relief chains with several stages and actors could help to gain
further insights into more realistic settings. Within the framework of dynamic
models, the transfer of relief items between storage facilities can overcome possible
capacity shortages and is a potential future research direction, as identified by
Caunhye et al. (2012).

As shown in Tables 2 and 3, minimization of costs is a frequently used objective,
which is reasonable since donations are generally given only after the occurrence of
a disaster; therefore, cost aspects play an important role in the preparedness phase.
Moreover, maximization of covered demand is a crucial objective within disaster
management and many authors, e.g. Rawls and Turnquist (2010), use penalty costs
for unsatisfied demand to incorporate this objective. Other multi-objective
approaches may also be valuable for a holistic view of disaster relief problems,
see e.g. Rottkemper and Fischer (2013).

3 Solution Methods

The literature described above proposes different modeling approaches to address
prepositioning and location decision problems under uncertainties within disaster
management. However, none of them focus on the development of efficient solution
methods. As stated in Table 1, either standard solvers like CPLEX are used for
relatively small problems, or known heuristics are adapted to the specific model
structure to tackle larger problems. The main reason for using a commercial solver
is that the focus is rather on the model presentation than on solution techniques.
Only seven out of 17 articles reviewed in this paper suggest a specific solution
method, but still with a clear emphasis on the model formulation. The different
heuristics and decomposition methods used in these papers are presented in the
following.

3.1 Heuristics

The model presented by Campbell and Jones (2011), see Table 3, can be expanded
to the case with multiple demand and facility locations. They solve the problem
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where every demand point is serviced by only one facility by adapting a heuristic,
originally invented for solving p-median problems, proposed by Cooper (1964).
Here, every supply node has to be allocated to an arbitrary demand node at the
beginning of the solution process; otherwise this heuristic is not able to solve the
underlying problem.

In order to obtain a lower bound for the minimization problem, Döyen et al.
(2012) use the Langrangean relaxation, i.e. specific constraints, e.g. the flow bal-
ance equations, associated with the corresponding Lagrange multipliers, are inte-
grated into the objective function. The multipliers are updated in every iteration by
the subgradient method such that the lower bound is successively improved. In
combination with a local search algorithm this Langrangean heuristic determines
solutions for problems where up to 25 scenarios are considered in Döyen et al.
(2012).

Murali et al. (2012) replace the uncertain demand with the corresponding
quantile of the log-normal distribution such that a deterministic mixed integer
programming model is obtained. They adapt the locate-allocate heuristic (e.g.
Taillard 2003) to their problem formulation, since in Jia et al. (2007) this heuristic
outperforms a genetic algorithm as well as the Langrangean relaxation concerning
computing time for the uncapacitated maximal covering location problem.
However, the study of Jia et al. (2007) reveals high sensitivity to the initial solution
since convergence is slow and solutions far away from optimality might be obtained
in case of an unfavorable starting solution.

Reduction approaches as proposed in Galindo and Batta (2013) aim to delete
unnecessary constraints resulting in less computation time. For example, if the
capacities of supply points are sufficiently high and the probability of their
destruction is relatively low, the constraint that restricts the expected amount of
damaged items can be omitted. Besides removing variables and constraints, they
aggregate several demand points such that problem size is decreased further. The
resulting problem with a smaller number of constraints, variables and demand
points is solved subject to a limitation of the error occurrence due to aggregation.

All of the above mentioned papers select relatively small problem sizes to
compare the performance of their proposed heuristic with the solution computed by
a commercial solver like CPLEX.

3.2 Decomposition Methods

In general, decomposition techniques exploit the specific structure of a problem in
such a way that smaller sub-problems have to be solved in order to find the exact
solution of the original problem. This is of special interest for large scale two-stage
stochastic programs where the first stage involves decisions before and the second
stage considers decisions after the realization of uncertainty. In particular, for
models with a two-stage mixed integer programming formulation, (see Table 1), the
L-shaped method is applicable which yields outer approximations, so called
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optimality cuts, of the second-stage function (Van Slyke and Wets 1969). These
optimality cuts are inserted into the first stage problem, the so-called master
problem, which has to be solved to obtain the corresponding values. These first
stage variables are taken to solve the second stage sub-problems which in turn are
used to update the optimality cuts in each iteration. When the master problem and
the corresponding sub-problems are solved to optimality, the L-shaped algorithm
finds the exact solution of the original problem. However, only three papers within
this review adapt this decomposition technique to their underlying model.

Rawls and Turnquist (2010) solve their scenario-based problem by means of the
integer L-shaped method in combination with the Lagrangian relaxation, i.e. the
Lagrangian L-shaped method (LLSM). Since the first stage problem consists of
binary variables concerning the location decisions, the integer version of the
L-shaped method, proposed by Laporte and Louveaux (1993), is suitable. Rawls and
Turnquist (2010) assume unlimited link capacities such that the multi-item network
can be reduced to problems with a single-item each. Based on this assumption the
second-stage problems, i.e. distribution of relief items to demand points using
specific links, are simplified. It should be noted that the proposed solution strategy
LLSM is not straightforwardly applicable for a generalized network where link
capacity constraints and multi-item flows are considered. Due to the application of
the Langrangean relaxation heuristic, the optimality of the solution cannot be
guaranteed. In their study, Rawls and Turnquist (2010) demonstrate the beneficial
feature of their heuristic by comparing solutions found by LLSM and the standard
solver CPLEX. For relatively small problem instances LLSM finds a solution which
is near the optimal value found by CPLEX, but with less computation time.
However, it has not been shown that the algorithm proposed by Rawls and Turnquist
(2010) yields near optimal solutions also for large scale problems.

Noyan (2012) compares two versions of the L-shaped method for the two-stage
model of Rawls and Turquist (2010) extended by the conditional VaR. The first
variant of the L-shaped method adds variables to the second-stage problem whereas
the second L-shaped method makes use of the subgradient algorithm. Then Noyan
(2012) augments these single-cut approaches to multi-cut algorithms. Numerical
experiments are performed for the same case study for hurricane occurrence in the
southeastern US as presented in Rawls and Turnquist (2010), i.e. 51 scenarios each
with 30 potential facility locations, 58 transportation links and three types of relief
items. Noyan (2012) uses the commercial software CPLEX to solve the master
problem, i.e. the first stage problem plus the optimality cuts, and the second-stage
sub-problems. Due to the existence of binary variables within the first stage, solving
the master problem to optimality is computationally expensive. Hence, Noyan
(2012) terminates the computations of CPLEX after a maximal time period of 2 h.
His results show that the performance of the algorithms, in terms of optimality gaps,
is highly problem-dependent and hence not reliable.

As mentioned before, solving the master problem at each iteration is time
consuming and prohibitive especially for large scale problems. As a remedy, Verma
and Gaukler (2014) employ a greedy heuristic in combination with local search
which determines a solution of the master problem until this solution does not
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change between two iterations. Only in this case the master problem is solved
exactly and provides a lower bound for the original minimization problem. This
modified L-shaped procedure is repeated until the optimal objective value of the
overall problem is obtained. A case study for earthquakes in California is presented
by Verma and Gaukler (2014) containing 20 demand points, 58 potential facility
locations of three different sizes and up to three facilities to be opened. Note that
despite this relatively small problem size, the corresponding CPU times exceed
several hours, i.e. the procedure is very time-consuming. While this is not prob-
lematic in purely strategic planning, computation time can be crucial for models
with a short-term time horizon. For instance, in Galindo and Batta (2013) decisions
are made two days before the landfall of a hurricane and hence results are required
within a rather limited time-frame. Indeed, location decisions within disaster
management often have a provisional character since in many cases existing
facilities, like schools or other institutions, are used to store relief items temporarily.
In contrast, location planning within a commercial supply chain is concerned with
facilities which should retain their functionality over a long period of time.

3.3 Future Research

Research gaps concerning the use of adequate solution methods are much more
obvious than those identified within modeling frameworks. Several drawbacks of
the algorithms, as stated in Sects. 3.1 and 3.2, make it necessary to devote more
attention to the development of efficient solution methods in the future.

Approaches based on the use of scenarios often limit the computational effort by
limiting the number of possible future developments. However, taking only a subset
into account bears the risk of excluding the relevant disaster scenarios and hence
being ill-prepared for the actual development. In order to solve more realistic
problems, i.e. with a large number of possible scenarios, facility locations, different
types of relief items etc., large scale models are required for which exact methods
are computationally prohibitive. Heuristics are a reasonable alternative for
researchers who prefer fast solutions at relatively low computational costs.
However, heuristics may be highly problem-dependent, i.e. applying the same
heuristic to another large problem instance does not necessarily result in a
near-optimal solution again. Consequently, efficient techniques generating bench-
mark solutions are useful to assess the quality of heuristics for large scale problems.
One possibility is to use an iterative algorithm, e.g. the Krylov subspace method
(Saad 2003), which can be terminated at any point if a prescribed accuracy level is
reached. Iterative solvers provide approximate solutions with measurable distance
to optimality but with less storage requirements than an exact method; hence they
have significant advantages over the methods proposed in the literature.
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4 Conclusions

This paper reviews the state-of-the-art research relating to preparedness enhance-
ment in disaster management. Thanks to the work of Rawls and Turnquist (2010),
there has been a shift from pure facility location models to a combination of
prepositioning issues and facility location decisions. However, research in this field
is still in its infancy.

Although recent review papers, e.g. Caunhye et al. (2012), mention the need of
efficient solution methods, the focus of the relevant literature is mostly on modeling
aspects. To the few authors who propose, in addition to a model, a solution algo-
rithm, heuristics are the preferred method of solving the underlying problem. The
reasons are twofold: First, solutions for large scale problems may be determined
within a reasonable timeframe whereas exact methods take too long. Second, the
concept of a heuristic is often relatively simple and intuitive, e.g. the greedy heu-
ristic and genetic algorithms. However, heuristics possess several disadvantages
putting their application into question: If the heuristic fails to find a solution, it
cannot be determined if this is due to the applied heuristic procedure or if a solution
does not exist for the underlying problem. It is also not possible to verify the
optimality of the solution in general, i.e. it is well-known that heuristics do not
necessarily yield optimal or near-optimal solutions and might lead to a good
solution in one case and to a bad one in another. Therefore, the most serious
drawback when applying heuristics is the inability to measure the deviation from
the optimum. But especially in the context of pre-disaster activities where strategic
decisions may be crucial for the success of relief operations, evaluating the quality
of the solution is essential. Non-optimal solutions may produce unfavorable posi-
tions of relief locations and corresponding inventory levels resulting in high
financial burden, unsatisfied demand and, more importantly, in fatalities. Such
consequences are even intensified when the available data is scarce and of poor
quality. Hence, the development of exact solution procedures is an important area
for future research and iterative methods like Krylov subspace algorithms are
promising alternatives.
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Forecasting Misused E-Commerce
Consumer Returns

Stefan Drechsler and Rainer Lasch

Abstract High return rates are a problem particularly concerning e-tailers. Often,
these returns are considered to come back as good as new which enables an
immediate resale. This assumption does not take into account that some consumers
show a dishonest buying intention by returning items they have already used. For
reasons of an improved operational planning it could be helpful to predict this kind
of product returns. Therefore, we adapt and enhance already existing forecasting
approaches to situations where the e-tailer matches consumer returns with their date
of sale and furthermore, where the consumer has to register the return first. The so
generated product-individual data are covered by developing three forecasting
methods. It is examined under which circumstances the models show a satisfying
accuracy and correspondent requirements that have to be met in this context are
inferred. The overall premise is the practicability in order to ensure an uncompli-
cated application.

1 Introduction

Due to reasons like lenient return policies (Hsiao and Chen 2012), return rates for
goods sold on the internet are correspondingly high (Mostard and Teunter 2006).
Fashion products in particular have to record the highest shares whereby a study
from Pur et al. (2013) revealed that over 50 % of e-tailers belonging to the fashion
industry reported rates of over 25 %. A great challenge lies in the efficient and
effective handling and integration of returns into forward logistics processes
(Brandl 2014). Literature particularly concentrating on consumer returns originally
purchased online is scarce and frequently deals with product- or process-related
influencing factors (e.g. Rao et al. 2014). Furthermore, there is the problem of
already used and still returned products which causes low-quality consumer returns
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(Asdecker and Weigel 2013). Forecasting in this context could be very helpful to
support and simplify planning actions, for example the refurbishment of misused
items as well as optimizing inventory and replenishment (Mostard et al. 2005).
Besides, the gathering of respective return data could be used to set adequate return
policies (Hess and Meyhew 1997). Even if in the last years, the amount of
approaches focusing on return forecasting increased, so far there are no elaborations
dealing with the problem of misused items by exclusively concentrating on
observing return rates. It is an interesting question to which extent the accuracy of
forecasting procedures is raised if the information level increases, too.

The remainder of this paper is structured as follows: The adjoining “Considering
Small andMedium-Sized Suppliers in Public Procurement—The Case of the German
Defence Sector” deals with literature reviews on return quality concerns and already
existing forecastingmethods. Here, we only consider those papers dealing with return
forecasting as such. In “Integration of Cultural Aspects in Supplier Evaluation”
selected models are adapted to a utilization of product-individual data representing a
situation where a return can be matched directly with the date of sale. To preserve
practicability, a high (programming) effort should be avoided which encouraged the
application of techniques based on the returns’ time lag. Bymeans of simulated data it
is shown that forecasting results do not need to be satisfying as long as return rates
fluctuate distinctly. Beyond, an advancement particularly interesting for seasonal
occurring misused returns is introduced by considering a preceding return mer-
chandize authorization. A conclusion, limitations, and future research possibilities
are presented in “RoRA-SCM—Review of the Integration of Flexibility Planning in
Supply Chains”.

2 Literature

2.1 Quality Concerns Regarding Consumer Returns

Quality concerns are more often brought into connection with end-of-life returns,
because most of these products have been used already (e.g. Jin et al. 2013).
Consumer returns by contrast often are regarded as reusable from the outset which is
why this uncertainty is mostly excluded from respective expositions (e.g. van Nunen
and Zuidwijk 2004). However, return quality problems are not unknown for con-
sumer returns, too. Besides the issue that goods are already delivered or bought in a
bad condition (Hsiao and Chen 2012) there is the problem of illegal item’s con-
sumption which generates fraudulent respectively misused returns (Harris 2010).
Rosenbaum and Kuntze (2005) linked this behavior to a compulsion to buy in order
to derive prestige. Schmidt et al. (1999) carried out a survey among British con-
sumers discovering that men rather concentrate their fraudulent behavior on tools or
CDs, whereas women focus on fashion products which Speights and Hilinski (2005)
call wardrobing. Asdecker and Weigel (2013) stated that seasonal products, for
instance carnival costumes or flat screens returned after certain incidents like the

204 S. Drechsler and R. Lasch

http://dx.doi.org/10.1007/978-3-319-20863-3_2
http://dx.doi.org/10.1007/978-3-319-20863-3_2
http://dx.doi.org/10.1007/978-3-319-20863-3_2
http://dx.doi.org/10.1007/978-3-319-20863-3_3
http://dx.doi.org/10.1007/978-3-319-20863-3_4
http://dx.doi.org/10.1007/978-3-319-20863-3_4


FIFA World Cup, are particularly affected by misuse. Furthermore, fraudulent
returns show an average loss in value of about 37 % and cause increasing process
costs. The authors emphasized the dishonest buying intention which they especially
exposed as a problem of the German online-trading. Pur et al. (2013) confirmed this
assertion in their study by revealing that a planned misuse is more often seen as a
frequent return cause among e-tailers, particularly within the clothing industry.
About 12 % of fashion returns cannot be sold as new goods anymore. This is less
than in other sectors, but compared to other products more items (22 %) have to be
put under more or less comprehensive refurbishment. The focus of this paper should
lie solely on fraudulent returns. Clothing serves as base for the simulated case
examples in Sect. 3. Nevertheless, it should be noted that all explained methods are
generic and can be easily applied to other product and quality categories, too.

2.2 Literature on Forecasting Product Returns

So far, there are no approaches concentrating on forecasting abusive consumer
returns, as they mostly focus on the prediction of end-of-life returns. Some of them
are working with periodical data, so that the forecasts are solely based on historical
information about the total number of sales and returns per period and not on
observed rates. Goh and Varaprasad (1986) used a transfer function model, whereas
Kelle and Silver (1989) introduced 4 forecasting methods based on varied types of
data, but assuming known distributions and parameters for their recommended
probability distributions. Toktay et al. (2000) and Clottey et al. (2012) utilized
distributed lag models with discrete respectively continuous distributions to rep-
resent return rates. Krapp et al. (2013a, b) stated that the infinite planning horizon
and the normally distributed error term assumed by Toktay et al. (2000) could be a
problem during the parameter estimation. They create a more generic model
without these limiting assumptions. Still they worked with predetermined proba-
bility distributions and applied Bayesian techniques for parameter estimation which
cannot be regarded as simple practical procedure. Product-individual data find
integration to different extent. The expectation minimization algorithm applied by
Toktay et al. (2000) is based on right-censored information and requires a certain
distribution assumption, too. The application of fuzzy techniques and
soft-computing represents another possibility (Marx-Gómez et al. 2002) which
enables the integration of various factors that impact the number of returns (Temur
et al. 2014). These models generally serve for the creation of certain networks to
predict the number of scrapped product returns for the purpose of reuse and
recycling (Hanafi et al. 2008; Agrawal et al. 2014). The approaches are not dis-
cussed in detail here, because their adaption to a consumer return network of an
e-tailer as well as the adjoining forecasting imply a high programming and simu-
lation effort. This contradicts against the required practicability.

Looking at consumer returns, the often required distribution assumptions that
should describe return rates are rather difficult to make, especially for certain
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categories like misused returns. If such an assumption is required, it should be
combined with corresponding researches concerning the customer’s post-purchase
behavior. Hess and Mayhew (1997) dealt with this topic by using an explorative
split adjusted hazard rate model adapted from comparatively extensive tracking
data. Potdar and Rogers (2012) addressed the problem of forecasting categorized
product returns since they stated that distributions of the products’ time lag depend
on the reason why the items are returned. The authors used moving averages to
estimate future return rates and also introduced a data envelopment analysis based
on competitive products. The authors desisted from forecasting total return amounts
which makes it difficult to assess the quality of their proposed methods.
Summarizing it can be said that there are no approaches directly usable for the
prediction of fraudulent returns by similarly dealing with estimated return rates
acquired with the help of product-individual information.

3 Forecasting Approaches

All following approaches concentrate on forecasting the amount of fraudulent returns
expected in a period τ, represented by the variable µf,τ. The two approaches explained
in Sect. 3.1 refer to simple product-individual information where a return is matched
with its date of sale. The so observed return rates afterwards are used to estimate rates
for the following periods respectively sales lots in order to determine the forecasts
µf,τ. An option to advance the information level is the implementation of an effective
return merchandize authorization which means the consumer needs to receive an
allowance before the parcel is brought on its way (Norek 2002). Consequently, the
overall quantity of returns is known in advance. An example could be a printable
return label as it is done by several e-tailers. Utilizing the information stemming from
this registration leads to an enhancement introduced in Sect. 3.2. By means of
simulated data and exemplarily conducted forecasts it should be clarified if and under
which circumstances the approaches are suitable for return forecasting.

3.1 Forecasting Fraudulent Returns Based on Sales Lots

As explained above, the estimated return rates required for the calculation of µf,τ are
gained with the help of observations stemming from previous periods and applying
suitable forecasting approaches to the time series of observed return rates. Besides
these estimations, the fraudulent return forecasts are also based on the (known or
predicted) sales lots v sold in periods τ − k. A weekly time basis should be con-
sidered. The time lag k denotes the respective week after the week of sale with the
maximum z (Krapp et al. 2013a). The earliest period for an item to return should be
one period after the week of sale which applies k 2 {1, 2,…, z}. This declaration is
no obstacle for stating a periodical basis where sales could return within the same
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period, too. Both elements together lead to the premise that each estimated rate
should be clearly allocated to a certain sales lot vτ − k for all k.

Two elaboration options are distinguished. Method 1 contains the observation of
simple fraudulent return rates sf whereby it is recorded which share of v returned in
each following week k as misused. Thus, it is possible to determine the estimated
return rates ~sf for each k and sales lot. This method is motivated by one of the
approaches introduced by Potdar and Rogers (2012) for the first two of their
assumed reason codes. It can be expressed by:

lf ;s ¼
Xz

k¼1

vs�k~s
ðkÞ
f ;s�k: ð1Þ

The so observed and estimated time-lag-specific return rates are—depending on
the return’s extent—likely to be quite low and therefore hard to interpret. This could
be particularly disadvantageous if return rates should be analyzed in order to for
instance adapt return policies (Davis et al. 1998). That is why the additional scaling
of return rates also used by Toktay et al. (2000) and Clottey et al. (2012) might be
useful. In doing so, the simple return rate sf is split into several components. First of
all, there is the share of v that actually comes back within z periods, expressed by
pR. The variable qf indicates the proportion of the actually returned products that
come back as misused items. Finally, the time-lag-specific ratios af for each k refer
to the share of misused products returned after k periods. All these time series of
observed return rates are used again to determine the according estimations. As it is
the straight implication that for each sales lot the time-lag-specific actual return
rates af sum up to one over all weeks k, their estimations should be adapted
afterwards, too, as they also pertain for a whole sales lot. Subsequently, method 2
can be expressed by:

lf ;s ¼
Xz

k¼1

vs�k~pR;s�k~qf ;s�k~a
ðkÞ
f ;s�k: ð2Þ

In order to evaluate which of these two methods shows the better forecasting
results, both were applied exemplarily on simulated data, like it was done for
instance by Krapp et al. (2013a, b). As already mentioned above, an e-tailer for
fashion products with a quite high average overall return rate pR serves as foun-
dation. With respect to the survey referred to in Sect. 2.1 the average of qf is set to
approximately 15 %. This includes the cases where the product cannot be sold as
new and by supposing that some overused items regain their as good as new
condition after a more comprehensive refurbishment. The maximum time lag
z should be 4 periods with the data basis for af stemming from the assumption that
customers plan a misuse and therefore may use the product a certain period of time
before they return it (Asdecker and Weigel 2013). This circumstance coincides with
the third reason code described by Potdar and Rogers (2012) representing a more or
less comprehensive test of the good. For simulation purposes each fraudulent return
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rate should be normally distributed with different standard deviations to create noise
(Krapp et al. 2013b) and as consequence generating different scopes of variation.
The time-lag-specific return rates af were adjusted afterwards to ensure a sum of 1
over k for each sales lot. Thus, the four scenarios A, B, C and D—shown in Table 1
—were produced. It should be noted that the comparably low standard deviations
were approved to depict reality by practitioners.

For method 1 all four time series of estimated return rates were gained by
utilizing a 4-period moving average (MA 4) recommended by Potdar and Rogers
(2012). For method 2 the shares were estimated additionally with a 10-period
moving average (MA 10) and exponential smoothing (ES) which are a natural
choice if values are fluctuating around a rather constant level (Brown 1963). The
smoothing factor required for ES was dynamically adjusted after each new obser-
vation by minimizing the mean absolute deviation (MAD), Theil’s inequality
coefficient (TIC) (Theil 1971) and mean absolute percentage error (MAPE). The
simulation comprised 60 periods with the sales lots derived from random, uniformly
distributed numbers. The two assumed intervals of 15,000–20,000 as well as
20,000–40,000 sold items should represent a different degree of sales tips and lows.
With a consistent forerun of 14 periods due to MA 10 the amounts µf,τ in 46 periods
were calculated and afterwards compared to the simulated actual return numbers.
The so obtained MAD, TIC, and MAPE are displayed in Table 2. The respective
first values originate in the first mentioned, rather narrow interval of sales whereas
the parenthesized measures stem from the second interval. It is apparent that only
the forecasts in situation A can be seen as consistently satisfying. Values for MAD
and MAPE clearly imply a decreasing accuracy with increasing variation of return
rates and sales, except for situation C where the MAPE improves with increasing
fluctuations in sale. The variation of quotas has the greater impact, because the
amount of returns increase together with the sales, thus a higher MAD can be seen
as consequential. Values for the TIC improve for both methods, when there are
higher sales tips and lows, because the naïve forecasts lose accuracy in that case.

Especially under situations C and D both forecasting procedures cannot be
described as valuable anymore, as the errors are too high to base a profound
planning on the forecasts. Despite the generally unsatisfying outcomes, it is rec-
ognizable that method 1 is slightly superior to method 2 by showing better values
for MAD, MAPE, and TIC in nearly all situations which is why there is a mild
tendency to this procedure. In case that the additional scaling shall still be used
because of the already mentioned disadvantages of simple return rates, MA 4

Table 1 Mean return rates
and standard deviations for
simulation

pR qf að1Þf að2Þf að3Þf að4Þf

l 0.35 0.15 0.2 0.25 0.3 0.25

rA 0.01 0.01 0.01 0.01 0.01 0.01

rB 0.02 0.02 0.02 0.02 0.02 0.02

rC 0.04 0.04 0.02 0.02 0.02 0.02

rD 0.07 0.05 0.04 0.04 0.04 0.04
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should not be applied. As the results for MA 10 and ES are close, none of them can
be ruled out. More importantly, the examples clearly show the crucial fact that even
if estimated return rates are not based on distribution assumptions, forecasts do not
have to be helpful under any circumstances. Consequently, the return forecasting
based on time lag deliberations cannot be regarded as robust. Our results imply that
high deviations within actual return rates should be avoided, because forecasting
might miss the target if the sales highly fluctuate, too. However, in case the
company has to face significant increases or downturns and nevertheless records
low fluctuating return rates the introduced methods yet could be of avail. Here, a
reasonable summary of product types is inevitable. Another option could be a more
appropriate return categorization, for example on the base of certain quality levels
instead of only considering misuse. Since our simulations were merely exemplary
more comprehensive tests should be performed.

3.2 Forecasting Fraudulent Returns Based on the Return
Period

For the purpose of accurate forecasts an integration of additional accessible
information should be contemplated. Because of their inclusion of sales lots the so
far explained methods ignore the effect of returns that are dependent on the specific
period of return. As already explained there are certain events encouraging the
emergence of misuse. These might be more numerous in periods after the incidents,
so it could be helpful to take this fact into account, too. The essential premise lies in
the preceding return registration by the consumer, thus the e-tailer knows about it in
advance. The first step is the determination of d, which defines the time interval
between the return’s registration and arrival, in order to predict the period ŝ of
return. With ~s denoting the period of approval it applies:

ŝ ¼ ~sþ d: ð3Þ

For the calculation of d some auxiliary variables are necessary. First, there is the
weekday of the return’s registration t within the respective week ~s whereby only
workdays should be considered by treating all Sundays as Mondays. Every day is
assigned to a certain number. Accordingly, the variable t 2 {1, 2,…, w) is intro-
duced by matching Monday with 1, Tuesday with 2 etc. This implies w = 6 if only
Sundays are not recognized. Variable c 2 {1, 2,…} should denote the number of
working days between applying the return and actually bringing it on the way
which could ideally depend on relevant influencing factors. Thinkable are, for
instance, the customer’s past behavior, the weekday of approval, or simply the
number of granted periods already passed. The delivery time l 2 {1, 2,…} repre-
sents the number of working days a parcel delivery provider needs to submit the
good. Thus, the variable m is calculated by
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m ¼ t þ cþ l: ð4Þ

This enables the determination of the actual delay d given by Eq. (5), assuring
that d appears as non-negative integer:

d ¼ m=w� 1d e 8m�w
m=wb c 8m\w:

�
ð5Þ

At the same time, we suppose the customers need to add a cause respectively
reason code for their return (Potdar and Rogers 2012; Krapp et al. 2013a).
Consequently, there have to be wrongly stated reasons, because no one will admit
to send back a misused item (Asdecker and Weigel 2013). Since not each reason
code j may be relevant in this context, the set J only includes all j that were ever
wrongly stated. The variable µj,τ should denote the estimated number of products
with reason code j assumed to return in τ determined based on the number of
approvals and Eqs. (3)–(5) for each of this potential return. Next, the number of
fraudulent returns is forecasted via estimates for the return rate qf again. The esti-
mation for qf could be specified either for each j 2 J or treated as general ratio like it
is done in Eq. (6):

lf ;s ¼ ~qf ;s
X
j2J

lj;s: ð6Þ

The following exemplary simulation illustrates the forecasting quality of the
method. A German e-tailer primarily known for carnival articles is expected. The
e-tailer records high fraudulent return rates particularly in February with the highest
shares after Carnival Monday (Paletta 2014). The relevant time frame consists of
seven periods starting two weeks before Carnival Monday with respect to earlier
events before that day. The amount of sold products and returns slightly increases
over the years (IW Köln 2010; Dpa-Afx 2012). The e-tailer summarizes carnival
products for joint forecasting. The registered returns—already summed and filtered
by relevant reason codes—were simulated using uniformly distributed random
numbers in increasing intervals. Each year, seven weeks are regarded as particularly
affected. In order to simulate clear seasonal patterns the first seven values of a
discrete negative binomial distribution with the parameters n = 8 and p = 0.7 served
as background for the observable return rates. These probabilities were rounded and
an adaption of the third and fourth value was conducted to create a clear peak. This
leads to the vector qf*: = (0.06; 0.14; 0.17; 0.2; 0.15; 0.1; 0.07). The quotas qf*
were randomized assuming a normal distribution with a consistent standard devi-
ation of σ = 0.01 and afterwards they were arranged in ascending order to generate a
growing seriousness of the problem. The return rate estimation was carried out by
means of the additive Holt-Winters-approach (HWA) (Holt 1957; Winters 1960)
with a forerun of two years respectively 14 periods. Beyond, two scenarios are
distinguished. In the first, we presumed a fixed value for c and l. With w = 6, c = 4
for t 2 {1,…, 4}, c = 5 for t 2 {5, 6} and l = 3 for all t it applies d = 1 for
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registrations on Monday to Thursday and accordingly d = 2 for Friday and Saturday
valid for all returns. Subsequently, the amount of products assumed to return in τ is
known. The second scenario regards varying values for c and l by supposing that
both are uniformly distributed in intervals of c 2 {2,…, 5} and l 2 {2, 3, 4}. For
each weekday this causes different shares of products that will return the same week
(d = 0), after one week (d = 1) and after two weeks (d = 2). Our observations
indicated a fluctuation around constant levels for all of these shares. For forecasting,
we formed simple averages by utilizing the observations of the respective previous
years for d in order to calculate estimations for each of these rather constant quotas.
By multiplying the estimates with the known amount of registered returns a day we
could determine the number of products µτ expected to return in τ. For both sce-
narios Eq. (6) was applied to determine µf,τ. The straight forecasts of the misused
returns without estimated rates—realized by using HWA, too—serve as bench-
mark. The values for MAD, MAPE, and TIC are displayed in Table 3. The TIC was
calculated with an adapted naïve forecast using the return amounts of the respective
previous year (Makridakis and Hibon 2000).

The results clearly show the superiority of our method. The variation of c and
l did not negatively affect the forecasting accuracy. Rather the contrary, the TIC and
MAD show even better results, whereas the error measures for the direct forecasting
of returns deteriorate. This means our method is still valuable if c and l cannot be
determined for sure. The reason can be traced back to the balancing effect of the
simultaneous under- respectively overestimation of µτ in opposite to ~qf ;s. The
procedure is particularly advantageous if deviations within the return rates are low.
It should be clear that a high fluctuation will impact the forecasting accuracy
distinctly again. For seasonal products this means the patterns of these quotas show
a clear recurring structure of comparable cycle durations. But since there are
extensions dealing with this kind of problems it does not mean the approach is not
applicable to time series which do not fulfill this requirement (e.g. Goodwin 2010).
The forecasting accuracy might also decrease if the interval of c and l increases.
Another disadvantage is the expense with which data has to be analyzed. For all
impacted reason codes this involves the continuous gathering of corresponding
return rates. Beyond, further investigations are necessary to improve the estimation
of µj,τ by reliably define c and l to accurately determine d.

Summarizing it can be said that all tested methods lead to reliable results if
particular conditions are fulfilled. The accuracy particularly depends on deviations
within the quotas. Forecasts are more reliable in case these are low and accordingly
if potential seasonal patterns recur in a comparable manner. However, both models

Table 3 Error measures for seasonal return forecasting

Fixed c and l Varying c and l

Only returns With est. rates Only returns With est. rates

MAD 11.9989 5.0532 13.1368 4.8321

MAPE 0.1086 0.0524 0.1232 0.0528

TIC 0.9872 0.4717 1.0416 0.4212
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can be regarded as superior to the mere assumption of probability distributions to
represent return rates, as misspecifications together with additional variation of the
actual quotas would cause even higher errors. That is why the smart summary of
products and product categories for joint prediction as well as a reasonable cate-
gorization are inevitable for a target-aimed forecasting with observed return rates.

4 Conclusion

In this paper, we adapted and further developed existing forecasting approaches by
underlying e-commerce consumer returns affected by misuse. Furthermore, it was
expected that the e-tailer uses product-individual data, so the estimated return rates
are not based on distribution assumptions. In order to gain return rate estimations
we used moving averages and exponential smoothing for forecasting based on sales
lots and the Holt-Winters-approach for forecasting based on the date of return
instead. It was shown that the methods deliver reliable results if return rates do not
drastically fluctuate which is why it is crucial to avoid this instance. A former
categorization using reason codes in combination with an adjoining determination
of low-quality return forecasts could be recommended in that connection.
Furthermore, the mentioned actions enable the observation of the consumer’s return
behavior. Thus, each return can be assigned automatically to the respective cus-
tomer. Besides the fact that those consumers with a conspicuous fraudulent return
behavior are recognized faster (Speights and Hilinski 2005), it is also possible to
enhance the forecasting accuracy. Hence, return rates are not only dependent on the
sales lot or the date of return anymore and can be determined more reliably.

Beyond, fast deliveries, ideally at the same day of ordering, will surely be a new
standard within e-commerce in future. Retailers have to deliver goods, whose
purchase was predicted by corresponding software, to distribution centers before
they are even ordered, also called predictive purchasing. If that does not happen, the
goods have to be taken back. That is why return numbers will increase, too (Gillies
2014). How these expansion options could be integrated into respective models
should be a topic for further research. In the age of Big Data forecasts on returns
surely will be more and more accurate, but together with that also more compli-
cated. It is an interesting question how complex information can serve as
enhancement by still preserving practicability.
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A Rollout Algorithm for Vehicle Routing
with Stochastic Customer Requests

Marlin W. Ulmer, Dirk C. Mattfeld, Marco Hennig
and Justin C. Goodson

Abstract City logistic service providers often have to decide under uncertainty.
In some cases, not all customers are known at the time of the decision, but may
request service in the course of day. Here, anticipation of possible future requests
in current decision making is mandatory to avoid ineffective decisions and to
serve a high amount of requests within the service period. In this paper, we
present a vehicle routing problem with stochastic customer requests. The objec-
tive is to maximize the number of served requests regarding a time limit. Decision
points occur dynamically by arriving at a customer. To achieve anticipatory
decisions, we define a rollout algorithm (RA) combined with sampling of future
requests. Over a limited decision horizon, RA maximizes the immediate reward
and the expected rewards-to-go explicitly considering every customer. Later
rewards-to-go are estimated by sampling using a cheapest insertion greedy
decision policy. We compare the RA with a value function approximation
(VFA) benchmark heuristic. VFA allows long-term anticipation on the expense of
only implicit customer consideration using key parameters. For instances, where
explicit customer consideration is necessary, RA achieves a significantly higher
solution quality than VFA.
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1 Introduction

In recent years, challenges for city logistic service providers increase. Customers
expect fast and reliable service (Ehmke 2012). Courier, express and parcel ser-
vices dealing with narrow profit margins have to plan and execute their routes
under uncertainty. While for parcel delivery static routes are determined by
service network design (Crainic 2000), customers may request pick-ups in the
whole city and at any point of time (Ulmer and Mattfeld 2013). So, not every
pick up may be known in the beginning of the day. Service providers use extra
vehicles for pick-ups, adapting their routes dynamically to the new requests
during the day. Decisions are made about routing and the confirmation or
rejection of new requests aiming for a high service level, i.e., a high number of
same-day pick-ups. Here, decisions have a significant impact on future customer
services. Routes have to allow a cheap insertion of new requests in the existing
tour. So, routing has to consider future requests to be added in the course of the
day. Due to working hour regulations, not every pick-up can be served within the
day. The dispatcher has to decide, if a request is confirmed and served or has to
be rejected. Rejecting an isolated request in one area may allow later serving of
many other requests in another. In essence, anticipation of future requests is
mandatory to achieve effective and efficient routing.

For anticipation of future events in current decision making, service providers
can draw on prognoses of future requests derived from historical data. This data
may provide spatial and temporal customer distributions within the service area.
To exploit this knowledge, future customer requests can be sampled to evaluate
current decisions. Therefore stochastic paths are generated representing all pos-
sible future events. For the given problem, a stochastic path contains of a set of
new requests with request times distributed over the rest of the service period.
For evaluation of the current decisions, a Markov Decision Process
(MDP) considering the stochastic paths can be used to calculate the expected
future confirmations. Nevertheless, due to computational limitations, this
approach is only applicable over a highly limited time horizon. To include
expected later rewards-to-go into the evaluation, an efficient estimation is
required. The combination of sampling and rewards-to-go estimation can be
achieved using a rollout algorithm. RA solves a MDP over a certain number of
decision points selecting the best decision for each decision point. Later decisions
are made by a base heuristic (Goodson et al. 2015). The outcomes of the base
heuristic are used in the MDP to evaluate the current decisions.

In this paper, we present an anticipatory RA for a vehicle routing problem with
stochastic customer requests. A vehicle has to serve customers in a service area.
A set of customers is known in the beginning and has to be served. During the day,
new customers request service. The dispatcher has to decide whether to perma-
nently confirm or reject a request. Considering the time limit, the objective is to
maximize the number of customer confirmations.

This paper is organized as follows. In Sect. 2, we give a literature review
regarding vehicle routing with stochastic requests. We especially focus on work
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regarding the sampling of future requests. In Sect. 3, we define the problem.
The RA is described in Sect. 4. For a set of instances, RA is applied and compared
to benchmark results provided by Ulmer et al. (2014) in Sect. 5. The paper closes
with a conclusion and an outlook regarding future research.

2 Literature Review

The literature regarding stochastic and dynamic vehicle routing is vast. Stochastic
impacts manifests in stochastic travel times (Ehmke et al. 2015), demands
(Goodson et al. 2014), service times (Larsen et al. 2002), and customer requests
(Thomas 2007). For a recent overview of stochastic vehicle routing, the interested
reader is referred to Pillac et al. (2013). In this review, we focus on problems with
stochastic customer requests. An extensive classification of the approaches dealing
with stochastic customer requests can be found in Ulmer et al. (2014). Anticipatory
heuristics can be classified in policy function approximation, methods of approxi-
mate dynamic programming, and sampling approaches.

Policy function approximation aims to identify a set of (straightforward) deci-
sion rules and often rely on information aggregation for customer anticipation. So,
Thomas (2007) applies a waiting heuristic calculating the center of gravity of
possible future customers. The vehicle waits at the customer served right before the
center of gravity.

Value function approximation approximates the reward-to-go of future situations
by evaluating problem states using simulation. Ulmer et al. (2014) introduced an
approach maximizing the current and expected number of future confirmations. For
estimation of the rewards-to-go, post decision states are evaluated. Therefore, a post
decision state containing of time and a set of customers to serve is described
implicit using the key parameters time and slack. Every time-slack tuple is assigned
to a value. The values are approximated a priori via simulation.

Sampling approaches simulate a set of stochastic paths online. These paths
contain of future requests and allow evaluating current decisions. Decision making
is reduced to these sets of stochastic paths. This allows to simplify the outcome
space while the detailed level of information within the paths can be maintained.
The decision horizon is highly limited in sampling approaches. The more sample
paths and decision points are considered, the more the computational effort
increases. Bent and Van Hentenryck (2003, 2004) introduce approaches, where
sampled customer requests are integrated in a set of routes. The route with the
highest similarity to all other routes is selected. This approach is also applied by
Flatberg et al. (2007) and Sungur et al. (2010). Ghiani et al. (2009, 2012) use
sampling to estimate the level of customer satisfaction over a short-term horizon for
a pick-up and delivery problem. Hvattum et al. (2006) sample customer requests
using historical data to hedge routing expenses for a real world case study.

VFA and sampling approaches mainly differ in the point of time where states are
evaluated regarding rewards-to-go. While VFA evaluates states over all realizations
using average state values, sampling calculates the state values online for each
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realization in each decision point. Therefore, VFA requires aggregation within the
states information, whereas sampling is able to consider every state detail in
decision making on the expense of a high computational effort. In essence, sam-
pling approaches allow detailed short term anticipation but are generally compu-
tational intractable for long term anticipation. Hence, we extend the sampling
approach to an anticipatory post decision rollout algorithm. Our RA, defined in
Sect. 4, combines short term sampling with a post decision state evaluation using a
cheapest insertion greedy decision policy as base heuristic.

3 A Vehicle Routing Problem with Stochastic
Customer Requests

In this section, we define the vehicle routing problem using a Markov Decision
Process. For a mixed integer formulation of the problem setting, the interested
reader is referred to Ulmer et al. (2015).

3.1 Problem Definition

A vehicle serves customers in a service area. It starts the tour in a depot and has to
return considering a time limit tmax. In the beginning of the day, a set of early
request customers already requested service and has to be served. During the day,
new requests arrive stochastically in the service area. A decision point occurs by
arriving at a customer. The dispatcher has to decide, whether to confirm or reject a
request and where to add a confirmed request in the tour. The objective is to
maximize the number of confirmations over the day.

The described problem is both stochastic and dynamic and can be defined using
a Markov Decision Process (MDP, Bellman 1957) displayed in Fig. 1.

In a MDP, a number of decision points 1; . . .;K occur subsequently. Here, K can
be a random variable. In each decision point k, a current system state Sk and a set of
decisions d1; . . . dn is given. The application of a decision di leads to an immediate
reward RkðdiÞ and a known post decision state Sdk . A stochastic transition x 2 X
leads to the next state Skþ1.

For the given problem, a state Sk is defined by the point of time 0� tk\tmax, the
current vehicle location, a set of already confirmed customers and a set of new

Fig. 1 Markov decision process

220 M.W. Ulmer et al.



requests. Decisions are made about the subset of requests to confirm and the
integration in the existing route. A post decision state Sdk contains the point of time,
the overall set of confirmed customers and the tour. During the travel to the next
customer, new requests may arrive stochastically. So, the stochastic transition
provides the set of new requests in Skþ1.

Figure 2 depicts an exemplary state Sk on the left. Two new requests have
arrived. The applied decision d1 confirms the first request and rejects the second
resulting in a reward Rkðd1Þ ¼ 1 and post decision state Sd1k , shown on the right.

4 A Post Decision Rollout Algorithm

In this section, we develop a post decision rollout algorithm to obtain dynamic
routing policies for the vehicle routing problem with stochastic customer
requests.

A policyP is a sequence of decision rules ðXp
0 ;X

p
1 ; . . .;X

p
KÞ, where final decision

epoch K may be a random variable and decision rule Xp
k ðSkÞ specifies the decision

to select when the process occupies state Sk. Letting P be the set of Markovian
deterministic policies, the objective is to identify a policy p 2 P that maximizes the
expected sum of rewards, conditional on an initial state S0:

max
p2P

E

XK
k¼0

Rk Xp
k Skð Þ� �jS0

" #
: ð1Þ

As described in Goodson et al. (2013, 2014), at decision epoch k, a post decision
rollout algorithm identifies a decision in DðSkÞ that maximizes the sum of the
current-period reward plus an estimate of the expected reward-to-go from the
corresponding post decision state.

Fig. 2 State, decision, and post decision state for the defined problem
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First, to efficiently apply the algorithm, we reduce the decision space D̂ðSkÞ �
D Skð Þ drawing on cheapest insertion routing. Hence, decision making is about the
subset of requests to confirm. Given r new requests, the number of decisions is
n := D̂ Skð Þ�� �� ¼ 2r. The application of a decision leads to a known post decision
state Sk as described in Sect. 3.1.

We estimate the expected reward-to-go of each post decision state via a cheapest
insertion greedy (CIG) policy. In a given state, the CIG decision rule routes the
vehicle via a cheapest insertion heuristic (Rosenkrantz et al. 1974) and accepts the
largest subset of customer requests the heuristic can route without violating the time
limit—all other requests are rejected. Denoting by pcig the CIG policy, when the
process occupies realized state k, our post decision rollout algorithm selects a
decision in the set

arg max
d2D̂ðSkÞ

Rk dð Þ þ E

XK
j¼kþ1

Rj Xpcig
j ðSjÞ

� �
jSk

" #( )
: ð2Þ

Because the number and location of potential customer requestsmay be quite large,
as in Bertsekas and Tsitsiklis (1996), we use simulation to estimate the expected
rewards-to-go in (2). Figure 3 illustrates the mechanics of Eq. (2), where dcig is the
decision returned by policy pcig. From post decision state Sdk , we randomly generate a
set fx1; . . . ;xmg ¼ X̂ � X containing m sample paths of future customer requests.
The CIG policy is applied along each sample path and the estimated expected
reward-to-go is the average reward accrued across the m simulations. The process is
repeated to estimate the reward-to-go for each of the remaining decisions, resulting in
a total of nm simulations for the post decision rollout algorithm to identify a decision.

Fig. 3 A post decision rollout algorithm
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5 Computational Study

In this section, we define the test instances and tune the parameters of the rollout
algorithms. We compare the results with the benchmark heuristics provided by
Ulmer et al. (2014) and explain for an exemplary case the differences in solution
quality of the approaches.

5.1 Instances

Instances are provided by Ulmer et al. (2014). The instance parameters match real
world scenarios and are derived from Bent and Van Hentenryck (2004), Hvattum
et al. (2006), Thomas (2007), and Meisel (2011). A working day consists of tmax ¼
360 min. We consider two different service area sizes of small 15 km� 15 kmð Þ
and large 20 km� 20 kmð Þ. The depot is located in the center of the area. The
vehicle travels in a constant speed of 25 km=h. Travel times are Euclidean. The
expected number of customers is 100. The expected number of early request cus-
tomers is 25, resulting in a degree of dynamism of 75 % (Larsen et al. 2004).

To confirm the advantages of the RA, we consider two customer distributions in
the area. First, customer requests are uniformly distributed (U). Second, customer
requests are mainly accumulated in three clusters (3C).

5.2 Parameter Tuning and Benchmark Heuristic

We apply the RA for m ¼ 1; 2; 4; 8; 16; 32; 64; 128 sample paths. The according
algorithms are described by Am. As a benchmark, we compare the results with the
VFA-approach by Ulmer et al. (2014), and a greedy heuristic. The VFA-approach
estimates the value of a post decision state regarding the two key parameters time
and slack. So, customer locations are only considered implicitly.

5.3 Solution Quality and Runtime

We run 500 test runs for every instance settings. Experiments are performed on an
Intel Core i5-3470 @ 3.2 GHz with 32 GB RAM. The percentage of served
customer requests for RA, VFA and Greedy are shown in Table 1. The results are
depicted regarding the customer distribution (U, 3C) and the service area size. The
solution quality strongly depends on the number of sample paths. For only a few
paths, the results are weak and in some cases even inferior to the Greedy approach.
Proportional with the number of paths the solution quality increases. So, A16

already allows anticipation for all instance settings. A128 outperforms the Greedy
approach by up to 25:0 %.
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In comparison to VFA, RA is superior for 3C, i.e., clustered distributed cus-
tomers. Here, the explicit customer consideration of RA is advantageous. RA
achieves up to 2:5 % better results than VFA. For uniformly distributed customer
requests, RA is not able to perform as well as VFA. Here, the implicit customer
representation allows a more general anticipation as required by the instance set-
ting. To show the advantages of RA, in the following, we examine an exemplary
case with clustered requests in more detail.

An exemplary state for the 3C-distribution and large service area is shown in
Fig. 4. The set of (already confirmed) customers is assigned to a route ending in the
depot. Two new requests have arrived in opposing regions of the service area.
Request 1 lies in an isolated region, request 2 in the third cluster. Due to the time

Table 1 Served customer
requests (in %)

Service area Large Small

Distribution U 3C U 3C

A2 39.5 54.7 53.4 66.2

A4 41.1 56.0 54.4 68.0

A8 42.4 57.6 56.9 70.3

A16 43.8 59.3 58.5 72.3

A32 44.5 60.3 59.6 73.9

A64 45.2 61.0 60.4 74.5

A128 45.5 61.4 60.9 74.9

VFA 46.5 59.9 61.3 74.1

Greedy 36.4 55.9 54.5 72.3

Fig. 4 An exemplary state for 3C-distribution and large service area
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limit, at most one of the requests can be confirmed. Request 1 is cheaper to include in
the tour leading to a higher slack. It is expected that VFA chooses the first request.
The locations of the (unknown) future requests lay mainly in the three clusters. This
is not considered by VFA. Hence, VFA chooses an ineffective solution. RA samples
future requests allowing the explicit consideration of request locations in decision
making. Confirming request 2, in the course of the six additional sampled requests
could be confirmed in this region compared to only one by choosing request 1.
Hence, RA confirms request 2, because the sampled customers indicate a future
request in the region around request 2. In essence, the explicit consideration of
customer locations is advantageous for clustered customer distributions.

The according average runtimes of the RA per iteration are depicted in Table 2.
Runtimes for VFA as an a priori algorithm and Greedy are neglectable. Generally
for RA, the runtimes for a large service area are higher than for a small service area.
This results from longer travel times between the customers and a higher set of
customer requests per decision points. Hence, the number of decisions increases
exponentially. The same behavior results in the longer runtimes for 3C-distribution.
Here, in the long time span while changing the clusters, many new requests
accumulate resulting in a large decision space D̂.

As expected, the runtime increases nearly linear according to the number of
sample paths. For A128, a large service area, and the clustered distribution, the
average runtime exceeds 15 min. These high runtimes may impede the online
application of the algorithm. To examine the runtime behavior in more detail,

Table 2 Runtime per
Iteration (in s)

Service area Large Small

Distribution U 3C U 3C

A2 10.30 12.35 5.48 5.29

A4 24.50 29.33 10.67 9.75

A8 45.24 59.72 20.31 20.32

A16 90.68 123.04 40.31 40.78

A32 186.51 232.71 80.73 82.21

A64 335.86 424.04 155.46 160.16

A128 701.29 925.79 306.75 320.67

Table 3 Maximal runtime
per decision point (in s)

Service area Large Small

Distribution U 3C U 3C

A2 4.51 5.07 0.98 1.10

A4 12.58 13.90 1.68 1.17

A8 19.91 27.79 2.04 2.74

A16 38.66 54.06 3.86 5.11

A32 82.32 95.39 8.99 9.99

A64 130.56 142.84 15.19 15.58

A128 290.15 350.78 31.63 27.93
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Table 3 shows the average of the maximal runtime per decision point observed in
an iteration. The runtimes for the large service area are significantly higher than for
the small service area. As mentioned earlier, this results from the high number of
possible decisions and the resulting high number of sampled paths. Compared to the
overall runtime in Table 2, the results show that in many cases a few decision points
cause most of the required runtime. Given 3C-distribution and a large service area,
the runtime of A128 exceeds 5 min and may be not applicable.

6 Conclusion and Future Research

In many cases, city logistic service providers have to anticipate future customer
requests to select effective decisions. In this paper, we presented a post decision
rollout algorithm explicitly considering current customer and possible future cus-
tomer requests. Therefore, the RA uses sampling and a cheapest insertion greedy
policy to estimate the value of post decision states. Results show that in cases,
where the explicit consideration of customer locations is necessary, RA outper-
forms the benchmark VFA-approach.

Future work may include modifications of the RA and the extension of the
routing problem. The RA can be improved by choosing a more sophisticated base
heuristic. Further, for many real-world applications, customers are not rejected, but
postponed to a following service period. Generally, service providers dispatch a
fleet of vehicles. So, instead of a single vehicle, a set of vehicles has to be
considered.
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A Real-World Cost Function Based
on Tariffs for Vehicle Routing in the Food
Retailing Industry

Felix Tamke

Abstract In this paper, a real-world cost function for vehicle routing occurring in
the distribution planning of a large German food retailing company is considered.
In contrast to the widely used standard formulation introduced by Dantzig and
Ramser (Manage Sci 6:80–91, 1959), the price structure is based on transport tariffs
as the retailer cooperates with several freight carriers. The resulting costs depend on
the products transported on a route as well as on the chosen itinerary and therefore,
are not completely known in advance. For a deeper understanding, the cost function
is formally modeled and afterwards illustrated by different examples. Besides, a
detailed description of the underlying real-world issue is given and several problem
variants of the Vehicle Routing Problem (VRP), like the VRP with Compartments
or the VRP with Time Windows, are derived from the features of the issue. Due to
the variety of variants, it can be classified as a member of a recent problem family
called Rich VRP.

1 Introduction

The physical distribution of goods is an important part of the supply chain in
various industries. On an operative level, the Vehicle Routing Problem (VRP) deals
with this task and therefore is one of the most studied optimization problems in
Operations Research. Since it has been introduced as “Truck Dispatching Problem”
by Dantzig and Ramser (1959), a lot of research has led to a vast amount of
different problem variants, each considering another problem emerging from the
business world. However, most of them concentrate on just one or a few specific
topics, e.g. VRP with Time Windows (VRPTW) (Cordeau et al. 2002), VRP with
Pickups and Deliveries (VRPPD) (Parragh et al. 2008) or their combined consid-
eration PDPTW (Dumas et al. 1991). Thus, they are often not sufficient for an
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application on complex real-world problems (Hartl et al. 2006). Besides this
application pull, a push from the scientific community has been noticed as less
comprehensive variants of the VRP are viewed as near-complete explored (Hasle
and Kloster 2007). Hence, in recent years a new class of problems called real-life
VRP’s or Rich Vehicle Routing Problems (RVRP) was developed to fill this gap
between theory and practice. Here, a combination of several features leads to a
better applicability on issues from the business world. The occurring characteristics
are very diverse and can be, for instance, vehicle-, driver-, location-, or
request-related (Drexl 2012). However, a consistent definition of RVRP’s does not
yet exist. In a recent approach, Lahyani et al. (2015) formulated one based on a new
taxonomy. There, an issue must have a minimum amount of different characteristics
to be classified as RVRP. This new approach shows that there is still an open field
of research to adapt the academic methods to the practical needs.

An industry, where vehicle routing is an important part for distributing goods, is
the food retailing sector (Akkerman et al. 2010). This topic has been studied before
by different authors. Some focus on the perishability of the food (Hsu et al. 2007;
Osvald and Zadnik Stirn 2008), whereas others consider the combined transport of
products with different transport temperatures (Chajakis and Guignard 2003;
Ambrosino and Sciomachen 2007). The real-world issue motivating this paper is
part of the latter subject and it will be specified in the next section for a better
understanding. Afterwards, the occurring problem variants are derived from the
characteristics. In Sect. 3, the cost function used by the retail company will be
explained in detail as it differs from the usual form and therefore gives insight into
the business practice. In the last section, an outlook on future research concludes
this paper.

2 Case Study and Relevant VRP Variants

We consider a large German food retailing company which has to distribute its
products from a central warehouse to about 120 markets on a daily basis. The
company cooperates with several carriers to fulfill this task. Each of them is
assigned a proprietary carrier region. This means that the markets are located in just
one region and the carriers exclusively are allowed to supply those branches cor-
responding to their area. Thereby, the scheduling of the routes for the next day is
made by the staff of the central warehouse within a tight timeframe of two hours,
whereas the carriers provide the capacities, e.g. vehicles or drivers, needed. Hence,
capacity shortages regarding the number of vehicles or a violation of the drivers’
working hours cannot occur. Besides, there are further particularities. The supply of
the markets is only feasible at specific periods, though, there can be more than one
—usually one in the early morning and one in the afternoon. Additionally, different
handling times exist for unloading the vehicle at the markets. Another important
feature is the existence of a heterogeneous set of goods as the company is a full
range trader. Especially the transport of food is strictly regulated by law and thus,
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the goods are categorized in four commodity classes (CC) based on different
transport temperatures as shown in Table 1. To cope with this feature, the load bed
of the vehicles can be divided into up to three compartments with flexible sizes.
Since cooling units are solely installed at the front and the rear end of the trailer, the
middle compartment is not refrigerable. In addition to the supply with products,
there are empty transport containers like pallets or stillages which have to be
transported back to the depot according to a predefined schedule. From this fea-
tures, a number of variants of the VRP can be derived and the issue may be
classified as RVRP. This will be described below.

Since the transport quantities are large for each market, the capacity of one
vehicle is not sufficient and therefore the orders of the markets need to be split
among different routes. Hence, this problem is called Split Delivery VRP (SDVRP)
(Archetti and Speranza 2012) and the allocation of transport quantities to vehicles
becomes part of the optimization problem. Due to the shipment of exclusively
whole pallets, those quantities are integer. As explained above, the distinction
between commodity classes leads to incompatibilities regarding a spatial combined
transport. As a consequence, there have to be either vehicles dedicated to just one
commodity class or the load bed of a vehicle has to be separated into compartments.
For the latter is economically favorable, the VRP with Compartments (VRPC)
(Derigs et al. 2011) is present in the business case. Given the problem character-
istics mentioned above, this results in specific constraints like a maximum of one
commodity class per compartment or a maximum of three different compartments
per vehicle. Another problem arises in the context of compartments as the vehicles
are unloaded from the rear end via the last in—first out method. Therefore, goods in
a compartment are not reachable until the prior compartments are empty. This issue
is part of a wide problem family referred to as VRP with Loading Constraints (Iori
and Martello 2010). As mentioned above, there are multiple time windows for the
delivery present in the underlying case and thus, it can also be seen as a VRPTW.
Resulting from the necessity to carry empties from the markets to the central
warehouse and the guideline that the complete delivery has to be done before the
pickup, the VRP with Backhauls (VRPB) (Goetschalckx and Jacobs-Blecha 1989)
originates. Furthermore, following from the cooperation between the retail com-
pany and the carriers, the vehicles do not need to return to the depot. This char-
acteristic is essential for Open VRP’s (OVRP) (Li et al. 2007).

Another particular property of the presented case study is the calculation of
transportation costs. In most research papers, the cost function is linear and depends
just on the distance traveled. However, this does not apply here as transportation

Table 1 Commodity classes
existing in the case study

CC Temperature range Products

1 ≤−18 Frozen foods

2 −1.5 to +2 Cheese, cold cuts, meat

3 +13 to +17 Fruits, vegetables, plants

4 No requirements Non-food items, textiles
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costs are based on contracts between the enterprises. These transport tariffs can be
complex and are sparsely studied in the academic literature, although they are often
used in practice (Drexl 2012). To the best of our knowledge, a more intense
examination of tariffs in the context of vehicle routing has not yet taken place. In
order to contribute to fill this gap, the real-world cost function emerging from the
business case will be considered in greater detail hereinafter.

3 Tariff-Based Cost Function in a Real-World Application

Following from a large number of different objectives in distribution management,
there also exist various objectives for VRP’s. The most commonly used is the
minimization of the total costs. Other objectives could be to minimize the total
length of all routes or the number of vehicles employed, a balancing of routes as
well as the maximization of profit. Furthermore, a combination of different goals is
possible and therefore the implementation of a hierarchical objective system or the
usage of multi-criteria optimization methods is necessary (Irnich et al. 2014).
Nevertheless, cost minimization is still the most important objective and as it is the
single aim of the underlying real-world issue, it will be further examined.

As common, the VRP is modeled as a graph theory problem on a complete graph
G ¼ ðV ;AÞ with the set of vertices V ¼ 0; . . .; nð Þ and the set of arcs A. Vertices
i ¼ 1; . . .; n correspond to the markets, while vertex 0 denotes the central ware-
house. The arcs represent the infrastructure connecting the markets. Additionally,
there are K vehicles which transport the goods. Since the VRP was introduced by
Dantzig and Ramser, their objective function has become some kind of standard
formulation for many theoretical problems. In a three-index vehicle flow model,
which is, unlike the two-index model, capable of a distinction between routes and
therefore necessary for the present case, it can be stated as follows (Toth and Vigo
2002)

X
i2V

X
j2V

cij �
XK
k¼1

xijk: ð1Þ

Here, cij is the cost associated with the usage of arc i; jð Þ 2 A and xijk is a binary
variable with the possible values

xijk ¼ 1 ; if vehicle k travels directly from vertex i to vertex j
0 ; otherwise:

�
ð2Þ

Hence, this formulation requires that the elements of the cost matrix c are known
in advance and are independent of anything other than the starting and ending
points to calculate the total costs. Unfortunately, this is not given in many
real-world applications. Here, costs often are based on transport tariffs and therefore
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depend on load specifics (e.g. weight, volume), distances, time, or the chosen
itinerary. Likewise, the decision variables may be connected in a non-linear way.
As a result, real-world objective functions are much more complex than the one
shown in (1) (Irnich et al. 2014). This also applies to the cost function present in the
business case described above, which will be further studied in the following.

First of all, the price structure among the retail company and the carriers shall be
explained as it is highly problem-specific. The retail company only knows prices for
the trips from the central warehouse to each supermarket—prices for trips from one
branch to another do not exist per se. They are calculated based on a ratio called
detour and the particular method will be explained in Sect. 3.2. The price structure is
defined by two criteria. On the one hand a distinction is made between routes without
(open route) and with (closed route) return of empties. And on the other hand every
commodity class p ¼ 1; . . .;P has its own price. This results in 2P different, non-
negative prices for open routes poip as well as closed routes pcip for each market
i. The price structure for three markets is exemplarily shown in Table 2.

Due to the fact that prices for trips between two stores do not exist, the costs for
multi-customer routes are not easy to calculate. Therefore, the charging of
single-customer routes, which contain solely one branch, is explained first and
afterwards an extension to multi-customer routes is made.

3.1 Single-Customer Routes

In the business case, the costs Psk of a single-customer route k are determined by the
most expensive commodity class transported on the route. As the assumption
pcip [ poip is always valid, the price disparity ðpcip � poipÞ between a closed and
an open route may be seen as a surcharge for backhauls onto the open route price
which has to be considered if empty pallets or stillages are carried from the store to
the central warehouse. This approach leads to

Psk ¼ max
p

yikp � poip þ xi0k � ðpcip � poipÞ
� �

; ð3Þ

whereby yikp 2 f0; 1g is a binary variable which attains one if the commodity class
p is transported on route k to store i and zero otherwise. The procedure shall be
illustrated by an example.

Table 2 Price structure for the supply of markets 1, 2 and 3

Market i poip pcip
1 2 3 4 1 2 3 4

1 270 260 240 230 350 330 300 280

2 230 210 200 190 300 275 260 250

3 350 340 325 310 450 430 415 400
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The stores from Table 2 are supplied with goods by different single-customer
routes as represented in Table 3.

Route 1 is a closed route ðx101 ¼ 1Þ, whereas routes 2 and 3 do not return to the
depot ðx202 ¼ 0; x303 ¼ 0Þ. Equally, the values of the binary variables yikp are easy
to derive from the shown transport quantities. Having the given data, the price of
route 1 can be computed by

Ps1 ¼ max
1 � 270þ 1 � 350� 270ð Þ; 1 � 260þ 1 � 330� 260ð Þ;
0 � 240þ 1 � 300� 240ð Þ; 1 � 230þ 1 � 280� 250ð Þ

� �
¼ 350 ð4Þ

and equate to the maximal price. Likewise, the prices of routes 2 and 3 can be easily
calculated as Ps2 ¼ max 0; 210; 200; 190ð Þ ¼ 210 respectively

Ps3 ¼ max 350; 0; 0; 310ð Þ ¼ 350:

3.2 Multi-customer Routes

As an extension to single-customer routes, multi-customer routes contain more than
one store and hence the distance between the branches covered by the carrier and
the additional stops have to be taken into account. This is realized as follows.

Multi-customer route costs of a route k consist of four parts. The first one is
called base price ðPbase

k Þ and is the maximum open route price of all stores visited
and all commodity classes transported on a route:

Pbase
k ¼ max

i
max
p

ðyikp � poipÞ
� �

: ð5Þ

Since the price calculation of the carrier is based on the distance between depot and
market, the deviation of the direct distance to the furthermost branch and the length of
the route from the warehouse to the last market is decisive for costing. This difference
is called detour dtk and involving the distances dij plus the binary variable

wik ¼ 1 ; if branch i is approached by vehicle k
0 ; otherwise

�
ð6Þ

Table 3 Examples of
single-customer routes

Route k Market i Transported quantity of p Backhaul

1 2 3 4

1 1 10 10 0 13 Yes

2 2 0 9 13 5 No

3 3 12 0 0 12 No
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it can be computed in the following way:

dtk ¼
X
i2V

X
j2Vnf0g

xijk � dij �max
i

wik � d0ið Þ: ð7Þ

However, a detour up to a permitted distance dtperm is already included in the prices
given by the carriers and therefore the detour price Pdetour

k is omitted if dtk does not
exceed dtperm. Otherwise the base price is multiplied by a coefficient so that

Pdetour
k ¼ Pbase

k � dtk � dtperm

max
i

wik � d0ið Þ

¼ Pbase
k �

P
i2V
P

j2Vn 0f g xijk � dij � dtperm

max
i

wik � d0ið Þ � 1

0
@

1
A:

ð8Þ

Furthermore, a fixed wage of cS for every stop in addition to the first one has to
be paid. This leads to a stop price equivalent to

Pstop
k ¼

X
i2V

wik � 1

 !
� cS: ð9Þ

As well as on single-customer routes, it is possible to carry empties on
multi-customer routes. Since this is allowed exclusively from the last store in the
sequence to the depot, the backhaul price depends on the surcharge of the last
market and may be expressed as

Pbackhaul
k ¼ max

p
xi0k � ðpcip � poipÞ
� �

: ð10Þ

Finally, the total price of a route k can be determined by the summation over all
components, whereby a distinction has to be made regarding the travelled detour:

Pk ¼

max
i

max
p

yikp � poip
� �� �

�
P

i2V
P

j2Vn 0f g xijk �dij�dtperm

max
i

wik �d0ið Þ

� �

þ P
i2V

wik � 1
� �

� cS
þmax

p
xi0k � pcip � poip

� �� �
; if dtk [ dtperm

max
i

max
p

yikp � poip
� �� �

þ P
i2V

wik � 1
� �

� cS
þmax

p
xi0k � pcip � poip

� �� �
; if dtk � dtperm:

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

ð11Þ
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This indicates that (3) is a special case of (11) with detour equal to zero and no
stop price. As for the single-customer routes, an example shall explain this
approach in the following.

The three markets from Table 2 are now supplied by one vehicle. The distances
needed to calculate the multi-route costs are given in Fig. 1a and the transport
quantities as well as the backhaul characteristics are shown in Table 3.

To show how the detour influences the price, the same quantities are delivered
by the two different routes in Fig. 1b respectively 1c. The base price of this
market-commodity class combinations is

Pbase
1 ¼ max max 270; 0; 0; 0ð Þ;max 0; 0; 0; 190ð Þ;max 0; 330; 0; 310ð Þð Þ ¼ 330 ¼ Pbase

2 : ð12Þ

Furthermore, there are 3! ¼ 6 possibilities to visit all branches in one route. Each
of them has a varying length and hence, another detour length. For Route 1 with the
sequence ½0; 1; 2; 3� in Fig. 1b the detour is calculated by

dt1 ¼ 160þ 125þ 77�max 160; 150; 200ð Þ ¼ 162; ð13Þ

whereas Route 2 (Fig. 1c) with the same configuration but another sequence
½0; 2; 3; 1� yields

dt2 ¼ 150þ 77þ 95�max 160; 150; 200ð Þ ¼ 122: ð14Þ

With a given permitted detour of dtperm ¼ 50, the detour prices result in

Pdetour
1 ¼ 330 � 162� 50

max 160; 150; 200ð Þ ¼ 184:8 ð15Þ

(a) (b) (c)

Fig. 1 Distances and routes used in the example. a Distances, b Route 1, c Route 2
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and

Pdetour
2 ¼ 330 � 122� 50

max 160; 150; 200ð Þ ¼ 118:8: ð16Þ

It is obvious that they are—as long as the permitted detour is not exceeded—
dependent on the route length and therefore on the chosen itinerary. If, for example,
a longer detour of 170 is allowed, then both detour prices would be equal to zero
and the itinerary would be irrelevant. In contrary, the stop price just corresponds
with the number of stops. A stop wage of cS ¼ 25 leads to

Pstop
1 ¼ 3� 1ð Þ � 25 ¼ 50 ¼ Pstop

2 : ð17Þ

The same holds true for the backhaul price. Since there is no return of empties
needed in the example, Pbackhaul

1 ¼ Pbackhaul
2 ¼ 0 is valid. If a backhaul is necessary,

the number of possible itineraries would reduce to 3� 1ð Þ! ¼ 2, since the last
market in the sequence is fixed. For instance, in the case of a backhaul from market
3, route 2 would be infeasible. The total prices of the routes 1 and 2 are

P1 ¼ 330þ 184:8þ 50 ¼ 564:8 ð18Þ

and P2 ¼ 498:8.

4 Conclusion

This paper presented a business case occurring in the vehicle routing of a food
retailing company, which can be considered as RVRP. Besides the deduction of
several VRP variants, like the VRPC and VRPTW, from given peculiarities, it was
especially focused on the exposition of the real-world cost function. This is based
on negotiated transport tariffs, which take heterogeneous products as well as the
chosen itinerary into account. Therefore, it is more complex and practically relevant
than the widely used standard version originating from the first mathematical
consideration of Dantzig and Ramser (1959). Yet, it is highly problem-specific and
as a consequence, not transferable to other problems. Though, it could get even
more complex if the transport across different carrier regions is no longer prohib-
ited. However, an involvement of additional properties is accompanied by the

Table 4 Transport quantities
and backhaul characteristics
of a multi-customer route

Market i Transported quantity of p Backhaul

1 2 3 4

1 9 0 0 0 No

2 0 0 0 9 No

3 0 9 0 6 No
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introduction of new variables and constraints—if a consistent mathematical for-
mulation is achievable at all. In this context, it would be possible to model the costs
of a route Pk as decision variable and to implement the cost function as a constraint.
Thus, nonlinear components like the maximum operators could be eliminated.
Again, this is highly problem-specific and can only be discussed further with
respect to the complete model.

Furthermore, modeling the cost function is just one part of handling a VRP on
which we concentrated here due to the complex calculation of transportation costs.
Besides the obviously necessary constraints that insure the feasibility of the solu-
tions in accordance with the given case study, the problem-solving itself, i.e., the
finding of feasible and good solutions, constitutes another major task. Since the
problem instance in the case study contains ca. 120 markets, which is quite large,
and the constraints are diverse, a solution with proven optimality is unlikely to
determine. Additionally, the short planning timeframe restricts possible solution
methods. Therefore, heuristics, especially metaheuristics, are probably most suit-
able and thus the subject of future research.
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An Adaptive Large Neighborhood Search
for the Reverse Open Vehicle Routing
Problem with Time Windows

Kristian Schopka and Herbert Kopfer

Abstract This paper extends the open vehicle routing problem (OVRP) by time
windows, truck specific starting positions and a common delivery position. This
extension is called reverse OVRP with time windows (ROVRPTW).
The ROVRPTW occurs e.g. in dynamic vehicle routing problems, when at planning
updates “return trips” to a central depot have to be generated. For generating
cost-efficient transportation plans for the ROVRPTW, the well-known adaptive
large neighborhood search (ALNS) is modified. A computational benchmark study
is carried out, that compares the modified ALNS with other approaches for the
vehicle routing problem with time windows and the OVRP, where also new best
solutions are included. In addition, the algorithmic performance on the ROVRPTW
is evaluated by solving a set of generated instances.

1 Introduction

In modern transportation and shipping, freight forwarders are confronted with
increasing customer requirements. In this context, customers expect just-in-time
pick-ups and deliveries or transport solutions in nearly real time. Additionally, a
high fluctuation of customers’ transportation demands can be observed resulting in
the situation that many companies do not possess a private truck fleet or the truck
fleet of freight forwarders is improper to satisfy the whole customer demand
(Tarantilis et al. 2005). To satisfy the demand anyway, freight forwarders employ
external carriers that generally invoice based on the traveled distance from the depot
to the final customer destination. Consequently, the transport planning problems
(TPPs) of freight forwarders relate to the open vehicle routing problems (OVRPs),
where adequate and efficient solution procedures have to be developed. In this
paper, we focus on an extension of the OVRP with time windows (OVRPTW),

K. Schopka (&) � H. Kopfer
Chair of Logistics, University of Bremen, Wilhelm-Herbst-Str. 5, 28359 Bremen, Germany
e-mail: schopka@uni-bremen.de

© Springer International Publishing Switzerland 2016
D. Mattfeld et al. (eds.), Logistics Management, Lecture Notes in Logistics,
DOI 10.1007/978-3-319-20863-3_18

243



where a freight forwarder has to serve a set of delivery locations under the
observance of time windows. Therefore, a fleet of trucks, which start their delivery
tours at a central depot, is available. In contrast to the vehicle routing problem with
time windows (VRPTW), the trucks do not have to return to the depot. This results
in a transportation plan (tour plan) that consists of a set of Hamiltonian paths. For a
literature review on the OVRPTW, we refer to Repoussis et al. (2007). Several
approaches of the literature (e.g. Fu et al. 2005; Repoussis et al. 2007) consider the
reversion of tour plans in case of problems with only pick-up nodes. Our approach
for tour reversing is different. Here, the trucks are located at truck specific geo-
graphical positions that differ from the locations of the pick-up nodes and the
central depot. Hence, the travel expenses to the first pick-up node increase the
overall costs and have an immediate influence on the generated tour plan.
Henceforth, we call this extended problem the reverse open vehicle routing problem
with time windows (ROVRPTW) and the tours included in the tour plan are
denoted as return trips. Since the OVRPTW is classified as NP-hard (Repoussis
et al. 2007), the ROVRPTW is also NP-hard.

Research attention on the ROVRPTW is limited. Some features of the
ROVRPTW can be observed by the school bus routing problem (SBRP).
A literature review is given by Park and Byung-In (2010). Li and Fu (2002)
consider an SBRP, where several school buses start at their overnight parking place,
collect students at bus stops and take them to schools within predefined time
windows. Whereas the ROVRPTWs assume hard time windows for all locations,
the SBRPs generally define only hard time windows at schools. Another area of
application arises from the increasing success of car-sharing providers (Ciari et al.
2014). It is imaginable that such providers extend their supply by trucks that are
rented on a daily basis for delivering activities. In the morning, the trucks are
located (by the former charterer) at random spots in the pick-up area and in the
evening, the trucks are parked at the last delivery position (e.g. the carrier’s depot).
The driver allocation to trucks is consciously not part of this consideration. An
additional scenario for the ROVRPTW occurs in the dynamic collaborative vehicle
routing problem. In this context, Schopka and Kopfer (2015) introduce a two-step
framework (TSF) that organizes a collaborative request exchange among inde-
pendent freight carriers in dynamic environments by using a periodic
re-optimization. Both steps of the TSF are followed by an optimization phase,
where several TPPs are solved. Thereby, at every planning update the ROVRPTW
occurs and return trips to a central depot of the used trucks (with truck specific
capacities/positions) are generated. Because of the identified increasing practical
relevance of the ROVRPTW and the lack of adequate planning tools, the contri-
bution of this paper is the development of an effective and robust heuristic approach
for the ROVRPTW. Therefore, in Sect. 2 the problem definition with its mathe-
matical formulation is introduced. An extended adaptive large neighborhood search
(ALNS) is part of Sect. 3. Computational studies analyze the performance of the
ALNS on benchmark instances for the VRPTW and OVRP in Sect. 4, where a
computational study on generated ROVRPTW instances is included. Finally, the
paper closes with a conclusion in Sect. 5.
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2 Problem Definition

The objective of the ROVRPTW is to minimize the overall costs of a set of return
trips to a central depot under the restriction of visiting a set of pick-up locations. At
each pick-up location a certain demand has to be collected under the observance of
hard time windows. Postulating hard time windows can be explained by the cus-
tomers’ expectation of just-in-time pick-up processes. Henceforth, the pick-up
process at each customer location is designated as request. To satisfy all requests, a
fleet of heterogeneous trucks is available, where each truck owns a specific geo-
graphical starting position and a capacity limitation. For each planned return trip,
truck specific fixed costs increase the overall costs. Figure 1 illustrates the planning
situation, by the requirement of planning return trips for only a subset of the fleet.

The ROVRPTW can be formulated as a mixed integer program (Eqs. 1–11). Let
there be n pick-up locations indexed by i. The node set of those is stored as
Nc = {1, 2, …, n}. Furthermore, there exist v trucks indexed by k, where the set of
trucks is given by V = {1, 2, …, v}. The node 0k represents the truck specific
geographical starting position and n + 1 represents the central depot, so that the
node set of the network is given by Nk = {0k, 1, 2,…, n + 1} for truck k. The matrix
dijk represents the travel time from node i to node j for truck k. Note that one time
unit equates to one distance unit. The fixed costs for using truck k are given by ek.
Let α1 be the multiplier of the fixed costs and α2 the cost multiplier per used travel
time. The pick-up demand at node i is given by li and the capacity of each truck k of
the heterogeneous fleet is given by Lk. Finally, let [ai, bi] denote the pick-up time
window for node i and si represent its service time. Furthermore, two types of
variables are used in the mathematical formulation. The binary decision variable
xijk; i; jð Þ 2 NkxNk; i 6¼ j; k 2 V is equal to one, if truck k travels from node i to node
j and equal to zero otherwise. Let ti 2 R

þ be the service starting time for all i 2 Nc.
The mathematical model seeks to minimize the sum of the total costs (z).
Constraints (2)–(5) and (10) form a multi-commodity flow problem. Constraints
(6)–(8) and (11) are the time constraints. The constraint (6) defines the service time
for the first pick-up node and makes the sub-tour-elimination constraint (7) appli-
cable. The constraint (8) ensures that the time windows for the pick-up nodes are

Fig. 1 Planning situation of the ROVRPTW
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met. Note that our time constraints allow waiting time before visiting a node.
Finally, the constraint (9) excludes an exceeding of the truck capacity.

minz ¼ a1 �
X
j2Nc

X
k2V

ek � x0jk þ a2 �
X
i2Nk

dijk � xijk ð1Þ

X
j2Nknfnþ1g

x0jk ¼ 1; 8k 2 V ; ð2Þ

X
i2Nc

xi;nþ1;k þ x00k ¼ 1; 8k 2 V ; ð3Þ

X
j2Nknfnþ1g

X
k2V

xijk ¼ 1; 8j 2 Nc; ð4Þ

X
j2Nknf0g

xijk �
X

j2Nkn nþ1f g
xjik ¼ 0; 8i 2 Nc; 8k 2 V ; ð5Þ

d0jk � bigM � 1� x0jk
� �� tj; 8j 2 Nc; k 2 V ; ð6Þ

ti þ si þ dijk � bigM � 1� xijk
� �� tj; 8 i; jð Þ 2 Nc � Nc; 8k 2 V ; ð7Þ

ai � ti � bi; 8i 2 Nc; ð8Þ
X

i2Nknfnþ1g

X
j2Nc

xijk � lj � Lk; 8k 2 V ; ð9Þ

xijk 2 0; 1f g; 8 i; jð Þ 2 Nk � Nk; 8k 2 V ð10Þ

ti 2 <þ; 8i 2 Nc: ð11Þ

3 Adaptive Large Neighborhood Search

For solving the ROVRPTW a modified ALNS (Algorithm 1) is used. The benefit of
an ALNS, introduced by Ropke and Pisinger (2006), is that a nearly optimal solution
can be generated by comparatively less computing time. Pisinger and Ropke (2007)
show that the ALNS is able to solve some ROVRPTW-sub-problems. The ALNS is
based on the large neighborhood search (LNS) introduced by Shaw (1997). The
basic idea is to increase an initial solution (sInit) with its objective value (f(sInit)) by a
ruin and recreate strategy. Therefore, in each iteration a feasible solution (s) is
destroyed by a removal operator (line 6) and later repaired by an insertion operator
(line 8). This procedure is repeated until a certain stop criterion (e.g. maximal
iterations) is met (line 3) and the best solution (sBest) is returned. Using large
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removal and insertion operators which arrange a diversification in the solution space
is characteristic for LNS. Particularly, a random number of q requests in the range of
[q1, q2] is removed. Our ALNS reduces this range to [q3, q4] for itn iterations when a
new best solution is found (line 10) and an intensification of the local search is
realized. To escape from a local optimum an acceptance criterion is introduced that
decides about the acceptance of a worse solution and constitutes the local search
framework performed on the master level of the meta-heuristic. An example of such
a framework is the simulated annealing (SA) of Kirkpatrick et al. (1983), which is
also used by our ALNS (line 13). A feature of the ALNS is the use of different
remove and insertion operators. Thereby, the probability of choosing an operator
depends on a score list (line 5 and 7). The score list is updated depending on the
historic performance of the operators (line 13).

Algorithm 3.1 Modified adaptive large neighborhood search

Input: sInit, scoreList, itn, q1, q2, q3, q4,

Output: sBest

1. s sInit;

2. sBest sInit;

3. repeat until stop-criterion meet;

4. s’ s;

5. choose removal operator (based on scoreList);

6. remove q = [q1,q2] requests from s’;

7. choose insertion operator (based on scoreList);

8. if fs’>fsBest then

9. sBest s’;

10. replace q1 by q3 and q2 by q4 for itn iterations

11. if accept(s’,s) then

12. s s’;

13. update scoreList (dependent on effectivness);

Our ALNS uses four different removal operators, where each deletes q requests
from the tour plan. The random removal (r1) deletes q randomly chosen requests.
The idea of the Shaw removal (r2) is to remove preferably similar requests, where
request specific features of each request i 2 Ncn jf g are analyzed and rated
regarding their similarity (δi) to a random chosen request j 2 Nc. Our r2 rates the
request features of distance (|Di − Dj|), the difference of the start and end of the time
windows (|ai − aj|, |bi − bj|) and the similarity of demands (|li − lj|) between node
j and node i. The scoring scheme of the r2 is described in constraint (12). To realize
a common dimension for the request features a normalization of each function part
is performed and the parts are weighted with β1, β2 and β3. For further information
about the original Shaw removal we refer to Shaw (1997). The worst removal (r3)
deletes the request i from the tour plan that provides the highest traveling costs (ci).
Thereby, ci is calculated by the savings of skipping node i on the current tour plan
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(ci = di−1,i + di,i+1 − di−1,i+1). Besides those well-known operators, we introduce the
sequence removal (r4), where the idea is to remove whole request sequences from
the tour plan. The main benefit of r4 is that by this procedure complete tours can be
deleted. Especially, for the ROVRPTW a diversification of considered solution
spaces can be realized by replacing whole return trips by trips of other trucks.
On ROVRPTW instances we only use a version of r4 that deletes whole tours.
Contrary, for solving instances of the VRPTW respectively the OVRP, r4 randomly
chooses one of the following delete strategies: The sequence between two random
requests, the sequence between the two longest distances, the complete tour after a
random request or the complete tour after the longest distance is removed from the
tour plan. This procedure is repeated until at least q requests are deleted.

di :¼ arg min
i2Ncn jf g

b1 � Di � Dj

�� ��þ b2 � ai � aj
�� ��þ bi � bj

�� ��� �þ b3 � li � lj
�� ��� � ð12Þ

After the removing, the requests are re-inserted into the remaining tour plan by
an insertion operator to generate a feasible tour plan. In common those operators
identify auspicious insertion positions for the deleted requests with the goal to
improve the tour plan. The basic greedy insertion (i1) inserts the request with the
lowest insertion costs (ci = dji + dih − djh; with j as potential precursor and h as
potential successor) first. Contrary, the regret-n insertion (i2) introduced by Potvin
and Rousseau (1993) considers the n auspicious insertion positions for all
q requests and the request with the highest diversification among best and n-best
insertion position is inserted first. Our i2 chooses randomly regret-2, regret-3,
regret-4 or regret-5 with the same probability. To guarantee a diversification in the
considered solution space another version of i1 (labeled as i3) is performed, where a
random request is inserted in its most auspicious position, first. To realize a
diversification on considered solutions, a noise-factor is introduced that increases or
reduces the costs of a potential insertion position factitiously. For more information
we refer to Pissinger and Ropke (2007). During the execution of our ALNS each of
the presented insertion operators is used twice, once with noise (i1n, i2n, i3n) and
once without noise (i1, i2, i3). Additionally, an insertion operator (i4) is used that
chooses a random request and inserts this request randomly on one of the five most
auspicious insertion positions. All insertion operators repeat the described proce-
dures until the tour plan is completed again.

4 Computational Experiments

In this section, the results of extensive computational experiments are presented. The
first study analyzes the performance of our ALNS against other algorithms on the
VRPTW, where also the solution stability of the ALNS over ten runs is considered.
Furthermore, it is analyzed whether the ALNS is able to generate efficient tour plans
for problems which consider a Hamiltonian path. To achieve this intention some of
the well-known OVRP instances are solved and the results are compared with
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existing algorithms in literature. This section closes with some computational
experiments on new ROVRPTW instances. All test cases are computed on a
Windows 7 PC with Intel Core i7-2600 processor (3.4 GHz, 16 GB). Pissinger and
Ropke (2007) generate very good results with their parameter settings on related
vehicle routing problems. Thereby the most of their parameter settings are adopted.
The remaining parameter settings (especially for the new operators) were analyzed in
extensive studies. Generally, the test cases include the following parameter settings.
The maximum iteration number is limited to 50,000 iterations. The initial solution is
generated by a greedy insertion algorithm that uses i1. The start temperature of the
SA is chosen so that a 10 % worse solution is accepted with a probability of 50 %.
Furthermore a standard exponential cooling rate is used with the end temperature of
0.01 for the last iteration. The number of deleted requests lies in the range [q1 = 10,
q2 = 40], respectively [q3 = 10, q4 = 20] for itn = 50. The removal and insertion
operators are chosen randomly by a roulette wheel selection, where the entry
probability of selecting the operators is set as follows: r1: 25%, r2: 40%, r3: 25%,
r4: 5 %, i1: 20 %, i1n: 15 %, i2: 20 %, i2n: 15 %, i3: 15 %, i3n: 10 %, i4: 5 %. The
probabilities for selecting the operators are updated after 100 iterations, based on
their performance on earlier iterations. Here, the weight adjustment function with its
weights and scores as described by Ropke and Pisinger (2006) is used. The weights
β1, β2, and β3 for r2 are chosen randomly in the range [0, 10].

4.1 VRPTW Benchmark Analysis

To evaluate the performance of the ALNS against other algorithms, the instances of
Solomon (1987) for the VRPTW are analyzed. This test includes 56 instances
[organized in the classes: cluster (C1, C2), random (R1, R2) and random/cluster
(RC1, RC2)], where each is solved ten times by our ALNS1 with a single objective
function (minimizing distance). The results in Table 1 show that the ALNS1 is able
to generate tour plans that minimize the total distance. Thereby, the results of the
related approach of Jung and Moon (2002), that also minimize the travelling dis-
tance, can be confirmed or improved on five of six instance classes. Furthermore, it
can be determined that an adequate stability is realized by the ALNS, where the
deviation among the best and the average distance of ten runs lies by 0.67 %. In this
context the deviation can be explained by using operators that are dependent on
random factors. Table 2 compares the results achieved by the ALNS1 against those
of some published VRPTW algorithms which are at most effective on the criteria of
used trucks and traveled distance. We restrict to approaches which use a single-
(minimizing distance) or a bi-objective function (minimizing the number of trucks
and distance). Approaches which consider the hierarchical VRPTW are not inclu-
ded. For a better comparability of our ALNS with approaches that use a bi-objective
function, we repeat the previous test study with a version of our ALNS that
penalizes each truck usage by fixed costs of 100 distance units (ALNS2), so that a
minimum of trucks is aspired. As our results (best of ten runs) show, there exists no
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approach that dominates the results generated by ALNS1 or ALNS2. Furthermore,
it can be determined that the ALNS1 generates tour plans with the overall minimal
distance (54,737 distance units by using 480 trucks), which achieve the superior
objective of our ALNS.

4.2 OVRP Benchmark Analysis

This study analyzes the ability of the ALNS to generate tour plans for OVRP
instances. Therefore, the OVRP instances (without tour length restrictions) of
Christofides et al. (1979) (Chr-1, Chr-5, Chr-11, Chr-12) and Fischer (1994)
(Fis-11, Fis-12) are solved ten times by the ALNS1 (minimizing distance). Table 3
compares the objective value (z) and the computing time in seconds (t) of the
ALNS1 (best of ten runs) with some of the most effective OVRP approaches
(minimizing distance) and the best known solution. It can be determined that the
ALNS1 is able to generate tour plans which are as good as comparable approaches.
Furthermore, the test case leads to a new best solution on the instance Fis-12. By
penalizing each truck usage by 100 distance units in the objective function, the
ALNS2 is able to find for each considered instance a tour plan with the minimal
number of trucks. Hence, a comparison of ALNS2 with some of the most effective
approaches for the hierarchical OVRP is possible. As Table 4 shows, the ALNS2
generates tour plans with a higher gap to the best known solution than ALNS1 does.
On average the distances are 0.13 % higher than those of the best known results.
The main part of this aberration can be explained by the worse result for the
instance Chr-5, where some related approaches also display a weakness.
Nevertheless, the ALNS2 also improves the best known solution for the instance
Fis-12 by 0.37 %.

4.3 ROVRPTW Analysis

To analyze the ALNS performance on the ROVRPTW, new instances are gener-
ated, which are organized in twelve classes, where each consists of four instances
(overall 48 instances). Each class is based on a specific instance of Solomon (1987),
from which all customer data and the position of the central depot are adapted. The
four instances per class differ in the truck specific data, like the truck starting
position, the capacity limitation and the fixed costs per truck. All instances and a
detailed result analysis can be found on the internet page (http://www.logistik.uni-
bremen.de/english/instances/index.htm). Generally, the above mentioned parameter
settings are used, with some modifications. The remove operator r4 that removes
whole return trips from the tour plan is identified as very powerful on the
ROVRPTW. Therefore, the probabilities for choosing removal operators are
changed to: r1: 20 %, r2: 15 %, r3: 15 %, r4: 50 %. Furthermore, the ALNS leads
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to better results, if the range of deleted request is set to [q1 = 10, q2 = 60]. The cost
multiplier α2 is set to 1.0 and the cost multiplier α1 results from the fix costs
determined by the instances for the objective of the ROVRPTW. All other
parameters are used as described at the beginning of this section. Table 5 considers
the objective values, number of trucks, and computing time, averaged over classes,
of the best and the average values of ten runs by our ALNS for the new ROVRPTW
instances. The results show that the ALNS is able to generate stable tour plans for
the ROVRPTW over ten runs, where a relatively small deviation among the best
and average results can be determined. For identifying the best tour plan, the ALNS
needs an average computing time of 23.6 s, which is similar to approaches of
related TPPs. The manner of the generated tour plans seems plausible, yet it is hard
to give conclusions about the solution quality, because of the lack of reference
values.

5 Conclusions

In this paper, we introduced the ROVRPTW. Incipiently, we discussed the practical
relevance of the ROVRPTW and presented a formulation as a mixed integer pro-
gram. For generating tour plans, the well-known ALNS was adapted to the
ROVRPTW. To increase the solution quality of the ALNS, the sequence removal
operator was developed. The remaining paper focused on some extensive compu-
tational experiments. First, the ALNS was compared with some of the most
effective heuristic approaches for the VRPTW and the OVRP. The studies show
that none of the considered approaches dominates the solutions generated by our

Table 5 ALNS results (objective, trucks, time), averaged over classes, on ROVRPTW sets

Instance class Average of ten runs Best of ten runs

Objective Trucks Time(s) Objective Trucks Time(s)

C101 1496.52 11.63 20.8 1482.38 11.25 15.1

C108 1495.70 11.70 25.3 1473.27 11.50 18.0

C201 815.69 3.25 4.6 814.21 3.25 3.2

C208 784.16 3.15 8.4 778.24 3.00 4.8

R101 2569.98 19.00 40.0 2562.32 19.00 37.1

R109 1760.79 12.48 38.4 1721.34 12.00 35.3

R201 1406.72 4.88 19.9 1399.02 5.00 16.7

R209 1048.38 3.60 28.5 1034.10 3.00 29.6

RC101 2278.64 15.00 27.7 2265.11 15.00 29.8

RC108 1671.59 12.00 30.7 1649.65 12.00 29.3

RC201 1542.79 5.00 14.4 1528.86 5.00 14.7

RC208 969.08 3.85 24.6 953.31 4.00 25.1

Accumulation 71360.10 422.10 70655.15 418.00
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ALNS on VRPTW instances. On OVRP instances, the ALNS leads to a comparable
solution quality as other approaches. Furthermore, the best-known solutions on the
instance Fis-12 are improved. Closing, a new class of ROVRPTW instances was
developed and the ALNS was analyzed for its ability to generate tour plans that
minimize the transportation costs. Currently, we use the presented ALNS on our
main research field of dynamic collaborative TPPs, where we organize the col-
laboration of independent small- and mid-sized carriers by a stepwise request
exchange process. In this context, at each planning update within a periodic
re-optimization, the ROVRPTW occurs. The required tour plan depending on return
trips to the central depot for each carrier is successfully generated by the ALNS
described in this paper. By this fact, we can observe a future research relevance of
the ROVRPTW and its approaches.
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A Two-Stage Iterative Solution Approach
for Solving a Container Transportation
Problem

Mengqi Wang, Bingjie Liu, Jiewei Quan and Julia Funke

Abstract The Inland Container Transportation Problem defines the movement of
fully loaded and empty containers among terminals, depots, and customers within
the same inland area. All kinds of customer requests are organized by one trucking
company that owns depots containing a homogeneous fleet of trucks and a suffi-
ciently large set of empty containers. The objective of this study is to minimize the
total distance the trucks travel. We present a two-stage iterative solution approach
that is capable to optimize around 300 requests. In the first step, the set of requests
is divided into subsets, a tabu list prevents returns to recently considered subsets. In
the second step, a mathematical problem is solved for each subset. These steps are
then repeated and the best known solution is updated so long as certain stopping
criteria are not met. The approach is implemented in C++ using IBM ILOG
CPLEX. The quality was verified by several computational experiments.

1 Introduction

Intermodal container transportation describes a multi-unit transportation chain in
which containers are conveyed with at least two different transportation modes. It is
characterized by the use of various means of transportation (i.e. road, rail, water)
and the delivery of goods that are in unchanged loading units. A typical trans-
portation chain consists of three segments: pre-haulage, main-haulage and
end-haulage. In the main-haulage, containers are shipped from one terminal to
another, while in pre- and end-haulage containers are mostly transported by trucks
between customers and terminals and vice versa. This paper focuses on the pre- and
end-haulage sections of the transportation chain, which are well-known because of
their high expenses compared to the short transportation range [truck movements
cause between 25 and 40 % of the total transportation costs (Macharis and

M. Wang � B. Liu � J. Quan � J. Funke (&)
Lehrstuhl für Logistik, Universität Bremen, Wilhelm-Herbst-Str. 5, 28359 Bremen, Germany
e-mail: jfunke@uni-bremen.de

© Springer International Publishing Switzerland 2016
D. Mattfeld et al. (eds.), Logistics Management, Lecture Notes in Logistics,
DOI 10.1007/978-3-319-20863-3_19

259



Bontekoning 2004)]. Because of this issue, we consider a route planning problem
for trucking companies arising in the pre- and end-haulage. We present an approach
that offers a method to optimize the container transportation problem of a trucking
company, where the objective is to minimize the total distance traveled.

The paper is organized as follows: Sect. 2 defines the problem. Section 3 gives
an overview of related literature. Our approach is presented in Sect. 4, and its
computational results are shown in Sect. 5. Section 6 states the conclusions.

2 Problem Definition

In the Inland Container Transportation Problem (ICT) (Zhang et al. 2010) one
trucking company has to move cargo by trucks, while also providing empty con-
tainers, which are used as transportation media for cargo. The objective is to
minimize costs, which in this case directly correlates to the total travel distance. The
fleet of trucks is homogeneous, with each truck having a capacity of one, i.e., a
truck can transport at most one container at a time. There are several depots given
where the trucks have to start and finish their routes, but the origin and destination
depots do not have to be the same. Initially the depots have enough trucks as well as
empty containers available to transport all cargo. A transportation request is defined
as the transportation of both empty and fully loaded containers, or as a container
(un-)packing operation. According to Zhang et al. (2010) each request has to be
processed without any interruption, meaning the truck that delivers an empty
container stays with it while it is loaded and vice versa. The problem definition
distinguishes between four different transportation requests. In inbound transpor-
tation requests, the containers are located at terminals and should be moved to
depots, terminals, or customers. Inbound requests can be divided into inbound
empty (IE) and inbound full (IF) requests. In IE requests, an empty container is
picked up by a truck at a terminal, where it is initially located, and has to be carried
somewhere. For IF requests, a fully loaded container is picked up by a truck and has
to be carried from its initial terminal, to its customer (receiver). After drop off and
unpacking, the obtained empty container should be moved to another depot or an
alternative location, where it is needed. At outbound transportation requests the
containers are located at either terminals, depots, or customers, and should be
delivered to terminals. They can be divided into outbound empty (OE) and out-
bound full (OF) requests. In OE requests, an empty container is located somewhere,
has to be picked up by a truck and delivered to a specified terminal. For OF
requests, a truck brings an empty container from any location to the specified
customer (shipper). After dropping off, the goods can be packed into the container.
The fully loaded container should then be delivered to a specified terminal.

Besides a routing problem for trucks, the trucking company is confronted with
an allocation problem for empty containers. It has to decide where empty containers
should be picked up for OE/OF requests or where they should be delivered to for
IE/IF requests. There is a large potential to reduce costs by fulfilling a street-turn,
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i.e., forwarding empty containers from receivers to shippers, instead of taking the
detour via depots, which serve as storage for empty containers. Each reduced
distance is called a saving. The potential benefits of savings are enormous, not only
reducing costs but also reducing traffic congestion, noise, and emissions (Jula et al.
2006).

3 Literature Overview

Several recently published papers confirm relevance and topicality of tasks taking
place at container terminals. Container movement by trucks with time windows at
customers’ locations is considered by Jula et al. (2005), leading to the proposal of a
two-phase exact algorithm based on dynamic programming and two heuristics. If
trucking operations involving transportation of loaded and empty equipment (e.g.
containers) are considered, two types of requests are distinguished: well-defined
requests (the points of origin/destination are given in advance) and flexible requests
(either the point of origin or the point of destination has to be chosen from a set of
possible locations) (Smilowitz 2006). Imai et al. (2007) presented a heuristic
approach based on Lagrangian relaxation to solve a problem containing flexible
tasks. Caris and Janssens (2009) extended the problem definition of Imai et al.
(2007) by introducing time windows. The authors proposed a two-phase insertion
heuristic approach that constructs an initial solution for the extended problem, the
initial solution is improved with local search afterwards. Zhang et al. (2010)
extended a problem definition of their previous work (2009) by considering mul-
tiple terminals, defining the ICT that comprises of four different types of trans-
portation requests with time windows at the points of origin and destination. To
solve the ICT, the authors modified a window partitioning approach (Wang and
Regan 2002). Sterzik and Kopfer (2013) presented a Tabu Search heuristic
approach while Nossack and Pesch (2013) presented a two-stage heuristic method
that constructs routes first and improves them afterwards to obtain solutions of good
quality for the ICT. Braekers et al. (2013) presented a sequential (assign containers
and route requests) and an integrated approach (combine container assignment and
route building process) with a single- and a two-phase deterministic annealing
algorithm to solve a similar problem that considers a single depot and trucks that
can leave containers for unloading. Many variations of container transportation
problems have been investigated. Sterzik et al. (2012) considered several cooper-
ating trucking companies and analyzed the benefit that can be achieved by sharing
empty containers. Zhang et al. (2011) studied a problem in which the number of
empty containers is limited. Whereas all problem definitions mentioned so far are
restricted to the transportation of 40-foot containers, recent research investigates the
transportation of both 20 and 40-foot containers. Within this formulation, a truck is
able to transport up to either one 40-foot container or two 20-foot containers at a
time. This problem type is investigated by studies such as Zhang et al. (2013) and
Lai et al. (2013).
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The considered problem definition is a mixture of the ICT and the problem that
is considered by Imai et al. (2007) who excluded time windows at the customers’
locations. One trucking company has to transport 40-foot containers. A scenario is
considered taking place during peak times of shippers and receivers having the
same opening hours. In their study, Braekers et al. (2013) concluded that the
integrated approach clearly outperforms the sequential one. That is why we decided
to investigate an integrated approach. We want to solve large instances with up to
320 requests to give the trucking company a good estimation over an extremely
busy horizon. The instances of the ICT consist of 75 (Zhang et al. 2010), the
instances of Jula et al. (2005) consist of 100 and the instances of Imai et al. (2007),
Caris and Janssens (2009) and Braekers et al. (2013) consist of up to 200 trans-
portation requests. To solve such a large instance, we partition it into groups
consisting of all depots and a subset of customers and terminals needed by the
requests. An exact mathematical model is implemented to compute the optimal
solution to each group afterwards. As we do not consider time windows, we solve
an implementation of an exact model of the problem for the groups and do not have
to consider relaxation of the vehicles’ working time (Imai et al. 2007) or time
window discretization (Zhang et al. 2010). To obtain a solution of good quality, it is
important to investigate as many grouping possibilities as possible with each
grouping possibility having a high potential for improvement. Therefore, we pro-
pose a heuristic approach for building groups, while the heuristics of Jula et al.
(2005), Caris and Janssens (2009), Sterzik and Kopfer (2013), Nossack and Pesch
(2013) and Braekers et al. (2013) assign containers and route trucks in a sequential
or an integrated manner. For example, similar to the method of Sterzik and Kopfer
(2013), the presented solution approach also uses tabu search and saving techniques
but the techniques are used to build groups and thus only indirectly impact on the
route building process.

4 Solution Procedure

In case of small test instances, the considered problem can be optimally solved as a
mixed-integer linear program (MILP). When it comes to larger test instances, it
takes either a lot of time for any commercial solver to solve the resulting MILP, or it
runs out of memory, which will be shown in Sect. 5. To solve bigger test instances
in an efficient way we propose an algorithm based on a grouping method.

Figure 1 shows the structure of the approach. It is based on a combination of a
tabu search algorithm (Glover 1986), a MILP, a saving procedure (Clarke and
Wright 1964) and a grouping method. The first problem is a grouping problem, i.e.,
how to partition the instance into groups which have a great potential for
improvement, whereby savings serve as indicator of quality. For each group opti-
mal routes are determined by solving a MILP. The solution to the complete problem
is a combination of the solutions to the individual groups. To obtain a solution of
high quality, several grouping possibilities need to be investigated. Therefore, these
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two steps of forming groups and solving a MILP afterwards are iterated and the best
known solution is updated until the first stopping criterion is met. A tabu search
method is developed to find new grouping possibilities in new iterations. As long as
the second stopping criterion is not met, new neighborhoods will be generated. The
setting of criteria and other parameters is shown in Sect. 5. In the following section
we explain how the two stages work in detail.

4.1 First Step: Forming Groups

The first part of the approach focuses on the potential for improvement. In this part
every outbound request should be matched to each inbound one respectively and
the saved costs through each connection should be determined. The term savings
describes the saved distances/costs caused by the connection of an outbound load
with an inbound one in comparison to the detour through a depot. The connected
outbound and inbound requests are referred to as a package. Packages can be
operated by the same vehicle. A package can be obtained by combining a container
provider (IF/IE request) p with a container demander (OF/OE request) r. The saving
spr of a package is calculated using formula (1); If i and j are locations, then t(i, j) is
the distance between these two locations. If i and j are requests, t is computed
regarding the respective destination of i/origin of j. d is a savings amount corre-
sponding to the optimal depot location.

spr ¼ t p; dð Þ þ t d; rð Þ� t p; rð Þ ð1Þ

The next step is to form groups with significant potential for improvement.
Therefore, a node set N is introduced and assigned to groups. N represents all

Fig. 1 Structure of the
solution approach
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locations of the instance, whereby each request indicates new locations. In other
words, for an OF request two nodes are inserted into N, one referring to the location
of its shipper and another to the location of its terminal. Let A denote the set of all
shippers and TOF the set of all terminals of OF requests. An IF request adds two
nodes to N, one indicating the location of its terminal and another indicating the
location of its receiver. Let E denote all receivers and TIF all terminals of IF
requests. Each OE/IE requests introduces one node representing its terminal, with
TOE/TIE is the set of all terminals of OE/IE requests. Finally, a node is added for
each depot with D representing the set of all depots.

N ¼ A[ TOF [E [ TIF [ TOE [ TIE [D ð2Þ

The groups are built so that their sizes do not deviate strongly from each other
and the number of container providers and suppliers in each instance is as similar as
possible. Each location of a request is assigned to exactly one group. The two
locations of OF/IF requests are assigned to the same group. Each group contains all
depots and at least one of the packages obtained by the savings procedure.

To form groups, first the number of groups is determined. This depends on the
size of an instance, i.e., number of nodes n. To obtain high quality solutions in short
running times, the size of each group should not be too small or too large. A size of
20–40 nodes allows our chosen MILP-solver to compute the optimal solution to a
group in an acceptable running time. This is summarized in formula (3). In the first
case, there is no need to iterate as there is only one group, thus the complete
problem is solved optimally in the next step. That is why the instance in this case is
larger: its only iteration is allowed to take more running time.

number of groups ¼ 1; 1� n� 60
3� n�1

60

� �
; n� 61

�
ð3Þ

Besides the savings procedure, we need one tabu list that works for generating
neighborhoods in our approach. Tabu search is a metaheuristic approach that tries to
improve a given solution while searching for a better one in its neighborhood. It uses a
memory structure (tabu list) to prevent cycling (repeated visits of the same solution
within the solution space). In the first iteration, this tabu list is empty. All packages are
investigated and their savings are ordered by their value. The packageswith the largest
savings are selected and are tried successively to be assigned to the groups. Meaning,
the packagewith the largest saving is selected and has to be checked if it is contained in
the tabu list. If it is not contained, it is assigned to a group that has not assigned a
package yet. Otherwise, it is forbidden to assign this package. Afterwards, the next
package, i.e., the package with the second largest saving, is assigned to a group if it is
not contained in the tabu list. This step is repeated until all groups have been assigned
one package. A neighborhood is then created. The assigned packages are written into
the tabu list, which means this neighborhood is forbidden in the following iterations.
In this way, we hope to investigate a large improvement potential.
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Afterwards, each group contains a package with the possibly greatest
improvement potential, which also means each group contains a container provider
and demander. The next step of the approach is to find the best solution in the
created neighborhood by randomly assigning the remaining requests. There are
many ways to allocate the rest of requests into groups. Every grouping option, i.e.
assignment of requests to groups, corresponds to a feasible solution in the neigh-
borhood. As a MILP-solver computes optimal routes for each group, the routes will
not change if the elements in a group remain unchanged. Accordingly, many
grouping options are examined to find the best solution in the neighborhood. To
make each group contain nearly the same amount of container providers and
demanders such that each of them gets the same chance for saving, both the
container providers and demanders are randomly ordered and allocated to groups
regarding this order. In this way, the groups are formed and a solution is found. In
the next iteration, the order of both container providers and demanders is changed.
Therefore, the grouping process is complicated through the cooperation of the tabu
search and random change of the order of requests.

The next step is to solve a MILP. Afterwards, it is possible that the two requests
of a package initially allocated to a group are no longer connected in an optimal
route. Thus, the assignment of the package offers just an opportunity for saving
costs in a group, which may not necessarily be taken.

4.2 Second Step: Constructing Routes

For each group a MILP model is solved to construct routes, assign containers, and
obtain the distance minimal (4) solution, where zij denotes the distance between the
locations associated to node i and j.

min z vð Þ ¼
X
i2N

X
j2N

X
f2F

vijf � zij ð4Þ

X
f2F

vitif ¼ 1; 8i 2 A ð5Þ

X
f2F

X
j2 TIF[TIE[Dð Þ

vijf ¼ 1; 8i 2 TOF ð6Þ

X
f2F

X
j2 A[TOE[Dð Þ

vijf ¼ 1; 8i 2 E ð7Þ

X
f2F

vtjjf ¼ 1; 8j 2 E ð8Þ
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X
f2F

X
j2 A[TOE[Dð Þ

vijf ¼ 1; 8i 2 TIE ð9Þ

X
f2F

X
i2 TIE[TIF[Dð Þ

vijf ¼ 1; 8i 2 TOE ð10Þ

X
i2D

X
j2 TIF[TIE[TOE[Að Þ

vijf ¼ 1; 8f 2 F ð11Þ

X
i2D

X
j2N

X
f2F

vijf ¼
X
i2N

X
j2D

X
f2F

vijf ð12Þ

X
i2N

X
f2F

vijf �
X
i2N

X
f2F

vjif ¼ 0; 8j 2 A[E [ T ð13Þ

X
i2N

X
j2N

vijf ¼ 0; 8i; j 2 N; i ¼ j; 8f 2 F ð14Þ

X
i2N

X
f2F

vijf ¼
X
i2N

X
f2F

vjif ¼ 1; 8j 2 A[E [ T ð15Þ

mif þ 1�M � 1� vijf
� �þ mif ; 8i 2 A[E [ T; 8j 2 N;8f 2 F ð16Þ

vijf ¼ 1; truck f drives from i to j
0; otherwise

; 8i; j 2 N; 8f 2 F

�
ð17Þ

mif 2 0; 1; . . .; jNjf g; 8i 2 N; 8f 2 F ð18Þ

The node set N and its subsets are defined as in formula (2), with F denoting
the set of trucks. There are two decision variables introduced. The binary variable
vijf (17) indicates whether a truck f 2F drives from node i to node j (vijf = 1) or
not (vijf = 0). The integral variable mif (18) ensures the subtour elimination (16),
where M is a number greater than the number of nodes (Miller et al. 1960).
Constraints (5)–(11) base on the idea that for the different types of nodes only
certain types are allowed to be the immediate successor in a truck’s route.
A similar approach can be found in Sterzik and Kopfer (2013). As shown in
formula (2), we distinguish between seven types of nodes and thus constraints.
Constraints (11) ensure that after leaving the depot one of the four types of places
A [ TIF [ TOE [ TIE is visited by a truck. The same structure applies to
constraints (5)–(10) for trucks starting from the different node sets. Constraints (5)
restrict a truck, which has already picked up a container from a shipper i 2 A, to
run to its specified terminal ti 2 TOF, where ti denotes the corresponding terminal
for a node representing a shipper or receiver i 2 A [ E. Similarly, constraints (8)
define the drive direction from every terminal ti 2 TIF to its specified receiver
i 2 E. Constraints (12) ensure that all trucks starting from specific depots return to
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them. Constraints (13) represent the flow conservation. Constraints (14) specify
that origin and destination of an edge the truck uses differ. Constraints (15) ensure
that customer requests are satisfied exactly once. This model only works as no
time windows are given.

5 Computational Results

To test the capability of the solution procedure and the quality of results, 11 test
instances are randomly created, whose total number of nodes can be up to 560.
Because of the large range of instances and the special grouping method, the
parameters must be set variously in different situations. The most important indi-
cators are the number of iterations for the large loop (second stopping criterion, see
Fig. 1) and small loop (first stopping criterion) and the number of groups. A better
result requires more iterations in both loops, but due to the transition between
C++ and CPLEX, every iteration takes a lot of time. A comprehensive test is carried
out. Table 1 shows the parameter settings of the tests. All tests where run on an Intel
Core i3, 1.50 GHz machine. The mathematical subproblem was implemented using
IBM ILOG CPLEX Studio 12.5.1.

5.1 Analysis in Consideration of Runtime

Table 2 summarizes the structure of the instances. As we wish to analyze runtime,
we have to build our test set such that the number of requests rises but the number
of OF requests equals the number of IF requests and the number of OE requests
equals the number of IE requests. This assumption is under realistic consumptions
as OE and IE requests are used to prevent a trade imbalance of empty containers
between hub areas (Zhang et al. 2010). Thus the number of IE and IF requests is
roughly the same as the number of OE and OF requests. However, our approach can
also solve instances differing in the number of inbound and outbound requests, e.g.

Table 1 The parameter settings

#Nodes #Groups #Large
loops

#Small loops #Iterations

Instance
group 1

0–60 1 10 #Packages/
(10 * #groups)

Max. 360

61–120 3

Instance
group 2

121–180 6 5 20 100

181–240 9 3 20 60

241–300 12 3 20 60

301–560 15–27 1 10 10
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I0 in Table 2. In this case, it is easier for the solver to solve the VRP problem in
each group, which is shown by the runtime (859 s compared with 1,008 s for I1).
This is because there are less options of combining these two different types of
requests as the number of outbound requests is very small. Therefore it is rea-
sonable to investigate the instances with balanced inbound and outbound requests
where there are more possibilities for optimization. The parameter setting has a
great influence on runtime. For example, after testing instance I1, the outcome with
three groups (146) shows 13.7 % improvement over the outcome with five groups
(166), but also takes more time (1,088 s compared with 801 s). When the nodes are
divided into five groups every group contains less nodes, thus the solver needs less
time to get an optimal result in each group, but at the same time the potential for
improvement is restricted. Moreover, according to the parameter setting, a run, in
which the instance is divided into five groups, takes less iterations in small loops
and thus needs less runtime. Another key factor for the runtime is the instance’s
structure. As more requests/nodes demand more runtime, all instances are divided
into two categories (indicated by the thick line in Table 2) with different parameter
settings. In instance group 1 the computational time grows exponentially.
66 requests/120 nodes already reach a time of about 2,500 s. Thus, the parameters
are changed for the second group, resulting in a computational time starting at 783 s
for 140 nodes. We conclude that there is a positive correlation between the amount
of requests and the time needed to compute the results. This supports the idea that
for larger test instances less iterations are allowed.

As mentioned, a linear program solver can already solve the problem, which
begs the question if it is essential to develop a grouping method. A test is
created to find the limit of such a commercial solver and verify the ability of the
presented method. As a result, instances with a range from 140 to 210 nodes
make the solver less capable, but our algorithm is functional for at least up to
560 nodes.

Table 2 Structure of the test instances

#Instance #IF #OF #IE #OE #nodes runtime appr. results appr.

I0 10 4 30 6 70 859 298

I1 12 12 8 8 70 1,008 146

I2 14 14 9 9 80 1,050 4,986
I3 16 16 9 9 90 1,119 5,577

I4 17 17 11 11 100 1,403 5,697

I5 19 19 12 12 110 1,640 5,718

I6 21 21 12 12 120 2,567 7,011

I7 24 24 16 16 140 783 8,101

I8 36 36 24 24 210 2,659 11,949

I9 48 48 32 32 280 3,030 14,640

I10 96 96 64 64 560 4,200 23,368
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5.2 Quality of Solutions

The quality of our approach is evaluated by comparing its results with optimal
solutions (obtained by using CPLEX) and with solutions without optimization.

5.2.1 Comparison with Optimal Solutions

The quality is tested by comparing it with the optimal solution. Our program
performs poorly when solving small instances, as it has longer running times and
worse results than the CPLEX solver. But CPLEX has a limit of instances’ sizes,
which means our program is better at solving larger instances. An example is given
for instance I7 in Table 3. I7 is divided into six groups, each containing at most 10
trucks. Our program solves the problem with 5 large and 20 small loops which took
171 % more time than CPLEX. Moreover, the result of our program for this
instance is 9.5 % worse than the optimal solution obtained by CPLEX.

5.2.2 Compared with Result Without Optimization

The situation without optimization refers to a situation where every truck’s route
contains exactly one request. In this case, empty containers are directly transferred
between depots and requests’ locations. Since there is no saving through fulfilling a
street-turn, the total distance is the maximal distance that is needed to fulfill all
requests. Table 4 compares the results of our program with and without optimi-
zation for instance I1. The total distance without optimization is 673, while our
program obtains a solution with a distance of 146. We achieved a great improve-
ment, reducing the distance by 78 %.

Table 5 investigates what percent of containers from IF/IE requests are used for a
following outbound request for instance I1. An empty container which is needed by
an OE request originates at the sets TIE, E or D. Table 5 shows that only 25 % of all
empty containers come from depots D. By contrast, empty containers from the other

Table 3 Comparison of
instance I7

Running time Results

Our program 783 8,101

CPLEX solver 289 7,396

Comparison 171 % ↑ 9.5 % ↓

Table 4 Comparison of
instance I1

Results of I1

Our program 146

Without optimization 673

Improvement 78 %
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two origins combined have a majority percentage of 75 %. In this case, this means
that 75 % of empty containers come directly from an inbound request to an out-
bound request. Using this method, the routes are greatly combined in our program.
Thus our goal is achieved: minimization of the total distance of the trucks.

6 Conclusions

In this study we present a solution to the ICT based on a grouping method to
optimally solve a mathematical problem within each group as well as the heuristic
tabu search procedure. In the evaluation, 11 different instances were tested.
Computationally, the solution approach performs well, solving relatively large
instances (320 requests) with largely optimized solutions considering both the
results before optimization and the percentage of reduced empty container
movements.

Algorithmically, there are two improvement suggestions: the first is the intro-
duction of aspiration criteria for tabu search procedure, which allow solutions of the
first several large iterations to be released again, as these results are obviously better
than those found in the following iterations. The second suggestion is that in the
search for the best solutions, parameters could be adjusted such that more solutions
in the first several neighborhoods should be investigated and less in the following
neighborhoods. Finally, with regard to the instances, time constrains for pick-up
and delivery for customers and terminals should be considered.
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Vehicle Routing and Break Scheduling
by a Distributed Decision Making
Approach

Herbert Kopfer, Christoph Manuel Meyer and Hendrik Braun

Abstract We present a distributed decision making approach for the problem of
combined vehicle routing and break scheduling. This problem consists of finding
vehicle routes to service a set of customers such that a cost criterion is minimized
and legal rules on driving and working hours are observed. In the literature, this
problem is mostly analyzed from a central planning perspective. In practice,
however, this problem is usually solved coactively by planners and drivers. One
possible distribution of tasks is such that the planner does the clustering and
routing of the customer requests and instructs the drivers which customers they
have to visit in which order. Subsequently, the drivers decide upon their break
schedules. We apply a framework for distributed decision making to model this
planning scenario and propose various ways for planners to anticipate the process
of tour fulfillment performed by the drivers. We analyze whether the way of
anticipation has direct impact on the quality and usefulness of the plans repre-
senting the planner’s instructions for the drivers. Computational experiments
performed on the planning situation of a single driver demonstrate that a high
degree of anticipation by the planner has a positive impact on the overall
planning process.
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1 Introduction

In order to increase safety on the European road network, the European Union
implemented Regulation (EC) No 561/2006 on drivers’ driving hours in April
2007. This regulation poses restrictions to driving times such that driver fatigue,
which is an important cause for road accidents, is prevented. Moreover, Directive
2002/15/EC gives restrictions on drivers’ working hours. Together, these legal acts
are referred to as EC social legislation. Due to these statutory prescriptions, plan-
ners at companies such as logistics service providers and even shippers have to deal
with combined vehicle routing and break scheduling problems.

Despite the vast literature on vehicle routing problems (VRPs), combined
vehicle routing and break scheduling has drawn only minor attention. Since 2007
there has been some more attention due to the introduction of Regulation (EC) No
561/2006 (Goel 2009; Kok et al. 2010). These papers focus on a central planning
perspective, implying that the planner is controlling the complete combined prob-
lem. Only Meyer et al. (2011) propose a hierarchical planning approach. In the
literature, different strategies have been proposed to deal with the problem of break
scheduling within vehicle routing. Some strategies perform explicit break sched-
uling, in which the rules of Regulation (EC) No 561/2006 are expressly considered
in the VRP (Goel 2009; Kok et al. 2010; Zäpfel and Bögl 2008). Others propose
implicit break scheduling, in which slack travel time is created by using a lower
average speed (e.g. Bartodziej et al. 2009).

The combined problem basically comprises three sub-problems: clustering of
the customer requests, routing, and break scheduling. In practice, these
sub-problems are distributed over different decision makers: The planner and the
drivers. Semi-structured interviews with five medium-sized logistics service
providers in Germany (Onken 2009) pointed out that in practice planners are
responsible for clustering the customer requests, while the drivers schedule their
breaks. In some applications such as parcel services, the routing is carried out
by the drivers, but in less-than-truckload transportation, mainly the planners are
responsible for the routing. Planners delegate the break scheduling to the drivers
in order to reduce the complexity of their planning tasks and the required degree
of accuracy.

Using distributed decision structures and delegating decisions to lower planning
levels is a common method for addressing complex problems (Laux and Liermann
2005). Moreover, providing lower levels with more autonomy may lead to a better
accomplishment of tasks (Windt and Hülsmann 2007). Hence, we investigate
strategies for delegating the break scheduling to the drivers. Based on computa-
tional experiments for one single driver we analyze the usefulness of the plans
constituting the planner’s instructions in case of driving time deviations.

We introduce a distributed decision making (DDM) perspective by applying the
framework proposed by Schneeweiss (2003). We consider two different types of
decision makers: the planner and the drivers. The planner’s main task is to deter-
mine the customer clusters and routes that will be assigned to drivers. Based on the
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planner’s directives and up-to-date information on actual driving times, the drivers
have to decide upon their break schedules.

2 Problem Description

As in traditional VRPs, we assume that there is a fleet of homogeneous vehicles
starting from a central depot and delivering goods to a set of customers. Each
vehicle makes at most one route and the total customer demand along each route
must not exceed the capacity of one vehicle. Each customer may only be visited
once and its service must start within a given time window. If a vehicle arrives early
at a customer, it has to wait until the opening of the time window. After finishing
their route, the vehicles return to the depot. The expected travel times and all
customer requests are known in advance. So far, these restrictions are similar to
those for the well-known vehicle routing problem with time windows (VRPTW).

Moreover, on their routes drivers have to take breaks and rest periods according
to the EC social legislation. We assume that each vehicle is manned by one driver
who stays with it for the whole planning period. Therefore, the driving times of the
vehicle equal those of its driver. A planning period of one week is considered and
we assume that all drivers have just had a weekly rest period. Breaks and daily rest
periods have to be included into the vehicle routes such that the legislation is
satisfied and the time windows are met. We call this partial planning task ‘break
scheduling’.

Regulation (EC) No 561/2006 concerns three different time horizons: single
driving periods, daily driving times, and weekly driving times. For these time
horizons, a complex set of restrictions consisting of basic and optional rules is
imposed on the drivers’ schedules. The optional rules allow additional possibilities
for scheduling breaks and rest periods. For example, twice a week it is allowed to
extend the daily driving time by exception from 9 to 10 h.

As driving times are considered to be working times, they are also affected by
Directive 2002/15/EC, which contains restrictions on working times and breaks.
For example, the directive postulates that after a working time of no more than 6 h
workers have to take a break of at least 30 min. If the daily working time exceeds
9 h, the total break time has to amount to at least 45 min. These break times can be
divided into parts of at least 15 min each. Consequently, a break that meets the
requirements of EC Regulation No 561/2006 also satisfies Directive 2002/15/EC.
For a comprehensive description of the legal rules of the EC social legislation, we
refer to Kok et al. (2010).

The combined problem comprises the clustering of customer requests, the
routing of vehicles, and the planning of breaks and rest periods. These intercon-
nected partial planning problems can be solved either simultaneously or succes-
sively. Since in our scenario the tasks are split among different decision makers, we
consider the case that these problems are addressed sequentially by planners and
drivers. First, the planner carries out the clustering and routing of customer
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requests. When performing his planning task, the planner tries to minimize the
number of vehicles used to serve the customers. His subordinate objective is to
minimize the total travel time needed to serve all customers, which is assumed to be
a substitute criterion for the total costs.

The routes generated by the planner are then passed on to the drivers. Within
their assigned routes, each driver carries out the break scheduling such that the EC
social legislation is satisfied on his route.

To avoid infeasibilities in the drivers’ subsequent planning, the planner has to
take into account the drivers’ planning process. This means that when performing
his planning task, the planner anticipates the break scheduling that will subse-
quently be performed by the driver. However, since the relevant legislation is very
meticulous and since deviations are to be expected, planners might not anticipate
the exact planning process but rather use a simplified approach to anticipate the
drivers’ planning model.

3 Embedding the Problem into the Framework for DDM

In the framework for DDM presented by Schneeweiss (2003), two decision making
units (DMUs) are considered on different levels. The top-level uses a planning
model MT(CT, AT) and takes its decision such that it optimizes its criterion CT over
all possible actions aT 2 AT within its decision field AT. The top-level’s criterion
consists of a private criterion CTT and a top-down criterion CTB (which depends on
the base-level’s behavior), i.e. CT = {CTT, CTB}. The top-level derives an optimal
instruction IN* = IN(aT*) and communicates it to the base-level. Subsequently, the
base-level takes its decision based on the top-level’s instruction using its planning
model MB(CB, AB) such that its criterion CB is optimized.

To improve its planning results, the top-level can try to anticipate the
base-level’s subsequent planning in order to avoid giving an infeasible instruction
or to account for the base-level’s influence on the top-down criterion. Therefore, the
top-level can apply an anticipation function AF(IN), which is a function of the
top-level’s instruction and gives possible reactions of the expected base-level’s
behavior. The anticipation function does not need to be a precise representation of
the base-level’s reaction but can also be an approximation Exp(MB(CB, AB)) of the
expected base-level’s planning model.

Schneeweiss (2003) distinguishes between four different degrees of anticipation:
Perfect reactive anticipation, approximately perfect reactive anticipation, implicit
reactive anticipation, and non-reactive anticipation. Perfect reactive anticipation
means that the base-level’s planning model is exactly known and it is anticipated by
the top-level without any approximations. In the case of approximately perfect
reactive anticipation the base-level’s planning model is taken into account only
approximately, e.g. by making simplifying assumptions. Implicit reactive antici-
pation means that only some features of the base model are considered and the
anticipation function does no longer explicitly describe the base-level’s decision
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model. These three degrees of anticipation incorporate the base-level’s planning
behavior as a reaction to the top-level’s instruction. In the case of non-reactive
anticipation, such an anticipation function does not exist, but only some general
features of the base-level may be included in the top-level’s criterion.

3.1 General Decision Structure

In the combined problem, the planner constitutes the top-level and the drivers
constitute the base-level. In the pure top-down hierarchy where the planner does not
account for the drivers’ planning, the planner’s criterion CT is to minimize the
number of vehicles required to serve all customer requests in a feasible sequence.
This criterion is independent of the drivers’ behavior and therefore the planner’s
criterion only comprises his private criterion, i.e. CT = CTT. The planner’s decision
field AT comprises all possible transportation plans which ensure that all customers
are served while the resulting routes are respecting the time windows and satisfying
the capacity restrictions of the vehicles. I.e., in the case that the planner does not
anticipate the drivers’ planning model, the planner’s decision problem results in
solving the VRPTW without break scheduling.

After having solved the VRPTW and thus deriving the routes rk for each vehicle
k, the planner passes the routes on to the corresponding drivers who constitute the
base-level. The drivers have to solve a break scheduling problem for their own
routes while they have to consider the given time windows and EC social legis-
lation rules. We assume that drivers have authentic information on their expected
driving times and that they perform their planning according to their level of
information which might be more accurate and up-to-date than the information that
is available to the planner during planning time. For a single driver k′ this results in
the decision field AB which comprises the set of all possible schedules for the route
rk′ such that the customer time windows are met and the legislation is fulfilled,
including all optional legal rules. Clearly, for a given route derived by the planner,
AB could be empty since mandatory breaks will increase the duration of travel times
and thus may disable the compliance with time windows.

In order to avoid infeasible routes, the planner must anticipate the drivers’
planning behavior which will direct and control the actual execution of the sub-
mitted plan. We propose three anticipation functions AF(IN) to be applied by the
planner: perfect reactive anticipation, approximately perfect reactive anticipation,
and non-reactive anticipation.

3.2 Anticipation Functions

The planner’s private criterion CTT is to minimize the number of used vehicles. If
there are different routes resulting in the minimum number of vehicles, he will use

Vehicle Routing and Break Scheduling … 277



his top-down criterion CTB, which is to minimize the expected total travel time.
However, to estimate the total travel time, he needs to anticipate the scheduling that
will be performed by the drivers during the route fulfillment. We propose the
following anticipation functions for all relevant degrees of anticipation.

Perfect reactive anticipation means that the planner considers the full planning
model used by the drivers, i.e., Exp(MB) =MB. In this case, the planner expects each
driver to solve an entire break scheduling problem, i.e. to generate for the route
given to him an optimal solution complying with the EC social legislation and
exploiting the full flexibility of the legislation. By anticipating this driver model, the
planner is able to instruct routes that allow optimal routes and break schedules for
the drivers under the assumption that the driving times assumed by the planner are
identical to the driving times realized by the driver.

In case of approximately perfect reactive anticipation, the planner simplifies the
driver’s planning model. We propose to do this by leaving out the optional rules of
the legislation. This means that the planner’s anticipated base model is reduced to
break scheduling without the optional rules of the EC social legislation. By
including only the basic rules of the legislation, the planner provides some slack
potentially enabling that the routes he instructs to the drivers allow feasible break
schedules even if small deviations from the originally expected driving times occur.

Non-reactive anticipation means that the planner does only consider some
general features of the base model. We model this planning approach by assuming
that the planner does not explicitly consider the task of break scheduling. Instead,
since the planner knows that the drivers have to observe EC regulations, he includes
slack time which can be used to insert breaks and rest periods. A reasonable method
for including slack time which is proportional to the travel distance is by using a
lower speed than the average travel speed (see e.g. Bartodziej et al. 2009).

4 Computational Experiments

The planner’s problem is a VRPTW, in which the decision space AT is restricted by
the anticipation function for tour fulfillment; also the top-down criterion CTB is
estimated through the anticipation function. For each way of anticipation, we
describe the resulting problem and the corresponding mathematical models to be
solved. After identifying the different models, we use a commercial solver for
generating optimal solutions for the considered routing and scheduling problems.

In case of perfect anticipation, the planner expects each driver to solve his
scheduling problem with the objective of minimizing the travel time. The planner’s
problem can be addressed by solving a VRPTW-EU (VRPTW with EU social
regulations), with minimizing the number of vehicles as the primary objective.
A mathematical description of this problem can be found in Kopfer and Meyer
(2010), who propose a position based ILP-formulation for the VRPTW-EU. All
rules of the EC social legislation are considered. The planner’s secondary objective
is to minimize the total travel time. From the driver’s point of view, the instruction
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passed to him is a route that fulfills all conditions of an optimal solution of a
TSPTW-EU (Travelling Salesman Problem with time windows and EC regulations)
for the customer requests that have been assigned to him. In case of approximately
perfect reactive anticipation, the planner also considers a VRPTW-EU and transfers
to each driver a customer cluster together with an optimal solution of the resulting
TSPTW-EU. However, now the planner ignores the optional rules. Therefore, the
planner’s problem is a VRPTW-EU, without considering the optional rules of the
EC social legislation (Kopfer and Meyer 2010). With non-reactive anticipation, the
planner solves a VRPTW and transfers to each driver a solution of a TSPTW for the
driver’s customer cluster, but with driving time estimations based on a lower travel
speed than the actual average travel speed.

For our experiments on approaches for the distributed solving of combined
vehicle routing and break scheduling, we assume that the vehicle clustering and
routing has been done by the planner in advance by applying one of the above
anticipation functions. The resulting routes are transferred as instructions to the
drivers. For simulating the results of the planner’s decisions we randomly generate
customer clusters and then build routes for these clusters which are optimized
according to the planner’s anticipation function. For simulating the driver’s plan-
ning situation we consider random deviations from the originally planned driving
times, thus accounting for changing traffic conditions. Then, we perform break
scheduling for the deviating driving times according to the driver’s optimization
criterion. Using this approach for testing, we are able to restrict our computational
analysis to experiments performed on single customer clusters, respectively routes.
This has the advantage that we only have to solve specific problems of TSP-type
(TSPTW-EU, TSPTW-EU with basic rules, TSPTW) instead of VRP-type
(VRPTW-EU, VRPTW-EU with basic rules, VRPTW). Problem instances of
TSP-type with a problem size of up to seven nodes can easily be solved to opti-
mality with a commercial solver for MIP-problems by using the models for the
TSPTW-EU presented in Kopfer and Meyer (2010). We have solved all problem
instances with CPLEX 12.1, which has been run on a PC with a 3.40 GHz CPU and
16.0 GB RAM [Core(TM) i7-2600 CPU; 3.40 GHz; 16,0 GB RAM].

Although there are test-sets for different kinds of routing and scheduling prob-
lems presented in literature, almost none of them refer to the EC social legislation,
except for the benchmark instances proposed by Goel (2009), who adjusted the
well-known Solomon benchmark instances (Solomon 1987) for the VRPTW to the
VRPTW-EU. Since we consequently stick to problems of the TSP-type, we had to
create our own test cases by generating clusters of customers including information
for each cluster on the customer distance matrix, customer time windows, required
service time, and customer demands.

We consider a set of 20 cities located in Germany and a 20 × 20-matrix rep-
resenting the travel times between these cities. The travel times between these
nodes were calculated based on their geographical positions and the shortest paths
in the road network. In order to obtain a wide geographical diversification, the set of
cities consists of the capitals of the German federal states and four additional big
cities. In detail, the set includes Berlin, Bremen, Dresden, Düsseldorf, Erfurt,
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Hamburg, Hanover, Kiel, Magdeburg, Mainz, Munich, Potsdam, Saarbücken,
Schwerin, Stuttgart, Wiesbaden, Duisburg, Essen, Cologne and Frankfurt am Main.
For generating a single problem instance, a number of cities are randomly selected
out of the considered set of cities. The selected cities constitute the cluster of
customers for the correspondent problem instance. The customer demand is a
randomly generated value between one and nine units. Deliveries are possible
within time windows which are randomly positioned within the time span from 6 a.
m. to 6 p.m. The service time at each customer node is fixed to 30 min and
according to the EC social legislation, service is regarded as working time for the
driver. For all problem instances the depot was chosen to be in Erfurt since it is
close to the center of Germany. The vehicle capacity is determined to 50 units, and
the assumption is made that each vehicle travels 65 km/h on average.

The process of generating test cases consists of randomly creating customer
clusters with customer demands and time windows according to the above scheme
and solving the TSPTW-EU with basic rules for the created clusters. Clusters which
turn out to be unsolvable for the TSPTW-EU (e.g., it might be impossible to
meet all time windows with a vehicle of the given average speed) are not accepted
since they are considered not to represent reasonable and useful components of
potential test cases. All other randomly generated clusters and the corresponding
vehicle routes which have been built for them by solving the TSPTW-EU are
included in the total test set.

We have generated test cases of different size. There are test cases with six nodes
selected from the considered set of cities and test cases with seven nodes.
Additionally, we have generated test cases with averagely large and with averagely
narrow time windows. For narrow time windows, the length of the delivery time
window varies randomly between 4 and 8 h and for large time windows it varies
between 6 and 10 h. We have randomly generated test instances and checked
whether these generated instances passed the test of being feasibly solvable by the
“TSPTW-EU without optional rules”. We have continued generating test instances
until at least 50 instances were generated for each problem class. Altogether, 222
test cases have been generated, accepted and included in the test set: 52, 54, 57, 59
for the combinations (small time windows, 6 nodes), (small time windows, 7
nodes), (large time windows, 6 nodes), (large time windows, 7 nodes), respectively.

In the first step of our experiments we compare the different anticipation func-
tions with respect to their ability to solve the generated test instances without
considering their impact on the actual tour fulfilment. Each of the 222 test cases has
been generated by checking its feasibility for the TSPTW-EU with basic rules
before accepting it as test case. Consequently, this anticipation function is taken as a
kind of filter for evaluating other anticipation functions. Applying other anticipation
functions, it cannot be ensured that all 222 test instances can be feasibly solved.
Table 1 shows the number of test instances which allow feasible planner instruc-
tions and the averagely needed computation time for eight different anticipation
functions. The perfect reactive anticipation function (i.e. using TSPTW-EU with all
rules) is abbreviated with PER, the approximate reactive anticipation function (i.e.
using TSPTW-EU with basic rules) is abbreviated with APP, and the non-reactive
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anticipation function (i.e. using TSPTW with reduced average speed) is abbreviated
with NON. We have tested two further non-reactive anticipation functions
NON-58.5 respectively NON-50 by using 58.5 km/h, respectively 50 km/h for the
reduced average speed. Reducing the value for speed provides more flexibility to
the driver’s operations. Obviously, the driver’s flexibility does not depend linearly
on the amount of speed reduction. That is why we decided to choose the value for
the experiments with a medium speed to be closer to 65 km/h than to 50 km/h. In
addition to the above anticipation functions we have considered hybrid anticipation
functions which are based on a speed reduction for the PER-function and the
APP-function: PER-58.5, PER-50, APP-58.5, and APP-50.

Of course, all generated test instances are solvable (i.e. yield feasible planner
instructions) in case of using the perfect anticipation. Due to the design of the
experiments, the only difference between perfect and approximate perfect antici-
pation is that perfect anticipation leads to an improvement of the average value of
the objective function of the test cases. For our 222 test instances this improvement
amounts to 3.9 %. For NON-58.5 the number of solvable instances comes very
close to that of PER and APP while for NON-50 already 11 % of the test cases are
insolvable. In case of hybrid anticipation functions the difference between perfect
and approximate anticipation becomes evident. For a speed of 58.5 km/h,
approximate anticipation only solves 84 % of the test instances solved by perfect
anticipation, and APP-50 solves only 54 % of the instances solved by PER-50. The
anticipation function with the least set of solvable instances is APP-50. Compared
to PER and APP, the application of APP-50 only yields a percentage of 43 %
solvable instances. The computation times required by the application of the con-
sidered functions differ a lot. For all functions which are applying perfect respec-
tively approximate anticipation, the average CPU time is 138 s., respectively 53 s.
Since the functions NON-58.5 and NON-50 imply solving the pure TSPTW
without EC social regulations, they can be solved relatively fast (averagely in 13 s.
CPU time).

In the second step of our experiments we analyze usefulness, i.e. the realiz-
ability, of the generated solutions in case of travel time deviations. Now we assume
that at the time of tour fulfilment there will be some deviations of the actual driving
times from the times which have been presumed by the planner during the planning
phase. Further, we assume that the driver is aware of these deviations. This means
that, compared to the planner, the driver has more detailed and up-to-date infor-
mation, since he is attendant at the time when the route is actually executed. Based
on refreshed information, the driver will do his break scheduling with his own

Table 1 Feasible instructions and run-time of anticipation functions

PER APP IMP-
58.5

IMP-50 PER-
58.5

PER-
50

APP-
58.5

APP-50

Number of solved instances 222 222 221 198 201 177 169 96

Average CPU time (s) 146 57 11 15 142 126 53 48
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optimization criterion. The optimization criterion applied by the driver will be
called realization function in the following.

The driving time deviations are simulated by applying the Monte Carlo method.
For the Monte Carlo method, the travel duration is specified in form of a Weibull
distribution with shape-parameter k = 1.35, scale-parameter λ = 0.35 and a mean of
1.0. The resulting values scatter between 0.75 and infinite, while the number of
events over 2.0 tends to be zero. These values are used as a factor of the expected
driving times which results in a typical Rayleigh distribution for the simulated
travel duration. Driving time deviations are simulated for each arc in the network
and calculated before the driver’s break scheduling is executed. If a simulation
experiment reveals that an instruction which has been transferred by the planner to
the driver cannot be feasibly scheduled by the driver due to the deviated driving
times, then this route is considered to be not accomplishable. Please keep in mind
that the planner’s instruction is a route which has been successfully solved with the
anticipation function of the planner and that the driver may have a realization
function which differs from the planner’s anticipation function. If it turns out that
the transferred route can be feasibly scheduled by the driver in spite of the deviation
of the driving times it is considered accomplishable.

In our experiments the sets of solvable problem instances are almost identical for
PER, APP and NON-58.5 while for all other anticipation functions only a (more or
less) small subset of the test cases can be solved successfully (see Table 1). That is
why the experiments on the usefulness of the transferred routes (planner instruc-
tions) are restricted to the comparison of those three anticipation functions whose
usefulness can be evaluated for (nearly) all 222 test cases. Additionally, APP-50 is
considered to show the effects for a function with the smallest quota of solvable
routes. Table 2 shows the number of test instances which turned out to be
accomplishable for different anticipation functions and realization functions. The
values in brackets present the quota of accomplishable routes to transferred routes.
This quota can be considered as a measure for the average reliability of solutions
which have been generated by a given anticipation function and scheduled by a
given realization function. The case that the planner makes use of all rules of social
legislation at a normal speed while the driver applies only the basic rules is omitted
in Table 2 since this does not make sense in reality.

Since the experiments on the anticipation functions PER and APP are both
performed on the same set of planner instructions (set of solvable instances) and
since IMP-58.5 could be tested almost on the same set of instructions (only one test
case is missing because it was not solvable with IMP-58.5), the quotas for
accomplishable routes of these three functions can be directly opposed to each

Table 2 Number of accomplishable test instances

Realization Anticipation

PER APP IMP-58.5 … APP-50

PER 204 (92 %) 204 (92 %) 197 (89 %) … 94 (98 %)

APP – 186 (84 %) 179 (81 %) … 94 (98 %)
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other. The entries in Table 2 show that the quota for accomplishable routes (i.e. the
average reliability of the planner’s instructions) is always above 80 %. If the
planner and the driver both apply PER, the average reliability amounts to 92 %; if
they both apply APP, the reliability goes down to 84 % but if the driver applies PER
for instructions built by means of APP the reliability goes up again to 92 %. The
reliability of both, APP and NON-58.5 increases by 8 % in case that the driver uses
the realization function PER instead of APP. All eight anticipation functions shown
in Table 1 have been tested considering driving time deviations and different
realization functions. The highest degree of reliability could be achieved if the
planner applies the function APP-50. In that case the high reliability of 98 % is paid
by the fact that only less than half (94/222) of the original test cases could have
been feasibly solved in the planning phase.

5 Conclusions and Outlook

Explicit break scheduling is more complex than non-reactive break scheduling but
allows for finding better results and, provided that there will be no deviations of the
travel times, guarantees feasible break schedules for the resulting vehicle routes.
Due to the design of our experiments, approximate anticipation is in the role of a
reference function for the other anticipation functions. That is why perfect antici-
pation is slightly disadvantaged since it cannot fully exploit its potential for highly
complex instances which are not solvable for approximate anticipation and the
other investigated ways of anticipation. Nevertheless, in our experiments on explicit
break scheduling, perfect anticipation (PER) achieves the same degree of reliability
as approximate anticipation (APP) but is able to achieve a higher solution quality.
Experiments with the approximate and non-reactive anticipation function show that
it may help a lot if the driver uses a more accurate planning model than the planner.
But, of course, the application of such a complex planning model like the route
scheduling problem with all mandatory and optional rules of the EC regulation is a
complicated decision process which cannot always be expected of the driver. As a
next step, our research will concentrate on performing tests where none of the
anticipation functions will be favored by being used as a filter. Then, research will
focus on dynamic scenarios. In such scenarios the driver will not only perform his
individual break scheduling once at the beginning of his tour. Instead, he can adjust
his scheduling dynamically whenever new information on expected driving times is
available. Already in the near future, it is expected that the dynamic re-scheduling
of breaks will be performed by some intelligent features of trucks which are
assisting drivers in their break decision making.
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