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    Chapter 32   
 Cognitive Computing for Electronic Medical 
Records       

       Murthy     V.     Devarakonda       and     Neil     Mehta    

    Abstract     The explosive growth of data has led to a situation where the human 
brain is overloaded with more information than it can process. It is particularly 
dire in healthcare where critical information may be buried in the mountains of 
data in the Electronic Medical Record systems (EMR systems) and healthcare 
workers struggle to make sense of this information to provide the best care for 
their patients. Cognitive computing, exemplifi ed by Watson, offers the promise of 
transforming EMR systems from mere data storage to intelligent systems that help 
physicians in providing improved patient care. When seeing a patient, a physician 
needs to quickly grasp the summary of the patient’s medical history from the EMR 
to prepare for the visit and to put the patient’s complaints in context. During the 
visit, there may be a need to supplement, confi rm, and investigate the information 
that the patient provides with information from the EMR. These information needs 
can be fulfi lled by a cognitive system using advanced analytics on the patient 
record data. Some of the ways this can happen are a problem-oriented summary of 
a patient record, precisely answering natural language questions about the patient 
record content, automatically identifying urgent abnormalities, and by providing 
precise causes for such abnormalities. In this cognitive computing view, an EMR 
is an active entity that leverages the vast knowledge of the medical sciences, drug 
information, and medical ontologies in the context of the patient medical records 
to meet the information needs of the healthcare provider.  
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32.1         Introduction 

 The potential for health information technology to support clinical care and trans-
form the health care delivery system has long been recognized [ 13 ]. The HITEC 
Health Act of 2009 and Meaningful Use incentives starting from 2013 have encour-
aged integration of health information technology in the clinical setting. While 
some benefi ts due to the technology have been observed with the introduction of 
Electronic Medical Record systems (EMR systems), 1  physicians continue to strug-
gle with potential workfl ow disruptions and the resulting decrease in productivity in 
using EMR systems [ 2 ]. A recent American Medical Association study has identi-
fi ed reducing cognitive load as one of the priorities for improving usability of elec-
tronic health records [ 1 ]. This presents a clear need and an opportunity to use 
advanced analytics, such as those demonstrated by IBM Watson, to improve physi-
cian’s effi ciency and effectiveness in using EMRs. 

 Expert systems have been developed for medical applications in the past. However, 
very few have been adapted for practical use, and even fewer have been designed to 
improve the use of EMR. For example, MYCIN [ 3 ] is one of the fi rst research attempts 
in 1970s to apply artifi cial intelligence to identify bacterial infections and recommend 
antibiotics. While it was a successful experiment, it was never used in practice. Isabel 
[ 14 ] is a modern symptom checker system which identifi es likely diagnoses from 
symptoms described in natural language. It does not provide other features of a cogni-
tive computing system mentioned earlier like a semantic search or a problem-orien-
tated medical summary. Recent research work on IBM Watson [ 8 ] adapted the system 
to the medical domain and showed that it can answer medical questions, such as the 
American College of Physicians’ Doctor’s Dilemma questions and United States 
Medical Licensing Examination Step 1 questions, with a high degree of accuracy. 

 So, why can’t the existing expert systems address the cognitive load on physi-
cians in patient encounters? The missing piece of the puzzle is the integration with 
the EMR data. In all the medical diagnostic expert systems, a user is expected to 
extract relevant data from an EMR and present it to the system as an input, and there 
lies a major challenge. This takes precious additional time and effort and it is not 
easy to determine exactly what information to include. Patients don’t have just one 
medical problem. Providing input relevant to one potential disease may lead to a 
solution for that one disease but not a holistic solution for patient care. A system that 
hopes to reduce a physician’s cognitive load must be applied to where the key infor-
mation exists, i.e. the patient’s EMR. 

 In this chapter, we present an approach to applying cognitive computing to 
EMRs using IBM Watson. We demonstrate the value and feasibility of the approach 
with an application of IBM Watson called Watson EMRA (Electronic Medical 

1   Computer stored and managed patient data is referred to by multiple names, such as, EHR and 
EMR, often with little or no difference between the terms. To avoid possible confusion, we consis-
tently use the term EMR to refer to a patient medical record and EMRs as its plural. Furthermore, 
we use the term  EMR system(s)  to refer to the software and hardware system that stores and pro-
vides access to the contents of EMRs. 
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Record Analysis). We begin by providing a background on the concepts of cognitive 
computing; and then summarize a physician’s cognitive needs in an outpatient set-
ting based on interviews with physicians at two major hospital systems. We next 
discuss a model of patient record summarization based on an automated problem 
list generation and the use of semantic search within an EMR. The discussion 
includes a user perspective of the impact of these capabilities alleviating cognitive 
load. We explore the full potential of cognitive computing for enhancing the use of 
EMRs and conclude the chapter with a brief summary.  

32.2     Cognitive Computing 

 According to IBM, cognitive computing marks a new era of computing where com-
puters interact with users in a natural way, learn continuously, and expand human 
cognition [ 15 ]. Cognitive computing systems are built from techniques developed 
over past several decades in many areas of computer science research including, 
natural language processing, information retrieval, knowledge representation, 
machine learning, and advanced data analytics. It is a confl uence that is enabled by 
continuous development in computing hardware, software engineering, and many 
decades of research in algorithms for natural language processing and machine 
learning. The resulting cognitive computing systems can analyze, predict, reason, 
and interact with humans in ways that are natural to us. These cognitive computing 
systems do not aim to eliminate humans in the decision process but instead attempt 
to augment human intelligence and cognition. 

 IBM Watson [ 7 ], by winning the Jeopardy championship [ 24 ], has become  an 
opening to an era of cognitive computing  according to Kelly and Hamm [ 15 ]. Since 
the Jeopardy event, research has continued at IBM to adapt Watson to the medical 
domain [ 8 ] and to solve realistic problems in patient care. This effort created a pow-
erful foundation, using which new applications can be built to address the cognitive 
needs of physicians in patient care. Before discussing these applications, let us fi rst 
explore the cognitive needs of a physician in the next section.  

32.3     Physicians’ Cognitive Needs 

 Physicians for the most part follow a typical  workfl ow  in a patient contact. The con-
cept of workfl ow was fi rst introduced by Frederick Taylor and Henry Gantt, in late 
nineteenth century, to bring scientifi c principles to management of manufacturing 
[ 23 ]. This work gave raise to time and motion studies which became a systematic 
methodology to optimize manufacturing processes and service delivery. While spe-
cifi c details of a clinical workfl ow distinctly varies from specialty to specialty and 
from one individual physician to another even in the same specialty, there are cer-
tain high level steps that are consistently repeated in a typical patient contact. 
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A closer examination of these workfl ow steps help us identify a physician’s cogni-
tive needs and how solutions to these cognitive needs impact the overall outcome of 
physician effi ciency and patient care. Since patient care takes place in many set-
tings, in order to arrive at a practical solution let us examine a physician’s workfl ow 
in one common setting, i.e. in outpatient care. Shartzer divides clinical tasks per-
formed by a physician [ 19 ] into four distinct steps:

    1.    Visit Preparation   
   2.    Patient History and Examination   
   3.    Assessment and Plan   
   4.    Visit Wrap-up    

  These four steps form a general workfl ow for an outpatient clinical setting. These 
tasks along with the transitory steps are the key to understanding physicians’ infor-
mation needs. An ongoing study [ 17 ], developed from interviews with physicians of 
two major hospital systems from a broad range of specialties, further breaks down 
the information needs at each step. 

 The fi rst step, the visit preparation, involves a review of patient profi le, problems 
list, event notifi cations, and routine activities. Here a physician is seeking informa-
tion such as: “What was done at the last visit? What data has accumulated since the 
last visit? What is overdue or needs to be addressed today?” It is necessary for a 
physician to be able to fi nd important information without being overwhelmed with 
irrelevant information. At this stage an  abstracted  summary would be useful as it 
would avoid physician having to read through several previous notes, lab results, 
procedures, and medication orders to formulate the abstraction in their own minds. 

 In the second (history and physical) step, a physician’s information needs can be 
broadly described as fi lling gaps in the patient’s history ( supplementation ), verifi ca-
tion of something either reported by the patient, stated in the medical record, or 
suspected by the physician ( confi rmation ), and exploring how or why a diagnosis or 
treatment evolved ( investigation ).. 

 In the “Assessment and plan” step, as the physician is evaluating test results, 
coming up with a diagnosis, contemplating further tests, and developing a treatment 
plan, she may rely on various sources of knowledge. Of course, one of the key 
sources is their own medical knowledge, but they may also want to look up informa-
tion that could be relevant, such as current guidelines, newly developed treatment 
options, and ongoing clinical trials. The information available to the physician in 
this situation should be highly focused on the specifi c issue at hand and contextually 
related to the specifi c patient, and not a general document or web page with broad 
(and possibly irrelevant) information. Lack of precision and relevance in the avail-
able information at this stage leads to distraction, irritation, and ineffi ciency instead 
of intelligent assistance. 

 At the end of the visit, physicians want to make sure that everything that is 
needed to be addressed has been addressed. This includes not only the reason for the 
visit or the chief complaint which is typically addressed with a treatment or man-
agement plan in the earlier step, but also any routine activities or outstanding health 
maintenance items. In addition, physicians strive to provide a clear decision and 
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communication to the patient on what the next steps are. It is also the time to docu-
ment or at least prepare for documentation of the patient visit at a later time. In this 
stage of the workfl ow, the cognitive needs are highly focused around what steps the 
patient needs to take (such as medications and preparation for diagnostics if any) 
and could signifi cantly impact the outcome from proposed plans and documentation 
thereof. 

 While this workfl ow describes only one patient contact scenario, i.e. an outpa-
tient visit, it is a concrete example of a physician’s information needs, and therefore, 
a prime target for cognitive computing solutions. One such solution, an automati-
cally generated problem-oriented patient record summary [ 6 ] is described in the 
next section. It is intended to help physicians in the patient visit workfl ow by pro-
viding a quick summary of a patient record and the ability to browse for specifi c 
information.  

32.4     Problem-Oriented Patient Record Summary 

 As Weed [ 21 ] pointed out several decades ago, a medical record should be orga-
nized by a patient’s medical problems for it to be useful in their diagnosis, treat-
ment, and management. He called it a problem-oriented medical record. Given the 
centrality of the medical problems, it would be natural and effective to model patient 
record summary around them. But, the problem list is rarely well maintained and so 
physicians fi nd it usually unreliable. A reliable problem list is needed as a part of 
patient record summary, and we will discuss an automatic extraction of a problem 
list using natural language processing and machine learning later in the chapter. 

 Previous approaches to clinical summarization involved applying a succession of 
aggregation, organization, reduction/transformation, interpretation, and synthesis to 
a specifi c patient data. Linear abstraction works well for a lab result or a single 
patient problem, but a summary of an entire EMR needs to go beyond this. For 
example, it also needs to inter-relate such individual data as we discuss below. So, 
the natural way to achieve coverage while maintaining brevity is to start with aggre-
gates of key patient data types such as problems, medications, labs, encounter notes, 
and procedures, and then provide additional semantics over them. 

 EMRA summarization therefore consists of multiple clinical aggregates, includ-
ing the problem list, medications, clinical encounters, and lab results. Elements of 
each of these may be aggregated to some level by themselves. For example, results 
of a lab may be organized, transformed and interpreted such that the summary 
shows the latest value and an indication as to whether it is now, or has ever been, out 
of the normal range. 

 As mentioned above, there are also important relationships between the data 
aggregates and need to be surfaced. For example, a problem is treated by one or 
more medications. Neither the problem data aggregate nor the medications data 
aggregate reliably contains such clinical associations. These relationships may not 
be explicitly documented in a visit note either, even though they are the result of a 
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physician’s judgment and actions. So, identifying such relationships between the 
problem list and other clinical aggregate are a part of the summarization. 

 Do elements of a clinical aggregate have an association? For example, two of a 
patient’s medications may be closely related by the fact that they both treat the same 
problem. There are also other aspects such as the pharmacologic mechanisms of 
action of a medication and pharmacologic effects on human physiology, and so 
intra-relationships among medications are complex, and similarly two problems on 
the problem list may be related in multiple ways. In general, however, some ele-
ments of a list may have a closer relationship with each other than with the others. 
Physicians make these associations instinctively and based on their training. An 
intelligent summary of a patient record should present data aggregates in a clinically 
meaningful manner. EMRA summarization produces a nearness score based on mul-
tiple intrinsic relations among elements of an aggregate which identifi es how closely 
an element is related to the other elements of the aggregate. For example, this analy-
sis allows us to present the medications list in a clinically meaningful manner. 

 Encounter notes are a unique data aggregate in an EMR. They are the notes writ-
ten by physicians, nurses, and other clinicians on every contact with the patient. 
Some of them may simply capture notes of a telephone call with the patient, and the 
others may involve detailed notes of a physician in a comprehensive visit. From the 
information content view point, not only is the data within a clinical note valuable, 
but the existence of the note and the data describing it (known as  meta-data ) are also 
equally valuable. The existence of notes in a time period indicates the amount of 
care provided. The meta-data may include the specialty and the note’s author and 
the type of the note (i.e. whether it is a Progress Note or a Discharge Summary) 
further expanding on what of type of care received and who provided it. Therefore, 
our summarization organizes the clinical notes by specialty and by timeline, 
 identifi es the note type, and relates them to the problem list. Watson EMR analytics 
(specifi cally, the automated problem list generation algorithm) produces the asso-
ciation between each of the problems listed and one or more clinical notes. 
Figure  32.1  shows an abstract model of our summarization comprehensively 
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  Fig. 32.1    The Watson 
patient record summary 
model showing the 
generated problems list 
and other clinical data 
aggregates along with 
clinical relationships 
among them       

 

M.V. Devarakonda and N. Mehta



561

 representing the analysis and the organization of clinical data discussed so far. A 
Web-based Graphical User Interface view, implementing the summarization model, 
is shown in Fig.  32.2  for an actual patient record.

32.5         Using Patient Record Summary for Patient Care 

 This patient record summary can meet important cognitive needs identifi ed earlier 
in the chapter. Let us consider an Internal Medicine physician seeing a patient with 
diabetes.. The physician may not have seen the patient before or it may have been 
several months since the last visit. The physician needs to learn or recall the patient’s 
medical history somewhat quickly prior to the visit. The Watson EMRA patient 
record summarization helps the physician in visit preparation by presenting an 
accurate and reliable problem list, along with the active medications, labs, vitals, 
and recent visits to physicians and hospitals. In preparing for this patient visit, phy-
sician notices that the patient has Diabetes Mellitus Type II along with comorbidi-
ties Dyslipidemias, Obesity, and Microalbuminuria from the summary view 
(Fig.  32.2 ). Noticing related comorbidities is made easier because Watson EMRA 
shows them close to Diabetes in the problem list. 

 Next, the physician observes clinical associations of the Diabetes with other clini-
cal data of the patient by clicking the checkbox next to Diabetes in the problem list. 
As shown in Fig.  32.3 , upon selecting the problem, related patient’s  medications – 
Metformin and Glipizide, in this case – are highlighted and shown at the top of the 
list. Figure  32.4  shows an isolated view of the problem – medications association. In 
addition, related labs and clinical encounters are highlighted. The highlighted lab 
results show the most recent value and indicate if the value is within the normal range 

  Fig. 32.2    A dashboard-style visualization of the Watson patient record summary, showing clinical 
data in tables and patient contacts as a timeline       
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as per the ranges defi ned in the lab test panel. Viewing this summary provides a rapid 
understanding of the patient’s treatments and labs for the problem and relevant notes 
from previous encounters. We should note that the problem to clinical data associa-
tions are not in the EMR but are generated by Watson EMRA using novel analytics 
based on natural language processing techniques adapted for the medical domain.

    In the history and physical step, the physician needing help with supplementation, 
confi rmation, and investigation can fi nd the necessary clinical data details either 
directly in the summary view or by detailed data by at most two clicks. For instance, 
let’s say the physician would like to investigate historic glycemic control as indicated 
by Hemoglobin A1c over time, he/she can click on Hemoglobin A1c in the labs table, 
which opens a new window showing the historical values of the lab (see Fig.  32.5 ).

   Now the physician wants to confi rm what was planned by the primary care phy-
sician or Internal Medicine specialist in the most recent visit related to Diabetes, the 

  Fig. 32.3    When a medical problem is selected, the dashboard highlights related patient data 
including medications, labs, patient contacts, and procedures       

  Fig. 32.4    The problem and medication relationships are isolated here for clarity, and note that the 
related medications are highlighted and moved to the top of the list       
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physician goes to the clinical encounters table, fi nds the encounter categorized 
under primary care and highlight as related to Diabetes, and clicks the marker which 
opens a window showing the clinical note (See Fig.  32.6 ). The note provides the 

  Fig. 32.5    From the summary dashboard, one click enables access to detailed lab test results, for 
example, here Hemoglobin A1C data is shown as a plot over time along with reference high and 
low values, and as a table       

  Fig. 32.6    Access to physician notes is also available with one click from the summary dashboard, 
and the selected note is shown with relevant problems highlighted       
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information needed the physician is looking for. The same note can also be accessed 
by clicking on the problem (Diabetes) from the problem list. A list of relevant clini-
cal notes appears, each with a brief synopsis, and the physician can preview the 
synopsis and then click to fully open the needed clinical note. In each clinical note, 
Watson EMRA highlights references to the problem and so reading the note for 
details on Diabetes history, observations, assessment and plan is made easier. This 
association between a problem and clinical notes is also enabled by the Watson 
EMRA analytics.

   In the assessment and plan stage, the physician needs highly focused information 
as they decide on a course of action. Let’s say, the physician in this case is thinking 
of introducing an additional medication to improve A1c and blood sugar levels. He/
she might want to see if the patient was on the medication before. The medications 
table allows switching to discontinued medications so that the physician can see if the 
medication was given and discontinued before. If the physician wants to know why 
it was discontinued he/she can use another function Watson EMRA called Semantic 
Find, which will be described later in the chapter. In addition, the physician wants to 
ensure the patient is prescribed medication for hypothyroidism (which he notices as 
comorbidity from the problem list) and that TSH levels are at desirable levels, which 
he/she do by clicking the box next to hypothyroidism in the problem list. 

 In the fi nal visit wrap up, the summary view provides the physician with the 
necessary context to write the new encounter note. This context includes the prob-
lem list, active medications, and current labs. If necessary, he/she can review previ-
ous notes selected by the specialty and timeline. Later in the chapter we will discuss 
a semantic search functionality of Watson EMRA, which will also be useful in these 
visit workfl ow steps. In the next section, we will take a deeper look at how Watson 
EMRA generates the problem list [ 5 ] and how physicians can use this understand-
ing in making the best use of the generated problem list.  

32.6     Automatic Problem List Generation 

 Most EMR systems allow physicians and clinicians to enter and maintain the 
problem list manually. However, this problem list is not usually well maintained 
and as a result physicians almost always ignore it [ 4 ,  11 ,  12 ,  18 ]. There are many 
reasons for this state of affairs which include lack of proper support from the EMR 
systems, lack of clarity of what goes on the list and what comes off of the list, 
multiple authors populating the list, and many intended uses of the list, at least 
some of which are contradictory. Perhaps the fundamental reason, which is often 
missed in the discussions of the EMR systems, is that the problem list mainte-
nance is a knowledge and time intensive task requiring signifi cant investment of 
an experts’ time. If for the sake of argument we set aside the diffi culty of the 
problem list creation and maintenance, it is indisputable that the potential value of 
an accurate problem list is considerable. 
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 The EMRA problem list generation starts with an automated step of identifying 
a large pool of medical disorders mentioned in the encounter notes of a patient’s 
EMR. It then goes through additional steps of algorithmically gathering evidence 
for each potential problem, and then in the fi nal two steps the candidate list is 
reduced to a fi nal and presumably an accurate problem list and closely related prob-
lems are merged (See Fig.  32.7 ). The EMRA method uses NLP and machine learn-
ing. These steps are described in some detail below.

   Watson EMRA recognizes the words and phrases denoting medical disorders in 
the encounter notes and assigns one or more Concept Unique Identifi ers (CUIs) 
from the UMLS Metathesaurus [ 20 ]. This internal representation of words and 
phrases allows reasoning about them as medical concepts, such as recognizing med-
ical synonyms, i.e. recognizing that HTN, high blood pressure, and hypertension all 
represent the same disease. In fact, Watson EMRA recognizes all medical terms in 
the clinical text, not just disorders, and categorizes them into UMLS semantic 
groups, e.g. as Disorders, Chemicals and Drugs, and Procedures. Each of these 
groups is further subcategorized, for example, Disorders are sub-grouped as 
Diseases or Syndromes, Signs or Symptoms, Findings, and others. Mapping terms 
(i.e. words or phrases) to CUIs is, in itself an interesting research task because the 
mapping between terms and CUIs is many-to-many, and the correct CUI may 
depend on the context. So, in addition to using the standard natural language pro-
cessing methods and UMLS lookup, Watson takes advantages of additional context 
and sentence structure to obtain better mapping, and uses a numerical score to 
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indicate the confi dence that a CUI represents a given term. This confi dence score is 
one of many features used in the problem list generation as discussed below. 

 In the fi rst step of the method Watson EMRA identifi es a term in an encounter 
note as a candidate problem if the term is categorized in the above CUI mapping 
process as a diseases or a syndrome, or one of a select set of fi ndings. For a typical 
EMR, this results in identifying a few hundred candidate problems. When compared 
to the fi nal list, the list of candidate problems has high recall (>90 %) but poor preci-
sion (<10 %). We note that recall represents the percentage of correct problems 
reported and precision represents the percentage of reported problems that are cor-
rect. So, this initial step attempts to capture all the correct problems but it may also 
include many problems that are not correct. The subsequent steps attempt to improve 
precision of the problem list without a substantial loss of recall. 

 In the next step, the method produces a set of feature values which will be used 
in a machine learning model in the next step. Longitudinal EMRs are a rich source 
of information and extracting and aggregating the information into the features is 
crucial to success. We used many types of features – lexical, medical, frequency, 
structural, and temporal features – each which we will describe below. 

32.6.1     Lexical Features 

 We used the standard TF-IDF (term frequency – inverse document frequency) for-
mulation, where the term frequency is number of occurrences of a term (candidate 
problem) normalized using the maximum frequency of any term in the document 
and the inverse document frequency is the inverse of the fraction of documents with 
the term in the corpus. Depending on the goal, a document can be a note or an 
EMR. When generating the problem list for a patient, an EMR is a document and 
the entire collection of EMRs is our corpus. When deciding which encounter note is 
relevant to a selected problem, the encounter note becomes the document and an 
EMR becomes the corpus. For the problem list generation, IDF is calculated using 
the entire de-identifi ed EMR collection. 

 Unlike a normal text document, an EMR is a longitudinal record and therefore, 
more recent notes are likely to better represent the patient’s medical problems. Also, 
each note in the EMR has implicit sections and so a term (e.g. hypertension) appearing 
in different sections (e.g. family history vs. assessment and plan) may have signifi -
cantly different meanings. Because of this, in addition to calculating TF at the EMR 
level, TF is also calculated for each note section and for a few different time periods.  

32.6.2     Medical Features 

 Terms in the EMR semi-structured data are also mapped to UMLS CUIs so that we 
can use the UMLS relations. Medications turn out to be one of the most important 
features, whereas lab tests and procedure orders were less useful. One reason is that 
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the medication names are relatively standardized, even while mixing the generic and 
brand names, and a UMLS CUI can be reliably found. Conversely, labs and proce-
dures are often specifi ed in institution specifi c abbreviations instead of CPT codes 
and LOINC codes, and are therefore harder to accurately map to UMLS concepts. 
Another reason is that while medications are prescribed to treat problems, some lab 
tests are very general and the others are very specifi c. For example, Hemoglobin 
A1c is used only to check for blood sugar control while a Basic Metabolic Panel 
could be ordered for glucose, calcium, potassium, renal function, and others. The 
relation between a problem and a medication is derived from a weighted confi dence 
score obtained from distributional semantics and UMLS relationships.  

32.6.3     Problem Frequency Features 

 Certain problems occur commonly among a patient population, and thus the fre-
quency of a problem can be thought of as the prior probability that the patient is 
likely to have it. Two sources of frequency are used in our method. The fi rst is the 
SNOMED CORE usage, which represents the frequency in a broad population. The 
second is calculated using all diagnosed problems (as ICD-9 codes) in our collec-
tion of EMRs, which represents the frequency in a particular institution.  

32.6.4     Structural Features 

 The concept “diabetes mellitus” appearing in the assessment and plan (informal) sec-
tion in a patient’s progress note is a much stronger indicator that the patient has the 
disorder than the same concept detected in the family history section in a nursing note. 
Since notes are in plain text and note metadata is optional, the structures have to be 
learned. Watson EMRA detects informal sections in a note using regular expressions 
and heuristics, and the informal section in which a term appears is used as a feature.  

32.6.5     Temporal Features 

 The span of an EMR varies from a single day to several decades. Most temporal 
features in our experiments are normalized to prevent bias towards longer EMRs, 
but the absolute value is also used to defi ne certain features, e.g. note  recency , where 
the recency is defi ned as the number of days from the most recent patient contact. 

 Temporal data elements are used in three ways. First, they are used as features 
directly. Temporal features considered include the fi rst/last mention of a problem, and 
the duration of a problem. Second, the temporal data is used to align  semi- structured 
data and unstructured data, e.g. a medication prescribed before a problem is men-
tioned in a note is not considered as evidence to the problem. Third, temporal data is 
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used to divide notes into bins on the timeline so that frequency can be counted by 
intervals, e.g. term frequency in recent notes vs. term frequency in earlier notes.  

32.6.6     Machine Learning Model 

 Once all feature values are generated, they are converted to numerical values and 
normalized to a standard 0–1 scale. Subsequently a machine learning algorithm, the 
Alternating Decision Tree [ 9 ] generates a confi dence score for each potential prob-
lem, and problems with a confi dence score above a threshold are accepted as the 
entries on the patient’s problem list. Both the machine learning model and the con-
fi dence threshold are  learned  using a gold standard we developed with the help of 
medical experts.  

32.6.7     Gold Standard 

 To evaluate the accuracy of the Watson problem list generation method, we tasked 
medical experts to create a gold standard using initially 199 EMRs (which later grew 
to 400 EMRs) acquired from the Cleveland Clinic under an IRB protocol for the study. 
The medical experts, mainly medical students in the fourth year of their medical 
degree program, studied the EMR, including the encounter notes, medications ordered, 
labs, procedures, and allergies, created a problem list. Each EMR was reviewed by at 
least two medical students and they separately created two problem lists. Next a physi-
cian has reviewed the lists and adjudicated any differences between the two lists. 

 The fi nal gold standard still needs further refi nement to be useful in training and test-
ing our method. The problem lists created by the medical experts are usually in English 
terms that require mapping to UMLS concept unique ids or CUIs. We decided to use 
SNOMED CT CORE (US National Library of Medicine 2014) as the vocabulary for 
the problem list as this vocabulary has been developed for the express purpose of being 
used for the problem list. Therefore, we needed to map the gold standard developed by 
the medical experts to the SNOMED CT CORE, and usually this mapping required 
further review because of the many-to-many mapping between textual problem terms 
and the SNOMED CT subset. We set aside a test set of 20 % of random EMRs from the 
gold standard and used them to assess the accuracy of the Watson method.  

32.6.8     Candidate Problems 

 Figure  32.8  shows a distribution of the number of candidate problems generated per 
EMR (across all EMRs in our test and train set). We see a nearly normal distribu-
tion, with an average of 135 candidate problems and a standard deviation of 33. The 
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machine learning model reduces these candidate problems to an average of 9 pre-
dicted fi nal problems, a reduction by over 93 %.

32.6.9        Most Frequent Problems 

 Figure  32.9  shows the 15 most frequently occurring problems and their frequency 
in the gold standard. Juxtaposed against them, Fig.  32.9  also shows how closely 
Watson EMRA’s prediction tracks the gold standard for these most frequent prob-
lems. Watson EMRA is mostly accurate in predicting frequently occurring prob-
lems. However, our model does not do well with lower back pain. A problem like 
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this is usually a challenge for our model. Physicians often prescribe medications for 
this especially when it is acute or severe, but subsequently if it is chronic a patient 
may be taking over the counter medications that may not be listed in the medica-
tions list or controlling this with back exercises. In including the problem in the gold 
standard medical experts used somewhat non-specifi c reasons, such as the severity 
and there not being another problem that explains the fi nding. Overall, EMRA accu-
racy on the most frequent problems is very good.

32.6.10        Overall Accuracy 

 At this time, the Watson EMRA achieves a recall of 70 % and the precision of 67 % 
on this gold standard as shown in Table  32.1 . What it implies is that on average 
roughly 70 % of actual problems are captured in the list generated and 67 % of the 
problem list entries are correct. It is possible to tune the method so that it provides 
a higher recall and slightly lower precision while keeping the overall “accuracy” 
same, which ensures more of the actual problems at the risk of introducing more 
noise in the problem list generated.

32.6.11        Features with the Strongest Contribution 

 Which machine learning features have the strongest positive contribution for cor-
rect predictions in the Watson EMRA method? Figure  32.10  shows the top two 
levels of the Alternating Decision Tree machine learning model used in the 

   Table 32.1    An accuracy analysis of the Watson problem list generation method indicates 
promising results with a recall (sensitivity) of 80 % when optimized for high recall   

 Model prediction objective  Recall (%)  Precision (%)  F1 score  F2 score 

 Tuned for maximum F1 score  70  67  0.69  0.69 
 Tuned for maximum F2 score  80  53  0.64  0.73 
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  Fig. 32.10    The top two 
levels of the alternating 
decision trees machine 
learning model used in the 
Watson problem list 
generation       
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Watson EMRA method. From the Figure we see that the problem frequency (i.e. 
how common a problem is), whether it is in the diagnosis codes of the EMR, 
whether the problem is in the previous medical history of a note (S_PMH), and 
whether the patient is being treated with a medication for the problem are the 
features with strongest infl uence on the model. This observation shows that our 
model well captures the basis a physician might use in reviewing an EMR to iden-
tify the patient’s problem list.    

32.7     How to Use and Interpret the Generated Problem List?  

 There will always be a margin of error in a computed result, but with the help of 
evidence created for a problem selection in the problem list generation process, it is 
possible to examine the evidence and use human judgment before accepting the 
results for patient care. A part of the evidence for a problem is the set of clinical 
notes that mention the problem or its clinical synonym. An examination of the notes 
would reveal if the problem was identifi ed by a physician or if it was a false positive. 
In the latter case it, the physician would instruct the system to ignore it and the sys-
tem would learn from the feedback. 

 Another part of the evidence is the feature values of the machine learning model 
for problems. An examination of the weighted feature values typically reveals which 
features were responsible for a candidate problem to become a problem list item. A 
closer examination of the dominant feature reveals whether the score was justifi ed 
or not. If the score seems inappropriately high, a physician can once again provide 
feedback to the system which will help correct the selection. In spite of the need to 
verify the results, the generated problem list offers a practical and effi cient way to 
maintain and use the problem list in clinical practice.  

32.8     Semantic Search for Clinical Information 

 Summarization described above may not address all the information needs of the 
physician. Studies [ 10 ] indicate that while browsing is a predominant mode of 
information seeking, search is often employed when browsing fails to produce the 
desired result. So, when a physician is looking for specifi c information that is not 
provided in the summarization, a search function is needed to fulfi ll the information 
need. For example, if a diabetic patient’s previous labs indicate microalbuminuria, 
a physician treating the patient may now want to know if the patient was an ACE 
inhibitor. If not, why not? In general, this is a level of detail that is not usually avail-
able in the summary. But a search of the patient record can provide this information. 
Manually scanning through the record is not only tedious but also error prone. 

 Watson EMRA provides a search function that takes a set of words as input and 
fi nds matches for the search terms on many  semantic  dimensions. We call this 
Semantic  Find  to emphasize its similarity to fi nding matches in a document based on 
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clinical similarities, not just textual matches. For example, Semantic Find identifi es 
exact (“literal”) matches of the search terms just as any standard document search, 
but even more importantly it also fi nds clinical synonyms. Searching for “hyperten-
sion” would match clinically equivalent terms such as “BP Elevated”, “high blood 
pressure”, and even a report of blood pressure measure of 147/95 in the EMR. 

 Semantic Find also fi nds other useful types of matches such as more general and 
more specifi c matches. If one enters “back pain”, it will of course returns instances 
of semantic matches to “backache” but it also returns instances of “lower back pain” 
as a more specifi c match and instances of “pain” as a more general match. These 
matches help in seeing a broader scope of matches related to the search terms, and 
may be helpful in determining a new treatment or modifying an existing one. 

 In medicine, absence of certain fi ndings is almost as important and may be even 
more important than the presence of the fi ndings. Take for instance, the fi nding of 
Deep Vein Thrombosis (DVT) in a patient after a recent surgery. Determining its 
absence is important for treatment as well as for gathering quality metrics. Semantic 
Find therefore searches for negated instances (such as “no DVT”) when searching 
for a term (i.e. DVT) and identifi es them as negated results in the output. 

 To provide rapid response, Semantic Find builds an internal index of all medical 
concepts recognized in an EMR. The index construction is made possible by the 
Watson analytics that recognize all words and phrases which represent medical con-
cepts in an EMR. When a search is initiated on an EMR, the search terms are also 
mapped to one or more medical concepts using the Watson analytics and the concepts 
are “looked up” in the EMR’s medical concepts index. Different ways of  looking up or 
comparing the search concepts yields a different facet of the search results. For instance, 
synonymy comparison of the search concepts with the concepts index yields semantic 
matches. The hyponym relationship yields more general matches and the hypernym 
relationship yields more specifi c matches. This matching takes place in the context of 
UMLS – i.e. depends on the relationships UMLS defi nes for a pair of concepts. See 
Fig.  32.11  for the results of Semantic Find for the search term “back pain” in an EMR, 
and notice how different tabs provide matches along different dimensions.

   Multiple hyponym/hypernym relationships may be defi ned in UMLS which 
results in multiple matches along this dimension. Furthermore it is possible to mix 
synonymy with hyponym/hypernym relationships and fi nd even more indirect but 
still relevant matches. These complex matches can quickly become expensive and 
slow the response time, and so we employ heuristics to limit the search. Semantic 
Find also provides matches for the terms in the semi-structured data in an EMR 
such as in the Ordered Medications list. The “treats” relationship from UMLS is 
used when the search term is a disease or a symptom.  

32.9     Using Semantic Find to Meet Cognitive Needs 

 The overall value of the semantic fi nd can be seen in its ability to complement the 
patient record summary in meeting a physician’s information needs in the workfl ow 
of a patient contact. While the patient summary provides a quick way to understand 
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the patient’s overall clinical status, Semantic Find helps to probe the record for spe-
cifi c information that may not be available in the summary. This can be particularly 
important in supplementation, confi rmation, and investigation during the history 
and examination phase. 

 Semantic Find is also useful in fi nding specifi c information during Assessment 
and Plan. For example, if the physician is looking for an answer to the question –
Why did the patient stop taking medication  Sitagliptin?  (After the physician fi nds 
that the patient discontinued the medication from the patient summary.) The physi-
cian enters the medication name as a search query, and when the results are pre-
sented, he/she looks for the most recent (by date) result in the literal or semantic 
matches returned by the search. 

 Similarly, to fi nd an answer to the question: Did the patient complain about 
sleeplessness before December 2013? The physician enters the symptom (in this 
case  sleeplessness ) and looks at the literal, semantic, more specifi c, and more gen-
eral matches up to the specifi c month and year. The semantic fi nd Graphical User 
Interface helps this process by displaying results for each type of match in a differ-
ent tab and by listing results in reverse chronological order.  

32.10     Looking into the Future 

 From these current capabilities we can build new and more sophisticated capabili-
ties in the system to expand the assistance a cognitive system can provide to a physi-
cian. These advanced capabilities reduce the amount of work a physician needs to 

  Fig. 32.11    The Watson patient record Semantic Find matches search terms to the contents of a 
patient record on several dimensions, including medical semantic match, more specifi c and less 
specifi c matches, and contradicted matches       
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do in using an EMR for patient care, and the cognitive system takes on an increasing 
responsibility to provide highly specifi c and targeted cognitive help.  

32.11     Natural Language Question Answering on an EMR 

 Semantic Find is a powerful capability in fi nding clinically semantic matches in an 
EMR for given search term or terms. When the search terms succinctly capture the 
information needs, it delivers the needed results. However, when the information 
need can only be specifi ed as a natural language question with all its inherent 
nuances, an advanced Question Answering capability is needed including the sys-
tem capability to understand the question correctly and then fi nd the relevant 
answer(s) precisely. Watson has demonstrated this ability even in the medical 
domain when the target of the question is the medical knowledge as represented by 
the text corpus provided to Watson. However, answering questions in a similar way 
when the target of the question is a single EMR is a distinctly different challenge at 
a technical level, and is an active area of research at IBM.  

32.12     Advanced Patient Summary 

 The patient record summary presents the problem list for a patient and relates it to other 
clinical data aggregates, but a physician may need more detailed information about a 
specifi c problem in the list. For example, if the problem is the hypertensive disease, the 
physician may want to know what the duration of the disease was, and if there was any 
end organ damage such as its manifestations on kidneys or heart. The physician may 
want to know the timeline of blood pressure readings and if any medications were 
added, removed, or changed overtime. For some other types of problems like headache, 
it is important to understand if the problem is recurrent, chronic, or acute. Is there a 
plan in place, is there a defi nite diagnosis, or is there a need to monitor and follow up 
on the problem? From a cognitive computing perspective, these are advanced informa-
tion extraction and abstraction challenges. Some of the data such as the medication 
time line is available from the semi- structured data but the majority of the information 
needs to be identifi ed in the unstructured text, abstracted as necessary, and reasoned 
about. Watson EMRA is an excellent foundation to build these additional capabilities.  

32.13     Guidance on Treatment Options 

 Weed proposed Knowledge Couplers as a way to improve physician’s decision pro-
cess during patient care. The idea behind the Knowledge Couplers is that they auto-
matically apply rules representing the medical knowledge to patient care workfl ow 
steps. At the history and physical step of the visit, this knowledge guides a physician 

M.V. Devarakonda and N. Mehta



575

on what data to collect. The collected data plus additional medical knowledge helps 
physician decide on a set of diagnostic tests needed. Subsequently, the history and 
physical data and the assessment from the diagnostic tests as well as additional 
medical knowledge helps the physicians decide on treatment plans. This powerful 
conceptual model can be realized using Watson core capabilities of reasoning with 
medical knowledge [ 16 ] and Watson EMRA capabilities of analyzing an EMR. When 
realized using the Watson technology, this capability can help a physician by 
prompting “have you considered this?” as they are exploring the next steps in diag-
nosing and treating a patient condition. It can bring a wealth of latest treatment 
guidelines, medical knowledge, and specifi c patient data such as comorbidities, 
symptoms, and current medications to bear upon the consideration of next steps.  

32.14     Guideline Extraction from Documents 

 In determining the treatment options, how will the medical knowledge become 
available in a form that can be used in automated reasoning? Some efforts are 
directed towards a manual process of human experts creating these knowledge 
rules. While at fi rst it seems a reasonable and expedient way to do so, one realizes 
very quickly that it is highly human resource intensive, brittle, and diffi cult to update 
and correct. After N rules exist in the system, adding a new rule requires under-
standing and assessing its impact on various combinations of existing N rules. The 
number of combinations to consider grows very quickly even for small numbers of 
N, eventually leading to combinatorial explosion that is way beyond human cogni-
tion. Therefore, our approach to generating machine usable knowledge from guide-
lines document is to use natural language processing for extracting the knowledge. 
There is early work demonstrating the feasibility of this approach [ 22 ].  

32.15     Summary 

 In this chapter, we discussed how the principles of cognitive computing are realized 
in Watson EMRA, a patient record summarization and semantic search capability 
built on the foundations of Watson. The functionality of the Watson EMRA is driven 
by the information needs of physicians in patient care. Watson EMRA takes a lon-
gitudinal patient record and creates a summary of the record, centered about an 
automatically generated problem list. The problem list is generated using natural 
language processing and machine learning. The summary also includes semantic 
relations between the problems and other clinical data aggregates such as medica-
tions ordered. For the times when the patient summary is not adequate for fi nding 
specifi c details, Watson EMRA also provides a semantic search which fi nds match-
ing semantic medical concepts in the semi-structured and unstructured EMR con-
tents, along several dimensions, including more general, more specifi c, and negated 
instances. The future work in this area includes advanced summary of problem 
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status, natural language question answering on an EMR, and cognitive assistance to 
a physician in terms of next steps in diagnostic testing and treatment. The technol-
ogy described here is a proof point of cognitive computing for Electronic Medical 
Records, and an indication of future promise.     
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