
Chapter 11
Improving Science for a Better Future

Mohammed M. Khalil

Abstract Science is the reason humanity reached this stage of progress, and science
is humanity’s guide to the future. However, to enable science to guide us to a better
future, we need to improve the way we do science to accelerate the rate of scientific
discovery and its applications. This is important to find urgent solutions to humanity’s
problems, improve humanity’s conditions, and enhance our understanding of nature.
In this essay, we seek to identify those aspects of science that need improvement,
and discuss how to improve them.

11.1 Introduction

During the first half of the twentieth century, two scientific revolutions took place:
relativity and quantum mechanics. They had a huge impact on our understanding of
the universe, and led to many technological advances.

Relativity revolutionized our understanding of space, time, mass, and gravity.
This understanding made many technological applications possible, such as particle
accelerators, nuclear power plants, and the GPS.

Quantum mechanics revolutionized our understanding of particles and waves. It
tells us we can only know the probability of finding a particle in a certain state,
thus destroying the notion of a deterministic universe. Applications of quantum
mechanics are numerous, such as the transistor, the laser, and the Scanning Tunneling
Microscope (STM).

The advances in physics and technology changed our views about the universe.
What was thought to be nebulae in our galaxy turned out to be other galaxies with
billions of stars. The notion of a static universe became an expanding one that began
with a big bang 13.8 billion years ago. Everything we observe in the universe turned
out to constitute only 4.9% of its contents; the rest is dark matter and dark energy.
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Similar revolutions appeared in chemistry and biology: polymers changed our
everyday products, medicine eradicated many diseases, the green revolution in agri-
culture saved us from starvation, and the discovery of the DNA revolutionized our
understanding of life.

Science created wonders that would have been unimaginable a hundred years ago;
still, wouldn’t it be interesting to speculate on the wonders science will create in the
future?

11.2 Can We Predict the Future?

The human race has always wanted to control the future, or at least to predict what will
happen. That is why astrology is so popular.

Stephen Hawking [1, p. 103]

Many books were written about the future, and many people have speculated
about the future, some of their predictions came true, but many did not.

One of the famous predictions that came true is Richard Feynman’s 1959 lec-
ture entitled: “There’s plenty of room at the bottom”, in which he considered the
possibility of manipulating individual atoms [2]. Feynman’s prediction came true
with the invention of the STM in 1981, and his lecture marked the beginning of
nanotechnology.

By contrast, a prediction that failed to come true is that of John von Neumann
in 1948 about computers [3, p. 116]: “It is possible that in later years the machine
sizes will increase again, but it is not likely that 10,000 (or perhaps a few times
10,000) switching organs will be exceeded...” The transistor made it possible to put
more “switching organs” in less space; now, one can buy a computer with a billion
transistor.

Science fiction novels, especially those of JulesVerne andH.G.Wells, also contain
many technological inventions that came true in the future. In fact, almost all future
predictions are about technology.However, considering the huge impact of science on
our lives, we cannot successfully predict the future without taking into consideration
the impact of science. Is predicting science possible?

To understand this question, let us ask another one: did anyone predict relativity,
quantum mechanics, or the DNA? No, scientists can predict the consequences of
science, but not the scientific knowledge itself. Physicists predicted the LHC would
discover the Higgs boson, but they did not predict its theoretical “discovery” in 1964.

Predicting the content of new scientific knowledge is logically impossible because it makes
no sense to claim to know already the facts you will learn in the future. Predicting the details
of future technology, on the other hand, is merely difficult.

Eric K. Drexler [4, p. 39]
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11.3 Choosing the Path to the Future

Science is the reason humanity reached this stage of progress; hence, we can expect
that science will shape our future as well. However, the impossibility of predicting
science renders any attempt to imagine the future incomplete at best. Thus, we cannot
steer the future towards a certain vision. Instead, we can choose the path that leads
to the brightest future. I believe science can lead us there, but we should make the
conditions ideal for science to do so.

We should improve the way we do science to accelerate the rate of scientific
discovery and its applications. Humanity is faced with many problems that need
urgent innovative solutions; science is our guide to find those solutions, and improve
humanity’s conditions.

In the following subsections, I will try to identify those aspects of science and
technology that need improvement, and discuss how to improve them to ensure
accelerated scientific and technological breakthroughs.

11.3.1 Transcending Traditional Disciplines

During the renaissance age, science was not divided into disciplines. Disciplines
emerged gradually when knowledge increased to enable researchers to study one
subject in greater depth, and reach new findings more quickly.

However, nature is a whole that recognizes no disciplinary boundaries; so when
knowledge increased, the need arose to combine knowledge from two or more aca-
demic disciplines to explain certain phenomena. This is known as interdisciplinary
studies [3, p. 123], and it is getting increasingly important. This is evident from the
number of interdisciplines that appeared recently, such as biophysics, astroparticle
physics, nanoscience, and systems science. There are also transdisciplinary fields of
study that usemany disciplines in a holistic approach, such as environmental science.

It is hard for one person to know enough about two disciplines to do research
in both, so inter- and transdisciplinary studies usually take the form of collabora-
tions between scientists fromvarious disciplines. Collaborations, however, face some
challenges: scientists use different methods in each discipline, which can delay the
progress of their project. Also, insufficient knowledge of each other’s discipline can
lead to misunderstanding between them. Further, scientists are usually unaware of
problems faced by other disciplines, which can hinder starting collaborations in the
first place.

The increasing importance of collaborations between scientists and engineers
requires that undergraduate and graduate students be taught how to communicate
and collaborate with researchers from other disciplines. Also, before starting new
collaborations, researchers should acquire general knowledge about the other disci-
plines. In addition, university departments should give periodic talks on the problems
they are working on to stimulate discussions with researchers from other disciplines,
thus opening the possibility of interdisciplinary collaborations.
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A great example about the importance of disregarding disciplinary borders is the
MIT media lab. The lab is based on the idea of creating an environment for researchers
from various disciplines to work together to change the world. The lab contains 25
research groups that disregard traditional disciplines. For example, the consortium
Things That Think includes computer scientists, product designers, biomedical engi-
neers, and architects working on digitally augmented objects and environments. The
lab gave rise to more than 80 companies, and to many commercial products ranging
from electronic ink to CityCar [5].

11.3.2 Creating New Specializations

Most engineerswhowork on renewable energy aremechanical or electrical engineers
who decided to apply their knowledge to renewable energy. Wouldn’t it be more
effective if there were an engineering specialization on renewable energy that starts
from undergraduate study?

Most of humanity’s problems require knowledge from many disciplines. Collab-
oration is one way to solve them; another is creating new specializations designed
specifically towards those problems. There are also emerging fields of study that has
the potential of changing our future, such as nanotechnology, biotechnology, pho-
tonics, and artificial intelligence. Letting students specialize in those fields early in
their study can accelerate the rate of innovation.

An example of this is the undergraduate majors of the recently inaugurated Uni-
versity of Science and Technology in Egypt. These majors include nanoscience,
renewable energy engineering, and environmental engineering. In addition, every
major has specializations; for instance, environmental engineering includes the spe-
cializations: climate change, water recycling, waste recycling, andwater desalination
[6]. I believe graduates from those, and similar, programs will be more equipped to
excel in their field of study.

11.3.3 Big Science Versus Small Science

In the past few decades some ‘big’ science projects appeared, such as giant particle
accelerators, space exploration programs, gravity waves detectors, and the genome
project. Those projects grasped the public attention, and rightly so, since they added
a lot to our knowledge. Will the future of science be based on increasingly bigger
projects? Or will ‘small’ science projects contribute more?

The problem with big science is the cost. This is clear from the cancellation of
the Superconducting Super Collider in the US, which would have been the largest
particle accelerator on earth. Its cost increased from$4.4 billion in 1987 to $11 billion
by 1993, and since foreign sources of funding could not be found, the project was
cancelled [7].
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Because the big projects are likely to become fewer and slower while the small projects stay
roughly constant, it is reasonable to expect that the relative importance of small projects will
increase with time.

Freeman Dyson [3, p. 125]

Does that mean we should do small projects only? No, the problem with big
projects can be solved by international collaborations. The best evidence is the
International Space Station that cost over e100 billion, according toESA [8],making
it arguably the most expensive object ever constructed. This cost was split among
the 14 participating countries.

Unfortunately, International projects can be hindered by political conflict between
nations. To overcome this difficulty, governments and funding agencies should allo-
cate a certain sum of money to international projects, and form a committee, mostly
of scientists, to decide on which projects they should collaborate, disregarding any
political conflict.

11.3.4 The Relation Between Science and Technology

Many advances in technology are science applications, whichmight lead you to think
that technology is secondary to science, but actually, there is a dual relationship
between the two.

Quantum mechanics led to the invention of the laser, and the laser affected both
science and technology. In science, the laser is an essential tool in many physics
experiments; it even led to the emergence of new subfields of physics, such as atomic
spectroscopy, and holography. In technology, the laser is used inmanufacturingmany
products, and is part of many appliances, such as laser printers and optical discs.

From this relation between science and technology, we conclude that to accelerate
both, we should implement latest technology in scientific experiments and apply
latest scientific discoveries to technology. For this to happen there should be better
communication between scientists and engineers. This communication should not
be through published papers only; scientists and engineers should work together to
share and discuss their ideas, and collaborate on projects with mutual interest.

There is also great need for academia-industry collaboration. Universities can
provide advanced laboratories and many talented graduate students, while industry
can provide funding and market expertise. Why then cannot they collaborate and
share the intellectual property?

11.3.5 University Labs Versus Industrial Labs

In 1883, while working on his light bulb, Edison observed the flow of electricity
across a gap, in vacuum, from a hot filament to ametal wire. Since he saw no practical
application, he did not pursue the subject further. This phenomenon became known
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as the “Edison effect”, and if he did investigate it, he might have shared the Nobel
Prize with Owen Richardson, who analyzed the behavior of electrons when heated
in vacuum [9].

This anecdote illustrates a big difference between industrial and university
research. In Industry, researchers usually work only on problems that have prac-
tical significance, and although this kind of research is important, the downside is
that they might overlook something as Edison did, and once they solve a problem
they might not have the time or interest to pursue it in a more generalized setting.

In university, by contrast, researchers have the freedom to pursue the research
they like, which might not have immediate practical application, but have greater
impact in the future. However, they do not have as much resources as in industrial
labs, and it might take longer for their research to find applications in industry.

Obviously, both kinds of research is indispensable, but how can we enhance their
role? Researchers from university and industry should collaborate on problems of
common interest; they will get to work on different kinds of problems than they are
used to, and benefit from each other’s point of view.

11.3.6 Improving the Publishing Process

In October 2013, Science magazine published the results of a “sting operation”
conducted on open access journals. They sent a spoof paper to 304 journals. The
paper was too flawed to be publishable; yet, 60% of the journals accepted it [10].

This shocking result illustrates that some publishers seek only profit from open
access journals. “Beall’s list of Predatory Publishers” [11] includes 477 such pub-
lishers, from which 137 journals were used in the Science study and 82% accepted
the paper. All researchers should report such journals and avoid submitting papers
to them.

The Science study showed another observation: about 90% of the journals that
accepted the paper used either superficial peer review or no peer review at all. Peer
review is very important to help authors improve their papers, and to exclude flawed
ones. However, peer reviewwas criticized [12, 13] for causing bias towards the views
of referees, and for failing to spot some flawed papers. What can we do to improve
the peer review process?

A great idea to improve peer review is to do it after publication. This is the idea
behind the F1000Research journal; it publishes papers only after a cursory quality
check, peer reviewhappens after publishing by refereeswho post their names, authors
then can post comments and revisions when needed [14].

In my opinion, journals should apply this idea, but make any researcher, who
published a few papers on the topic, able to review. I also suggest making a site that
collects metadata on all published papers and allows researchers to rate them based
on quality and significance. I think rating papers can be very efficient in identifying
good research. In addition, rating can become another measure for significance,
besides citations.
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11.3.7 Publishing Negative Results

Nowadays many researchers work independently on the same problem; it is normal
that many of their approaches fail to produce positive results. It is important that
researchers publish those negative (null) results to save their colleagues’ time and
allow them to pursue other approaches more likely to succeed.

Refraining from publishing negative results leads to publication bias [15]. Sup-
pose you are investigating the effectiveness of a new treatment but your results did
not exclude the null hypothesis (i.e. the treatment is not effective). Meanwhile, some-
one else did another study, found the treatment effective, and published the results.
If you do not publish your negative result, you cause a biased impression about the
effectiveness of the treatment. This does not apply only to medicine, but also to new
devices and experimental techniques.

The problem is that most negative results do not get published; why is that? Many
researchers are reluctant to publish negative results because they underestimate their
importance, or lose interest in the topic. Further,most journals do not publish negative
results; they prize original papers.

There are some journals that publish only negative results, such as the All Results
Journals (Chemistry, Biology, Physics andNanotechnology), and the Journal of Neg-
ative Results in BioMedicine. However, they get very few submissions.

The entire scientific community should respect and acknowledge negative results;
they should cite them, and regard them as valuable pieces of information. Journals
must accept negative results, and if they do not, researchers should boycott them.
Publishing negative results is not an option, it a duty.

11.3.8 Reproducing Research Findings

Scientists at the biotechnology firm Amgen tried to confirm the results of 53 papers
that were considered landmarks in cancer studies, but they succeeded in confirm-
ing only 6 papers (11%) [16]. Of those 53 papers, 21 were published in journals
with impact factor greater than 20. Furthermore, the mean number of citations of
non-reproduced papers was 248. This appalling result is a clear example about the
importance of reproducing research findings; imagine how many scientists wasted
their time and resources pursuing false results.

The reasons for this might, in small part, be outright fraud, but mostly scientists
might unconsciously ignore results that contradict their claim; also, in complicated
experiments, small errors can make big difference in the final result. A detailed
discussion for the reasons of false results is offered in [17].

To solve the problem of reproducibility, the Reproducibility Initiative was created
in 2008. The idea is that every submitted experiment is sent to an appropriate Science
Exchange lab to reproduce it; then, the paper gets a badge for being “Independently
Validated”, and the validation results get published in the PLOS reproducibility
collection [18].
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The problem with this idea is that not many researchers would pay, or find a
grant, to get their results validated, and even if they did, how sure can we be that the
reproduced results are more correct?

In my opinion, reproducibility should be the role of the industrial companies that
use the research results, such as pharmaceutical companies. In addition, researchers
should not take for granted the validity of research results; if they want to work on a
follow-up of a particular result, they should reproduce it and publish the reproducibil-
ity result with their original research, and journals must not reject those reproduced
results.

11.3.9 Managing Research Literature

In the past, research results took months, even years, to get published. Now, the
Internet solved this problem through preprints, and researchers are facing the problem
of too many papers. For example, only in March 2014 more than 8,000 papers were
submitted to arXiv [19].

To keep up with the huge amount of literature, researchers use reference manager
software, they make summaries and notes, and they rely on review papers to provide
an overview of a particular topic. However, review papers are usually for topics in
which many papers were written already, and they can get outdated quickly.

I suggestmaking reviewpapers likewikipedia articles; once a fewpapers appear on
a new topic, a wiki-review paper is written summarizing their results and suggesting
future research. Then, when another paper is written on the subject, its author, or
someone else, summarizes it in thewiki-review.This goes onuntilwehave a complete
review on the topic.

11.3.10 Encouraging Multiple Research Approaches

In 1916, therewas some evidence for the existence of black holes, butmany scientists,
most prominently Einstein and Eddington, refused to believe in their existence. In the
1930s, Chandrasekhar proved that stars heavier than 1.4 the mass of the sun cannot
become white dwarfs, but Eddington and others gave incorrect arguments against
the idea. Black holes were taken seriously in the 1960s when evidence became hard
to ignore; however, much of the research done in the 1960s could have been done
fifty years earlier [20, p. 138].

A similar situation happened in geology. In 1912, Alfred Wegener proposed the
continental drift theory, but it was met by opposition from the majority of scientists,
until the idea of plate tectonics was proposed in 1958 [21].

History of science teaches us not to hold to unjustified assumptions, even if they are
held by the majority, we should always consider opposing views. Unfortunately, we
are making the same mistake again; currently the vast majority of physicists working
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on approaches to quantum gravity and unification are string theorists. String theory
is not the only approach to quantum gravity, but the other approaches receive little
attention.

Concentrating on one approach to a given problem is not healthy for the progress
of science, and the way out is offered by Lee Smolin in his book “The trouble with
physics”; his solution can be summarized in the following points [22, pp. 351–353]:

1. Departments should ensure that rival research programs are represented on their
faculties.

2. Scientists should be hired and promoted based only on their ability, disregarding
their research approach.

3. All scientists should keep an open attitude towards competing research
approaches, and encourage their students to learn about them.

4. Funding agencies and foundations should support scientists with different views
from the mainstream.

5. A research program, or a particular view, should not be allowed to dominate any
field without convincing scientific proof.

11.3.11 Encouraging Innovation in Global Problems

Currently, environmental and sustainability problems are among the biggest prob-
lems faced by humanity. I believe the key to solve those problems is by encouraging
scientific and technological innovation.

In the middle of the twentieth century, a series of scientific and technological
innovations in agriculture helped increase worldwide food production, which saved
over a billion people from starvation; this is known as the “Green Revolution”.

A promising innovation in energy is the Traveling Wave Reactor under develop-
ment by TerraPower. This reactor has high fuel utilization rate, and does not need
uranium enrichment or resupply. The reactor can be buried underground and run for
100 years [23].

These examples show that science has the potential of solving our problems, but it
needs our support. Research and development does not receive enough funding. For
example, in 2013 the US spent only $2 billion on clean energy R&D, compared with
$72 billion on defense R&D [24]. Governments should create research organizations
that join scientists and engineers to work together to find innovative solutions and
implement them.

11.3.12 Funding Research and Development

In 2011, The United States spent $424 billion on research and development (R&D),
which represented 30% of the estimated $1.435 trillion spent globally on R&D. The
EU spent 22%, China 15%, and Japan 10% [25].
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In 2001, the number of research papers from China represented 3% of the world
total. In 2011, China’s share increased to 11%, becoming the world’s second-largest
producer of scientific articles, after theUS.This correlatedwith an increase in funding
R&D from 1.0% of GDP to 1.8%. This correlation between funding R&D and
research output appears in all the Newly Industrialized Countries (NICs).

All countries should understand this relation between funding research and devel-
opment; money spent on research is an investment that is key for better future.

11.3.13 The Role of Scientists in Global Decisions

Global problems take a long time to be solved, especially environmental ones. They
require coordination between nations for decades. Yet, politicians take those global
decisions. Politics is local, and politicians usually care only about their election
period. Scientists, on the other hand, study these problems for years, and their judg-
ment is only affected by observation and experiment.Why then is the role of scientists
limited to advising policy makers?

Scientists should have a more active role in global issues. Parliaments should
form committees, mostly of scientists from various disciplines, to prepare the coun-
try’s policies towards environmental, and other global, issues. These committees’
decisions should be considered as a requirement for the government to follow, not a
suggestion.

Scientists should also exert greater effort in raising the public awareness of envi-
ronmental, and other global, problems. In 2011, Eurobarometer found that for 95%
of Europeans, protecting the environment was personally ‘very important’ or ‘impor-
tant’. Whereas, in the US a similar survey found only 63% of Americans share that
opinion [26].

The public opinion on environmental issues is reflected on their countries’ envi-
ronmental policy. In the EU, in 2012, 14.4% of energy was from renewable sources,
and the target is 20% by 2020 [27]. In the US, only 11% of energy production was
from renewable sources [28], and there is no mandatory national target in 2020.

11.3.14 Raising the Public Understanding of Science

“Does the Earth go around the Sun, or does the Sun go around the Earth?” In 2012, a
sample of US residents were asked that question, and 26% answered incorrectly. In
the EU a similar question was asked, in 2005, and 34% answered incorrectly [29].

In 1990, when a sample of US residents were asked about their assessment
of astrology, 35% said it was ‘sort of scientific’ or ‘very scientific’; that number
increased to 42% in 2012 [29].
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Why do many people not know such basic scientific facts?Why do they believe in
pseudoscience? Because education needs to improve and not enough is being done
to raise the public understanding of science.

In democratic political systems, the public decides how much funding goes to
science, and how scientific discoveries should be applied. When they understand
more about science, they will be able to make better decisions on scientific issues,
such as the environment, biotechnology, medical trials, and nutrition. They will also
be less prone to be deceived by pseudoscience.

Most of the efforts done to raise the public understanding of science are focused
on popular books, magazines, science fairs, and museums; these methods are clearly
ineffective. When a sample of US citizens were asked about their primary source
of information about science, they answered: the Internet 42%, the TV 32%, news-
papers and magazines 15%, books 3% [30]. Clearly, the Internet and TV have the
greatest influence on the public attitude and knowledge about science.

Communicating science to the public should not be the responsibility of individual
scientists, but the entire scientific community should participate in an organized effort
to do so. Efforts through the Internet should not focus only on scientific news, but
also on established scientific facts in short articles containing images and videos.
In addition, more TV documentary series should be made to discuss science in an
interesting way.

11.3.15 Improving Education

Humanity needs scientists and engineers to accelerate progress. Inspiring a passion
for science and technology in students is the first step towards that goal. Education,
however, needs urgent improvements, and much has been written about that. That
is why I will not discuss pre-university education, but talk about undergraduate
education.

Universities are the place where scientists and engineers are trained, but most
universities are not giving enough effort to education. Carl Wieman, who is a Nobel
winning physicist, says [31] “There is an entire industry devoted to measuring how
important my research is... Yet, we don’t even collect data on how I am teaching.”

Wieman developed a new method for teaching undergraduates based on active
learning and deliberate practice. To test his method, an introductory physics class at
theUniversity ofBritishColumbia (UBC)was split in twogroups, one usedWieman’s
method and the other used traditional lectures. The first group scored twice as high
as the control group on a multiple choice test. Wieman’s method is now widely used
at UBC [32].

To improve undergraduate education, Wieman suggests that universities should
release data on their teaching methods as a condition for federal funding. Students
then can use these data to decide which university to choose, thus forcing universities
to improve their teaching methods [31].
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11.3.16 Empowering All Humanity to Participate

In 2008, the total number of research papers from all African countries (55 countries)
was about 27,000 papers [33]. For comparison, the US produces more than 310,000
papers annually [34]. Africa contains 1.1 billion people, three times those in the
US; if that number effectively contributed to building the future, imagine how much
difference they would make.

Many problems need remedies in Africa, but in my opinion, education is the
most important factor in the development of any country. The African Institute for
Mathematical Sciences (AIMS) is a fine example for the efforts that need to be done in
that direction. AIMS was established in 2003 in South Africa, and 479 students from
34 countries have graduated from it [35]. Organizations working on development in
Africa should consider supporting and establishing similar educational institutes.

However, to spread high quality education to many people, use the Internet. In the
past few years, Massive Open Online Courses (MOOCs) witnessed a big increase in
the number of students and courses. Coursera, the biggest MOOC platform, started
in April 2012, and by January 2014, it had over 22 million enrollments from 190
countries across 571 courses [36].

MOOCs only need a computer and an Internet connection, but many African
countries have bad Internet connection, and not many computers. However, some
measures can easily be done to solve these problems:

• The One Laptop per Child project [37] is a great example on how to provide
students with low cost computers.

• Local schools and universities should open their computer facilities to all learners.
• Developing organizations should create computer facilities in major cities for
online learning.

• MOOCs should include pre-university courses.
• MOOCs shouldmake verified certificates free, at least for learners fromdeveloping
countries.

11.4 Conclusions

I believe science will be our guide to the future, but we need to improve the way
we do science to accelerate the rate of scientific discovery and its applications. This
is crucial to find urgent solutions to humanity’s problems and improve humanity’s
conditions. In this essay, I have tried to identify those aspects of science that need
improvement, and discuss how to improve them. Those issues are complex and no
one essay can adequately cover them. We need the entire scientific community to
pay attention to those issues. I hope this essay will open a window for discussion in
that direction.
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