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Foreword

The 17th International Conference on Human-Computer Interaction, HCI International
2015, was held in Los Angeles, CA, USA, during 2–7 August 2015. The event
incorporated the 15 conferences/thematic areas listed on the following page.

A total of 4843 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 73 countries submitted contributions, and 1462 papers and
246 posters have been included in the proceedings. These papers address the latest
research and development efforts and highlight the human aspects of design and use of
computing systems. The papers thoroughly cover the entire field of Human-Computer
Interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. The volumes constituting the full 28-volume set of the
conference proceedings are listed on pages VII and VIII.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2015
conference.

This conference could not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor, Prof. Gavriel Salvendy. For their outstanding efforts,
I would like to express my appreciation to the Communications Chair and Editor of
HCI International News, Dr. Abbas Moallem, and the Student Volunteer Chair, Prof.
Kim-Phuong L. Vu. Finally, for their dedicated contribution towards the smooth
organization of HCI International 2015, I would like to express my gratitude to Maria
Pitsoulaki and George Paparoulis, General Chair Assistants.

May 2015 Constantine Stephanidis
General Chair, HCI International 2015
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Universal Access in Human-Computer Interaction

Program Board Chairs: Margherita Antona, Greece,
and Constantine Stephanidis, Greece

• Gisela Susanne Bahr, USA
• João Barroso, Portugal
• Jennifer Romano Bergstrom, USA
• Margrit Betke, USA
• Rodrigo Bonacin, Brazil
• Anthony Brooks, Denmark
• Christian Bühler, Germany
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• Carlos Duarte, Portugal
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• Fong-Gong Wu, Taiwan

The full list with the Program Board Chairs and the members of the Program Boards of
all thematic areas and affiliated conferences is available online at:

http://www.hci.international/2015/ 



HCI International 2016

The 18th International Conference on Human-Computer Interaction, HCI International
2016, will be held jointly with the affiliated conferences in Toronto, Canada, at the
Westin Harbour Castle Hotel, 17–22 July 2016. It will cover a broad spectrum of
themes related to Human-Computer Interaction, including theoretical issues, methods,
tools, processes, and case studies in HCI design, as well as novel interaction
techniques, interfaces, and applications. The proceedings will be published by
Springer. More information will be available on the conference website:
http://2016.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2016.org

http://2016.hci.international/ 

http://2016.hci.international/
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Abstract. Elderly people face problems when using current forms of Human-
Computer Interaction (HCI). Developing novel and natural methods of interaction
would facilitate resolving some of those issues. We propose that HCI can be
improved by combining communication modalities, in particular, speech and
gaze, in various ways. This study presents elderly speech-gaze interaction as a
novel method in HCI, a review of literature for its potential of use, and discusses
possible domains of application for further empirical investigations.

Keywords: Multimodal · Gaze · Eye tracking · Speech · Elderly · Interaction

1 Introduction

A significant advance in human history was the invention of reading: The invention that
the visual system could be employed for representing speech. The research in the past
several decades has shown that human visual system is active in speech communication
in various other ways, such as lip reading and silent speech (thus leading to the term
audio-visual speech). Human Computer Interaction (HCI) has a broader potential to
employ these modalities than it seems at a first glance. One example is the improvement
of Automatic Speech Recognition (ASR) by modeling contextual gaze behavior during
interaction. We propose that further improvement of HCI can be achieved by designing
interfaces for elderly speech and elderly gaze. In the following section, we present a
review of these two research fields to provide an interdisciplinary HCI background for
elderly speech-gaze interaction.

2 Impact of Aging in Communication and Interaction

Elderly individuals have developed resistance to conventional forms of HCI, like the
keyboard and mouse, therefore making it necessary to test new natural forms of inter‐
action such as speech, silent speech, touch, gestures, body and head movements, gaze
and emotions [1, 2]. In addition, elderly people often have difficulties with motor skills
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due to health problems such as arthritis. Therefore, small and difficult-to-handle equip‐
ment such as smartphones, may not be easily adopted. It is also known that due to aging,
the sensory systems, such as vision become less accurate, therefore difficulties in
perception of details or important information in graphical interfaces may arise. On the
other hand, current mainstream interfaces, most notably in the mobility area, are rarely
designed by taking into account those difficulties that elderly users may face. As a
response to those challenges, several devices have been specifically designed or adapted
for seniors in the telecommunications market (e.g. Snapfon Ez One, Samsung Jitterbug,
ZTC SP45 Senior, etc.).

The broadening of the age-group coverage in user interfaces is necessary given that
the population is ageing rapidly in many countries throughout the world, notably, in
Europe and Japan. The European Commission estimates that by 2050 the elderly popu‐
lation in the EU (European Union) will be around 29 % of the population. Accordingly,
it is hastily becoming necessary to create solutions that allow overcoming age-related
difficulties in HCI.

Elderly people who are connected to the world through the internet are less likely to
become depressed and have greater probability of becoming socially integrated [3].
Therefore, the internet and user interfaces that allow access to the internet are means for
people who want to remain socially active and integrated. In the recent state of tech‐
nology, however, technological and interaction barriers still do not allow seniors to take
a full advantage of the available services and content [1, 4, 5] despite that elderly popu‐
lation is the one that has been more rapidly going online [6].

Several research initiatives and supporting frameworks, have been paving the way
to close this gap, with Ambient Assisted Living (AAL) solutions for home and mobility
scenarios that have been positively evaluated with elderly populations [1]. We conceive
speech systems as a potential complementary solution for HCI usable by elderly
speakers, a group of users which has been found to prefer speech interfaces in the
mentioned scenarios [1, 7], but also facing limitations in their use due to the inability of
these systems to accurately model this population group.

2.1 Elderly Speech

The research literature on elderly speech characteristics does not provide a consistent,
general picture. The major source of the divergence is that aging increases the difference
between biological age and chronological age, whereas biological aging can also be
influenced by factors such as abuse or overuse of the vocal folds, smoking, alcohol
consumption, psychological stress/tension, or frequent loud/shouted speech production
without vocal training [8, 9]. Accordingly, it may be difficult to determine an exact age
limit for elderly speech. A usual assumption is that the ages between 60 and 70 are the
minimum for the elderly age group [10]. Putting aside the difficulties in the operational
definition of elderly age range, there exist specific levels of characterization that make
explicit the differences between elderly speech and teenagers or adults speech, such as
the acoustic phonetic level [11]. With increasing age there is a deprivation of chest voice,
general changes in frequencies, in the voice quality and the timbres. Changes in the
heights of vowel formant frequencies particularly occur in older men, not only for
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biological reasons, but also because of social changes. Moreover, a slower speech-rate,
greater use of pauses, elimination of articles and possessive pronouns, and lower volume
of speech are detectable [11–13].

Although being a stable characteristic when compared with the awareness and
emotional state of a speaker, human age influences the acoustic signal and the perform‐
ance of an ASR (Automatic Speech Recognition) engine, as several parameters of the
speech wave form are modified, such as fundamental frequency, first and second
formants [14], jitter, shimmer and harmonic noise ratio [15]. Those differences between
elderly and other user population influence the performance of human-computer inter‐
faces based on speech [16, 17]. This is because the majority of the methods employed
for ASR are data-driven. Most techniques (such as Hidden-Markov Models or Deep
Neural Networks) model the problem by establishing a generalization that allows infer‐
ring recognition results of unseen data. However, different speech patterns such as the
ones seen in elderly and children, which are not often used to train such models, cause
a decrease in performance of such data-driven systems. The typical strategy to improve
ASR performance under these cases is to collect speech data from elderly speakers in
the specific domain of the target application and train elderly-only or adapted acoustic
models [18–20]. Recent initiatives from the research community that have followed this
strategy, specifically for European Portuguese, French, Polish and Hungarian, that
targeted speech data collection and acoustic modelling towards the improvement of
elderly speech technologies in these language, can be found in the literature [4, 21, 22].

In summary, conventional ASR interfaces do not handle well elderly speech in the
recent state of technology. The ASR systems, if trained with young adults’ speech,
perform significantly worse when used by the elderly population, due to the various
mentioned factors as stated above, as well as in the relevant research literature [10].
A solution is to train the systems with elderly speech. However, considerable cost and
effort are required for these collections [22]. A complementary solution is to employ
modalities other than speech to support ASR. In the present study, we propose that gaze
offers this potential to support elderly ASR. The following section presents a brief review
of gaze characteristics in elder adults. We believe that this provides the necessary back‐
ground for using gaze to support elderly speech interfaces.

2.2 Elderly Gaze

Elderly population exhibits different gaze-behavior characteristics than both younger
adults and children in some respects. Compared to research on gaze characteristics of
younger adults and children, much less research has been conducted for elderly. In this
section, our goal is to present an overview of elderly gaze, in comparison to gaze in both
younger adults and children where applicable.

A general finding is the loss of inhibitory processing capacity by aging [23], as
measured by the so-called antisaccade task. The antisaccade task has been conceived as
a measure of general inhibitory control, specifically the control over gaze behavior. In
this task, the participant is asked to suppress the reflexive saccade at a visual target that
suddenly appears at the periphery of the acute visual field by performing a saccade to
the opposite direction of (i.e., by looking away) of the visual target. In particular, the
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saccadic reaction time (the time to onset of the eye movement) has been shown to be
negatively influenced by age. It has been also shown that elderly participants exhibit
longer duration saccades compared to both younger adults and children [24]. This loss
in top-down inhibition in elderly may also be observed in patients diagnosed with certain
neurological and/or psychiatric disorders [25]. The antisaccade task has also been
conceived as an index of cognitive processes, in particular working memory [26], thus
as a potential indicator of earlier stages of cognitive decline.

On the other hand, the research literature on aging has revealed that higher-level
cognitive abilities are less influenced by aging compared to sensory abilities. For
instance, it has been shown that visuospatial memory is not heavily influenced by aging
[23]. Similarly, elderly exhibit similar characteristics to younger adults in visual search
for targets that are defined by a conjunction of features (in contrast to children, who
exhibit slower performance in this task). The major difference between elderly and
younger adults is that the elderly have difficulty in moving attention from one item to
another [27]. This difference is usually attributed to elderly participants’ difficulty in
locating peripheral targets rather than a difference in the attentional system between
elderly and younger adults [28]. The difficulty in locating peripheral targets is due to a
more general finding about the shrinkage in the useful field of view (UFoV, the area from
which useful information can be extracted) by age [29].

The challenges that elderly people face in reading processes also seem to be related
to the shrinkage in the useful field of view (UFoV). Reading comprises both foveal
processing (for acute visual processing in recognition of letters and words) and paraf‐
oveal processing (for detecting spaces between words, paragraphs, as well as a few
characters to the right of fixation) [30–33]. The previous research on elderly reading
shows that elderly readers have a smaller visual span than younger readers [34]. Masking
the foveal region by means of gaze-contingent eye trackers (thus asking the participants
to read parafoveally) results in a higher difficulty in elderly readers compared to younger
ones [35]. Moreover, a more symmetric visual span is observed in elderly readers. The
span in younger adults is asymmetric towards the right or left of fixation, depending on
the writing direction. In cultures with left-to-right writing, the span extends to the right
of the region, and vice versa for the right-to-left writing cultures. In both cases, the
challenge for elderly readers is parafoveal processing.

In the studies that present more complex stimuli than the stimuli of the antisaccade
task, such as a traffic scene image, the findings address a broader range of eye movement
parameters. For instance, in a driving simulation study, the results revealed that elderly
participants had more frequent fixations with shorter saccadic amplitudes compared to
younger participants. In terms of the scene viewing characteristics, elderly participants
spent more time on local regions where younger participants more evenly distributed
their gaze throughout the scene [36, 37], accompanied by decreases in elderly drivers’
peripheral detection [38]. A similar “tunnel effect (or perceptual narrowing)” phenom‐
enon is observed in elderly drivers in simulated driving context with increased
complexity, such as passing maneuvers [39].

These findings suggest that gaze-based interfaces can be used as an interaction
method for the elderly. The decrease in inhibitory control of eye movement and the
shrinkage in useful field of view (UFoV) by age indicate that a gaze-aware
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(i.e., gaze-contingent) interaction has the potential to facilitate visual search and
browsing by elderly by providing explicit instructions (e.g., attention attractors) towards
the periphery of the visual scene (such as, arrows and other graphical cues that show the
direction of the relevant region of interest on the screen).

Finally, there are further aspects of eye movement characteristics that we have not
touched upon in the above review. One is pupil size and dilation, which may be employed
for detecting emotional states of the participants, as well as cognitive processing diffi‐
culties. The general finding is that a smaller maximum dilation velocity characterizes
elderly gaze. Moreover, the resting pupil diameter is smaller in elderly compared to
younger adults [40]. Recent studies reveal that pupil size is also influenced by processing
difficulties in word recognition and response selection in elderly people with hearing
loss [41]. Given that elderly users exhibit different emotional patterns, such as the
tendency to favor positive stimuli over negative stimuli [42], elderly dilation may require
a different interpretation than younger adults, as a measure of users’ emotional state.
Further research is necessary to reveal the potential of these gaze behavior characteristics
in HCI. In the following section, we focus on specific methods of multimodal interaction,
which aim at improving elderly speech recognition by gaze.

3 Combining Eye-Gaze Information with Speech

Speech communication is usually a multimodal process in the sense that multiple sources
of information are used by humans and affect the way we interpret and issue speech
messages. For example, evidence that speech perception employs both hearing and
visual senses has been shown by McGurk [43] in 1976. In literature we also find studies
that show the use of contextual information such as head and full body movements,
gesture, emotions, facial expressions prosody and gaze in human-human speech commu‐
nication [44–46]. In this analysis we focus our attention in the advantages and disad‐
vantages of the combined use of eye-gaze information along with speech for HCI, since
the current literature suggests that a combined application of ASR and gaze information
can be used to improve multimodal HCI.

In 2008, Cooke and Russell [47] used the gaze information to change model prob‐
abilities of a given word based on the visual focus. In this study the authors assumed a
relation between eye movements and the communicative intent. Later studies from the
same authors towards noise robust ASR, suggest a relationship between gaze and speech
in noisy environments, a “gaze-Lombard effect” [48]. Also in 2008, Prasov and Chai
[49] examined the relation between eye-gaze and domain modeling, in a framework that
combined speech and eye-gaze for reference resolution. Their conclusions show that
eye-gaze information can be used to compensate the lack of domain modeling for refer‐
ence resolution.

Other authors of multimodal HCI have suggested that the use of gaze information
in web-browsing scenarios might provide substantial improvements [50]. This was later
verified by Slaney et al. [51]. Slaney et al. reported improvements in ASR performance
when accomplishing common browsing tasks such as making a dinner reservation,
online shopping and purchasing shoes, and reading online news. The authors used
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eye-gaze as contextual information in order to constrain the ASR language model. In
terms of the results, improvements of 25 % and 10 % word-error rate (WER) were
achieved over a generic and scenario-specific language models. A similar study was
conducted by Hakkani-Tür et al. [46] where a conversational web system was developed
for interpreting user intentions based on speech and eye-gaze. In this study improve‐
ments were also reported not only in predicting the user intention but also in resolving
ambiguity, a common technical problem in dialog systems.

Gaze information has also been found to be useful for spoken message dictation
scenarios [52–54]. In these studies gaze information has been used as a secondary
modality to help choosing between recognition hypotheses in a text entry interface.
Additionally, gaze is also used to support correction of speech recognition errors. In the
adopted interface model gaze partially replaces the use of the mouse in navigation func‐
tions, such as zooming through the presented recognition hypotheses, and for selecting
the correct word.

Recent studies also reveal that estimation of eye gaze based on facial pose can have
a positive impact in ASR [55]. Other related studies include the analysis of tonal and
segmental information, in languages such as Mandarin Chinese, [56], the study of
perceptual learning application in speech perception [57], the analysis of the interpola‐
tion of lexical, eye gaze and pointing models, which was performed in order to under‐
stand aspects of situated dialogues [58], and an in-car multimodal system, which uses
information from geo-location, speech, and dialog history, alongside gaze information
(estimated from face direction) to interact with the driver [59].

4 Discussion and Conclusion

The studies reviewed in the present paper reveal that eye-gaze information has the
potential to significantly increase performance of ASR when combined with speech.
However, it is not clear if this fact is applicable to persons of all age groups such as
children and elderly.

Analyzing the modalities (speech and gaze) in isolation, and starting by speech, the
literature findings suggest that current speech interfaces suffer from its generic modeling
approach, not specifically targeted for adult users. Taking into account speech for
different age patterns, would resolve this issue but with high cost and effort. As for the
literature on eye-gaze information, the studies suggest that it is possible to collect gaze
data from all age groups. There is also a fast paced evolution of eye-tracking devices.
The cost of desktop-mounted eye tracking sensors has significantly decreased in the past
few years, approximately by one hundredth. Although these eye trackers are not appro‐
priate for testing saccade metrics that require high accuracy, they exhibit acceptable
performance for spatial precision and accuracy, thus for fixation detection [60]. There‐
fore it seems plausible to consider its use for real-world scenarios. However, more
studies are necessary to have a better understanding of the impact of aging problems
upon interaction through eye tracking.

The studies also suggest advantages in the combined used of these modalities. For
example, they can be collected in a non-invasive and non-obtrusive manner
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(not considering mounted/wearable eye trackers) and allow for a natural interaction
with the computer or device. Thus, we believe that elderly could eventually benefit
from a multimodal interface based on the analyzed modalities. However, empirical
investigations are needed to understand whether a multimodal approach using eye
tracking and speech recognition would in fact introduce benefits in HCI with elderly
users. Recent research on eye movements and aging reveal that laboratory studies only
partly resemble the studies in the real world [61]. Therefore field studies are necessary
for testing the settings that are proposed in the present study. In particular, usability
studies of multimodal HCI scenarios based on speech and gaze gain relevance and can
provide useful feedback about the application of this sort of setups in real environments.

Future work will focus on conducting experimental investigations of the proposed
speech-gaze interfaces. This includes exploring novel scenarios such as: (1) the use of
gaze combined with speech in mobile scenarios (e.g. interaction with a tablet), which
take advantage of new technological solutions in terms of eye tracking; (2) to assess the
usability of such multimodal interfaces with users from different age groups, particularly
elderly users; (3) to extend the number of HCI tasks which benefit from the combined
use of speech and gaze, such as access to online content or interaction with assistive
technologies; (4) to understand which of these scenarios can be tackled with an ubiqui‐
tous and affordable solution.
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Abstract. CAD Software such as CREO and SolidWorks are used to develop
mechanical parts and assemblies and do not explicitly support the function of the
feature, component, part or assembly. Therefore, the reasoning of why and how
a design is developed has not been incorporated into current CAD systems. At
the same time, CAD systems support sophisticated functions such automated
routing, modelling and simulation of dynamic and geometric properties and
design solutions tracking. In this paper we investigate (a) to what degree CAD
tools have advanced beyond drafting tools to include cognitive supports that
facilitate problem solving and (b) which possibilities exist to enhance CAD with
cognitive tools that with focus on the intersection between cognitive psychol-
ogy, interaction design and design engineering remain unexplored.

Keywords: Engineering design � Design reasoning � Design support � Design
cognition � Problem solving � Creo � SolidWorks � Functional fixedness

1 Introduction

Design engineers rarely have the opportunity to use algorithmic approaches, but solve
ill-defined problems with creative and novel solutions. For example, the design of an
Autonomous Underwater Vehicle (AUV), such as the Bluefin AUV used to look for
Malaysian Flight 370 that was lost March 8, 2014, requires thousands of design
decisions that are based on (often changing and poorly defined) customer requirements.
Mechanical components, electrical circuits, computer code, and all of the connections
are interwoven by mechanical, electrical and computer design engineers to create the
AUV. It is easy to see from this example that the task of the design engineer is not to
reproduce prior solutions but to develop a novel approach and a creative solution to
design an innovative, complex vehicle.

When conceptualizing design engineering as a creative problem solving process,
the question arises as to the underlying cognition, specifically, how information pro-
cessing of the design engineer can be supported during the development of solutions. In
addition to traditional drawing and sketching, CAD (computer assisted design) soft-
ware is a primary tool of design engineers to develop and articulate their solutions.
CAD tools are sophisticated and popular as computerized drafting tools but questions
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remain unanswered whether CAD applications support the cognitive aspects of prob-
lem solving. As early as 1989 [1] observed that CAD tools provide computerized
versions of traditional drafting and that these approaches had not yet realized the
possibility of supporting the design process beyond the mechanics of drawing. Fur-
thermore, he observed that CAD applications did not support problem solving and
solutions finding, specifically in the context of function based thinking, which is
instrumental to design engineering. In this paper we investigate (a) to what degree
CAD tools have advanced beyond serving as drafting support and include cognitive
tools that facilitate problem solving, and (b) which implementation possibilities
remains in CAD for cognitive tools that are supported by interdisciplinary research in
cognitive psychology, interaction design and design engineering. In addition to this
introduction and the conclusion, this paper has four parts. Part 1 is an overview of
problem solving including human biases and cognitive artifacts that impede ill-defined
problem solving. Part 2 is a review of that state of the CAD software and which tools
are provided, including possible cognitive tools. Part 3 integrates the cognitive psy-
chological findings with the state of CAD. Part 4 reviews the seminal study on function
based problem solving in the design process and presents research opportunities for
enriching CAD application with cognitive tools. We conclude that the state of CAD as
cognitive support tool for the design engineer is in its infancy and substantial cognitive
research of the design process and software development is still to be done.

2 Review of Cognitive Phenomena in Problem Solving

To answer the question whether CAD tools have advanced to include cognitive tools
that facilitate problem solving for engineers, we first present a review of cognitive
phenomena that apply to design engineering.

Developing a solution to an engineering task, such as to “build an autonomous
underwater vehicle that can do these things” is an instance of solving an ill-defined
problem. Unlike well-defined problems, ill-defined problems lack definition, which
may be a somewhat elusive goal or uncertainty how to reach a goal, i.e., not knowing
which necessary steps and what resources are available [2]. In design engineering the
lack of problem definition is expressed by a lack of specific or generic requirements
and uncertainty about the tasks that need to be performed to reach the goal. To support
the design process and productive thinking [3], strategies such as the House of Quality
model have been developed [4]. Such strategies encourage perspective taking and the
discovery of dependencies and expectations and tend to be paper or whiteboard based.
They are primarily used as communication tools between customers and the engi-
neering team and aide in defining the goals of the project but are less useful and not
intended to support creative problem solving during the design process.

2.1 Functional Fixedness

A well-studied phenomenon that occurs during ill-defined problem solving is a fixation
of the typical use of an object. For example, a hammer is made for hammering, a
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toothbrush for cleaning teeth, etc. Karl Duncker discovered the phenomenon that
people tend to limit the uses of previously encountered objects in 1945 and termed his
observation Functional Fixedness [5].

The research may seem dated but the phenomenon of functional fixedness persists
as an artifact of human information processing. Examples in recent history are the
terrorist attacks that occurred on September 11, 2001 in metropolitan areas of the USA
[6, 7]. Four planes (commercial jets, which are generally considered means of transport
for goods and people) were used as weapons and killed thousands of people. The
realization that the function of a plane is not limited to preconceived notions but that its
uses depends on the characteristics of the object, was obvious to the terrorist who used
the planes as airborne, target finding bombs.

Duncker’s original study investigated functional fixedness using ill-defined prob-
lems that required productive as opposed to reproductive, or algorithmic thinking [3].
For example, he invented the candle-wall problem, which is now well known inside
and outside of cognitive psychology. The problem description follows: Seated at a table
facing the wall, the participant is given a candle, a box of matches, a box of tacks and a
task: attach the candle to the wall so that it can be lighted and burn without dripping
wax.

This goal is clearly stated but how to reach it is unclear. The results of the study
indicate that participants, unless they are already familiar with the solution, tend to
struggle. However, when the matches and/or the tacks are on the table, rather than
contained in the box, the solution becomes obvious [5]: The box can be used as a
candle sconce that is fixed to the wall using the tacks. The critical observation of the
research is that problem solvers implicitly place limits on the functions of an object that
are related to its current use, context and prior knowledge. This is related to schema use
in cognition where a previously learnt framework guides recall based on a set of cues
[8, 9]. In this context cues are the current function or usage of an object which appears
to inhibit the exploration of alternative uses, i.e., functions or functionalities. By
making alternative uses of the object more obvious, i.e., taking the tacks out of the box,
problem solvers are more likely to find solutions.

2.2 Analogical Problem Solving

Research related to the obstacles of ill-defined problem that require productive thinking
have been also investigated in analogical problem solving. Analogical problem solving
refers to the transfer of a solution from one problem to another problem that seems
initially unrelated.

For example, [10] presented participants with a fictitious military problem. The
problem description follows: The only way to reach a fortress is by road. Many roads
radiate out from the fortress and each road is mined so that only a small number of
people can traverse them safely. A general is tasked to capture the fortress and plans
launch a full attack. Consequently, the number of people needed to take the fortress
exceeds the number of people who can safely traverse the roads. The solution to the
problem is based on a convergence strategy: Divide the troops into groups that are
small enough to use the roads safely, join forces at the fortress and make the conquest.
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After receiving the problem and the solution, participants were given another
problem, originally described by Duncker [5]. The problem description follows:
A patient is suffering from a malignant tumor but surgery is not an option. A high
intensity X-ray could destroy the tumor but at the same time would destroy to the
healthy surrounding tissue. A low intensity laser would preserve all tissue including
the tumor. Without surgery, is it possible to develop a procedure possible that destroys
the tumor without destroying the healthy, surrounding tissues? The solution is to use
multiple low power lasers that converge on the site of the tumor.

The results show 10 % of the participants who did not receive any additional
information or irrelevant information before the radiation problem, solved it. However,
75 % of the participants who received the radiation problem after studying the military
problem and receiving the convergence solution with a hint to apply the solution to the
next problem, solved the radiation problem. Without specific hints it appears that par-
ticipants have difficulty in noticing similarities between problems. Research [11]
suggests that failure to recognize the commonalities between the problems is the result
of deep vs. surface structure processing [12], where surface refers to appearance and
deep refers to an abstraction of structural organization. In the current study, the
impression that military strategy and cancer treatment seem unrelated prevents partic-
ipants to shift their focus from the surface to the common, deep structure of the problems
unless explicitly instructed to do so. The failure mechanism is simple: dissimilar
domains create different appearances (surface structures) and these differences imply
that the problems have nothing in common, hence analogical search is not conducted.

It appears that appearances, whether they take the form of a problem context or the
current usage of an object, lead problem solving to adopt a particular mindset (Ein-
stellung) [13]. This finding by itself does not seem surprising except that the conse-
quences extend beyond the laboratory, as seen in the 9–11 example.

2.3 Solution Fixation in Design Engineers

Similar to Einstellung and Functional Fixedness, solution fixation is a common cog-
nitive artifact affecting design engineers from the novice to the expert. Prior research
[14, 15] focused on professional mechanical design engineers and found that they
became fixated upon preliminary solution ideas and failed to consider alternative
design concepts. The phenomenon was seen both at the level of the overall design
problem and at the level of each individual sub-problem. In addition, [14, 15] observed
that if the designer discovered weaknesses in original design later in the process, they
were solved by ‘patching’ the design rather than discarding the idea and developing a
new concept. According to [14, p. 15]: “The first idea was almost sacred, and some-
times even highly implausible patches would be applied to make it work.” Similarly,
[16] in a study of pre-expert electronics designers observed that individuals rarely
generated and modelled alternative solutions but focused upon initial ideas that were
iteratively improved until they reached a state that was adequate.

In summary, previous studies indicate the design engineers “patch” and “repair”
solution ideas instead of questioning or exploring alternative uses of the parts and
assemblies they created. From an information processing perspective this means that
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design engineers tend to limit the functionality of the design elements to the originally
conceived design context. This is an instance of functional fixedness.

The findings that the problem context and the current object usage create cognitive
artifacts such as surface structure processing, solution fixation and functional fixedness,
are likely to have implications for the presentation and organization of CAD tools and
the way they are presented in a graphic user interface. Hence we proceed to the next
section which is a review of the state of CAD.

3 Review of CAD: SolidWorks and Creo 3.0

We reviewed current CAD packages that are the most widely used in the engineering
community: SolidWorks developed by Dassault Systèmes Solidworks Corporation and
CREO developed by Parametric Technology Corporation (PTC). Other CAD appli-
cations, such as CATIA, AutoCAD, Inventor and TurboCAD offer comparable
functionalities.

3.1 SolidWorks

SolidWorks is self-described as a user-friendly CAD program in that it offers a wide
range of real-time support in the form of interactive prompts, automatic button
descriptions, and tutorial options. Variations of the SolidWorks software packages offer
the user varied levels of design and analysis capabilities. They include standard 2D and
3D design capabilities, design and drawing interference checks, automated cost esti-
mation, and online parts and components library, as well as reverse engineering
capabilities and wiring and piping design tools.

Design Library. The SolidWorks design library structure relies on a variety of cate-
gorization methods of user solutions. The library is organized in a cascading drop-
down format with increasing specificity as presented in Fig. 1.

The design library contains a wide range of basic mechanical and geometric objects
that can be modified and built upon. These objects range from very basic washers and
screws to fairly complex injection mold bases and assemblies. The library incorporates
object and form-based cascading menu structures. Menu options can be categorized
into the following groups:

– Specific Objects: Object or assemblies of objects too complex to be generalized in
menus. Vendor libraries and SolidWorks add-ons offer a range of additional
complex objects. Examples are mold base, valve assembly, fittings, etc.

– General Objects: Objects (physical parts) are categorized generally. Each category
has its own more specific parts catalog. The library add-on called toolbox is also
organized in this manner. Examples are hardware, sheet metal, knobs.

– Forms: While less common, there are a few library menu options that are organized
based off of form. Examples are basic sheet metal forms, embosses, flanges, and ribs.

The library also contains a toolbox that has imported screw standards and sizes for 10
different countries. Also, the user has the option to add a file or object to the parts
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library. In addition, Partner Products
Online Resources provide functionalities
such as vendor libraries (providing
object prototypes), automated analysis
of the design geometry for piping rout-
ing and circuits, plug-ins for computer
aided manufacturing (CAM) and com-
puter numerical control (CNC) machin-
ing and sheet-metal designs. Perhaps not
surprisingly given the number of option
and contributors, the library does not
have a search feature.

Workflow Enhancements. SolidWorks
supports the drafting process with auto-
mation, such as auto-sizing and auto-
routing tools. For example, if the user
drags a generic flange onto an existing
fluid tank outlet, the flange automatically
sizes and forms into the type of flange
necessary to make the proper connec-
tion. The auto routing suggests the spa-
tial location where pipes and wires
should be positioned and can generate
piping layout after an inlet and outlet are
specified. An example of “designed by
software” is an image of an orthogonally
routed solution in Fig. 2.

SolidWorks also provides electrical wire routing tools. For example, the wire auto-
bundler can automatically bundle a group of wires and route them through a space
given a specified origin and endpoint, fixing the wires to structures for support as
needed. Moreover, the auto-routing wire feature can detect ports between components
that require wire connections. The software can then automatically add and route the
wire connections. In addition, SolidWorks offers software package that is specifically
for the design of electrical systems. This software platform is capable of importing
electrical schematics and components and converting the layout into 3D space with all
the necessary connections.

3.2 Creo 3.0

The Creo design platform is an evolution of the Pro/Engineer software. The software
lets the designer “perform analysis, create renderings and animations, and optimize
productivity across a full range of other mechanical design tasks, including a check for
how well the design conforms to best practices” [17]. Creo has a number of modelling
& simulation tools that assist the design engineer. Examples are: Simulate, a structural,

Fig. 1. SolidWorks design library cascade
menu [screenshot].
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thermal and vibration analysis tool for the evaluation of 3D virtual prototypes;
Mechanism Dynamics, a tool that enables the designer to simulate the forces and
accelerations in systems with moving components; Manikin Extension, a tool to test
designs against a number of quantitative human factors, workplace standards and
guidelines. Similar to SolidWorks, Creo 3.0 offers piping and cabling automation.
Other aides include a Tolerance Analysis Extension that analyzes geometric tolerances
to verify that components fit together correctly (Fig. 3).

CREO also has import/export compatibility with around 30 common CAD plat-
forms. CREO lacks internal tutorials but has a link to an online tutorial website. Some
of the content on the tutorial website is “how to” organized. For example, the home
page on the tutorial website contains instructional videos on how to: control tangency,
move and rotate, manage chamfers etc. In summary, CREO does not contain a built-in
design library and is compatible with wide range of CAD software programs, allowing
for access to many external libraries.

Design Libraries. The vendor libraries are extensive and are accessed on a broad
object-basis. For example, Creo links to a 3D model database of over 750,000 basic
CAD designs available for purchase http://www.3dmodelspace.com/ptc. Models are
searchable based on a two-tier menu of objects. Specifically, the 3D Model Space
database is hierarchically structured, from broad to narrow. Some of the sub-categories
within the menus are organized by type that can suggest the primary function of the
object. For example the selection, “mechanical components > springs” gives the user
the option of choosing from “compression spring, tension spring, and torsional spring”.

Workflow Enhancements. CREO Design Exploration Extension (DEX) saves critical
design mile stones to create design branches so the designer can move back and forth
between design alternatives; It is based on a design tree structure that allows for
alterations to a design while storing the original design files separately. The feature
variation is not automated and each version or change to the design needs to be created
by the design engineers. A related product, the Advanced Assembly Extension allows
critical design information to be shared with individual team members enabling them to
complete their tasks concurrently while working within the context of the full
assembly.

Fig. 2. SolidWorks’ auto-route feature [tutorial screenshot]
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4 Relating Cognitive Psychological Findings to CAD

CAD systems have made strides over the last 25 years to make the designing of
products easier and more intuitive. Companies have been integrating new analysis tools
and automation into their products to aid the designer (e.g., Solidworks’ fluid flow
analysis, and AutoRouting and CREO 3.0’s Design Exploration Extension that pro-
vides the capability to explore and save design alternatives without committing any
changes to the original model [18]). Whether or not these enhancements support the
solving of ill-defining problems during the design process remain empirical questions.
This section make provides an initial interdisciplinary integration by examining the
cognitive artifacts such as functional fixedness and problem fixation in the context of
SolidWorks and CREO 3.0 functionalities.

SolidWorks as a Cognitive Tool. SolidWorks is a highly sophisticated drafting tool
that supports 2D and 3D creation of design images, libraries that support prototypes of
objects to reduce the need for “drafting from scratch”, the automation of geometric
problems such as layouts and path design. It may be argued that such tools provide
cognitive support by reducing the workload of the user: they allow the design engineer
to construct less during object creation by selecting a prototype and to think less or
differently by disengaging from the solutions’ reasoning process by selecting from
automatically generated geometric solutions.

In the context of functional fixedness and solutions fixation, the interaction with
object organized libraries has the following implications for the information processing
of the design engineer:

The artifacts of functional fixedness seem to be preserved libraries that are orga-
nized by object type and to some extent by primary object use. Object types do not
prompt the user with usage options or alternatives and that they are organized by
primary use reinforces functional fixedness and lack of consideration for alternatives.
The current level of implementation does not provide the user with alternative func-
tions or usage of the object, or the capability to search by functionality. Likewise, since

Fig. 3. Online vendor library [3DModelSpace screenshot]
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functionalities are not available, cross-referencing of multiple usages for the same is not
an option. The question arises how functional fixedness can be alleviated in the context
of design libraries rather being reinforced.

The automation of solutions appears as a time saving innovation by alleviating
workload. However, it can be argued that this feature shifts the designer’s task from
creation and productive thinking to a selection task which may or may not be supported
by well-reasoned analyses to determine the best option. While automation may alle-
viate the fixation on a single solution, it introduces complexity and choice options
while detaching the engineer from the reasoning process. This raises the issue of
reliance and trust in automation and to what degree automation can reasonably support
the creative process of problem solving, without impairing human cognition. This topic
awaits investigation and implications for the design process are likely profound.

4.1 Creo 3.0 as a Cognitive Tool

CREO 3.0 provides a number of sophisticated modelling and simulation tools, as well
as vendor libraries and workflow management. It includes automation features and
libraries similar to SolidWorks and the implications of these features for the occurrence
of Functional Fixedness, creativity and reasoning need not be duplicated here. In
addition CREO offers the Design Exploration Extension (DEX) a version tracking
system that allows the designer to move back and forth between design alternatives; it
seems possible that the facilitation of version tracking and the ability to preserve and
track multiple solutions unencumbers the design engineer who wishes to explore
alternative solutions without losing track. In that sense, DEX may alleviate working
memory limitations and aide retrieval. Moreover, the memory extension provided by
DEX could diminish the occurrence of solution fixation by implicitly supporting the
memory of design engineers and reducing the workload associated with managing
alternatives. Whether CREO users are less likely to exhibit solution fixation is an
empirical question.

5 Cognitive Tools for CAD Using Function Based Retrieval

To capture the basic reason of a design, the designer’s reasoning and design devel-
opment must be understood in addition to generic human information processing
artifacts.

Over the last 30 years, design cognition has been investigated by a small subset of
mechanical, industrial, and electrical engineers, and computer scientists who have
limited training in psychology. At the same time cognitive psychologists with limited
or no training in engineering have investigated creative problem solving. It is easy to
see that both research areas are highly related and that interdisciplinary investigations
would be positioned optimally to address the underlying questions of design cognition.
However, to date studies how to support the problem solving of the design engineer
using the CAD system remain scarce and the implementation of tools that aide
designers offers greater enhancements.
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It been argued [1] that to integrate design needs into a CAD system various
important aspects must be obtained and preserved:

1. The ability to track, capture and store design engineering concepts as they are
developed along with the design reasoning (e.g., why, how etc.);

2. The ability to track all design solution possibilities and supply comparisons and
advise, and have the ability to learn new solutions with the design engineer’s
assistance;

3. Standardized components are already are integrated in CAD systems (e.g., screws,
bolts, belts, bearings, etc.), but the potential functionalities of these components
need to be included and supplied with respect to their potential functionality;

4. The ability to retrieve any previously designed feature, part or assembly along with
known functionality and design reasoning (and design history) of a given a com-
ponent, and when new functionality is devised that this too is added to the com-
ponent’s stored database design reasoning information. In other words, the CAD
system must be able to obtain and preserve the design reasoning while the design
process is underway, while saved solutions need be retrieved to the CAD system
through the functional parameters of the design and be able to transfer the retrieved
solution’s information, and capture the reasoning or intent of the design during
development.

It is easy to see that design needs 1, 2 and 3 are mostly addressed by current systems.
With respect to need to retrieval (item 4), Wood [1] was the first to develop a function
driven mechanical design solution library that was capable of being implemented in an
object-oriented or relational database. This system was targeted as a design assistant
and advisor for the plastic injection molding domain, but was developed for other
applications such as sheet-metal or casting designing. Wood’s system (1) preserves the
information of interfacing features within the product’s database, (2) maintains a
database of features with their fundamental properties and corresponding functions
used by experienced design engineers, and (3) transfers the information within the
solution’s database to the design under development [1]. Wood also developed the
structure called a “function-object” that is used as the search tool for his developed
library that also serves to “maintain functional information of the solution that relates-
to or interacts-with other objects” [1]. Wood’s system documented plastic injection
primary feature selection from the functions that drive a product’s development or in
other words Form follows Function. As stated by [1, p. 2].

“The use of functions for the search for solutions is not new, prominent design
theory researchers have suggested solution library contexts revolving around complete
design solutions. Other researchers have investigated designing-with features by using
feature-based solution libraries… These investigations are relevant because they are
the first step towards designing with features, but they either have not made a complete
use of the functional attributes or have not modelled the entire solution in a functional
way.”

To summarize Wood’s findings, the capturing of the basic reasoning of how and why a
design engineer designs a product is necessary to fully preserve and document an
object or object assembly. Therefore, capturing design information and being able to
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reuse these objects through a retrieval system in a CAD system requires different types
of information transferal and preservation than those traditionally used. The design
engineer develops and retrieves solutions through functional properties, transfers the
retrieved solution‘s information, and consequently captures the design rationale or
intent of the design during development. This approach is likely to support analogical
problem solving and alleviate functional fixedness by preserving the reasoning and
making a variety object uses available during the design process.

Overall, it seems that much empirical research remains to investigate the complex
interaction between the design engineer and how to enhance CAD to provide optimal
information processing and problem solving support. In addition to the function based
design as a cognitive tool, other considerations that require investigation of the rela-
tionship between the representation of the design and design engineer’s actions must
take into account the aspects composing a design situation. For example a design
engineer’s design creativity using 2D or 3D shapes depends upon the discipline in
which the designer is trained [19]. Similarly, [20] noted that different levels of
abstraction (where cues for idea generation are represented) stimulate creative design
outcomes differently depending on whether the designer is an expert or a novice.
Additionally, different designers undertake design tasks in different ways ending-up
with different designs even when given the same design specifications, and the same
designer is likely to produce different designs at later times for the same specifications.
The relationship between design representations and design actions is complex. Con-
sequently, future cognitive CAD tools need to be sensitive to the diversity of experi-
ence, interpretation and goals of the users.

6 Conclusions

In the current paper we approached the complexity of the interaction between the
design engineer and the CAD package from a cognitive psychological processing
perspective. We conceptualized the design process as the creative solving of an ill-
defined problem and integrated cognitive psychological findings with the state of CAD.
Current software supports a number of design needs however it falls short of enhancing
design cognition during ill-defined problem solving. Wood’s function based reasoning
architecture is presented as an approach to a cognitive CAD tool that alleviate func-
tional fixedness and enhances analogical problem solving. Other interdisciplinary
research domain should address individual differences in experience, training, and user
goals. We leave the exploration of these topics to future papers and the implementation
of current and future research findings in the capable hands of software design engi-
neers as a somewhat ill-defined problem.
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Abstract. In the assessment of the inclusivity of products with interfaces for
digital devices, there are difficulty and validity issues relating the cognitive
demand of using and learning an unfamiliar interface to the capabilities outlined
in the population source data. This is due to the disparity between the types of
cognitive tasks used to create the source data, and those needed to operate a digital
interface.

Previous work to understand the factors affecting successful interactions with
novel digital technology interfaces has shown that the user’s technology gener‐
ation, technology prior experience and their motivation are significant. This paper
suggests a method which would permit digital interfaces to be assessed for inclu‐
sivity by similarity to known interaction patterns. For a digital device interface
task that contained a non-transparent or novel interaction pattern, then the
resulting cognitive workload could also be assessed.

Keywords: Inclusive design · Exclusion audit · Errors · Older user · Usability ·
Prior experience

1 Introduction

1.1 Inclusive Design

Inclusive design is a general approach to designing in which products and services
address the needs of the widest possible audience, regardless of age or ability [1].
Implicitly it recognises that ageing, capability impairment and disability should be
designed for wherever possible in the goods and services for use by the mainstream
population. It has been shown that adoption of inclusive design approaches during the
design and development of mainstream products and services can not only improve the
uptake for those with capability impairment, but also improve the user experience for
those who do not consider themselves impaired [2]. From the authors’ experiences it
seems that many people prefer tasks that require less of their capabilities (typically:
visual acuity, dexterity, cognitive ability) to be achieved successfully.
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1.2 Digital Interfaces

It has been recognised for some time that interfaces for technological devices can be
difficult to use, and particularly for older people. Docampo Rama [3] defined the tech‐
nology generations that cohorts of people fell into based on the dominance of a style of
technology interaction when those people were in their formative years. For example
someone born in 1930 would be considered to be a member of the electro-mechanical
generation, due to the dominance of this interface technology in their life experience
until age 25. In this paper, we shall use the expression ‘digital interfaces’ to refer to any
type of interface that incorporates electronic controls with an electronic display screen
(‘display style’ and ‘menu style’ interfaces) including the most recent style: touchscreen
interfaces. Interfaces for digital devices are continuing to become more prevalent
including for devices that previously were analogue, e.g. domestic heating thermostats
and timers, fixed line telephones, automobile climate controls, household appliances etc.
This prevalence does not come without a cost: some people find digital interfaces diffi‐
cult, and in some cases impossible, to learn and to use [4]. This is perhaps best summar‐
ised by Bjarne Stroustrup, author of the C++ programming language:

“I have always wished that my computer would be as easy to use as my telephone.
My wish has come true. I no longer know how to use my telephone.”

However, extrapolating the difficulties individuals face using digital interactions to
population exclusion is currently problematic, as the currently available tools are insuf‐
ficiently developed and population data sets inadequate to do so, although recent work
has attempted to fill this gap [5].

The University of Cambridge’s Inclusive Design Group within the Engineering
Design Centre (EDC) has developed a method of estimating UK population exclusion
[6] by reference to a UK nationwide disability survey which assessed the abilities of
over 7,000 randomly surveyed people [7]. However the current exclusion calculation
does not take into account the prior technology experience of the users nor their expect‐
ations and familiarity with the ever increasing possible number of digital interaction
types and styles [8]. For example, until the widespread adoption of capacitive
touchscreens on mobile devices, the idea of ‘swiping’ a screen to effect an event was
very unfamiliar.

The fragility of learning of newly acquired heuristic and procedural knowledge is
also not currently addressed in the exclusion calculator. These effects have a very strong
impact on the success or otherwise of the interactions that any user will have with digital
interfaces. Older users in particular, are likely to exhibit perceptual, sensory and motor
skill variability [5, 9] which will affect their interactions with technology devices, and
in particular technology devices which are new to them, and/or exhibit unfamiliar inter‐
action styles.

Exclusion Calculation. The proportion of the adult UK population who are unable to
achieve certain interactions due to degradation of perceptual and motor skill perform‐
ance can currently be estimated using the Inclusive Design Toolkit’s exclusion calcu‐
lator [6], by comparison of task difficulty to data collected in 1996/7, the Disability
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Follow-Up Survey [7]. For example, the exclusion calculator is able to estimate the
percentage of UK adults who would not be able to read a small sized font used on a
display by comparison to whether the task would be capable by someone who can read
a newspaper headline, a large print book, or ordinary newsprint. By use of similar
comparisons, the calculator helps estimate a prediction of the proportion of the UK adult
population excluded through the visual, hearing, thinking, dexterity, reaching and loco‐
motion demands of the interaction required to achieve a goal. This process has been
used successfully to estimate exclusion in categories as diverse as food packaging,
vehicle maintenance tasks, kitchenware and domestic appliances. However, the thinking
criteria used to create the dataset were developed to assess the consequences of cognitive
impairment on daily living, and consequently have little face validity to apply to inter‐
action with digital interfaces. For example, attempting to relate the extent to which
someone ‘who cannot watch a 30 min television programme and tell someone what it
was about’ affects their ability to operate a digital interface interaction element, is prob‐
lematic.

1.3 Difficulties with Digital Technology Interaction

There are many people with sensory and cognitive capabilities which are more than
sufficient to enable them to successfully interact in the non-digital world. However,
many of these people will struggle to use some forms of digital technology, such as
computers, tablets and mobile devices to varying degrees. For example, in a national
study carried out to assess UK population abilities only 72 % of 35–44 year old adults
were successful in carrying out a paper mock-up of a ‘number navigation’ task, and 85 %
were successful with the more common ‘select and confirm’ interaction pattern. Older
participants had substantially worse success rates, but the contribution of age related
capability impairments to this cannot be isolated [10]. A Microsoft survey from 2003,
found only 21 % of working age adults reported being able to operate ICT equipment
without difficulty [2].

Some users complain that digital technology is not for them, and hence that they
don’t want to engage with digital technology [11]. It is suggested that for people who
don’t have much digital interface ‘prior experience’, this perception is at least partially
true: they do not have the skill with the interaction patterns to engage with interfaces
that seem almost always primarily designed for people with a reasonable level of digital
technology experience.

In studies with older low technology literate people using digital technology, the
usual user performance measures such as time to task completion are not as important
as the ability for the user to be able to make error-free progress to their goal achievement
[4]. Error making tends to reinforce the negative feelings of confusion and stress, and
frequently puts the device into a state from which the user is unable to recover [13].

1.4 Interaction Design and Patterns

Interaction design (IxD) is the practice of designing interactive digital products, envi‐
ronments, systems and services [14]. It is closely related to the fast emerging disciplines
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of user experience (UX) design, which attempts to take a broader view of the content,
form and behaviour of interaction, and information architecture (IA), which focuses on
the navigational structural aspects of predominantly web design.

The individual interaction elements within interaction design are frequently referred
to as ‘patterns’, and has been a strong focus of interest for this research in the context
of older novice users. Zajicek [15] generated a pattern language for a speech system for
older people, and advocates the principle for communicating solutions to developers
and designers.

This approach has been adopted for use in interaction design for reasons of program‐
ming efficiency as well as user centred goals [16]. The major operating system manu‐
facturers, Microsoft, Google and Apple [17, 20] have released through their software
developer kits (SDKs) for external developers, their user interface guidelines which
incorporate some of their versions of interaction patterns, elements, user interface
elements. In addition, there are defined sources of interaction patterns for touchscreens
from Saffer [21], and basic gestural interaction patterns from Van Welie [22].

Despite the available advice and patterns from the Apple iPad Human Interface
Guidelines [18], Budiu and Nielsen [23] found that for applications written by devel‐
opers external to Apple, the implementation of the simplest touchscreen action, the tap
on an image, provided no less than five different responses on five different iPad appli‐
cations. The responses included hyper-linking to a more detailed page about the item,
flipping the image to reveal further images, enlarging the image, popping up a set of
navigation choices to no response whatsoever. From a novice older user perspective,
this does not sound encouraging; however it may be that as long as there is sufficient
prior experience and/or ‘exploratory desire’ to initiate a tap action and that the response
provides sufficient cues as to the available functions, this may provide a bounded route
to follow.

In interaction design the design pattern approach has great benefit from the user’s
perspective, as the interface elements and patterns (combination of elements) should be
used in a consistent way, which offers the opportunity for ease of recall once the user is
familiar, and the much greater chance that the user will be faced with a well-developed
interface. However, many interaction patterns exist – and as new technologies emerge
to permit their evolution, more are added, and in the un-regulated mobile device app
domain, human creativity seems to be the only limit to the novelty of new interactions.
Of course, for these novel interactions, and in particular the less transparent (both
perceptually salient, of obvious function, and operation) will require either trial and error
to have a chance of learning (and hence an interaction which is liable to be exclusive)
or prior experience of that learning to use successfully.

1.5 Other Methods of Predicting Interaction Issues

As most readers of this paper will probably be aware, there are a huge number of methods
available in the literature, in addition to almost certainly many more proprietary varia‐
tions used in industry, to enable an early view on the cognitive modelling methods (e.g.
GOMS [24]), heuristic evaluation or usability inspection [25], error identification
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(e.g. TAFEI [26]), understandability (e.g. cognitive walkthrough [27]), etc. of an inter‐
face design. It is not the purpose of this paper to critique the strengths and weaknesses
of each of these, other than to say that the exclusion audit process (and the proposed
prior experience addition) is most similar to the cognitive walkthrough method [27], as
it builds on a task analysis for a particular user goal, and requires an assessment at each
of those task steps.

2 Method Proposal

2.1 User Task Flow for Unfamiliar Interaction

When users engage in activities with unfamiliar interactions, it is quite common for them
to need to adopt trial and error strategies (for extreme examples see [13]), which do not
necessarily end in a successful outcome. Figure 1 shows a users’ task flow for a simple
temperature control task and an assessment of which of the visual, hearing, dexterity
and cognitive processes are required in each of the steps. For the cognitive assessment,
Rasmussen’s Skills, Rules and Knowledge (SRK) framework has been used to give an
indication of how much conscious activity is needed to be used to carry out each step
[28]. In this example, it suggests that the user will have to employ significant cognitive
resources when there is an incompatibility between the expected control appearance and
mode of operation, and the available controls and modes of operation. Where this
requires decision making in the Knowledge level, it is deemed that this will lead to
exclusion due to the errors that will be made. Future work in this area could look at
assessment of the cognitive demand of coping with this incompatibility, and determining
the exclusion based on population cognitive characteristics.

Figure 2 provides a structure for assessment of exclusion for a selected user journey,
building on the current process for exclusion calculation. Where the assessment process
needs to deviate from the conventional one, is when the task requires a digital interface
or digital interaction pattern to be used. At this point, the assessor needs to determine
the explicitness of the interaction for someone with no prior digital experience. If it is
not completely explicit (i.e. clear that this function is available, is likely to do the required
function and that the operation to invoke the function is obvious), then the assessor
would need to identify where such an interaction pattern were to normally reside in the
list of technology devices that are in the technology prior experience list [6]. If it is not
explicit, and not found in any of the technology devices listed, then it would be deemed
to incur ‘mainstream exclusion’, i.e. people without any impairments would need to
engage in a conscious trial and error strategy to have a chance of operating successfully.
Since this process is by definition very susceptible to errors, and there is no guarantee
of successful goal completion it is classified as a step causing mainstream exclusion.
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Fig. 1. User steps for carrying out an example digital interaction with the goal of increasing
temperature including Skills, Rules, and Knowledge framework assessment. Exclusion
assessment flow for digital interfaces.
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Fig. 2. Assessment steps for carrying out a digital interaction exclusion audit

3 Discussion and Conclusion

The exclusion audit technique has shown great potential to highlight not only the poten‐
tial issues, but also the potential magnitude of the consequences of those issues expressed
as a percentage of the UK population who are excluded from achieving that task step
[29]. In the digital interface arena however, there are many factors both from a user’s
perspective and the characteristics of a digital interface (in addition to the context and
scenario of use) that affect the potential for a successful task completion. The proposed
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method takes into account one of these additional factors: prior technology interface
experience, and attempts to link it to the exclusion calculator to extend its functionality
and applicability. The population data required to reference this does not yet exist,
however a pilot data set [6] has been created for the UK, and will need testing to check
to what extent the predicted exclusion is reflected in real user experiences. The potential
to evaluate the learnability of unfamiliar interfaces also exists as a further refinement,
but would require more detailed research to establish its viability.

Acknowledgements. This work was carried out in the University of Cambridge Inclusive Design
Group in the Engineering Design Centre.
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Abstract. Emerging technologies may impose barriers on groups of people or
even the whole society. These barriers are of a socio-technical nature and impact
the acceptance, adoption and use of technology. In this paper we investigate
Interactive Digital TV (iDTV) as an example of such emerging technology. We
identify and discuss socio-technical barriers that arise in the domain of iDTV. As
our method, we present, analyze and discuss a study of iDTV application design
situated in the real context of a Brazilian broadcasting company. News and docu‐
ments from the Brazilian Digital TV Forum portal were used to understand
external forces that act on Digital TV and the society. Our findings indicate that
iDTV acceptance is negatively influenced by project decisions that do not
consider socio-technical constraints, and also the beneficial of the “Socially
Aware Computing” perspective to propose design solutions that make sense for
stakeholders, including end users.

Keywords: Interactive Digital TV · Human-Computer Interaction · Socially
Aware Computing · Organizational Semiotics · Participatory Design

1 Introduction

When trying to access or use emerging technologies, people often face socio-technical
barriers that range from affordability to social and technical acceptance and that include
cultural and (socio-) cognitive aspects such as values and motivation. As Bannon [4]
argues, “the sophisticated and complex technologies available to us” can “confuse us—
or even worse, disable us”. These barriers have their roots in the outset of ideation and
design. Few theoretical and methodological references are available to inform design
and evaluation of emerging technologies in the scenario of a society mediated by infor‐
mation and communication technologies [10].

These barriers tend to increase when the design decisions to solutions are motivated
mainly by the interests of governments, industry and service providers in detriment of
potential benefits or drawbacks for direct and indirect users [6]. In situations where the
introduction of a new technology is imposed by norms and laws, the population may

© Springer International Publishing Switzerland 2015
M. Antona and C. Stephanidis (Eds.): UAHCI 2015, Part I, LNCS 9175, pp. 34–45, 2015.
DOI: 10.1007/978-3-319-20678-3_4



not be prepared to receive such technologies, especially those most in need, such as the
elderly, disabled, and people in unfavorable socio-economic situations [13].

In this paper, we discuss such barriers and show how they appear in a real design
context, how they are identified, influence design decisions, and how designers might
deal with them to minimize their impact. The background scenario of our study is inter‐
active Digital TV (iDTV) in the Brazilian context. Digital TV is an emerging technology
in Brazil and many other countries [14], and the Brazilian government considers it a
promising medium for the dissemination of information and for fostering social and
digital inclusion by reducing barriers that prevent the participatory and universal access
of Brazilian citizens to knowledge [5].

Our study is situated in the real context of EPTV [17] – a Brazilian broadcasting
company with an audience reach of more than ten million people. The study resulted
in a prototype for an iDTV application that aims at encouraging and motivating
viewers to interact with the TV. The main goal of the discussion presented in this
paper was to understand the challenges that arise during the design of an emerging
technology in a situated perspective. To understand challenges that are external to the
company we used documents and news available in the Brazilian Digital TV System
Forum website [14], an entity that brings together the main stakeholders concerned
with Digital TV in Brazil.

The paper is organized as follows: Sect. 2 introduces the background scenario of our
study, including the socially aware approach proposed to design an iDTV application
in the situated context of a TV show. Section 3 describes the study for identifying barriers
to be addressed during the design of an iDTV application. Section 4 presents the barriers
found in the study. Section 5 shows the design solution proposed by the EPTV team to
address the barriers found; it also presents and discusses the main findings from the
study, Sect. 6 presents our final considerations and directions for further research.

2 Background

Digital TV was launched in Brazil in 2007. The city of São Paulo was the first city to
receive the digital technology, which gradually extended to other cities and metropolitan
areas. However, in most Brazilian cities digital transmission is still being offered by a
few broadcasters, depending on the population density, market prospects and feasibility
inherent to local broadcasters [14].

The implementation of Digital TV in Brazil was conducted in collaboration with the
SBTVD Forum. The SBTVD Forum’s important mission is to support and stimulate the
standardization and quality assurance of the transmission and reception of digital signal
(e.g., audio, video and protocols) and data (e.g., iDTV applications). Moreover, it
promotes and coordinates technical meetings among receiver and transmission industry,
broadcasters, software companies, and also representatives of the research entities,
education and federal government that develop activities in Terrestrial Digital TV (e.g.,
technical, marketing, and promotional issues). The Forum is also responsible for an
information portal with news and documents, and it is the main communication channel
with the population [14].
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EPTV (Portuguese acronym for “Pioneer Broadcasting Television Stations”) is
affiliate of a large Brazilian broadcaster that is member of SBTVD Forum.
Currently, EPTV reaches part of national population that includes 300 cities with
more than 10 million people. EPTV provides for this region both regional program‐
ming (e.g., journalism, documentaries, programs, and regional advertisers) produced
by itself and national programming (e.g., soap operas and national journalism)
produced by its parent broadcaster [17]. For instance, EPTV produces the “Terra da
Gente” (TdG, “Our Land”, in English) program, which is focused on ecotourism,
regional cuisine and sport fishing [16].

Since 2007 EPTV has been producing digital programs with high quality of video
and audio. In 2008, EPTV began broadcasting its programming in the digital format to
some regions, which was gradually extended to all its regions. EPTV wants to add
interactive content associated with its various programs in order to increase the viewer
interests, and the first EPTV program to receive interactivity will be the TdG program.
Interactivity aims to add useful content to complement the program’s content, without
competing for the audience’s attention [17].

Aiming at promoting interactivity with TV as something that makes sense to all
stakeholders, and for addressing the complex challenges involved in design of iDTV
applications, we adopted a theoretical-methodological background that favors the iden‐
tification and understanding of the different forces that govern iDTV development at
different abstraction levels. Following we present the adopted referential.

2.1 Socially Aware Computing (SAC)

“Socially Aware Computing” (SAC) [2, 3] is a design approach that seeks to understand
the complex relationship of signs that govern an organization in its complex social
context in order to design a technical system that fits this organization. Therefore, Bara‐
nauskas [2] argues that the design of a system involves a cyclical, interactive and iterative
movement that begins with understanding the society in which the organization operates,
and then goes through the informal and formal layers of this organization towards
reaching a technical solution.

SAC is grounded in Organizational Semiotics (OS) [12] as the main theoretical
framework articulated with techniques from Participatory Design (PD) [15]. On one
hand, while OS provides artifacts that can look systemically for socio-technical
layers of an organization, on the other hand, PD allows different stakeholders to
discuss their concerns about the system in a participatory way. To understand the
organization situational context and the role of a technical system on it, the SAC
proposes workshops that bring together the main stakeholders, an heterogeneous
group of people who influence and are influenced by the system to be developed, not
only the end user [3]. In this sense, it is essential start with stakeholders from tech‐
nical (iDTV examples: engineers and technicians), formal (e.g., producers, journal‐
ists and designers) and informal layers (e.g., audience). Figure 1 shows the semiotic
onion and how SAC design approach acts on it.
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Fig. 1. SAC design approach

3 Practical Study

In order to identify barriers faced during the design of iDTV applications, we mainly
used two sources of knowledge:

1. EPTV workshops: 4 workshops conducted inside EPTV in order to design an iDTV
application for TdG TV program.

2. SBTVD News: Documents and news produced by the SBTVD Forum [14].

Inside EPTV, we conducted four participatory workshops grounded on SAC approach
[2, 3]. The workshops encompassed different design stages spanning problem clarifi‐
cation, solution prospection, requirements identification, content and prototyping ideas,
the creation of the user interface for the prototype, and prototype evaluations (see
Fig. 2). Ten workshop participants were directly involved in the problem domain,
including different profiles such as designers, engineers, researchers, TV program
director and interns. The interested reader may consult [7–9] for detailed results and
discussions related to these activities.

Complementing the knowledge from EPTV workshops, we reviewed news and
documents shared in SBTVD Forum website since 2008. In total, we analyzed around
700 news distributed over the 8 years. Some news are related to the locations where the
TV companies began operating in digital signal; and other news are about the status,
updates and decisions about Digital TV in Brazil and Latin America. The Forum website
has also the presidential decrees and technical standards (ABNT) on Digital TV. Docu‐
ments are open to public access, and were also used to identify barriers for iDTV appli‐
cations design.

These two knowledge sources (SBTVD Forum and EPTV workshops) feature infor‐
mation with different nature. On the one hand, the knowledge from the EPTV workshops
focuses on the barriers that a TV company may face on situational context that involve
from technical to social layers, including society. On the other hand, the knowledge
gained from the SBTVD Forum [14] website applies to technical and formal contexts
of the focal problem (iDTV application design); it considers all the necessary infra‐
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structure for production and transmission of Digital TV in Brazil, including iDTV appli‐
cations. For example, this infrastructure defines transmission constraints (e.g., types of
modulation), and the basic requirements (minimum and maximum features) receivers
must attend to receive the digital signal. This infrastructure also encompasses the entire
definition of protocols, languages and hardware configurations for the transmission and
reception of iDTV applications.

In the next section, we describe some of the barriers faced for designing iDTV
applications encountered during both EPTV workshops and analysis of new and docu‐
ments produced and posted in the SBTVD’s Forum portal.

4 Preliminary Findings and Discussion

This section presents and discusses barriers found in both contexts (SBTVD Forum and
EPTV workshops). Barriers marked with the letter “E” (External) came from the knowl‐
edge from SBTVD Forum, while barriers marked with the letter “S” (Situational) were
identified in the context of EPTV and came from the situational context.

Geographical Barriers (E): On December 2014, the SBTVD Forum reported that “the
Japanese-Brazilian digital TV system reaches more than 89 million Brazilians in 425
municipalities, including all the country’s capitals, according to the Ministry of Commu‐
nications” [14]. Brazil is the 5th largest country in terms of territory and population
(around 200 million people); 89 million people represent around 44 % of the population

Fig. 2. The design process as an instance of socially aware computing
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receiving the digital signal. This shows that 64 % of the population does not receive the
digital signal yet; this represents a barrier once people that do not receive the digital
signal will not be able to interact with iDTV applications.

Economic Barriers (E + S): Economic barriers prevent the viewer to receive the digital
signal and access television applications. According to news published in September
2014: “Public broadcasters receive government support, but private companies, which
are the vast majority, need resources to make the investment.” In addition, “the high tax
burden was also cited as an obstacle” and “30 % of the final value of the product is the
result of taxes. A reduction of the tax burden could speed the deployment of transmission
equipment in the cities” [14]. In summary, this kind of news shows that although 44 %
of the population are reached by the digital signal, only part of TV companies are trans‐
mitting digital signal to certain places.

For the Reception Industry there are economic challenges in order to develop high
quality receivers with a competitive cost. These receivers must be economically viable
for viewers but also have to be compatible with the Brazilian standard for Digital TV
(ABNT). In this regard, the industry has to customize production costs and also the
chipsets that compose the receivers.

For TV companies, new technologies also involve financial resources for develop‐
ment and for maintenance. The workshop participants commented that “it is not difficult
to find qualified professionals to develop iDTV applications, but to find resources to hire
employees to perform services that are outside the scope of TV company production
chain.” In this sense, investing in new technology should involve the prospect of finan‐
cial and knowledge return to the TV company.

Viewers also have to deal with economic challenges. In 2007, São Paulo was the
pilot city to receive digital signal. However, as reported in news published in September
2014: “1/3 of the São Paulo population still use tube televisions” in the analog version
[14]. News published in February 2015 report that the Federal Government created an
assistance program to distribute “digital signal receivers to families enrolled in the
assistance program”. There are government and industry forces to these receivers
“mandatory incorporate the interactive capacity” within their features [14].

Socio-Political and Socio-Cultural Barriers (E + S): Digital TV was influenced by
political strategies and presidential decrees that established the SBTVD. Among other
things, the SBTVD was created to “promote social inclusion, cultural diversity of the
country” and to “stimulate the research and development, and encourage the expansion
of Brazilian technologies and national industry related to information and communica‐
tion technology” [5]. Another objective, as reported in SBTVD Forum news published
in December 2014, is related to release of bandwidth used by analog TV signal so that
it would be possible to create the “infrastructure to support the sign for the fourth-
generation Internet (4G)” [14]. Thus, the iDTV in Brazil is an initiative of both govern‐
ment and industry, not necessarily a necessity claimed by society. Thus, these barriers
are limiting, although not preventing the design of iDTV applications.

In addition, the Brazil is a country with high level of socio-cultural inequalities. The
high diversity of users (regarding age, skills, gender, intentions, literacy, special needs)
may influence directly on the design of iDTV applications. In the EPTV workshops, the
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participants have argued that “considering the diversity of the target audience is an issue
that would hardly be treated”. These barriers improve the challenges to designing iDTV
solutions.

Technical Barriers (E + S): Infrastructure to digital TV should be flexible so that
different manufacturers (receivers and transmitters), TV companies and viewers could
use the digital TV according to their needs. This technical diversity ensures that manu‐
facturers produce receivers and transmitters of different types and a “set of essential
features required by devices” [1]. A technical barrier faced during design came from
iDTV receivers’ companies: to gain economic advantage, they produce devices with
limited processing and memory capacity. For the workshop participants “receivers from
some brands not are in accordance with Brazilian Digital TV standard”. Thus, “iDTV
applications may run incorrectly or even block the receiver”. For Kunert [11] other
technical challenge is related to the absence of input resources (keyboard and mouse).
In this sense, the application should have few resources and functionalities that would
enable users to interact with it in a pleasant way.

Kunert [11] also argues that every emergent technology suffers from a lack of refer‐
ences, processes and artifacts for supporting their design. For workshops’ participants,
designing iDTV applications is a novelty activity, and a design process to guide them
is essential to develop the first iDTV applications for TdG TV program.

The interactive channel, which is the communication channel between viewers and
broadcasters via the Internet, is not a reality for part of national population yet. This
problem comes from geographic and economic barriers and is directly reflected in the
technical solutions to be implemented for the design of iDTV applications. For example,
if the TV company wants to create a poll in order to identify the satisfaction of viewers
regarding a particular program, the interactive channel will be necessary. On the one
hand, while some workshop participants were against the use of the interactive channel,
on the other hand, other participants pointed out the usefulness and benefits of func‐
tionalities that might be obtained with the interactive channel.

Use Barriers (E + S): Workshop participants argued that “an iDTV application for the
TdG program must use features that the TV offers and should not need any additional
resource from viewers”. This barrier is directly related to economic barriers and diversity
of users that may affect users with different economic profiles.

An additional use barrier is the diversity of devices surrounding the TV, and
competing for the users’ attention. Currently, as devices are even more present in our
everyday lives it is difficult to build attractive solutions that are restricted to a single
device. Thus, analyzing the potentialities and resources from these technologies and
bringing these resources and knowledge can be a differential to design solutions that
have a good acceptance by their target audience.

Kunert [11] also mentions the lack of habit to interact with television content and
the usual presence of other viewers in the same physical space as habits of use from
analogical TV that impact negatively on iDTV usage.

Organizational Barriers (S): Workshop participants reported that “any iDTV televi‐
sion created by the parent company or subsidiaries must follow a set of premises that
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work as a pattern to be followed by the companies. These premises define constraints
on the layout type to be used by the iDTV application. Moreover, the participants defined
a premise that the application should complement the program content”. This barrier
partially limits the design options for an iDTV application. In this case, the participants
should propose creative solutions that attract the audience and do not disperse the atten‐
tion of conventional viewers.

Figure 3 shows the identified barriers according to the layers of the Semiotic Onion
it operates. For instance, while use and geographic barriers are located in the Semiotic
Onion’s outside layer, technical and organizational barriers are closer to the Semiotic
Onion’s core layer.

Fig. 3. Barriers mapped to the layers of the Semiotic Onion

5 Designing Solutions to Address the Barriers

In this section we present the solutions proposed by participants from EPTV workshops
to lower the barriers pointed out in the previous section. Figure 4 shows some elements
of a prototype of the first designed application. The design of the prototype was informed
by participatory workshops with the EPTV team. In the remainder of this section, we
use this prototype to illustrate design solutions that have been proposed by the partici‐
pants in order to address the identified barriers.

Geographical Barriers (E): To face geographical barriers, TV companies should have
access to the infrastructure of digital technology. Thus, new production and transmission
equipment must be purchased to replace analog technology. Currently, EPTV reaches
the full coverage area with a digital signal. Therefore, the design of an iDTV application
for the TdG program would not suffer from this kind of geographic barriers.

Economic Barriers (E + S): EPTV is a pioneer in the production and transmission of
the digital TV signal. Thus, the economic constraints come from the receiver industry
and viewers. Accordingly, some viewers still use analog technology or use digital
receivers that do not support the interactive channel. Thus, only some viewers are able
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to receive iDTV applications. In this sense, the TdG application being developed must
accommodate both users that want and can interact with iDTV applications and those
who cannot or do not want to interact with such applications. Receivers without inter‐
activity automatically discard data regarding applications and no action needs to be
performed. For viewers who have receivers with interactivity, workshop participants
opted for a discrete initial icon (see detail D in Fig. 4) that shows the iDTV application
is loaded into the receiver. In this case, a user action is required (e.g., press a remote
control key) for the application to open on television. Thus, users who do not want to
interact will not feel uncomfortable with an iDTV application opening without their
consent.

Regarding financial resources for the development and maintenance of the iDTV
application, the workshop participants stressed the importance of easy maintenance.
Thus, the application must be maintained by the engineering or production team without
the need to hire new employees.

Technical Barriers (E + S): The strategy adopted by the participants in order to deal
with limited processing and memory capacity during the application design was to
propose a simple application with clean layout and few images (see details A and B in
Fig. 4), compatible with the hardware performance. This application is also easy to
broadcast as it is small and will not require a large bandwidth. Furthermore, the iDTV
application must be able to automatically customize functionalities as Pool or Quiz after
identifying the existence or absence of the interactive channel. These functionalities
should be present or absent from the application interface depending on the existence
of the interactive channel.

To deal with the receptors that are not in accordance with the Brazilian Digital TV
standard, the workshop participants suggested that applications must strictly follow the
standard. Final application must also be tested in receptor of several brands before being
transmitted with the TdG TV program.

Fig. 4. Prototype screenshot

42 S.B. Buchdid



Socio-Political and Socio-Cultural Barriers (E + S): A social-cultural barrier is
related to diversity (cognitive, educational, physical, socio-economic, cultural) of
Brazilian viewers. In this case, the participants chose to work with few menu options
(to reduce cognitive load – see detail A in Fig. 4) and attractive features (for people with
high technology affinity – see details B and C in Fig. 4) to attract and motivate different
profiles of viewers. For instance, detail C in Fig. 4 shows a Fishing Game: a ludic game
to maintain attention from viewers while they watch the TdG TV program. In this case,
fishes will appear on the screen and the viewers must select a different remote control
key to fish them.

Use Barriers (E + S): Workshop participants established that “the remote control
should be the main interaction device.” Although the remote control presents several
problems regarding the lack of inputs and the difficulty of interaction, it comes with the
TV and everyone has access to it. In relation to concurrence with other devices, the iDTV
application must have mechanisms and features to attract viewers to interact and/or
attract the audience to the TV program. For instance, participants select contents (e.g.,
making of – see detail B in Fig. 4) and functionalities (e.g., fishing game – see detail C
in Fig. 4) that are essential for the TdG program.

Organizational Barriers (S): The participants decided to follow the constraints deter‐
mined by the parent company. For example, the layout on the screen corners is a sugges‐
tion from the parent company so that the application does not disturb users who want to
see the television content while another user is interacting with the iDTV application.
IDTV application content that complements the TV show with information was another
suggestion followed by the participants.

5.1 Discussion

Identifying barriers in the design of iDTV applications is fundamental to propose design
solutions compatible with the technology constraints and also with the interests of the
organization. In this study, we pointed out barriers of different nature and situated in
different levels (from technical to informal level) those were considered and influenced
the design of an iDTV application for the TdG program.

When these barriers are neglected, and when no design solutions are proposed to
minimize them, the end users may suffer the consequences. Minimizing these barriers
is a challenge for most designers of such applications. In this sense, design approaches,
such as SAC, can make the difference as there are dynamics that allow looking at the
problem from different perspectives and levels of abstraction. In this sense, to propose
solutions that made sense to all participants of EPTV workshops it was necessary to
involve different stakeholders in discussions. For example, the interactive channel,
which allows for direct communication between the TV company and viewers, is not
present in every viewer’s house. Thus, technical participants were against the use of the
interactive channel, while other participants, who enjoy new features, argued by the use
of the interactive channel functionalities to attract the target audience. A customizable
interface was the solution that pleased the two participant groups.
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The use of the SAC approach in a situated context seemed efficient and effective
regarding the identification of barriers and proposal of solutions to overcome them.
Some of these barriers (e.g., lack of human resources to create and maintain iDTV
applications) would only be identified in the real context of an organization.

6 Conclusion

In this paper we discussed the importance of identifying and considering different
barriers that may exist in the design of emerging technologies. We situated our discus‐
sions in the practical context of a Brazilian broadcast TV organization, where an iDTV
application was designed for one of its TV shows. The results presented and discussed
in this paper include the identification and situated discussion of the internal and external
barriers related to iDTV applications design. We organized these barriers according to
the different layers of information systems (informal, formal, technical). We furthermore
showed that the barriers influence the design of iDTV applications and indicated how
they might be considered during the design process.

Results showed that interaction design in this situated context does not involve only
the relationship between humans and computers, but also social, technological, political,
cultural, and motivational issues. Ignoring these issues during software design might
result in solutions that do not make sense to stakeholders and end users. Discussions
also pointed out the effective contribution of SAC to understand this scenario (audience,
interests and barriers) in techno-social dimensions. In addition, we argue that industry,
government and investors impose iDTV technology and its ecosystem, and decide on
solutions for their own benefit, neglecting the interests of the most important stakeholder
group: the end users’ who buy and use iDTV products. In this sense, adopting the SAC
perspective showed to be potentially beneficial to end users.

As further work, we intend to test the design solution with end users, and to verify
the application acceptance with the TdG TV program’s audience.
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Abstract. In Japan and developed countries, it has become aged society, and
wide variety welfare device or system have been developed. But these evaluation
methods of welfare device or system are limited only stability, intensity and
partial operability. Because of, it is not clear to determine the standard to evalu‐
ation for welfare device or system of usefulness. Therefore, we will attempt to
establish the standard for evaluation about usefulness for objectively and quan‐
titatively for including non-verbal cognition. We examine the relationship
between human movements and brain activity, and consider the evaluation
method of welfare devices and systems to measure the load and fatigue which
were felt by human. In this paper, we measure the load for sitting and standing
movement using NISR. We tried to make sure for the possibility of the quantita‐
tively estimation for physical or psychological load or fatigue by measuring of
brain activity using NIRS (Near Infra Red Spectroscopy). As results, when
subjects perform the movement task, the statistical significant difference was
shown in the specific part of the brain region.

Keywords: NIRS · EMG · Welfare technology · Useful welfare device
evaluation

1 Introduction

As it has been known widely, aging population in Japan and world-wide countries has
been increasing. Thereby the number of care worker has been increasing. Care is very
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hard work. Welfare devices and systems reducing a burden of the care work are required.
In this background, welfare systems and device are rapidly developing, and various
devices are manufactured based on the increased popularity of welfare device and
system. Also, the market of welfare devices and systems is expanding. However, the
evaluation method is limited respectively to stability, strength and a part of operability
for individual system or device. It means that evaluation methodology for usefulness of
them was not established. Therefore, we will attempt to establish a standard to evaluate
the usefulness for objectively and quantitatively on the basis of cognition such as phys‐
ical load, reduction of fatigue and postural stability. Especially, in considering univer‐
sality, it is necessary to measure human movement in daily life. Movement was not
measured by using particular device, but routinely-performed movement in daily life.

Recently, technology of measuring brain activity is progressed. Previous measure‐
ment apparatus limited subject’s posture and experimental condition. NIRS has little
such limitation in posture and the experiment condition. Because there was such
advantage, we used NIRS in this study (Fig. 1).

2 Experimental Method

2.1 Evaluation by Using NIRS

We measured brain activity during motion with the purpose of establishing evaluation
method based on generality (Fig. 2).

Subjects were six males aged twenties. They were asked to read and sign an informed
consent regarding the experiment. Measurement apparatus was NIRS (SHIMADZU CO.
Ltd products-FOIRE3000 [4]). Measurement region was at right and left prefrontal
cortex.

Measuring Brain Activity During Transfer with Standing Position (Task1). At this
measurement, the subjects used welfare device to perform transferring in a standing
position. In this measurement, subject sat on seating face of welfare device appeared on
the top of chair after raising hip until sitting posture in an invisible chair. Also, subject
performed inverse transferring from seating face to chair. Time design was rest(5 s),
task(10 s), and rest(5 s). This time design was repeated 30 times. Rest time is to stabilize
the brain activity. In the measurement NIRS, we have started to measure brain activity
of the subject becomes stable. Therefore, rest of the most first is least 5 s. It also applies
to the measurement of other experiments.

Measuring Brain Activity During Transfer with Sitting Posture in an Invisible
Chair (Task2). At this measurement, the subjects used welfare device to perform trans‐
ferring in a sitting posture in an invisible chair. In this measurement, the subjects sat on
seating face of welfare device appeared on the top of chair after raising hip until sitting
posture in an invisible chair. Also, the subject performed inverse transfer from seating
face to chair. Time design was rest(5 s), task(10 s) and rest(5 s). This time design was
repeated 30 times.
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In experiments of task1 and task2, operation of welfare device was performed by
operator other than subject. Before this measuring, subjects adjusted to transferring by
use of welfare device.

3 Experimental Results

3.1 Evaluation by Using NIRS

As the common result of all subjects, oxy-Hb tended to increase during task and to
decrease in resting state. Therefore, it was thought that change of hemoglobin density
due to task was measured. Figures 3 and 4 show trend of the channel in which significant
different was shown. Analysis was performed via one-sample t-test [5–9] by a method
similar to previous researches [5–9]. In this analysis, it was necessary to remove other
than change of blood flow due to fatigue. So, our method was mainly focused on resting
state to compare with the 1st trial and other trials of brain activity.

In task1, 1 and 2, each of sample data for analysis was 4 s after the task (Fig. 2). In
the t-test of the same task, we performed t-test with first time trial and other trial which
was from second times to thirty times, and examined relationship the number of trials
and significant differences.

In task 1, significant different could be found from the about 10th trials. Figure 5
show the region confirmed significant difference. In task 2, significant different could
be found from the about 10th trials too. Figure 6 shows region confirmed significant
difference.

At first, we performed t-test using 4 s during first trial and 4 s during other trials,
which were from second to fifteenth in same position.

Fig. 1. T-test of sample data in task1 and 2

Fig. 2. Measuring result of task1
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Fig. 3. Measuring result of task2

Fig. 4. Signififant difference of task1 (Color figure online)

Fig. 5. Significant difference of task2 (Color figure online)

Results of Brain Activity Measurements When the Load was Applied to the Subjects.
Analysis method was one-sample t-test of brain activity data as with above analysis.
Figure 7 shows the result of one sample t-test between first trial of rest data and another
trial of rest data. This analysis method was same with Fig. 2. Figures 8 and 9 shows the
result of one sample t-test with brain activity data of different movement in the same
number of trials. Red circle is the brain region that has seen a statistically significant differ‐
ence in 5 of 6 subjects. Yellow circle show the brain region that has seen a statistically
significant difference in 4 subjects. Green circle show the brain region that has seen a stat‐
istically significant difference in 3 subjects.
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Fig. 6. Result of one sample t-test between first tial and another trials when subjects had no
additional load (Color figure online)

Fig. 7. Result of one sample t-test between first tial and another trials when subjects had 5 kg
load (Color figure online)

Fig. 8. Result of one sample t-test between first tial and another trials when subjects had 10 kg
load (Color figure online)

In the both t-test, there were significant difference on the prefrontal cortex. These
results were similar to above experiments. However, significant differences were found
randomly regardless of the number of trials. As the cause of these results, there is a
possibility that t-test could not remove the changes in scalp of blood flow.
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t-test [5–9] by a method similar to previous researches [5–9]. In this analysis, it was
necessary to remove other than change of blood flow due to fatigue. So, our method was
mainly focused on resting state to compare with the 1st trial and another trials of brain
activity.

In task1 1 and 2, each of sample data for analysis was 4 s after the task (Fig. 4).
In the t-test of the same task, we performed t-test with first time trial and other trial

which was from second times to thirty times, and examined relationship the number of
trials and statistically significant differences.

In task 1, significant different could be found from the about 10th trials. Figure 9
show region confirmed statistically significant difference.

In task 2, significant different could be found from the about 10th trials too. Figure 10
show region confirmed statistically significant difference.

Next, we performed t-test with case of standing position (task 1) and sitting posture
in an invisible chair(task 2). In this analysis, significant different could be found at
prefrontal area(14ch, 17ch, 28ch and 32ch). Figure 11 shows region confirmed signifi‐
cant different.

4 Discussion

4.1 Evaluation by Using NIRS

In this experiment, we tried to measure quantitatively the physical and psychological
strain on the basis of brain activity. Also, we think that brain activity disclose human
cognitive including non-verbal. As a result, it was shown that there were differences at
brain activity due to number of trials and postural. In this time, analysis was performed
via one-sample t-test using sample of brain activity in resting state during task or after
task. Hence, analysis method was to remove disturbance such as body motion and
angular variation of neck to the extent possible although there was the possibility to
measure skin blood flow. Therefore, it was thought that strain due to tasks was quanti‐
tatively measured by being recognized significant differences. Also, in previous
research, it was reported to decrease in activity in the brain around #10, 11 [10], as the
result of measuring brain activity during Advanced Trial Making Test using PET [11].
Therefore, this result came out in support of previous research in no small part.

Results of Brain Activity Measurements When the Load was Applied to the
Subjects. As a step to make the evaluation method, we performed additional experi‐
ment, which is imposed to subjects the load other than using the welfare devices.
Significant difference was observed in the brain region similar to previous experiments.
And, each time the load increases, brain regions found statistically significant differ‐
ences became widespread. And, the frequency of showing the statistical significant
difference became the higher. We think that there are the possibility of happen this
results by the additional load.

Of course, it is necessary to increase number of subject at the present stage. In addi‐
tion, there are problems associated with experiment, number of subject, method and
measured region. However, in terms of being recognized significant differences at brain
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activity due to movement, it was thought to show useful result in evaluating quantita‐
tively daily movements.

5 Conclusion

In this paper, we tried to measure physical and psychological load with measuring brain
activity. And there were significant differences due to number of trials. In this experi‐
ment, analysis method was to remove disturbance such as body motion and angular
variation of neck to the extent possible by using the measurement result in resting state
as sample. Therefore, it was thought to show the useful result in evaluating quantitatively
load due to movement task by being recognized difference in brain activity caused by
number of trials.

Main purpose in this study is to evaluate physical load and fatigue quantitatively.
So, we tried to evaluate change of muscle load due to difference of motion by simulta‐
neous measuring with 3D motion analysis System and EMG quantitatively.

However, evaluation of psychological load is necessary, too. In terms of using
welfare device, prolonged use must be taken into account. In this case, it is important
to consider not only physical load but also psychological load due to prolonged use from
standpoint of developing welfare device and keeping up surviving bodily function.

Also, in previous research, separation between physical and psychological load has
been performed. But, our view is that there is correlation with physical and psychological
load. So, we tried to measure psychological load including physical one based on brain
activity and quantitatively evaluate both load.
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Abstract. Many new assistive input systems developed to meet the needs of
users with functional impairments fail to make it out of the research laboratory
and into regular use by the intended end users. This paper examines some of the
reasons for this and focuses particularly on whether the developers of such
systems are using the correct metrics for evaluating the functional attributes of
the input technologies they are designing. In particular, the paper focuses on the
issue of benchmarking new assistive input systems against a baseline measure of
useful interaction rate that takes allowance of factors such as input success/recog‐
nition rate, error rate, correction effort and input time. By addressing each of these
measures, a more complete understanding of whether an input system is practi‐
cally and functionally acceptable can be obtained.

Keywords: Interaction rate · Universal access · HCI · Input technologies · Error
rate · Assistive technologies · Acceptability

1 Introduction

Much of the research into Universal Access, both past and present, has focused on the
development of new and innovative assistive input device and interface design tech‐
nologies for users with functional impairments. It is widely accepted that the traditional
keyboard and mouse input arrangement does not serve those with a range of functional
impairments well [1].

For example, a person with severe vision impairment will experience significant
difficulties in using a mouse, not least because the feedback on the position of the cursor
on the screen is invariably visual only. Similarly, users with motor impairments will
typically experience comparable levels of difficulty, because of the challenges presented
in generating the quality of limb and digit control usually required to position a mouse,
click on its buttons or type on a keyboard [2]. Consequently, many researchers have
taken the view that perhaps a new input device/user interface arrangement [e.g. 3] or a
re-design of the device/interface [e.g. 4] may alleviate or remedy the difficulties faced
by many such users.

However, while the motivation for developing new assistive input and interaction
technologies is clear, the success of such devices has been mixed. It is still a common
problem that many of the new technologies developed rarely progress beyond the
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research laboratory. Of those that do, many end up simply collecting dust on shelves,
never really used to the extent anticipated by their developers [5].

There are many reasons why individual assistive input technologies suffer this fate,
but there are a few that are reliably useful indicators of the likely success or otherwise
of such developments. Jakob Nielsen, for example, has identified that the success of a
product depends on it meeting both practical/functional acceptability and social accept‐
ability criteria [6]. He defines practical acceptability as including factors such as cost,
reliability, utility/functionality and usability. Social acceptability considers factors such
as brand identity, stigma, etc.

There is a large body of work looking at usability theory and overall acceptability
of products and systems. This paper focuses on one aspect in particular, that of the
challenge of establishing whether the practical acceptability offered by assistive input
systems has genuinely been met.

It is accepted that one of the principal reasons for the failure of the uptake of these
new solutions is that their development has typically focused on the functional/technical
issues, i.e., getting the solution to work, often to the detriment of the softer/social issues,
i.e., does it meet the wants, needs and/or aspirations of the users [7].

It is also correct, though, to recognize that a failure to meet the practical acceptability
criteria will also translate to a failure of the product or system to succeed in the real
world. For assistive input systems, one of the major difficulties has been that the func‐
tional aspect of the development often only considers a narrow part of the interaction
process as the metric of success. In many cases, this is usually input recognition rate
[e.g. 8]. This paper explores the possibility of developing more complete measure of the
functionality of new input devices.

2 Functional Impairments and Computer Access

There are several approaches to categorizing types of functional impairment. One of the
most straightforward was inspired by the work of Card, Moran and Newell on the Model
Human Processor [9]. Effectively, they proposed a model of interaction that consists of
three elements:

(1)

In this equation, x, y and z are integers and  and  correspond to the times for
single occurrences of the perceptual, cognitive and motor functions respectively. It is
possible to categorize impairments along these lines of functionality.

Perceptual impairments are those that affect a user’s ability to perceive the state of
the world around them and are principally focused on the five senses. In the case of
computer access, the human senses of most interest are vision and hearing [10]. Indeed,
vision impairments have received arguably the lion’s share of research effort and also
have the most successful assistive technologies to facilitate better interaction, with
products such as JAWS achieving strong market positions [11]. Blindness and low vision
present challenges with most stages of human-computer interaction, from input actions,
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such as text entry and cursor control, to perceiving output, such as reading text on a
screen or interpreting a figure or diagram.

Cognitive impairments are those that affect the user’s ability to understand or respond
to the state of the world around them. Such impairments can include memory loss or
reduction, learning and communication difficulties and executive function limitations
[12]. It is often argued that cognitive impairments are the most “hidden” ones, since
their presence is often more difficult to identify and, once identified, to also diagnose.
However, they are beginning to be researched more frequently [e.g. 13] than, say, 10
years ago. Typical solutions can include personalized diaries and reminders for medi‐
cation and other reminders, assistive word processors for help with typing and dialogue
structures, etc. More innovative solutions include emotion and affective state recognition
to assist people with Asperger’s and forms of autism [14] and also deep question and
answer systems, such as IBM Watson [15].

Finally, motor impairments can create difficulties with both text entry and cursor
control in a typical computer interaction scenario [1]. Symptoms such as tremor, spasm,
restricted range of motion and weakened muscles can make both gross and fine motor
control a challenge [1].

Text entry assistance typically focuses on making keyboards more accessible
through physical assistance, for example adding keyguards, or using “soft” on-screen
keyboards or replacements, such as Dasher [16]. On-screen, soft keyboards are usually
activated by a dwell time function (in the case of a cursor control replacement system)
or some form of binary switch/scanning combination [5].

Cursor assistance can be in the form of adapted mouse replacement devices, such as
tablets or specially design mice/joysticks/trackballs [1]. One area of particular promise
is that of haptic assistance, such as through the addition of “gravity” to on-screen targets
[17]. Other approaches include adapting or altering the processing of the cursor input
stream to make targets more “sticky” by slowing the cursor down over the targets or by
fixing a mouse button activation to the location of the button down event, not the button
up one [18]. More radical solutions involve changing the input paradigm from the usual
windows/icons approach to that of using gestures for the input [19], for example.

As can be seen, there are many forms of functional impairments that can affect
human-computer interaction adversely and present specific challenges to particular
users. There are also many forms of potential assistance, each of which offer their own
particular combination of strengths and weaknesses. As discussed earlier, not all of these
assistive solutions are successful in the wild, so the question then becomes whether there
are more effective methods for identifying or predicting whether a particular solution
has a genuine chance of successful adoption by users in real world circumstances.

As regards determining the social acceptability of a new technology or product,
approaches such as focus groups, user evaluations, etc., would usually be used [20].
These methods are generally well understood and widely accepted. However, there is
less of a consensus on methods of evaluating the practical acceptability of novel inter‐
action technologies.
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3 Establishing a Measure of “Acceptable” Interaction

Most research papers addressing the development of novel input systems or interaction
paradigms usually focus on only one or two measures of success, principally the rate of
successful completion of a specified task, such as clicking on a target or producing a
particular gesture that is recognized correctly by the computer. While clearly a very
important measure, focusing on this metric only can lead to an exaggerated view of the
efficacy of the new input system/interface. There are other important factors to consider,
such as the definition of usability used by ISO [21]:

• Efficiency – i.e. the time taken and effort expended to complete a task.
• Effectiveness – i.e. the ability to complete the task.
• Satisfaction – i.e. user contentedness with the interaction.

Using these definitions, satisfaction is typically measured through user surveys, inter‐
views, questionnaires, etc., after completing a series of tasks using the new technology [7].
Efficiency is usually calculated by looking that the task completion rates and times. Meas‐
uring effectiveness involves looking at error rates and effort expended to correct for any
errors that occur as well as proportion of tasks completed [22]. However, while research
papers addressing the development of assistive input systems that include some form of
user evaluation with the prototype system usually include a summary of task completion
times (i.e. a variant of the efficiency metric above) and task completion rates (i.e. a partial
treatment of the effectiveness metric), it is less common to find an exploration of the
frequency of errors. It is even less common to find an analysis of the impact of those
errors, with some experimental designs not even recognizing the presence of errors.

Even in the comparatively rare instances where such analyses exist, it can be argued
that the final piece of the jigsaw is still missing – i.e. a comparison with an accepted
baseline measure. Fundamentally, even where the developers do such analysis, they
often fail to reflect on whether the assistive input system that they have developed meets
an acceptable level of interaction. It is all well and good to say that it takes x seconds to
complete a task, with an error rate of y %, but the real question is whether those task
completion and error rates are acceptable to the intended end users [23]. Basically, the
question that really needs to be asked is:

• Does this new assistive input system equal or outperform the other systems available
to the end users?

If the answer to this question is negative then that immediately casts doubt upon the
likely successful adoption of the system being developed by users outside of the research
laboratory. Fundamentally, if users can obtain better interaction rates using an existing,
and most likely proven, assistive input system then they are less likely to wish to switch
to a new or different one.

Even where the answer to the question above is positive, there is still a further ques‐
tion to be asked:

• Does this new assistive input system meet the full needs, wants and aspirations of the
end users?
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A simpler, more direct formulation of this question is:

• Is this new assistive input system good enough?

The reason for asking this second question is that for users with more severe impairments
there may not be a suitable or practical input system readily available. However, in all but
the most extreme cases, some form of input is usually possible through the use of simple
binary, i.e. on/off, switches and a scanning on-screen keyboard. Consequently, it can be
argued that the very minimum target for user acceptance of a new assistive input system is
that it should at least outperform the scanning/binary switch input approach.

3.1 Measuring Text Input

Text input is typically reported in terms of words per minute [e.g. 24]. It may also be
reported as characters per minute, if that is a more meaningful metric, such as when
typing rates are unusually slow or where a more detailed analysis is required [25].

However, defining a “word” is not straightforward. Many approaches simply
assume that a word is 5 characters in length, with a following space implicitly (5
characters) or explicitly (5 + 1 characters) associated with it. In many modern
systems, the impact of word prediction systems needs to be considered. It is not clear
how often users need to actually enter all 5 characters to make a word when a predic‐
tive system is also being used, thus raising a question over the calculations made
using the 5 or 5 + 1 assumptions.

There is a choice to be made over how to handle errors. Some researchers simply
choose to ignore that errors may exist, e.g. by not supporting or allowing error correction
in the design of the experiment. Others remove words with errors in them from the data
analysis. Neither of these are ideal solutions when looking at users with motor impair‐
ments where errors will most often carry a significant correction penalty, i.e. the amount
of effort required to correct any errors will be non-trivial, and also where the frequency
of errors can be expected to be significant.

Where errors are identified, they are typically reported through metrics that capture
deviations from the expected minimum, error-free input, such as Mean String Distance
(MSD) or Keystrokes per Character (KSPC) [26]:

(2)

(3)

where INF = Incorrect and Not Fixed character entries, IF = Incorrect but Fixed,
F = Fixing non-character entries (e.g. a backspace or other edit function) and C = Correct
character entries. Other measures are possible [26], but are not used as often as MSD
and KSPC.
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3.2 Measuring Cursor Input

The most common approach to measuring cursor input is to use a Fitts’ Law type
experiment. Fitts’ Law has undergone a number of modifications since first proposed
and one of the more common formulations is the Shannon one [e.g. 27]:

(4)

where a and b are constants and the Index of Difficulty (ID) is:

(5)

in which A is the distance travelled towards the target and W is the width of the target
along the direction of travel.

Although experiments have confirmed that Fitts’ Law can be applied to users with
motor impairments, there is again little explicit handling of errors. A more sophisticated
set of cursor measures has been developed to look at the detail of the quality of cursor
control [28] and these measures have been applied successfully to examine the quality
of cursor control for users with severe motor impairments [29]. Again, though, while
these measures can tell a lot about what is happening to the cursor input, they do not
necessarily help researchers and designers determine if the quality of the input is suffi‐
ciently good by themselves. There is a clear need for a baseline measure to compare
against.

3.3 Measuring Overall Interaction Rate

As can be seen from the discussion above, there are many ways of examining the details
of human-computer interaction. However, while those methods may make good research
tools, they do not typically answer the question raised earlier – specifically: is the input
system good enough?

To answer this question succinctly, a simple metric needs to be considered, one that
can help a developer or researcher know immediately if the new system is operating in
the correct ballpark. A likely candidate for such a measure is the bit rate of useful infor‐
mation transfer between the user and the computer utilizing the assistive input system.

An example of how such a calculation can be made is illustrated by a gesture
recognition system [30]. In that experiment, users were able to generate a range of
possible gestures (the vocabulary). Rather than using a simple recognition rate, a
scoring system was implemented where correctly recognized gestures were scored as
+1, non-recognized gestures were scored as a 0 or null return and misrecognized
gestures were scored as −1 to reflect that a corrective action would be needed to fix
the error. The overall input samples gathered from each user were then normalized and
scaled to a range of −100 to +100 to remove any data collection inconsistencies.

That score was then combined with the vocabulary size and the time taken to produce
and recognize each gesture into a single measure, the bit rate of useful information
transfer between the user and the system:
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(6)

It can be seen from the formulation of Eq. (6) that a system scoring 0 or less will not
generate any useful bit rate since the user will be permanently trying to correct incorrect
inputs, which is intuitively correct.

3.4 Benchmarking the Interaction Rate

If the notion of the bit rate of useful information transfer is taken as the most appropriate
measure for benchmarking the practical acceptability of an assistive input system, then
it is further possible to establish a baseline to compare the bit rate against.

As discussed earlier, the most basic working input system for almost all users with
severe motor impairments is the simple binary switch used in conjunction with a scanning
on-screen keyboard. Each successful binary switch input will generate 1 bit of information
by definition. It is known from the work on the Model Human Processor [9] that for an
able-bodied user the typical response time to a stimulus is ≈ 250 ms, where the perceptual
response time ( ) ≈ 100 ms, cognitive cycle time ( ) ≈ 70 ms and motor response time
( ) ≈ 70 ms. Thus, if we assume no prediction, the idealized input interaction for an
able-bodied user would look something like:

(7)

where f(t) is the mean time for the scanning input to land on the option to be
selected. In the limiting case, and without the ability to predict ahead, the fastest
scanning speed possible is anticipated to be 250 ms per target. If standard able-
bodied performance parameters are used in Eq. (7), the mean idealized time per bit
of useful information using such a scanning keyboard is approximately
100 ms + 140 ms + 70 ms + 70 ms + 250 ms = 630 ms, giving a useful information
transfer bandwidth of (1/0.63) = 1.59 bits/s. For comparison, the bits rates seen for
the gesture recognition system used in [30] ranged from 0.56 bits/s to 0.77 bits/s.

Of course, the values used in (7) above were derived for able-bodied users. The
comparable values for motor impaired users have also been determined empirically [31].
Typical values for each of the Model Human Processor parameters were found to be:
perceptual response time ( ) ≈ 100 ms, cognitive cycle time ( ) ≈ 110 ms and motor
response time ( ) ≈ 110, 210 or 310 ms, depending on the severity of the impairment.
From these values, it can be seen that a baseline idealized interaction time for the binary
switch/scanning input is approximately 100 ms + 220 ms + 110 ms + 110|210|
310 ms + f(t). Note that f(t) may have to be varied to allow for the range of reaction
times, i.e. 320 ms, 420 ms or 520 ms depending on the severity of the impairment and
thus also the associated motor function time.

Consequently, using these assumptions, the best-case interaction rate for a user with
a motor impairment is (1/0.86) = 1.16 bits/s (based on   = 110 ms). For users with
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severe motor impairments, that rate decreases to (1/1.05) = 0.95 bits/s. It can be seen
from these calculations that the binary switch and scanning input outperforms the gesture
input system described in [30].

4 Conclusions

To improve the success of assistive input systems outside of the research laboratory, it
is necessary for researchers and developers to take a more sophisticated view of how
well the systems that they are developing genuinely meet the needs of the users. While
methods for assessing the social acceptability of such systems are widely understood,
although not necessarily undertaken, there is much more variability over the approaches
to measure the practical acceptability of such systems.

This paper has discussed the notion of focusing on a single measure, the bit rate of
useful information transfer, as a possible more sophisticated metric than measures such
as recognition rate. It has also introduced a method for establishing a straightforward
baseline for such a measure to be compared with.

The measure and baseline can be further improved – this paper proposes them as a
work in progress and not as a definitive set of baselines. For example, the scoring system
used in [30] could be modified to penalize incorrect recognitions further to better reflect
the effort required to correct an error. Equally, the approximations for f(t) in Eq. (7)
should be determined empirically and an error rate could be introduced. In practice, it
would be rare for a user to be faced with an unexpected choice for the scanning input.
An element of prediction and anticipation would usually be expected, where f(t) could
perhaps tend to significant reductions in the times used above.

Overall, though, the use of such a metric would help designers and researchers
understand the likely success or otherwise of a new assistive input system more clearly
than the metrics that currently prevail.
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Abstract. In a typical design process, the decision making process by which
desirable and predictive outcomes are achieved is clearly defined by problem
definition, goals and objectives setting, design criteria development, design solu‐
tion generation and evaluation of the solutions. In contrast, the current literature
on Universal Design typically jumps from Universal Design as an ideal and set
of principles to Universal Design as an artifact. Without interpreting Universal
Design principles into specific design criteria, it is not possible to understand
design intent, reliably evaluate design outcomes, replicate design processes or
outcomes, or generalize findings to other products and environments. In this
paper, an universal design process has been proposed and illustrated in a case
study of a universally designed voting system in which Universal Design has been
applied throughout the design process in a consistent and explicit way to produce
a desirable Universal Design outcome.

Keywords: Universal design · Design process · User interface

1 Introduction

Universal Design is a well-accepted concept for designing and evaluating products and
environments that are accessible to and usable by all people regardless of their abilities.
It has often been referred to more as a design process rather than a product/environment
itself [1]. Since it begins with considering all users, the outcome of universal design is
less stigmatizing because the design solutions would reduce or eliminate barriers so that
all users can use it without requiring additional device or service. The benefits of
universal design make it being used as an approach to solve certain design problems and
evaluate designs of products as well as environment, however, the process of how
universal design is applied to design decision making and evaluation of products is
vague. In contrast of everyday design process where an explicit design process is docu‐
mented through certain phases as problem definition, goals and objectives setting, design
criteria development, design solution generation and evaluation of the solutions [2], the

© Springer International Publishing Switzerland 2015
M. Antona and C. Stephanidis (Eds.): UAHCI 2015, Part I, LNCS 9175, pp. 64–73, 2015.
DOI: 10.1007/978-3-319-20678-3_7



UD literature fails to document a similar or even detailed design process that demon‐
strates how universal design informed design decision-making, what decisions were
made and why during the design process. Without a clear understanding of how UD
impacted the design outcome through the design process, there is neither a way for others
to understand how to apply or appreciate the value of universal design in making design
decisions or evaluating design outcomes.

From the design process perspective, Universal Design process is merely a process
of designing a product or environment. Thus, the process of Universal Design should
be no different than it in typical everyday design. In a typical everyday design process,
development of design criteria is a key step in the design process. Design criteria not
only reflect project goals, but also determine the starting point for the generation of
design solutions, guide design decisions and in some cases are used to evaluate how
well the outcome achieves project goals. To this extent, design criteria are the bridge
between project goals and outcomes. Compare to everyday design process, the docu‐
mented UD process repeatedly fails to provide information about design criteria and
other phases of the design process. Rather, generic Principles of Universal Design and
their associated guidelines are typically substituted for specific perspective or perform‐
ance-based criteria, leaving a wide gap between design intent and design outcome.
Without clearly articulated perspective and/or performance-based design criteria, there
is no way to make informed and replicable design decisions, determine whether design
goals have been achieved or reliably evaluate the outcome of the design process. In
universal design process, to ensure the design outcome being universal design as well
as meeting the project-specific design goals, design criteria should be explicitly estab‐
lished and how they impact design process throughout different design phases should
be documented.

In this paper, a case study of a universally designed voting system - EZ Ballot, is
used to illustrate how project-specific design criteria were interpreted from generic
universal design principles and guidelines. These UD-based design criteria demonstrate
how design decisions were made to meet the design criteria and how design solutions
were generated based on the criteria and clearly articulated design decision-making
process. Moreover, because design criteria transcend the UD Principles, they represent
the relationship between different guidelines within the same principle and the relation‐
ship between different principles. More specifically, the paper will demonstrate how
certain principles and guidelines are associated with different aspects of ballot design
(i.e., input, output and system logic), yet the design criteria are specific to one of the
three aspects.

2 Background

2.1 Application of Universal Design: Principles and Guidelines

Successfully applying Universal Design in a design process to achieve the desirable
outcome of design for all abilities can be challenging. First, universal design is a broad
concept that different researchers have interpreted it in different ways. It has been elabo‐
rated as an information society being more participatory, cooperative and sustainable,
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are based on a set of principles developed from both social and individual perspectives
in economic, political and culture dimensions [3]. It has also been elaborated as an
approach to allow people with disabilities to be able to use standard products because
they are generally cheaper and more accessible marketwise than those specialized prod‐
ucts [4]. Finally, it has been divorced from the typical everyday design process, often
being introduced toward the end of the process, which results in “extra” design features
driven by the consideration of “all people”. As a result, universal design features appear
as add-ons to a previously well-designed product [5]. Moreover, without a consideration
of universal design from the beginning of the design process, the potential for achieving
a universal design outcome that accurately reflects user needs is difficult [4] Like the
process used to create typical everyday design, the process used to create universal
design should be applied from the very beginning to the end, where it will contribute to
defining problems, setting goals and objectives, defining design criteria and evaluating
the outcome.

In operationalize universal design so it can be applied in the design process, seven
principles and sets of guidelines were developed by 10 experts in 1997 [6]. Nonetheless,
these principles and guidelines are intentionally broad and vague so as to be applied to
the design of any interface, product or environment. As a result, the application of the
principles and guidelines in any specific design necessitates the development of tangible
project-specific design criteria. The progressive interpretation of principles and guide‐
lines into design criteria/recommendations is illustrated in a design process focusing on
Universal Accessibility in HCI (Fig. 1) [7].

Within the world of information technology, design features are manifested as func‐
tionalities of a system (e.g., visual display or audio output). However, embedding
considerable functionalities does not ensure usability of the system [8]. Rather, usability
is defined by the characteristics of those features (e.g., high contrast display or loud
audio output). As illustrated in the figure, generic principles have been interpreted into
specific design recommendations that are not only tied to design features but also tied
to characteristics that direct how the feature is manifested. Based on this model, universal

Fig. 1. Progressive interpretation of principles and guidelines into design criteria/recommendations.
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design principles and guidelines can be applied to generate more project-specific design
criteria that could better guide the generation of design solutions to meet the project
goals. In addition, developing more concrete, project-specific design criteria would
make evaluation of the design more explicit since clear measurements have been estab‐
lished as in the design criteria.

2.2 Lack of Design Criteria Development in Universal Design Process

Although universal design has been extensively discussed in the literature at the concep‐
tual level of principles and guidelines, documentation of how universal design has been
operationalized and integrated into the design process is lacking. Clearly, the develop‐
ment of design criteria that articulate the specific characteristics of a design is a necessary
condition for operationalizing universal design. However, the literature is either silent
on the design criteria or criteria are insufficiently defined to determine whether the design
outcome is universal. Moreover, where the development of universal design criteria is
documented in the literature, it has been based on the needs of special populations, rather
than the whole population [9–11].

In addition, studies that documented design criteria were, most often, focused on
general recommendations for characteristics of generic design features such as large text
size and high contrast elements, without regard for the design context as a whole. As a
result, the design criteria are isolated from each other in terms of their relationship to
the different functionalities they are supposed to accommodate. These design criteria
have also failed to associate accommodations with project-specific context. For
example, in a study of designing mobile phones for older adults, [9] the functional limi‐
tations of older adults have been examined separately and design criteria which were
proposed to accommodate those functional limitations are only associate with one func‐
tionality each. This approach of developing design criteria overlooked the fact that to
complete most of the mobile phone use tasks, different functionalities will need to work
together. Focusing on accommodations of each individual functionality without asso‐
ciating them with task-related requirements and considering the interaction between
different functionalities can result in a set of insufficiently developed design criteria
which is only accommodating individual functionalities without considering how would
users complete the task. Furthermore, although the group of older adults is an good
sample to practice universal design with since they usually have multiple deficits of
functionalities, the design criteria developed from the studies of older adults do not
sufficiently imply that other groups of users have been included for a product or envi‐
ronment to be universally designed.

2.3 Universal Design-Informed Criteria for Evaluation

Universal design principles have not only been applied to the design process to achieve
more universally designed outcome, they have also been applied to the evaluation
process to assist users, designers, and researchers to assess the usability and inclusivity
of products and environments. However, using the generic universal design principles
to assess products does not provide sufficient evidence of a product being universally
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designed [12]. In addition, while such generic evaluation might determine the univer‐
sality of a design, unless it is linked to the characteristics of design features, the evalu‐
ation is not useful for modifying the design or informing the design of future products.

Linking Universal Design with specific design features and characteristics can be
very helpful for identifying ideal solutions to a design problem. The report, International
Best Practices in Universal Design reviewed standards from all over the world that were
used as design/evaluation criteria for to determine best practices of Universal Design
[13]. Using task-relevant scenarios to develop an association between specific design
characteristics (as the tangible manifestation of design criteria) and human functionality
to determine the usability of each design, the report was able to determine the extent to
which a set of design criteria was universal. Although it is merely the examination of
standards to identify the best practice of Universal Design, the methodology provides
insight into the way universal design can be seen as a set of considerations regarding
human functionality, task context and the design features/characteristics.

Another successful example [14] of applying universal design into the evaluation
process is an evaluation for universal building design in which experts from different
disciplines gathered to evaluate a building based on Universal Design principles. In this
case, experts were asked to apply the seven principles of universal design through a
consideration of tasks, human functionality and design characteristics to assess five main
categories of features within the building. As a result there were profound increases in
the number of usability issues found in the evaluation compare to the evaluation where
experts were asked to identify usability issues based only on construction drawings. It
has been proven, once again, that Universal Design can become useful to a great extent
when it is used in a way that tasks, human functionalities and characteristics of features
have been all taken into consideration.

2.4 Proposed Universal Design Process

Without the development of project-specific design criteria based on universal design
existing literature has failed to document how universal design can be operationalized
so that it can be applied to the design process. To overcome that shortcoming, the
Universal Design Process proposed here (Fig. 2) demonstrates how Universal Design
can be applied to design process through developing project-specific criteria based on
seven Universal Design principles. In the proposed process, the design criteria are
developed based on the consideration of not only the usability aspects (Principles 2–7),
but also the equitability aspect (Principle 1) of universal design. Principle one, which is
about equitable use, is the most important principle that distinguishes universal design
from assistive technology, accessible design or other usability principles. The unique‐
ness of universal design is the idea of providing the same means of use for all users is
embodied in principle one [15]. This should be considered through the design criteria
development phase to ensure that all users could be able to use the product or environ‐
ment that has been designed. In addition to that, the design criteria should be as explicit
as possible to associate with specific design decisions. The design decisions, in turn, are
typically represented by one or several design characteristics. Associating design criteria
with characteristics allows designers to deal with design problems in a more tangible
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and contextual way that it provides the opportunities to articulate the interaction between
different design features and characteristics according to the task context to maximize
usability for all. Compared to the existing universal design process in which design
decisions were guided by theoretical universal design principles/guidelines that served
as implicit (albeit generic) design criteria or criteria were developed to accommodate
human functionality individually without considering the task context, the proposed
process connects the theory of universal design to design decisions through the devel‐
opment of explicit design criteria.

Fig. 2. Proposed universal design process

3 Case Study: EZ Ballot

EZ Ballot is a universally designed voting system with multimodal input and output that
facilitates participation of voting by allowing voters to go through the voting process by
simply answering “yes” and “no” questions [16] (Fig. 3). It simplifies the voting process
conceptually that voters can vote on this system regardless of their abilities. The
proposed Universal Design Process was employed in the design of EZ Ballot to maxi‐
mize universality of the design outcome. In the design process, design criteria associated
with characteristics of features in the voting system were developed based on the seven
Principles (specify the version of UD Principles have been used for assessment) of
Universal Design. By linking design decisions with Universal Design Principles, the
design rationale was revealed through the illustration of the interaction between design
features and characteristics. Details of the interaction between design features and their
characteristics are described in the tables along with the principles from which each of
these design decision were derived. The design criteria have been embodied into the
relationship between the characteristics within a design feature as well as the relationship
between characteristics and Universal Design principles.
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Fig. 3. EZ Ballot, a universally designed voting system

In Table 1, screen layout is characterized by the detailed description of how the
layout is presented which includes the location of buttons, placement of progress and
candidate indicators, and the rationale of putting the most used “Yes” and “No”
buttons most accessible. Buttons are located along the edges of the tablet so that
people with vision loss or having a hard time of locating onscreen buttons will
benefit from it since once they have located the buttons they could use them comfort‐
ably by slightly moving their fingers from the edges to press the buttons, which is
derived by Universal Design guideline 6a and 7b about allowing users to maintain a
neutral body position and make comfortable reach to all components regardless
whether they are sitting or standing. The rest of design features and characteristics
(Tables 1 and 2) basically followed the same rule that characteristics are described
explicitly to explain how design features are presented and followed by the corre‐
sponding principles and guidelines that a characteristic is derived from.

In categorizing the characteristics and design features, it is interesting to note that
the characteristics associated with a feature are not always a characteristic of the feature
itself, but may be a characteristic that links a feature to the larger context. For example,
size, color and shape are characteristics of interface buttons, whereas the location of
buttons is a characteristic of screen layout at a larger scale. This relationship provides
designers and researchers a deeper insight of how different elements interact with each
other at different scales.

4 Discussion

Developing a clear association among design features, universal design-based criteria,
design decisions derived from the design criteria and design characteristics that result
from those decisions, illustrates how universal design can be operationalized within the
typical everyday design process. Within any design feature, different characteristics may
meet universal design principles in different ways. For example, the feature of
touchscreen buttons in Table 1 has five different characteristics such as being sensitive
to force, being big in size and so on that were derived from five different Universal
Design principles. It is the characteristics of design features that describe how Universal
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Table 1. Relationship between system input/output(i/o) features, characteristics and universal
design principles.

Feature Characteristic directed by Design Criteria Principle
/Guideline

Screen 
Layout 

Locating buttons by the edges of tablet 6a, 7b

Ballot Progress Indicator is on the top but with differ-
ent background color

3d

Candidate indicator is at the side of candidate box 3d

Most used “Yes” and “No” buttons are located by the 
sides of tablet

3d, 5a

Secondarily important “Help” and “Review” buttons 
are located at the corners of the tablet

5a

Touchscreen 
Buttons

Sensitive to force 6b

Redundant in icon, text and color 4a

Touchable Look (with colored background, text label 
and icon on the button)

3b

With big size 2c, 7c

Locations of buttons are left with enough space be-
tween each other

2c, 7c

Physical 
Buttons

It can be pushed down and bounce back to ensure the 
intentional input

5d

It can be push down and bounce back to give feed-
back of action

4a

Regular button look to offer affordance 3b

Audio Simultaneous with visuals 4a

Text Big in size and in high contrast 4c

Descending in size for different information 3d

Touchscreen 
Cover

With cut-outs to show locations of “yes” and “no” 
buttons

4a

Stylus Compatible with touchscreen 3b

Input Meth-
ods

Offering different input methods, i.e. touchscreen, 
stylus, physical buttons

2a
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Design has been applied, which is to say that the key of achieving a universally designed
outcome is to use Universal Design to inform design decisions on design characteristics.
By explicitly describing the characteristics of a design feature with related Universal
Design principles, it also allows other designers and researchers to examine the design
rationale behind the outcome so they can benefit from knowing how Universal Design
can be applied.
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Abstract. Point-and-click interface modalities are a pervasive method
of interacting with graphical user interfaces. Users of mouse-replacement
interfaces use alternative input devices to replace the mouse for pointing
and clicking. We present a comparison of click actuation modalities with
users of the Camera Mouse, a motion-tracking mouse interface. We com-
pare dwell-time click generation against detecting a single intentional
muscle contraction with an attached sensor (ClickerAID). A preliminary
evaluation was conducted as well as an in-depth case study with a partic-
ipant with the neuromuscular disease Friedreich’s Ataxia. The case study
shows modest temporal differences among the test conditions in move-
ment time and throughput, though the participant subjectively favored
the ClickerAID interface.

Keywords: Human-computer interaction · Mouse-replacement inter-
faces · Camera mouse · ClickerAID · Dwelling · Intentional muscle con-
tractions · Neuromuscular diseases · Friedreich’s ataxia

1 Introduction

Users of mouse replacement interfaces must perform two disjoint tasks while
using graphical user interfaces. These tasks involve first positioning the mouse
pointer (“pointing”) followed by selecting the user interface element under the
pointer (“clicking”). Here we investigate two alternative mouse selection tech-
niques in the context of a mouse-replacement interface: dwell-time selection and
single-muscle contraction activation.
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Fig. 1. CameraMouse dwell-time click configuration options. The feature tracking is
selected in the video window. The click configuration can select the dwell radius and
dwell time as well as single- or double-clicking.

Our investigation evaluates selection options for people who use the Camera
Mouse1 [1,7] – a computer-vision-based mouse-replacement interface that tracks
head motion to move a mouse pointer on the screen. The Camera Mouse allows
clicking via a configurable dwell-time selection. In order to use dwell selection,
the user must keep the mouse pointer relatively still over the target for a specified
period of time. Users with different motor abilities have varying levels of success
with dwell-time selection. Configuration options are shown in Fig. 1.

One common issue is the “Midas Touch” problem [5], the unintentional selec-
tion of a target. This can be due to a short dwell duration or to the user resting
or reading information on the screen. It is particularly a problem when a user
interface contains interactive elements that take up a large portion of a screen,
thus leaving only a few “rest areas” on the screen.

Another common problem with dwell-time selection is the inability to select
small user interface elements. This may be due to a dwell-time setting that is
longer than the user can comfortably maintain. In addition, users with involun-
tary motions may have difficulty holding the pointer still for any period of time.

ClickerAID [4] is an alternative selection modality. It uses intentional muscle
contractions to actuate a mouse event. It is not limited to any one particular
muscle; rather, the user decides what works best for him or her (eyebrow, jaw,
cheek, chin, etc.). This makes the system very flexible. The ClickerAID configu-
ration interface is shown in Fig. 2.

The user chooses a suitable muscle group that he or she is able to reliably
control (e.g., the brow muscle). The muscular activity of that muscle group
is acquired using a piezoelectric sensor in contact with the skin directly over

1 The Camera Mouse is freely available as a download at http://www.cameramouse.
org/.

http://www.cameramouse.org/
http://www.cameramouse.org/
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Fig. 2. ClickerAID configuration. The top window depicts the signal from the piezo-
electric sensor. Configurable threshold, offsets, and gains are used to control and tune
event actuation. The type of click functionality can be selected by the user. Image
credit Felzer and Rinderknecht [4].

the muscle and, in the brow example, kept in place with a flexible headband.
ClickerAID compares the intensity of the input signal to an adjustable threshold.
Whenever the threshold is exceeded, the software detects a contraction event and
executes a corresponding code segment (resulting in the emulation of a mouse
click). ClickerAID was developed to provide mouse click functionality based on
a previous system: HaMCoS (HAnds-free Mouse COntrol System) - which used
the same single-muscle actuation to provide all mouse functionality [3].

In the following sections, we present an evaluation of Camera Mouse’s visual
tracking of a user’s head motion combined with ClickerAID’s muscle contraction
actuation. With this combination, the Camera Mouse is used to position the
mouse pointer and the ClickerAID interface is used to actuate selection. This is
compared against dwell-time selection from the Camera Mouse alone.

2 Preliminary Evaluation

2.1 Participants and Apparatus

We performed a preliminary evaluation of dwell-time selection versus Click-
erAID selection while participants used the Camera Mouse. Ten participants,
five female, mean age 29, participated in the preliminary evaluation. Half per-
formed the dwell-time condition first, while the other half performed ClickerAID
first. All performed a baseline Touchpad condition last.

The interface test was conducted on a 13-inch laptop screen set to a res-
olution of 1366 × 768, viewed from a distance of approximately 2.5 feet. For
the Camera Mouse, a Logitech R© HD Pro Webcam C920 was used, and Click-
erAID was operated with the help of a headband sensor monitoring the muscular
activity of the brow muscle. The following Camera Mouse settings were used for
all participants: medium horizontal and vertical gain, very low smoothing, and
dwell-time click area was set to “Normal” and 1.0 s.
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Fig. 3. FittsTaskTwo - User interface test software highlights a target circle. When the
user clicks on the target, the next circle is highlighted. The test software is configurable
for different size targets and distance between targets. The overlaid arrows indicate the
order that targets are highlighted.

2.2 Procedure and Design

The preliminary investigation employed an interactive evaluation tool called
FittsTaskTwo2 ([6], p. 291). Users performed selection tasks that required them
to first position the mouse pointer over a target and then select the target before
moving to the next target (Fig. 3). We performed a comparative experiment
using this interactive tool to analyse the performance of users with the different
interaction modalities. A log file recorded the mouse trajectory and click events.

Each participant’s session contained four sequences of thirteen targets at
amplitudes 300 and 600 and widths 50 and 80 pixels. The main independent
variable was input method with the following three conditions:

– CM DWELL – Camera Mouse with 1.0 s dwell time,
– CM CA – Camera Mouse with ClickerAID,
– Touchpad – standard pointing method.

The experimental protocol therefore included 156 trials (3 × 4 × 13) for each
participant. The dependent variables were movement time (speed), throughput
(speed and accuracy – bits/s), error rate (%), and target re-entries.

2.3 Results and Discussion

The Touchpad baseline was clearly the better method for the dependent variables
movement time and throughput. The mean movement time was lower for the
Touchpad (1302 ms) compared to CM CA (2226 ms) and CM1000 (2609 ms). The
differences were statistically significant (F2,18 = 49.4, p < .0001). Bonferroni-
Dunn post hoc comparisons revealed significant differences between all pairs
(p < .05). See Fig. 4a.

For throughput (speed and accuracy), the Touchpad had a better mean
(2.10 bits/s) compared to CM CA (1.43 bits/s) and CM1000 (1.28 bits/s). The
differences were statistically significant (F2,18 = 12.3, p < .0005). Pairwise,

2 The software is freely available as a download at http://www.yorku.ca/mack/HCI
book/.

http://www.yorku.ca/mack/HCIbook/
http://www.yorku.ca/mack/HCIbook/
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Fig. 4. Preliminary evaluation: (a) movement time; (b) throughput, which combines
speed and accuracy. Error bars show ±1 SE.

CM CA had 11.7 % higher throughput than CM1000. Figure 4b summarizes
these results. Bonferroni-Dunn post hoc comparisons show significant differences
only between the Touchpad condition and the CM conditions (p < .05), but not
between the CM CA and CM1000 conditions. Nine out of ten participants had
faster movement time with CM CA than CM1000, and eight out of ten had
higher throughputs in those respective conditions.

For the accuracy measures, the dependent variable error rate again favors
the Touchpad baseline, while target re-entry favors the CM CA condition (see
Fig. 5). The Touchpad condition averaged 0.12 re-entries/trial compared to 0.10
for CM CA and 0.15 for CM1000. There was no significant effect on target
re-entries (F2,18 = 0.9, ns). Error rate demonstrated larger differences with
means of 3.8 % for Touchpad, 8.1 % for CM1000, and 10.8 % for CM CA. The dif-
ferences were statistically significant (F2,18 = 4.2, p < .05). However, Bonferroni-
Dunn post hoc pairwise comparisons did not show statistically significant
differences in either error rate or target re-entries.

Although CM1000 had slightly lower error rates than CM CA on average,
individual participant performance was not consistent in comparison to the
throughput measures. Some participants had larger error rates in one or the
other condition, while others had equal error rates. While observing the trials,
we noted that a few participants attempted to quickly click in the CM CA con-
dition without stopping long or at all, causing them to miss the target. In the
CM1000 condition the dwell-time clicking forced them to stop and hit the target.
With the Touchpad, some participants had zero errors, while others had errors
caused by inadvertently moving (i.e., dragging) the pointer while attempting to
tap the touchpad.

On subjective measurements, all but one participant said that the ClickerAID
was either “somewhat easier” or “much easier” compared to dwell-time clicking.
Almost all participants felt they had more control with ClickerAID and the
ability to intentionally click rather than waiting for a click to happen. Many
mentioned that it was difficult to keep the mouse moving to avoid unintentional
clicks and then to hold still in a small area to intentionally click. The one user
who preferred dwell-time clicking stated that the sensory feeling of the headband
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Fig. 5. Preliminary Evaluation - Accuracy measures (a) error rate; (b) target re-entries
(a low value generally means good cursor control). Error bars show ±1 SE.

made her uncomfortable and that she worried her face movements might trigger
an unintended click. This participant was not the same participant with faster
movement time or higher throughput in that condition.

Several years of experience with Camera Mouse users with various abilities
suggest that individual user’s abilities may be the determining factor in efficacy
and preference between the two click actuation modalities evaluated here. For
users of the Camera Mouse who have difficulty holding the head still to activate
the dwell-time clicker in a small region, the ClickerAID activation may provide
a more reliable and intentional activation option. However, users who have dif-
ficulty actuating the muscle required by the ClickerAID sensor may have better
performance with the dwell-time option. The preliminary evaluation included
only subjects with typical motion abilities.

3 Case Study

In addition to the preliminary evaluation with multiple participants, a case study
documenting the experiences of a single 44-year-old male computer user, the
second author, who has the neuromuscular disease Friedreich’s Ataxia, has been
conducted. The purpose of the study was to determine whether there are any
(objective or subjective) advantages for this particular user of Camera Mouse
with ClickerAID compared to the usual dwell method, or to the participant’s
ordinary pointing technique.

3.1 Apparatus

The study took place in the participant’s work environment. The click targets
were displayed on a 33-inch TV monitor, set to a resolution of 1920 × 1080,
viewed from a distance of approximately 2 feet. For the Camera Mouse, the
same webcam was used as in the preliminary evaluation, and ClickerAID was
again operated with the help of a headband sensor monitoring the muscular
activity of the brow muscle.
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(a)

(b)

(c)

Fig. 6. Experimental setup: (a) Camera Mouse window during the generation of a click
with ClickerAID; (b) view from behind; (c) trackball used as ordinary pointing device.

Figure 6 shows the entire setup. Figure 6a depicts the exact moment when
the participant raised his eyebrow to generate a click; the ClickerAID window
flashes red as a confirmation. The ClickerAID window is shown on top of the Cam-
era Mouse window, and normally illustrates the muscular activity of the brow
muscle as a green curve on black background. To interact with a PC, the second
author regularly uses OnScreenDualScribe [2], which efficiently replaces both the
standard keyboard and mouse with a small manually-operated keypad. He infre-
quently uses the trackball device depicted in Fig. 6c for pointing; however, to make
the case study as comparable as possible to the preliminary evaluation, this stan-
dard device was chosen as a baseline.

Furthermore, the second author is currently developing a pointing-driven
variant of OnScreenDualScribe for users who cannot employ their hands. The
idea is as follows. OnScreenDualScribe reduces operating the entire keyboard to
pressing just a few keys. Obviously, not all of those keys can always emulate the
same functionality. To remind the user of the currently valid associations, an
“avatar” of the keypad is displayed on screen. Making the buttons of the avatar
clickable naturally leads to a point-and-click keyboard replacement.

Compared to conventional onscreen keyboards, this extension has the advan-
tage of needing less screen space. In particular, users of non-manual mouse-
replacement interfaces might appreciate that they have to span smaller distances
between keys. Although being able (within limits) to use both hands, the second
author had the additional goal when doing the case study to look into poten-
tial benefits for himself and people with similar symptomatologies. The manual
device was the natural choice since the on-screen clickable version of OnScreen-
DualScribe requires external mouse control.
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3.2 Procedure and Design

The case study employed the same evaluation tool as in the preliminary eval-
uation. It consisted of two sessions, each containing four sequences of thirteen
targets at amplitudes 400 and 800 and widths 50 and 100 pixels. The main
independent variable was input method with the following conditions:

– CM1500 – Camera Mouse with 1.5 s dwell time,
– CM2000 – Camera Mouse with 2.0 s dwell time,
– CM CA – Camera Mouse with ClickerAID,
– Trackball – standard pointing method.

The experimental protocol therefore included 416 trials (2 × 4 × 4 × 13) plus
any sequence repeats. The participant’s subjective evaluation of the Camera
Mouse configurations resulted in the following settings: low horizontal gain, a
medium vertical gain, and high smoothing. He used these settings in all trials.
The difference between the two sessions was that the dwell-time click area was
set to “Normal” in the first session and “Small” in the second. The dependent
variables were the same as in the preliminary evaluation.

3.3 Results and Discussion

While developing the experiment, the participant tried shorter dwell times, but
these resulted in frequent sequence repeats due to unintended clicks. A zoomed
camera image was also tried, but the quick motion made it too sensitive for
accurate dwell-time clicking.

Despite attempts to configure the input methods to optimal settings, the eval-
uation may not lead to a clear outcome among the conditions. Results showed
better performance with the 1.5 s dwell-time setting of CM1500 compared to
the 2.0 s dwell-time of CM2000. Here, we will compare the better of the dwell-
time conditions against the ClickerAID condition. When considering the depen-
dent variable movement time, CM1500 had the lowest mean movement time of
5960 ms compared to CM CA (6713 ms, 13 % slower). For throughput, CM1500
again had the better mean of 0.488 bits/s compared to CM CA with 0.454 bits/s
(7 % less). Figure 7 summarizes the results of all four conditions.

When considering the accuracy of user input, the dependent variables error
rate and target re-entry favor the Trackball condition (see Fig. 8). The Trackball
condition averaged 0.375 re-entries/trial compared to 0.894 for CM1500, and
0.692 for CM CA. Error rate demonstrated the largest differences with mean
percentage of 1.9 for Trackball, 19.2 for CM1500, and 18.3 for CM CA. Pairwise
comparisons between the dwell-time and ClickerAID conditions shows CM1500
had 29 % higher target re-entry rate and 4.9 % higher error rate than CM CA.
The accuracy of the trackball is not surprising given that it was the slowest input
condition – it is a well-known trade-off that users make fewer mistakes when
given more time. In addition, since the pointer stops moving when the trackball
is not being touched, it’s likely that the user would not click the button when
the pointer is off the target – contributing to the low error rate.
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Fig. 7. Case Study - Temporal performance for the four conditions: (a) movement time;
(b) throughput, which combines speed and accuracy.

While differences in these four dependent variables were considerable, we note
that tests for statistically significant differences could not be performed given
that there was only one participant. The differences for movement time and
throughput were modest compared to those for target re-entries and error rate.

Subjectively, the participant preferred the ClickerAID condition, as it
demanded less physical effort than the trackball, while allowing him to “stay
in control”. This feeling of control was in contrast to the dwell-time conditions
where the user must wait for a click to occur, and is similar to what was noted by
participants in the preliminary evaluation. The difference in this effect is illus-
trated in Fig. 9. When using the Camera Mouse, the participant is unable to
keep the mouse pointer completely still; it is constantly moving, with sometimes
larger, sometimes smaller amplitudes. When near the desired target, the pointer
often drifts out of the intended area while – in the dwell-time conditions – waiting
for a click to be issued. When that happens, the pointer has to be repositioned
quickly, which regularly results in overcorrections. An extreme example is the
four circled targets in Fig. 9a. With ClickerAID, the participant does not have
to wait for a click to be issued by the dwell timer; instead, he can intentionally
actuate a click. This ability allows the participant to correctly actuate a click on

Fig. 8. Case Study - Accuracy measures (a) error rate; (b) target re-entries (a low
value generally means good cursor control).
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(a) (b)

Fig. 9. Staying in control: (a) Waiting for a click to be invoked while dwelling;
(b) intentional clicks in the CM CA condition.

Fig. 10. Several “strokes” needed to maneuver the mouse pointer from one target to
the next in the Trackball condition.

a target and move directly to the next target, as shown in Fig. 9b near targets
T3 and T10 and the path between.

Given that the participant in the case study is able to use both hands, it
might not have been expected that the Trackball condition would be so slow.
The loss of speed is related to the physical size of the trackball (about two inches
diameter); when moving across the screen, especially in the large outer radius
sequences, the participant usually needs several “strokes” to span the required
distance. This means that he must roll the ball all the way in one direction, then
lift his hand and move it back in the opposite direction, and then put his hand
down and roll again – very cumbersome. This pattern is evident in the path
between targets T3 and T9 in Fig. 10.
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4 Conclusion and Future Direction

The empirical evaluation in the case study indicates considerable difference in
movement time and throughput among the conditions evaluated, while much
larger differences were observed for the accuracy measures which favor the Track-
ball condition. Nevertheless, the subjective preference for the ClickerAID indi-
cates that the different clicking modalities may offer an improved experience for
people who use mouse-replacement interfaces. This subjective preference for the
ClickerAID over dwell-time was similarly observed in the multi-user preliminary
investigation. A further evaluation will expand the case study methodology to
a larger number of participants with a variety of motion abilities, which should
allow for statistical analyses across several users. An additional future direc-
tion may include the pointing-driven variant of the replacement tool the second
author is currently developing for users who cannot employ their hands.
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Abstract. We are presently seeing a rapid increase of tools for tracking
and analyzing activities, from lifelogging in general to specific activities
such as exercise tracking. Guided by the perspectives of collection, proce-
dural, and analysis support, this paper presents the results from a review
of 71 existing tools, striving to capture the design choices within personal
informatics that such tools are using. The classification system this cre-
ates is a contribution in three ways: as a standalone state-of-practice
representation, for assessing individual tools and potential future design
directions for them, and as a guide for new development of personal
informatics tools.

Keywords: Personal informatics · Quantified self · State-of-practice ·
Design choices · Classification

1 Introduction

The field of personal informatics, although unified by a common theme of indi-
viduals recording and analyzing personal data, remains quite heterogeneous as to
why and how this is done. This is especially clear when looking at the broad spec-
trum of tools used in personal informatics practices. On one end of the spectrum,
we find general purpose tools such as pen, paper, and spreadsheet applications
[23]. These tools allow for logging and analysis of most kinds of data but are
not designed for any one type of logging or analysis, and thus require significant
effort from the user. On the other end of the spectrum, we find highly customized
tools designed by expert users themselves (cf. [7]). These are very particular to
the individuals who created them, and trade a higher up-front time investment
for increased customizability, possibilities for insight, or simpler everyday use.

Motivated by the heterogeneity as to why and how individual recording and
analysis of personal data, this paper presents an analysis of current personal
informatics tools. As the range of available tools continues to grow, it is becoming
increasingly difficult to compare and contrast the available alternatives. This is
not only a concern for end user adoption of appropriate tools – it also holds
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concerns for the design of and research on digital tools supporting personal
informatics.

Establishing a common understanding of the field, determining the state of
the art, and identifying areas of opportunity, all depend on having clear descrip-
tions of key features of the design space. Consequently, there is a prominent need
for a consistent vocabulary which establishes a common frame of reference for
both analysis and design within personal informatics. We thus use our analysis to
define a classification system of digital personal informatics tools that describes
key similarities and distinctions among them. This classification system is a con-
tribution in three ways. One, as a standalone state-of-practice representation of
aspects that presently are emphasized in personal informatics tools, two, as a
catalyst for assessing individual tools and potential future design directions for
them, and three, as a guide for new development of personal informatics tools.

2 Central Aspects of Personal Informatics

Personal informatics is the primary term within academia to describe activities
aimed at self-understanding through collection and analysis of personal data.
As part of personal informatics, we include terms that are used synonymously
such as quantified self, self-surveillance, self-tracking, and personal analytics [23].
While personal informatics is certainly related to lifelogging it does not capture
the whole of personal informatics as lifelogging could be viewed as the act of log-
ging, rather than including potential interest in informing and adapting behavior
based on the analysis of the logged data.

In examining the available research on personal informatics, there is a general
consensus as to what the field is, regardless of the term used for describing
the area. The available descriptions are focused on describing the practice of
personal informatics, however, rather than what makes up a personal informatics
tool. The oft referred to definition by Li et al. [23, p. 558] is representative of
this: “We define personal informatics systems as those that help people collect
personally relevant information for the purpose of self-reflection and gaining self
knowledge. There are two core aspects to every personal informatics system:
collection and reflection.” Recent research [22,29,32,38] also regard collection of
data and analysis of this data that promotes reflection as central aspects. This
always yields participatory personal data [36] which is data accessible to the
subject it describes. We also see that these practices are distinct from tracking
that is not managed by the individual [4,36].

Furthermore, procedural support can be argued as a third central aspect of
support that has been left largely implicit so far. Such procedural support dic-
tates ways that the tool drives, controls, shapes, or otherwise strives to affect
the personal informatics practice. The goal with such procedural support is to
promote engagement, motivation, or goal commitment and fulfillment. As an
example of procedural support, the study by Bentley et al. [3] observed that
tool-provided interjections in the form of smartphone notification promoted
engagement through a significantly increased user logging frequency. Procedural
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support can take many shapes in personal informatics tools. Rewards provided
by the tool, such as performance-based badges, have been found to influence
people’s behavior [16]. In such cases, the tool has built-in notions of what con-
stitutes appropriate or beneficial behavior, quite similar to the design goals found
in persuasive computing (c.f. [15]). The overlap is apparent in some cases – such
as when Fritz et al. [16] refer to fitness trackers as both being persuasive tech-
nology and personal informatics tools. The design of personal informatics tools
has also been suggested to benefit from lessons from persuasive technology [23].
There can however be a conflict between promoting a specific type of behavior,
and embracing the “reflective capacities” [4] of users – and individual agency
may be denied through restrictive technologies [32].

3 Classifying Personal Informatics Tool Support

3.1 Procedure

In this study, our scope is to explore digital tools that have been designed specif-
ically to support personal informatics. This implies that we have limited our-
selves to tools that have explicit functionality for data collection and analysis
(thereby e.g. excluding pure visualization tools), as well as support continuous
use (thereby e.g. excluding snapshot analyses). The selection of tools for analysis
was made by combining the public list from personalinformatics.org [28] with
tools the authors already had experience with. This resulted in 71 current and
accessible personal informatics tools that were studied further.

Fig. 1. Approach to generating the classification system

To form our classification system, we analyzed individual tools according
to the open coding technique often used in grounded theory research [9]. This
meant that we started from the central aspects of personal informatics acting
as perspectives on our analysis of tools. This analysis was an iterative processes
(Fig. 1), wherein specific examples from tools enabled the identification of design
choices in these tools. Similar design choices were then grouped into overarching
dimensions. Emerging dimensions then informed further analysis of tools, result-
ing in additional refinement of design choices and examples, which subsequently

https://personalinformatics.org


88 F. Ohlin et al.

yielded additional dimensions, and so forth. This iterative process was repeated
until the dimensions reached a stable state, in the sense that further examples
did not yield additional design choices or new dimensions.

3.2 The Classification System

The process of analyzing specific personal informatics tools resulted in classifica-
tion system containing nine dimensions with a total of 53 design choices. These
are summarized in Table 1 and described below with example from well-known
tools. Relying on more well-known tools is a purposeful choice as these are more
likely to be known by readers also.

Selection of Data to Collect. Control over which data to collect varies among
current tools. In the most flexible of tools, this selection is completely user-
defined. An example of this can be seen in DailyDiary [10], which prompts users
on any custom-defined question. On the other extreme, the selection of data
may be predefined in tools that allow for no customization – such as collection
by hardware sensors (e.g. Withings Smart Body Analyzer [42]). It should be
noted, however, that updated display of collected data may give users a different
experience, even though the underlying data is the same.

There are also variants on user-defined selection which place some additional
constraints on how data selection is made. With predefined data types, the user
freely names what is being collected, but maps it to a particular data type
supported by the tool. The Reporter application [30] exemplifies this in using
the selected data type to customize the entry and visualization screens. Tools
may expand upon this by providing user-selectable list of options which are
preconfigured with name, unit, scale, and so forth. In the case of T2 Mood
Tracker [39], the user-selectable list is furthermore customizable, in effect yielding
a combination with the predefined data types. Additionally, tools may support
sharable configurations, where configurations not included in the tool itself can
be imported, possibly saving some user effort. In rTracker [33], users can import
and share ‘trackers’, which can be quite sophisticated, e.g. by including data
points calculated based on previous entries.

Temporality of Collection. There are four basic types of temporality in the
collection of data: continuous, session-based, single entries, and post hoc edit.
Continous collection is ongoing, requiring no interaction to maintain. Location
logging applications such as Moves [26], along with fitness trackers that are
always-on, fall in this category. Session-based collection implies that data is col-
lected over a period of time delimited by an explicit (and often manually con-
trolled) start and stop. Exercise tracking applications such as RunKeeper [34]
are typical examples of this, with collection only occurring during each specific
training sessions. Single entries are made at one particular moment in time, as
in self-survey applications such as Reporter [30]. Post hoc edit differs from the
other three types, in that it concerns modification of already entered data. In
Jawbone’s UP Coffee [20] application, this enables batch collection of several
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entries, which can then be backdated through the edit feature. The post hoc
edit may also be used to allow users that have forgotten to turn on for instance
a fitness tracker, the chance to enter estimated activities as such omissions may
otherwise prevent users from reaching goals they have set due to a handling
mistake during use of the tool.

Granted, in some cases it may be difficult to distinguish between the types
of temporality. Some tools that ongoingly (e.g. several times a day) prompt
the user for manual entry are in effect providing procedural support to collect
single-entries either in a continuous or in a session-based manner.

Support During Manual Entry. Tools that rely on manual entry from users
can provide various forms of support for this step. Although in some cases, no
support is given, such as with your.flowingdata. This tool relies on direct messages
via Twitter for collection, which inherently is free form text, separate from the
tool’s user interface. A simple form of manual support is previous entries shown,
exemplified by Joe’s Goals [21] where the collection and analysis user interfaces
are one and the same. Other tools support re-entry, either by making previous
entries selectable (e.g. Reporter [30]) or by suggesting previous entries through
autocomplete (e.g. Toggl [40]). Another form of making manual entry easier is
inline calculator, where simple arithmetic operations are added to number inputs
(e.g. Loggr [24]).

Different types of data can also be shown to assist the user in their manual
entry, possibly increasing the validity of the entry. The mood tracking application
Expereal [12] exemplifies two such forms of support, by showing both a personal
aggregate and a collective aggergate as the user is asked to input the current
mood. Another form of support is automatic calculation of derived value, where
part of the recorded data is calculated based on manual input and displayed to
the user. Such calculations could conceivably be done as part of later analysis
also, but tools such as rTracker [33] include the results of the calculation in the
collection stage as an aid for manual data entry.

Data Collection Control. The control over initiating data collection differs
greatly between tools, and inherently carries qualities of procedural support
depending on the design choice made. Tools such as e.g. i.strive.to [18] rely on
user-initiated collection, placing the responsibility solely on the user. To allevi-
ate some of the potential downsides of user-driven collection, such as the risk of
forgetting collect on, other tools provide procedural assistance. Scheduled noti-
fications remind the user at predefined intervals or times, and in the case of
rTracker [33] the user can configure multiple notifications of each type. Ran-
domized notifications also remind the user, but varies the exact times. In the
case of Reporter [30], this is described as a feature that facilitates more accurate
data through random sampling. Some tools also analyze user data to trigger
behavior-determined notifications. RunKeeper [34] exemplifies a simple form of
this through push notifications in the form of “Lets work out! You thought this
was the perfect time a while back. . . remember?”. Furthermore, RunKeeper also
supports social notifications, where the user is prompted to engage in an activity
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based on the explicit request of a contact. Finally, tools may use fully automatic
collection, such as what the location logging application Saga [35].

Form of Goal Setting. The form of goal setting is a central concern to tools
that strive towards behavior change, and dictates how the tool handles how user
goals are created. With manual goal setting, goals are handled separately from
the tool, meaning that it does not provide any explicit support (e.g. Loggr [24]).
One form of support is predefined goal types, where the tool provides a list of
goals it supports tracking towards, and lets the user select among them. Fitness
and activity trackers commonly have these, such as running a particular distance
over a fixed period (e.g. RunKeeper [34]). Some tools provide personalized goals,
where the achievement for reaching a goal is determined based on previous user
data. When starting Breeze [5], as an example, it uses the step count data
already available through the smartphone to generate a user-specific daily step
goal (which also continues to update).

Another form of goal setting is through crowdsourced goals, where goals
defined by others are available for the individual user to adopt. This is the core
model of Coach.me [8], which also uses shared goals as social objects around
which the users can interact. Default goals are also visible among the reviewed
tools, to which the user is automatically committed to rather than actively
reflecting on and subscribing to specific goals. An example of this is Fit Sim-
ply [13], which by default includes and tracks a series of challenges of (designer
defined) increasing difficulty. Expert plans, such as the “professional training
plans” of Garmin Connect [17], is also a form of goal setting, wherein a sequence
of steps or targets are prescribed.

Data Analysis Control. Analysis in personal informatics has traditionally
been user-driven, in that the user has responsibility in engaging with the col-
lected data. Many tools fall into this category, such as ChartMySelf [6], which can
track many kinds of data, but relies on users actively seeking out the analysis
interface. Some tools take on part of the responsibility, and provide notifica-
tions to check status. Breeze [5] does this through push notifications in the form
“Morning! Curious how yesterday went? We can shed some light!”.

Other tools go further and include pertinent information in the notifications
themselves. Jawbone UP [19] provides self-contained data notifications, e.g. “You
got 8 h 31 m of sleep last night, 106 % of your goal”, while Fitbit [14] provides
self-contained achievement notifications, e.g. “Nailed it! You met your step goal
for today.” These enable the user to get a status update without any further
interaction with the tool. Goal-keeping notifications are similar, but proactively
focused. Basis [1] supports these through alerts if the user must hit a daily target
to meet a weekly goal. A periodic report is more detailed than a notification, but
is still a self-contained representation of some aspect of user data. The Basis
weekly sleep email report exemplifies this.

Form of Comparison. Personal informatics tools can support comparisons in
different ways. A tool can have no comparison support, meaning that it provides



Personal Informatics: State-of-practice 91

Table 1. Design choices in current personal informatics tools

Dimension Design choice Example

Selection of data
to collect

User-defined DailyDiary [10]

User-defined (pre-defined data types) Reporter [30]

User-defined (quantitative only) Loggr [24]

User-selectable (from predefined list) T2 Mood Tracker [39]

Sharable configurations rTracker [33]

Predefined Withings [42]

Temporality of
collection

Single entries Reporter [30]

Session-based RunKeeper [34]

Continuous Move [26]

Post hoc edit Jawbone UP Coffee [20]

Support during
manual entry

No support your.flowingdata [43]

Previous entries shown Joe’s Goals [21]

Re-entry (selectable) Reporter [30]

Re-entry (autocomplete) Toggl [40]

Inline calculator Loggr [24]

Personal aggregate shown Expereal [12]

Collective aggregate shown Expereal [12]

Automatic collection of derived value rTracker [33]

Data collection
control

User-initiated i.strive.to [18]

Scheduled notification rTracker [33]

Randomized notification Reporter [30]

Behavior-determined notification RunKeeper [34]

Social notification RunKeeper [34]

Automatic collection Saga [35]

Form of goal
setting

Manual Loggr [24]

Predefined goal types RunKeeper [34]

Personalized goals Breeze [5]

Crowdsourced goals Coach.me [8]

Default goals Fit Simply [13]

Expert plans Garmin Connect [17]

Data analysis
control

User-driven ChartMySelf [6]

Notification to check status Breeze [5]

Self-contained achievement notification Fitbit [14]

Self-contained data notification Jawbone Up [19]

Goal-keeping notification Basis [1]

Periodic report Basis [1]

(Continued)
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Table 1. (Continued)

Dimension Design choice Example

Form of
comparison

None rTracker [33]

Top list Fitbit [14]

To projection Beeminder [2]

To facets of data Strava [37]

According to user-defined categories Toggl [40]

According to automatic categories Mint [25]

Subject(s) of
comparison

To self Drinking Diary [11]

To specific other RunKeeper [34]

To group Strava [37]

To collective aggregate Saga [35]

According to detailed demographics Fitbit [14]

Appraisal None (raw data displayed) rTracker [33]

Relative data Withings Health Mate [41]

General encouragement Basis [1]

Social encouragement Strava [37]

Abstract score (fixed) Nike+ [27]

Abstract score (customizable) RescueTime [31]

no such functionality beyond displaying the collected data (e.g. rTracker [33]).
Other tools allow for comparison according to user-defined categories. Toggl [40]
is one such example, where entries belong to projects which themselves can
belong to clients, i.e. a classification used for subsequent analysis. There are
also tools that support comparison according to automatic categories. This is
typified by Mint [25], which classifies expenditures of the user, placing them
automatically into categories.

Data can also be compared to projection – a core feature of Beeminder [2].
This allows the user to evaluate how current performance will progress. Some
tools break down data to support comparison of facets. In Strava [37], user
are automatically compared according to overlapping “segments” (where the
user can also create new segments which affect future comparisons for others).
Complete activities or entries can also be compared in top lists, exemplified in
Fitbit [14] through a seven day steps leaderboard.

Subject(s) of Comparison. Not only the form of comparison is relevant to
consider, however, as a separate dimension of comparison concerns with whom
the comparison is made. A tool may support comparison to self, such as Drinking
Diary [11] does when listing several personal averages (last 7 days, last 100 days,
etc.) alongside current values. Another design choice exemplified in RunKeeper
[34] is comparison to specific other, where “compare friends” is an option in the
reports page. There is also comparison to group where a specific set of people
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are included. This is visible when viewing a “Club” in Strava [37], for instance,
as members are automatically compared based on multiple aspects. Tools may
also support comparison to collective aggregate, concerning e.g. a generalized
average. Saga [35] does this by providing a comparison with its “average user”
over aspects such as “Time spent in transit each week”. Finally, comparison
according to detailed demographics allows for very specific comparisons. This
is a feature of Fitbit’s [14] premium service, which can give insights such as
“You are in the 33rd percentile of all men and women aged 35 to 44 who are
overweight”.

Appraisal. The appraisal dimension concerns ways that the performance visi-
ble in the user data is evaluated or judged. In instances where when raw data is
simply displayed, as e.g. rTracker does, the design choice is to use no appraisal.
Relative data is a form of appraisal where the current data is evaluated based
on previous performance. The Withings Health Mate app [41] does this in the
form of “:(Taking only 6235 steps is the least active you’ve been on a Wednes-
day”, where the sad smiley makes the desirable direction visible. Some tools
provide general encouragement not directly referencing user data, i.e. are based
on predefined designer interpretation of what is in the best interest of the user.
With Basis [1], when completing a weekly habit (i.e. a recurring goal), it remarks
“Keep on keepin’ on; clearly it’s paying off”. The risk involved here is obviously
that the predefined interpretation of what is good may not be as relevant to all
users. Other tools, such as what Strava [37] uses through its activity feed, allow
for social encouragement, where other users give positive feedback (e.g. by giving
a “like” or “kudos”).

Furthermore, evaluation of user data may be according to an abstract scor-
ing system. One variant of this, fixed abstract score, is represented by Nike+
[27] which uses “NikeFuel” as a portable measurement of physical activity. We
consider this as fixed because it is entirely determined by the tool (and in the
NikeFuel case even according to a secret algorithm). Another variant is cus-
tomizable abstract score, represented by RescueTime’s [31] “Productivity Score”,
which classifies user activities according to predefined but customizable cate-
gories, yielding a 0–100 score.

4 Discussion of Implications

In the previous section, a total of nine dimensions and 53 design choices found in
current personal informatics tools – indicating how user practices are enabled,
constrained, and shaped presently. It has previously been recognized that per-
sonal informatics places a strong emphasis on personal reflection [22,23,29,32,
38]. Aligning intentions of the individual with the design intentions inscribed in
the tools is therefore particularly important within personal informatics tools.
Failure to do so is likely to cause disruption in the self-reflection process, thus
causing breakdown in the central purpose of the tool use. The classification
system described in this paper represents a contribution towards the design of
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Fig. 2. Relating the classification system to the main perspectives

personal informatics tools by outlining the current design space. In itself, the
examples provided may also act as inspiration for researchers that are consider-
ing which tools to use in their own inquiries.

Three perspectives set the outer boundaries for the design space of personal
informatics: data collection support, procedural support, and analysis support.
As evident in the examples of the previous section, the specific dimensions within
these perspectives - depending on the design choices made - may result in the
dimensions starting to overlap the perspectives (Fig. 2). Notably, data collection
control and data analysis control contain examples of tools actively driving the
personal informatics process, i.e. clearly have procedural elements. With design
choices such as goal-keeping notifications and behavior-determined notifications,
a tool may proactively look to engage with the user to affect the user behavior
rather than simply monitor or analyze it. While such design choices are explicitly
trying to affect user behavior, procedural support can also be more subtle. By
supporting or promoting a certain form of goal setting such as Breeze’s [5] auto-
matically suggested personalized goals, a tool can also look to shape user behav-
ior. Similarly, by supporting a particular form of comparison, a tool emphasizes
aspects of the personal informatics practice and may push user behavior towards
these, similar to Strava’s [37] segments.

An important way of evaluating design choices in personal informatics is the
type of engagement with personal data that is promoted. As an example, con-
sider a traditional pedometer which simply displays the number of steps since
last reset. One can argue that just being aware of this number promotes a certain
kind of engagement, in that the user now has potential to engage with the data
though the choices of if, how, and when, remain with the user. The traditional
pedometer does not contribute with any form of appraisal, comparison, or proce-
dural support. In contrast, current fitness trackers may make such contributions
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in very nuanced ways. This ranges from making the numbers of steps relative
(e.g. to the previous day or an average), to driving data analysis (e.g. actively
notifying of progress during the day) or doing tracking and evaluation on a meta
level (e.g. providing points for using various aspects of the tool).

At a basic level, designers must consider the intention of a tool and whether
it should promote a specific kind of behavior from the user. Placing logging on
one end of a construct and behavior regulation on the other, a continuum for the
identified types of engagement with informatics data may be outlined (Fig. 3).
On the scale this creates, a classic pedometer would be placed as supporting
logging, while a smart and proactive fitness tracker with training programs to
follow would rate highly in the supporting behavior regulation.

Fig. 3. Types of engagement with personal informatics data

A further observation that can be made is for the potential conflict between
convenience and flexibility. Previous research has shown that enthusiasts and
expert users often rely on custom tools [7], and conscious evolution of practices
is a key theme in the enthusiast community [4]. Many of the tools included in our
analysis are however activity-specific and quite inflexible – in effect examples of
restrictively designed technologies. Such design may lead to denying user agency
and control over what and how to track (cf. [32]). Taking a restrictive approach
may however be understandable since this may increase product clarity and
initial ease of use, something that may be harder to achieve in fully generic and
customizable tools.

Striking a balance in the conflicting design ideals of convenience and flexibil-
ity may be one of the harder design decisions to take, simply as there are no dom-
inant best practices. Early attempts to address this include design choices such as
sharable configurations, i.e. where a user can configure and share a tracker suit-
able for some metric (exemplified by rTracker [33]). Another attempt is appraisal
according to customizable abstract score (exemplified by RescueTime [31]), which
initially is completely system-driven but can be customized as personal needs
emerge. Exploring new forms of such gradual personalization mechanisms – that
embrace the user engagement indicative of personal informatics (cf. [4]) – is a
promising future development.

5 Conclusions

In this paper, we have proposed a classification system for design choices within
personal informatics that is based on an analysis of current personal informat-
ics tools. The classification system thus holds an in-practice use emphasis, and
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may be used as a standalone state-of-practice representation, for assessing indi-
vidual tools and potential future design directions for them, and to guide new
development of personal informatics tools. The overall results furthermore have
implications for personal informatics in showing that end-user practices may be
enabled or restricted through the selection of particular design choices.

Future research direction of this work includes establishing design consid-
erations and similar guidelines that promote improved flexibility in personal
informatics tools, as well as improved responsiveness to needs of the individual
user. We believe this involves further studying procedural support primarily, as
this perspective is currently dominated by the goal-setting dimension, with few
examples of individualized and tailored behavior support.
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Abstract. Recent advancements in technology have made eye tracking less
expensive, much easier to use, and flexible enough to track a variety of display
sizes and configurations. Larger high-resolution displays have become an increas‐
ingly prominent format for many users. New user behavior patterns have been
emerging between primary and secondary (also known as second screen) displays.
This paper describes a new research approach in order to understand what attracts
user attention and identifies what they see when interacting with these devices.
A case study is presented that demonstrates the procedures and findings for a
study that involves eye tracking of a large-screen television display. The study
described is a user experience evaluation of dynamic on-screen content presented
as a part of the display during a television program.

Keywords: Eye tracking · Large-scale displays · Television · User experience ·
Second screen · Study design · Case study

1 Introduction

Eye tracking is now more accessible to UX researchers than ever before. Recent
advancements in technology have made eye tracking less expensive, much easier to
use, and flexible enough to track a variety of devices. However, few UX researchers
are aware that eye tracking isn’t just for computer screens anymore. Eye tracking
technology and its uses are evolving. The ability to accurately and unobtrusively
conduct eye tracking research on large-scale displays was nearly impossible until only
very recently. Larger high-resolution displays have become a dominant interface for
our users and we need to be able understand what attracts their attention and what they
see when interacting with these devices.

Conducting eye tracking on large displays can be complex. Eye tracking needs to be
carefully considered during the planning of a user research study. Testing these displays
with eye tracking can be daunting if the study objectives are not carefully selected, and
if plans have not been made to make the necessary accommodations required to obtain
reliable and accurate data.

Large display experiences are highly contextual and it can be difficult to recreate the
user’s environment within a lab setting. It is critical to establish the optimal distance
between the user, the eye tracker and the display being evaluated. This can be complex
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due to limitations of the eye tracking hardware which often requires a relatively short
distance between the user and eye tracker. This distance can also impact the trackability
of the display itself. The larger the screen, the greater the needed distance between the
participant and the display.

New user behavior patterns have been emerging between primary and secondary (also
known as second screen) displays. These second screens often display content unrelated
to what is being shown on the larger display and can be a source of distraction for the user.
Researchers need to understand the tradeoffs associated with allowing participants to use
a second display, which tends to be more natural, versus the ability to collect as much eye
tracking data from the primary display as possible. It is important to understand the
different eye tracking configurations available to create a balance between a realistic
environment and the need to collect comparable data across participants.

Other considerations for conducting eye tracking studies with large displays include
carefully planning out areas of interest for analysis. Manual segmenting of video clips
can be necessary when comparing highly dynamic media across different screen regions
across many participants. Large high-resolution displays also require additional
computing power for capturing, analyzing and storing eye tracking data.

A case study is presented that demonstrates the study design, lab configuration, and
analysis procedures for a recent study involving eye tracking of a large-scale display.
The study involved the user experience evaluation of dynamic content presented as a
part of the display during a television segment.

2 Using Eye Tracking to Measure User Experience

In nearly all cases, the user experience of digital interfaces is driven by visual output.
These days, user experience designers are creating visual content for everything from
wall-mounted displays to laptops to mobile devices.

Our visual field is constantly being bombarded by many concurrent stimuli. We are
overloaded and overwhelmed by visual information, and we constantly resort to priori‐
tizing what we pay attention to. To measure the effectiveness of content, researchers
need to determine what users are looking at and what they choose or do not choose to
engage with [1].

The user experience of television has been studied for numerous decades and more
recently through the use of eye tracking. A fundamental difference between television
and other digital media is that it tends to be more passively experienced. This puts greater
weight on the viewing rather than interacting experience. User engagement becomes
less about what the user is doing and instead becomes predominately about what they
are visually engaging with. This makes eye tracking a natural fit for studying the user
behavior of television programs.

2.1 Related Work

Eye tracking has been used to evaluate the user experience of websites to understand
how users perceive and work the interface. However, eye tracking has been used in little
research on television [2]. Several studies have explored the presentation of on-screen
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information overlaying television programs including research by Josephson and
Holmes in 2006.

Researchers have found3 that individual looks at the TV vary in length and people
develop different watching strategies to follow content on TV. For example, people may
look at the TV only at the right times, just enough to be aware of what is happening,
while being engaged in some other activity.

In the late nineties Jakob Nielsen published an article [4] based on his work
comparing the experience of watching television with interacting with a computer. The
diagram below summarizes the key differences between these two mediums.

Television Computer

Screen resolution 
(amount of information 
displayed)

relatively poor varies from medium-sized 
screens to potentially very 
large screens 

Input devices remote control and optional 
wireless keyboard that are best 
for small amounts of input and 
user actions 

mouse and keyboard sitting 
on desk in fixed positions 
leading to fast homing time 
for hands 

Viewing distance several meters a few inches 

User posture relaxed, reclined upright, straight 

Number of users social: many people can see 
screen (often, several people 
will be in the room when the 
TV is on) 

solitary: few people can see 
the screen (user is usually 
alone while computing) 

User engagement passive: the viewer receives 
whatever the network execu-
tives decide to put on 

active: user issues com-
mands and the computer 
obeys

Nielsen highlights key differences between the two devices that imply how the user
is likely to experience and interact with each medium. While this article was written
prior to the widespread adoption of smartphones and tablets it helps to establish basic
operating parameters that guide how television studies should be conducted.

Brown et al. [5] take this a step further by applying these facts to the design of a user
research study. TV viewing typically occurs in a relaxed environment, quite different to
that of a typical usability lab. This environment complicates experimental setup
compared to an office/desktop computer scenario, with even basic challenges such as
viewing distance potentially making data capture difficult.
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2.2 Understanding Eye Movement Behavior While Watching TV

Holmes et al. [6] compiled key findings from several researchers who studied visual
attention of the television experience using eye tracking. Based on this research, it was
determined that the amount of uninterrupted sustained eye gaze on the television is only
about 7 s long at a time. An even shorter period of time (less than 2 s) reflects active,
informed monitoring of content that they equate to “checking in” for those familiar with
the program.

Financial and news programming contains an assortment of ever changing content.

This type of viewing for frequent, yet very short periods of time also makes sense
for those watching financial and news programming where the information changes very
quickly. Viewers of this particular type of content are used to obtaining small fragments
of information at a time with frequent periods of looking towards and away from the
screen.

2.3 Use of a Second Screen

Many users today do not sit down and entirely focus their attention on the television
screen. The ubiquitous nature of mobile devices has created the phenomena of a two-
screen experience. In 2014, 84 % of smartphone and tablet owners said that they use
their devices as second-screens while watching TV at the same time [7]. To better
understand the second-screen experience Holmes et al. performed an eye tracking study
where participants were asked to watch a program on a television and also use a
companion app on a tablet computer. They found that on average only 63 % of the
participants’ attention went to the television during the program, and 30 % to the tablet
(and 7 % off of both screens).

The effects of a second device should be a major consideration for any studies
involving the study of real world television viewing experiences.
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3 Case Study: Evaluating the Effectiveness
of a Financial TV Segment

Many news and financial television networks utilize on-screen visualizations comple‐
mentary to their standard programming. These can include news alerts, stock perform‐
ance, and additional details related to a story. One particular organization, which shall
be referred to as “Financial Network 1” for the purposes of this paper, wanted to better
understand the viewing behaviors of their audience. The executives and producers of
the network’s programming had several assumptions related to typical viewing patterns
and areas of attention. They believed that by providing a screen with less visually
complex information it would encourage viewers to engage more with the content
displayed. They also believed that the type of content displayed is the information that
their audience most wanted to see.

The research team involved also theorized that many of the audience members would
likely multitask while watching the network, which may include the use of smartphones,
tablets, laptops and non-digital media as well. The team wanted to be able to understand
typical viewer behavior while they watched live television as opposed to prerecorded
programs.

3.1 Research Goals

A series of research objectives were established in order to better understand user
behavior while watching the network. The goals included:

• How quickly do they notice each of the on-screen elements?
• How long do they spend looking at certain Areas of Interest (AOIs)?
• How many times do they look at an AOI during the viewing period?
• Do they read the bullets and headlines? How many do they read?

Another goal of the study was to compare the results with a competing television
network’s programming to see if the different design layout contributed to the consump‐
tion of different types of information.

3.2 Stimulus Materials

All of the network programming contains the same types of onscreen elements such as
a dedicated box for news stories and stock information. The various elements of the on-
screen displays were categorized into a series of Areas of Interest (AOIs) that were then
later used during analysis.

3.3 Participants

Given the distinctive type of content provided on both television networks it was critical
to obtain participants that would normally watch financial news programs. This included
both members of the general public with personal portfolios as well as professional
investors who manage the portfolios of their clients. Participants were asked about their
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current viewing behaviors including which specific networks they watch and how often
they watch them. Our study included a total of 35 participants.

Layout of Financial Network 1. 

Top News

Bottom 
News

Stock Information

Talking head content

Layout of Financial Network 2. 

Right 
News

Stock Markets

Individual Stock Information

Talking Head Content

3.4 Test Protocol

All participants watched live TV programming, so they saw different programming
depending on their session times. All sessions took place between 7 am and 6 pm.
Viewers were asked to simulate their normal TV viewing behavior by using the desktop
PC or their own personal devices (e.g. phones, tablets, laptops); they were not required
to watch TV the entire time.

Participants watched each channel, Network 1 and Network 2, for 15 min (total of
30 min TV viewing). The order of the two channels was alternated (e.g., P1 watched
Network 1 then Network 2, P2 watched Network 2 then Network 1, etc.) in order to
eliminate any order bias. Each session in total lasted approximately 45 min to 1 h

After watching both networks, participants were asked a series of questions about
their viewing experience. This provided a qualitative perspective on why participants
were interested in certain content and areas of the display.

The research team made efforts to create as natural an environment as possible for
participants. The setting used was meant to emulate a typical home office or desk at an
office. The environment included commonly found elements such as a desktop
computer, telephone, large working surface, and also a television.
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Time (1 hour in length) Section Description

0:00-0:10
(10 minutes)

Section I. Introduction and background questions 
• What do you do for a living? 
• When are you normally watching TV?
• What do you do while watching TV?
• Why do you watch BTV and/or CNBC? 

0:10-0:15
(5 minutes) 

Section II. Eye Tracking Calibration 

0:15-0:30
(15 minutes) 

Section III. Live video segment #1
• Bloomberg TV or CNBC (randomized)
• Allowed to multi-task and use computer and/or personal device 

0:30-0:45
(15 minutes)

Section IV. Live video segment #2
• Bloomberg TV or CNBC (randomized)
• Allowed to multi-task and use computer and/or personal device 

0:45-1:00
(15 minutes) 

Section V. Qualitative feedback and follow-up questions 
• Overall feedback regarding on-screen content and news 

programming 
• Ranking screen content areas
• Comparative rankings between BTV and CNBC

• Stock and market information 
• On-screen readability 
• Overall usefulness of screen data 

Test session breakdown. 

Participants were encouraged to use their own personal devices throughout the test
session including tablets (e.g. iPads) and smartphones (e.g. iPhones). They also were
given access to a desktop computer with dual monitors in order to browse the Internet.
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1. Participants viewed media on a 46-inch TV.
2. The eye tracker was placed on the desk in front of viewers.
3. A computer was available for participants to use while watching TV.
4. A ceiling mounted camera was used to capture the participant’s face

One of the most challenging technical aspects of the study setup involved the eye
tracker itself. We used a Tobii X2 Eye Tracker [8] to track the participant’s eyes while
looking at the television monitor. The eye tracker can only do accurate tracking of a
person’s eyes if the visual angle, as seen from the person’s eyes, does not exceed 36°,
between the center of the eye tracker and any point on what the person is looking at.
This is valid as long as the person stays within the area in front of the eye tracker
defined as the area of freedom of head movement, which is roughly between 40 and
90 cm from the center of the eye tracker when seen from the side. This means that
depending on the position of the eye tracker in relation to the display, it can track
different sizes of displays. If the display is positioned further away from the user, a
larger area can be tracked.

Another feature is the aspect ratio of the display. Since the optimally tracked area is
about half circle, the eye tracker can track displays with a large width to height ratio
better than displays where this ratio is small. This was ideal for our setup, which included
a typical widescreen HD television display.

The limitations of the technology required that we place the eye tracker on a small
tripod directly in front of the participant with the television display set up approximately
1.8 m further away. The setup was also limited by the distance the television could be
from the participant. In an ideal setting, the television would have been wall-mounted
and placed a greater distance from the participant, however this was not possible due to
the limitations of the lab space.

3.5 Analysis

The analysis included a qualitative aspect focusing on general user viewing patterns and
areas of engagement as well as a quantitative aspect focusing on predefined areas of
interest.

Due to the nature of eye tracking user interfaces over video content, traditional auto‐
mated and aggregated eye tracking analysis methods (such as heat maps) could not be
generated for the television interfaces tested. Instead, we relied on a more time-
consuming qualitative analysis method: watching videos of each session. While
watching each session, we looked for recurring patterns of usage behavior, paying
special attention to participants’ eye fixations and saccades.

3.6 Results

Not surprisingly, the most amount of viewing time was spent watching the primary news
story (72 %). However, a significant amount of time was spent viewing the other
onscreen information. It was determined that over a quarter of viewing time (28 %) on
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Network 1’s programming was spent reading news content on the side of the screen.
This area was separated out into two areas. The top section received 20 % of attention
while the bottom half received only 8 % of viewer’s attention. Participants also looked
at the top news section more frequently (every 13 s compared with the bottom (every
27 s). By using the time to first fixation metric we were able to determine that participants
noticed the news area early on in their viewing experience. On average, they first viewed
the top news area within the first 13 s and the bottom news area within 18 s. In compar‐
ison, it took participants much longer to notice other onscreen elements such as the stock
ticker (42 s), market data (46 s) or date/time (60 s).

Measure Definition What it indicates? Unit of 
measurement

Total Visit
Duration

Cumulative amount of time
spent looking at a
particular area

Fixed attention and
attraction to a given
area

seconds

% of total time 
spent

Visit Count The number of times a
person looks at a particular
area

Usefulness and
attraction to a given
area

# of times visited

Visit Duration The average length of time
per look in a particular
area

Fixed attention and
usefulness of a given
area

seconds

Time to First
Fixation*

The amount of time before
a person looks at a
particular area

Noticeability of a
given area

seconds

*Fixation is a pause in eye movement. Saccade is rapid eye movement between fixations. 

On average participants looked at the main story most frequently (11 s). In compar‐
ison, the news headlines attracted their attention approximately every 19 s. Participants
looked at the market data the least (53 s).

In our post experience debriefs participants said that they found the news on the right
side to be informative, in proportion to their interests, and that the information stayed
on the screen long enough to understand what the story was about. The real-time eye
gaze data supported this by showing clearly defined left to right reading patterns across
each of the bullets of information displayed in the news box. Most participants appeared
to read at least two of the bullets before the content changed. We were surprised by how
quickly participants were able to scan over the content. The average viewing time for
the top news box was only 2 s on average per visit, however this was sufficient time to
read the contents of a bullet or a headline.

Participants were least interested in viewing the market data. During the debriefs
participants said that they only wanted to see general market trends such as whether the
major markets were trending up or down. Most were not interested in seeing individual
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stocks because they would normally look this information up on their computer and
would not want to wait for a specific stock to appear on the TV screen. This was
supported by the eye tracking data that showed attention on the market data to last no
more than a second or two at a time.

The news information performed better overall on Network 1 than on Network 2.
Participants spent 61 s longer reading news content on Network 1 than Network 2 (a
total viewing time of 28 % compared with 15 %). However, out of the total viewing time
participants spent more time looking at Network 2’s stock information (46 s compared
to 25 s total).

4 Conclusion

Recent advancements in technology have made eye tracking less expensive, much
easier to use, and flexible enough to track a variety of devices. Eye tracking technology
and its uses are evolving. Larger high-resolution displays have become a dominant
interface for our users and we need to be able understand what attracts their attention
and what they see when interacting with these devices. Eye tracking needs to be
carefully considered during the planning of a user research study. Large display expe‐
riences are highly contextual and it can be difficult to recreate the user’s environment
within a lab setting. New user behavior patterns have been emerging between primary
and secondary displays. Researchers need to understand the tradeoffs associated with
allowing participants to use a second display, which tends to be more natural, versus
the ability to collect as much eye tracking data from the primary display as possible.
It is important to understand the different eye tracking configurations available to create
a balance between a realistic environment and the need to collect comparable data
across participants.
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Abstract. Multimodal user interfaces provide users with different ways
of interacting with applications. This has advantages both in providing
interaction solutions with additional robustness in environments where a
single modality might result in ambiguous input or output (e.g., speech
in noisy environments), and for users with some kind of limitation (e.g.,
hearing difficulties resulting from ageing) by yielding alternative and more
natural ways of interacting. The design and development of applications
supporting multimodal interaction involves numerous challenges, particu-
larly if the goals include the development of multimodal applications for a
wide variety of scenarios, designing complex interaction and, at the same
time, proposing and evolving interaction modalities. These require the
choice of an architecture, development and evaluation methodologies and
the adoption of principles that foster constant improvements at the inter-
action modalities level without disrupting existing applications. Based on
previous and ongoing work, by our team, we present our approach to the
design, development and evaluation of multimodal applications covering
several devices and application scenarios.

Keywords: Multimodal interaction · Design and development · Evalu-
ation

1 Introduction

Multimodal user interfaces (MMUI) allow the user to interact with the machine
recurring to natural communication modalities such as speech, pen, touch and
gesture. This provides a more robust and stable solution than a single modality
interface, due to the mutual disambiguation inherent to an MMUI [7]. One of
the most pervasive applications of MMUIs is in the accessibility and inclusion
area where some studies [10,31] show that they improve the user experience by
disabled, elderly and not so technologically-savvy users [25,26].
c© Springer International Publishing Switzerland 2015
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The multimodal interaction scenario poses several challenges for designers
and developers. It is not just the possibility of using different modalities to
interact with the applications and devices, it is also the continuously changing
plethora of modalities that are proposed, need to be tested and possibly sup-
ported by existing applications. Several modalities are already part of everyday
activities, such as touch, but what about evolving modalities such as eye gazing
or emerging approaches such as silent speech [14] or emotions?

In this article we discuss several aspects which we deem important to the
design, development and evaluation of multimodal systems. These, derive from
our experience gathered from continued work on multimodal applications in the
context of several projects such as S4S1, AAL4ALL2 and Paelife.3

The contribution of this article is a vision of the full multimodal application
design and development cycle, for which we have made contributions, at differ-
ent levels, along with our perspective on what are the some of the key issues to
address. At the onset of our proposals are concerns regarding how traditional
methods need to be adapted, to serve the more complex scenario of multimodal-
ity, and what needs to be proposed, to tackle new challenges and provide users
with the best possible experience of usable and useful applications.

In our discussion, we consider three aspects: (1) the system architecture,
to flexibly support multimodality, not only to deploy applications, but also to
support research in, for example, interaction modalities; (2) the design and devel-
opment methodologies, to account for proper gathering and fulfilment of require-
ments, adapted to the target users; and (3) the evaluation, at the different stages
of development, considering the increasing complexity of the application, its pos-
sibly distributed nature and the importance of context.

The focus of this article is not on a detailed descriptions of all aspects, but
in providing an integrated view of the full range of what we have been consid-
ering and adopting for the design, development and evaluation of multimodal
applications, providing examples, and, where applicable, directing the reader to
additional literature. With this, we hope to contribute to show how a set of
methods and tools can be put together to support research and development in
multimodality, in a wide range of scenarios. This is not to be understood as the
only way to do it, nor the methods are presented as the best, but as the possible
instruments to serve a set of long-term research goals.

The remainder of this article is organised as follows: Sect. 2 briefly discusses
multimodal interactions and presents our high level research goals; Sect. 3 con-
cerns the rationale and advantages deriving from adopting a multimodal archi-
tecture aligned with the W3C recommendations; Sect. 4 describes the adopted
iterative user-centred development methodology; Sect. 5 explains the methods
used for system evaluation, how they blend with the development methods and
adapt to the different development stages; finally, Sect. 6 presents conclusions
and ideas for further work.

1 http://www.smartphones4seniors.org/.
2 http://www.aal4all.org.
3 www.paelife.eu.

http://www.smartphones4seniors.org/
http://www.aal4all.org
www.paelife.eu
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2 Multimodal Interaction

Multimodal interaction research looks for more natural communication chan-
nels [24] and for ways to deal with certain context restrictions or user limita-
tions (e.g., reduced motor and cognitive abilities as a result of ageing) by adding
redundancy to the interfaces or by providing the chance to perform different
tasks using the most suitable modality [3]. This can improve accessibility and
user performance, but we are no longer designing for a fixed keyboard and mouse
setting and the essence of multimodal interaction raises different challenges if we
want to harness its full potential.

First, designing multimodal interfaces requires following a set of principles
that concern the applicability of the different modalities to specific tasks and
data and needs to consider how to perform modality combination and adapt-
ability (e.g., to context) [32]. Second, interaction modalities are often improved
or new modalities can be proposed and need to be tested in a context that favours
a perception of their real potential and flaws. Third, any application should be
designed with a strong focus on its potential users and application contexts and
be subject of thorough evaluation. For multimodal applications it is particu-
larly relevant to pay attention to how different modalities might interact or how
cognitive load or task complexity might influence performance [35] or modality
choice. Finally, developing a multimodal application, if it includes many features
and interaction modalities, might be a complex task and its modularity might
enable parallel development efforts.

Each of these aspects is a challenge in itself and contributions to each are
required. When addressing research on multimodality, we consider a set of high-
level goals:

– Specifically address the particularities of the target user groups (e.g., elderly)
and contexts;

– Develop and improve interaction modalities, with a particular emphasis on
speech related interaction given its importance for human communication and
usefulness for interaction with small/vanishing devices;

– Develop multimodal systems for different devices and application scenarios;
– Foster evaluations that account for the maturity level of the application, for

the characteristics of the end-users and for multimodal interaction and the
context in which it should happen;

– Collaboratively develop complex applications e.g., by different partners in a
research project;

Based on these high-level goals we made a set of choices, adopting or evolv-
ing methods already described in the literature and started research on aspects
we felt were not conveniently covered by the state-of-the-art as detailed in the
following sections.

3 Architecture

Some approaches to accomplish multimodal interactions have been proposed in
the literature, such as Mudra [16] or HepaisTK [11]. One notable effort we have
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been following attentively is being performed by the World Wide Web Consor-
tium (W3C). The W3C recommendation for multimodal architectures [4] defines
four major components of a multimodal system (as depicted in Fig. 1) and defines
how the communication between the components and data modules should work.
Notable modules in the architecture are modalities and the interaction manager.
The W3C recommendations, even though they are originally proposed for web
scenarios, encompass the potential to support a wider range of applications as
we advocated in Teixeira et al. [39]. Therefore, we adopted its view and extend
it for the general multimodal interaction scenario encompassing mobile devices
(e.g., smartphones, tablets) and different application contexts, e.g. AAL [36].
This is enabled by the versatile nature of the architecture and provides a direct
answer to a significant part of the envisaged requirements, easing the creation
and integration of new modules or their improvements.

Therefore, having a standard for multimodal architecture helps application
developers to avoid the unpractical situation of having to master each indi-
vidual modality technology. This is particularly problematic as the number of
technologies that can be used with multimodal interaction is increasing rapidly.
This standard architecture gives experts the possibility to develop standalone
components [9] that can be used in a common way.

This architecture has already been tested as the basis for the development of
a multimodal personal assistant application [36], in the scope of project PaeLife,
involving the development of different modules (messaging services, agenda,
weather report, news) by multiple European partners and supporting speech
interaction in multiple languages (Portuguese, French, Hungarian, Polish and
English). The adoption of this architecture allowed a collaborative effort from
all partners and a seamless integration of all modules, including increasingly
refined versions of the speech modality [1,38].

Another line of research we are following, supported on this architecture,
is multimodal multi-device applications development [2]. It consists in interact-
ing with an application using more than one device with each device provid-
ing a set of interaction modalities and presenting the user with the same or

Fig. 1. The W3C multimodal architecture diagram depicting its main components.
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Fig. 2. Using a news reader in a multi-device setting. The two devices can present:
(a) the same content; (b) content and navigation pane; or (c) detail and full content.

complementary views of the application. In a particular instantiation of this
concept, in project PaeLife, the personal assistant application can be accessed
through a tablet and, if near the television, use its display to provide detailed
news contents, while the user keeps browsing the news list on the tablet. When
the user moves away, all interaction and output are performed using the tablet.
Figure 2 shows different ways of accessing the same application using two devices:
a TV and a tablet.

4 Design and Development

The adoption of the architecture, as described in the previous section, defines
the organization for the different components required to develop a multimodal
application and provides the structure to support research at its different levels,
but how can we use it to develop applications tailored to specific audiences and
scenarios?

First of all, it is our view that interaction and interaction modalities need to
be developed considering real application contexts that allow the definition of
realistic requirements and the assessment of their performance [12]. Therefore,
we do not separate modality development and tuning from applications [1]. This
view benefits from the adopted architecture since any developed modality is not
hard coded onto the application, but is a module that can then be reused in any
other of our applications.

Since one of our goals is dealing with different age groups, particularly those
presenting strong heterogeneity [34], whether age-related or deriving from other
disabilities impeding communication and interaction, it is important to adopt
a methodology that includes the end-users in the whole process. Furthermore,
given the complexity of the envisaged systems and interaction modalities, it
makes sense to have multiple development stages [19] and assess progress along
the way, to guaranty that the system evolves towards the defined requirements
and is usable and useful for its users. Therefore, and inheriting from user-centred
design (UCD), we adopted an iterative, user-centred methodology aligned with
Martins et al. [21]. After obtaining the requirements (phase 1), a prototype is
proposed (phase 2) and evaluated (phase 3), in order to refine the requirements.
This iterative methodology continues with additional prototypes and evaluations
towards an increasingly refined application. In this methodology, the prototype
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works as a mediator of the dialogue between the developers and the end users
to gather feedback, refine and elicit requirements.

The first requirements are gathered based on Personas and context sce-
narios [8]. From these, a set of requirements is chosen for the first applica-
tion prototype and, from its evaluation, information is extracted that allows
refining existing requirements and identifying new ones. These, and possibly
a few more from the original requirements list, depending on the complexity
involved in addressing any of the problems identified or refinements needed, are
used as requirements for the new prototype and a new development iteration is
performed.

Note that, since this methodology is grounded on fast prototyping, and sig-
nificant additions or changes might be required from one prototype to the other,
the adopted architecture plays a key role in reducing the development effort.
Its modularity provides a decoupling among the different aspects (modalities,
fusion, graphical user interface, etc.) minimizing the cascade effect when changes
are required.

Examples of applications developed by adopting this methodology are those
of Medication Assistant [13], an application devoted to address different fac-
tors contributing to medication non-adherence in the elderly; Trip4All [33],
a gamified tourism application that provides users with information and Telere-
hab, a telerehabilitation service [37] that allows a patient to perform a remote
physiotherapy session supervised by a physiotherapist.

5 Evaluation

The previous section already presented evaluation as intrinsic to the adopted
iterative design and development methodology, but how should this evaluation
be performed?

The design and development of complex multimodal systems, working in
multiple devices and deployed in dynamic environments, poses several challenges.
Beyond the technical aspects, designing user experience in this context is far
from being simple. At this level, tasks and interaction modalities cannot be
looked at as isolated phenomena. For example, the use of several modalities
simultaneously, as a result of a more complex use of the system, might result
in sensory overload; or particular modalities, which in abstract seem suitable
options, are disregarded in some (e.g., stressful) situations. Furthermore, these
concerns are particularly relevant when the target users might present some level
of disability, physical or cognitive, which directly influences how they use the
system: an audio warning might not be heard by the user, due to a hearing
disability, or multiple tasks crossing might leave the user disoriented. Therefore,
integration of proper evaluation, in the development cycles, covering different
contexts of use and complex tasks, running in its intended (real or simulated)
environment, is of paramount importance and should be increasingly introduced,
from early on, as a tool to support the development of such systems.

In Martins et al. [21] a method is described that reflects this need to inter-
twine evaluation with iterative design and development and considers three
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phases: conceptual validation, prototype test, and pilot test. The first phase
of evaluation, conceptual validation, aims to determine if an idea of a system is
sustainable in terms of interface and functions. In the prototype test, the second
phase of the evaluation, the goal is to collect information regarding the usability
and user satisfaction. At this phase there is already a physical implementation
of the system prototype in order to be tested by users. The prototype test is
conducted in a controlled environment and can be repeated the number of times
judged necessary, e.g., to fulfil the defined requirements. Finally, the third phase
of evaluation, the pilot test, and the goal is to evaluate, in addition to usability
and satisfaction, the meaning that a system has on users lives. For this reason,
this last phase of testing differs from the prototype phase in the context where
it happens. The system should be installed in user’s homes and integrated into
their daily life routines.

It has been discussed, in the literature, that users tend to increase their use of
multimodality if cognitive load or task difficulty increase [27] and context plays
an important role in how systems are used and modalities selected [42]. The
advantages of deploying systems in the field are also an important aspect for
evaluating multimodal systems [5,30] and might be an entry point to the long
term assessment of user experience as advocated, for example, by Ickin et al. [17]
and Wechsung [40]. Therefore, adding complexity, context and naturalness to
the usability evaluation seems an important route to follow. Nonetheless, and
even though some of the usual usability evaluation approaches can be used [40],
accounting for all the environmental factors is not a simple task and might profit
from a supporting framework.

Facing these issues and considering evaluation scenarios such as those of a
telerehabilitation application [37], or where evaluating the system during con-
text changes is important such as in multi-device scenarios, we have proposed
Dynamic Evaluation as a Service (DynEaaS) [28] that is an evaluation platform
providing the means to evaluate user performance in dynamical environments
by allowing evaluation teams to create and conduct context-aware evaluations.
The platform allows evaluators to specify evaluation plans which are triggered
at precise timings or only when certain conditions are met, thus gathering bet-
ter contextualized data. DynEaaS follows a distributed paradigm allowing the
evaluator to run multiple evaluations at different locations simultaneously. At
each location, the plan is instantiated and applied taking into account user pref-
erences, current context and the environment itself. When applying the plan,
DynEaaS constantly evaluates the current context and chooses the best suited
conditions to interact with the user. Results are synchronized in real time. By
having access to them, the evaluator is able to analyze current data and have
a better grasp on the evaluation current status making small changes to it, if
required (Fig. 3).

The major difference of DynEaaS, when compared to other evaluation frame-
works, such as those proposed by Navarro et al. [22], Ickin et al. [17] and Witt [44]
is that it specifically addresses the context of use and emphasizes the need to
collect the data at the best possible time, or at least contextualizing it as best as
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Fig. 3. DynEaaS allows the instantiation of local nodes in each of the envisaged eval-
uation contexts, based on evaluation plans defined by the evaluator, and adapts the
application of the defined evaluation tools to the local ecosystem.

possible. For example, it makes far more sense to ask a user about an application
feature right after he has used (or had problems with) it than to do the same
questions at the end of the evaluation session, when most of the impressions have
probably faded; or it might not be a good time to enrol the user in providing
feedback if he/she is leaving for an appointment. Furthermore, by using ontolo-
gies, DynEaaS is highly flexible and can be used in different domains without
core changes.

Another aspect that is also important, beyond the stages at which evalua-
tion is performed and the support framework described above, is which methods
to use to actually measure the quality of service (QoS) and quality of experi-
ence (QoE) and Wechsung et al. [41] propose a taxonomy of the factors defining
each one of these measures. Usability questionnaires are also an important tool
for evaluation and a set of works has been presented assessing the applicabil-
ity of existing questionnaires (AttrakDiff [15], System Usability Scale (SUS) [6],
USE [20] and QUESI [23]) to the evaluation of multimodal systems [18]. Despite
the great number of usability questionnaires, none of them adequately addresses
user functionality when interacting with technology solutions. Existing ques-
tionnaires are technology-oriented instead of user centred. To address this issue,
members of our team [21] proposed assessment tools based on the International
Classification of Functioning, Disability and Health (ICF) [43] addressing the
individuals’ functionality and assessing environmental factors according to an
ICF approach. The ICF brought the concepts of functionality and disability into
a multidimensional understanding of human functioning, such as biological, psy-
chological, social and environmental. The surrounding environment is crucial in
multimodal systems in the attenuation or elimination of the disability. In ICF,
an environmental factor is classified as a facilitator if contributes to increase
users performance and participation.

Technologies, including multimodal systems, should be considered as envi-
ronmental factors in an ICF approach. Accordingly, the ICF may arise as a
conceptual model for the holistic development of a methodology for evaluation
of environmental factors and, consequently, multimodal systems. The assess-
ment tools were created based on the first qualifier of the ICF environmental
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factors. Using the ICF as a framework to develop instruments for the evaluation
of environmental factors permits that the terminology, concepts and coded infor-
mation can be aggregated with the available in-formation, and can also be used
as a comprehensive model to characterize users and their contexts, activities
and participation [21]. Applying these tools at the proper time, in the relevant
context maximizes their utility and their integration with DynEaaS has been
performed [29].

6 Conclusions

This article provides an overview of our approach to the design and development
of multimodal applications, covering the full cycle, from architecture definition to
evaluation. In the different lines of work involved there is still room for improve-
ment. On the subject of the multimodal architecture, we are currently exploring
how to integrate fusion in our multimodal framework, producing fusion of events,
and how to dynamically discover and register new interaction modalities.

In terms of the evaluation process, more research is needed in the consoli-
dation of the ICF evaluation method. However, despite of the operational dif-
ficulties in the evaluation using the ICF as a conceptual framework, it is still
an added value because it focuses the assessment in the users functionality. The
ICF seems to be useful to identify what to change in the product and what to
consider as a good practice.

The usage of ontologies on DynEaaS opens the door to automatic data eval-
uation which is able to trigger new questions based on domain ontologies. Such
a feature would enable evaluation plans to inquire the user without the eval-
uator specifically setting the questions. In such a scenario, this would enable
the evaluator to simply indicate a domain ontology from which DynEaaS would
extract knowledge and combine it with already gathered data to enhance the
evaluation plan on its own. On the subject of evaluation the use of DynEaaS
paves the way to improved in-context evaluations, but also brings forward an
infrastructure that might be used to gather data that allows continuously mea-
suring user performance and detecting changes in behaviour. This might be due,
for example, to some environmental changes or a sign of difficulties in dealing
with the system or particular features. Proper handling of such information can
lead to improved adaptability of the system [44].

To conclude, we do not claim this to be the only (or the best) possible app-
roach. Instead, we aim to provide an integrated view of the whole pipeline, cur-
rently in use, along with the rationale supporting our choices. Along the way, we
refer to concrete examples that have been put together using this same methods
and discuss where they can/need to evolve and where the literature provides fur-
ther information.
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Abstract. Forms and disclosures are a central component of business and
customer interactions. However, they often lack good visual organization or clear
and concise language, highlighting a distinct need for more extensive usability
testing and research. In particular, eye tracking serves as an excellent tool for
evaluating and improving paper and electronic forms. In this paper, we present
numerous examples of the benefits of eye tracking for form usability as well as
practical considerations for conducting eye tracking on paper forms. In addition,
we provide two case studies of paper form eye tracking. One involves a paper
diary designed to track users’ television viewing habits and the other is a multi-
page government form. Our experiences suggest that paper forms are amenable
to traditional usability testing practices and also benefit from the additional
insights gained through eye tracking.

Keywords: Eye tracking · Usability testing · Form design · User experience
research

1 Importance of Forms

Business forms and disclosures have become central to customer relationship manage‐
ment. Forms are used to solicit information from the customer in a standardized manner,
and disclosures are used to communicate rights, facts, risks, and other important infor‐
mation to the customer. Anyone who has ever completed a medical history form at a
hospital or accepted the terms and conditions of a new software download has interacted
with a business form or disclosure and, more than likely, the unnecessary jargon, redun‐
dancy, ambiguity, and obscurity associated with many of these documents. It should
therefore come as no surprise to learn that most consumers are unable or unwilling to
read these documents [1].

2 Importance of Usability Testing for Forms

Although some may speculate that businesses deliberately make forms opaque, there
are just as many benign causes related to the difficulty in organizing and presenting large
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amounts of information to a wide variety of audiences. In fact, this situation led the U.S.
Government to pass the Plain Writing Act of 2010 [11], which requires federal executive
agencies to use plain writing in all documents agencies issue to enhance citizen access
of Government information and services.1 The latter part of this requirement is essential
because it highlights the need to collect and assess information from users on their
experience with forms and their language.

Typically, when we consider the application of usability testing, it is in regard to
complex technologies such as websites, software, or applications, but usability can apply
to any context where specific users are interacting with a product or information in order
to reach a specific goal [5]. In this respect, forms and disclosures are no different from
applications or websites. In general, the goals of forms and disclosures are to extract
accurate information from users and convey important, necessary information. In order
to meet these goals, these documents must comply with the same usability principles
that are used in more complex applications. Peter Moorville [8], in particular, expanded
upon the concept of usability and illustrated the facets of user experience. Table 1 shows
each facet, its general application, and how it applies to form usability.

Table 1. Facets of the user experience with products

Facet Application

Useful The product needs to be a solution to a problem.

Usable The product needs to be easy to use. Usability is necessary but not
sufficient.

Accessible Content needs to be accessible to people with disabilities.

Credible Users need to believe the information that is provided.

Findable Content needs to be navigable and locatable on-site and off-site.

Desirable Image, identity, brand, and other design elements are used to evoke
emotion and appreciation.

3 Role of Eye Tracking in Usability Tests of Forms

Because the user experience is multi-faceted and complex, the use of multiple metrics
is often advocated for when conducting a usability test [15]. The two most common
group of metrics are self-report (e.g., satisfaction questionnaire ratings, verbal
comments) and performance (e.g., time on task, task accuracy). The third, and less often
discussed, group of metrics is implicit (e.g., eye tracking, pupil dilation, electrodermal
activity). Some aspects of form usability and findability are directly related to users’

1 The Plain Writing Act of 2010 is not the first declaration of this type, but it does represent a
high-profile, high-impact piece of legislation.
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attentional capture and engagement, making eye tracking an attractive tool to capture
these behaviors. These same data gathered through other means may be biased or unre‐
liable, given that users are not fully conscious of their attentional focus. Eye tracking
has been used extensively in many other usability contexts, but has only recently been
adopted for use with physical forms and notices [7]. Eye-tracking data informs us about
the allocation of attention on design elements as well as the language in the form. It can
be used to provide an additional level of insight—over and above self-report and
performance metrics—into the optimal design and language.

3.1 Web Forms

Forms can take on two mediums: electronic and physical. Both mediums are used for a
multitude of purposes. Electronic forms are used for site registration, email and service
subscriptions, customer feedback, checkout, and data input to search or share informa‐
tion [6]. Electronic forms are critical to e-product success because poor design would
likely result in lost data, lost conversions, and uninterested users. Much of the usability
testing literature has focused on optimizing the design of web forms and, in a few exam‐
ples, eye tracking has also been incorporated [7].

One such study tested the effectiveness of twenty web-form design heuristics [2, 14]. The
researchers selected forms from actual commercial websites and applied their twenty
heuristics to improve upon the design. The primary aim of the study was to examine the
differences in usability between the original and redesigned versions of the forms. Eye
tracking was included to provide further insight on users’ processing and comprehension.
The original version of one of the forms displayed the labels on the side of the open fields,
while the redesigned version contained labels directly above the text fields. Usage of the
original version of the form with side-by-side labels and text fields resulted in more fixa‐
tions, longer total fixation duration, and longer total saccade duration than in the redesigned
version. These results suggest that completing the redesigned form was more efficiently
done and less cognitively demanding. Furthermore, not only did performance-based
outcomes improve, but researchers also saw improvement in self-report-based outcomes
such as satisfaction questionnaire ratings and verbal responses during follow-up interviews.

In a separate study, Redline and Lankford [12] tracked participants’ eyes while they
completed a complex questionnaire with extensive branching between questions. The
researchers found that many completion errors could be attributed to participants failing
to read branching instructions, especially when instructions were presented long before
or after participants responded to the origin question. In addition, they found that partic‐
ipants did not read linearly and skipped around looking at the survey. In this case, eye
tracking provided insight into the sequential processing undertaken by participants in
addition to their overall performance.

3.2 Physical Forms

Though there is some literature related to the usability of physical forms [6] —mostly
voting ballots—the vast majority of work has concerned their electronic counterparts.
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Furthermore, this disparity is even more apparent regarding the application and value
derived from eye tracking in usability tests of physical forms and notices [7]. Nonethe‐
less, due to the ubiquity and importance of physical forms, it is essential to update the
methods and tools that improve their efficiency and effectiveness.

Eye tracking of users while they interact with a physical form provides researchers
access to important cues about where users are in the process that would be otherwise
unavailable. For example, when users complete a web form, they make frequent mouse
movements and clicks that cue the researcher about progress they made on the task.
However, when users complete a paper form, there are large gaps and absences of their
observable behavior. During this time, the researcher is unaware of progress made on
completing the form, making it difficult to ascertain the level of difficulty that is being
experienced. These gaps in user behavior are precisely where eye tracking provides
critical insight and value. During this time interval, the researcher can observe whether
certain areas of the form are fixated on as well as the frequency and duration of those
fixations.

Challenges with Eye Tracking Physical Forms. Before introducing eye tracking into
the usability test of a form, researchers must determine whether the goals of the study
merit its use, because many research questions can be addressed more efficiently and
directly through alternative measures [3]. Further, using eye tracking for exploratory
purposes can be a rather long and arduous fishing expedition given the sheer quantity
of data collected by most contemporary tracking equipment. However, once specific
hypotheses and outcomes related to users’ visual behavior have been established, the
practical and methodological concerns can be minimized.

The demands of extracting eye-tracking data from users interacting with paper
forms are rather different from those of electronic forms. For example, paper forms
are manually manipulated and often require interaction with other environmental
elements, making their eye tracking more complicated than that of well-contained
electronic forms. However, in order to maintain ecological validity, it is important to
try to reflect the natural context in which physical forms are completed during the
usability test. Because there is no human-computer interface for the eye tracker to
communicate with, an external scene camera must be used to map the eye movements
to the environment.

There are two tools to choose from when eye tracking with paper: one is a fixed-
position setup and the other is a head-mounted setup. With the fixed-position setup, the
form is affixed to a mounted stand and the eye tracker is mounted below it. The stand
keeps the scene camera and form in the same positions for each participant in the study.
Because the form and eye tracker remain in the same position, the frame of reference
never changes. As a result, eye-tracking data points are mapped to the same coordinates.
This greatly simplifies data aggregation and analysis after the study is completed.
However, the fixed-position configuration comes with a significant trade-off in external
generalizability. The stand prevents participants from being able to hold the form,
forcing them into an unnatural and contrived experience and restricting the available
area to lay out multiple pages.
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Eye-tracking glasses provide an alternative head-mounted option to paper form eye
tracking. The glasses integrate a scene camera in the eyewear that continuously records
the field of view. The eye-tracking technology is mounted into the glasses itself. The
trade-off with the head-mounted option is extensive time during data aggregation.
Because the scene camera is not in a fixed position, the field of view is continuously
changing. As a result, the coordinates for the data points are constantly changing while
the participant interacts with the form. This requires researchers to map individual
fixations to a still image of the stimulus. Although this option requires more labor, it
permits users to hold the form, creating a more natural and realistic experience.

4 Case Studies of the Application of Eye Tracking in Our Paper
Form Usability Test Work

4.1 Usability Test of a Paper Diary

Introduction. The Nielsen television diary is a paper-based booklet that allows partic‐
ipants in Nielsen’s panel to record their television viewing habits. Members of the
Nielsen panel receive these diaries in the mail and are asked to record their television
watching behavior during a specified interval. Despite the increased availability of other
modes of entering television behavior (i.e., Nielsen desktop websites and mobile appli‐
cations), the paper diary is still a heavily relied upon source for data collection. Although
desktop websites and mobile applications are more prevalent among higher-income
households, mailed paper diaries are necessary for a representative sample, because
lower-income households are less likely to have access to electronic resources. Nielsen,
at the time, was in the process of redesigning their paper diary form. Full details of this
study have been presented by our colleagues [16, 17].

Stimulus. The diary was printed on double-sided saddle-stitched 8½″ × 11″ sheets of
paper. The cover displayed the title of the diary and the Nielsen name. Inside the diary,
Step 1 asked participants to answer questions about the number of TV sets and people
in their household. Step 2 asked participants to list the local channels they received as
well as the method (i.e., cable, satellite, antenna) and list their local television stations.
Step 3 asked participants to answer questions about who watches TV in their household
by entering this information in specified slots. Step 4 asked participants to record their
daily TV viewing. Step 5 instructed participants on how to seal and submit the diary.

Method. Seventy-four people (29 male, 45 female), with an average age of thirty seven,
and diverse demographics participated in the study. Participants were randomly
assigned to use one of three versions of the paper diary: an “Old” diary, a “New” diary,
and a “Prototype” diary. The backing of the diary was mounted to a stand above a
Tobii X2-60 eye tracker. In additional to the eye tracking, we collected conventional
performance and self-report metrics. Participants were asked to complete Steps 1
through 5 of the diary. After completing the task, participants were asked to complete
a satisfaction questionnaire. The moderator then conducted a debriefing interview with
each participant.
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Example Cover Findings. The original version of the paper diary had the words
“Nielsen Television Viewing Diary” in the center of the front cover. The “New” and
“Prototype” versions of the cover page contained motivational phrases in the center,
such as “Your viewing matters…Tell us what YOU watch!” as well as faces of people
from diverse backgrounds. For the redesigned versions, the Nielsen name and logo was
moved to the bottom left corner of the cover. Participants fixated more on the center of
the cover than on the other areas of the page for all three designs. This resulted in an
issue with the two redesigned versions of the cover page because participants did not
fixate on the name and logo. Self-reported data supported the eye tracking: Participants
who received the original version of the diary made comments such as, “It [Nielsen logo]
is the first thing I looked at.” Participants who received the redesigned versions made
comments such as: “I noticed [the Nielsen logo] only when you pointed it out. It is not
clear that it had any important information” (Fig. 1).

Fig. 1. Left to right: “Old” and “New” diaries. Mean fixation count heat maps show more fixations
in the center of the page for both designs.

This finding highlights the importance of designing for desirability and credibility
of a form, as well as how eye tracking helped inform this finding. Without noticing the
name and logo of the sender, respondents are unlikely to find mail material trustworthy,
and they will often quickly discard it. And without a desirable cover, respondents are
unlikely to open the diary to get started with the process. Here, eye tracking was able to
inform designers about the elements on the cover that were most likely to be missed. As
a result, we recommended moving the logo and name to the center of the cover, where
it would be more visible.

Example Step 3 Findings. Step 3 asked participants to answer questions about who
watches TV in their household by entering this information in specified slots at the top
of the page. The “Old” diary and “Prototype” diary contained an example directly below
the fillable slots, while the “New” diary contained an example beneath the fold. Unlike
Steps 1 and 2, which progressed linearly from top to bottom and left to right, Step 3
forced participants to start at the bottom of the page and move to the top in order to
progress in the correct sequence. The “Old” diary and “Prototype” diary, performed
poorly in regard to noticeability. Eye tracking showed that 45 % of participants did not
fixate on the example until after they had completed the fillable areas—a finding that
exemplifies the importance of the “findable” facet of user experience. We recommended
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that the example be placed before the actual content, where users will be more likely to
notice it before they are asked to input information.

Example Step 4 Findings. Eye tracking also provided relevant insights into how
participants processed the fillable fields in Step 4. The “Old” diary and “New” diary
had a column order that listed the station and channel number earlier in the sequence.
The subsequent columns requested that participants enter the name of the program and
the people in the household who watched it. Gaze plots indicated that participants were
confused about this order, because they did not look in an orderly left-to-right pattern
as one would expect. Gaze plots indicated that participants did not look in an orderly
left-to-right pattern— a result that demonstrated the inefficiency with processing infor‐
mation in this layout. The “Prototype” diary had a different column order which had
participants enter the name of the show before the other information. Gaze plots
revealed a more F-shaped pattern [8] of participants looking down the page and then
looking in a linear left-to-right pattern when entering information, — a result that
demonstrated a marked improvement in processing efficiency. We recommended the
ordering of the “Prototype” diary, with the television show entry field occurring earlier
in the progression (Fig. 2).

Fig. 2. Three fixation gaze plots that exemplify eye movement-patterns when using the three
different diaries. The “Prototype” diary grid (right) resulted in more linear gaze patterns than the
“Old” (left) and “New” diary grids (middle).

Practical Considerations. Our first challenge with conducting the study was selecting
the placement of the eye tracker. At first, we tested the usability test setup with an older
and larger eye tracker (Tobii X120) and mounted it above the form. We encountered
issues with this setup when we found that participants’ eyelids were more likely to block
the eye tracker from collecting data. Before data collection began, a newer and more
compact eye tracker (Tobii X2-60) was launched. The size of this eye tracker allowed
us to place it below the form. This placement resulted in a considerably higher rate of
capture.

Other challenges with implementing eye tracking into this study related to the inter‐
active nature of the form. Responding to the form resulted in head movement; conse‐
quently, during this interaction, the eye tracker was less likely to collect eye movement
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data. As a result, we focused on providing results from data collected while the partic‐
ipant was not moving his or her hand to respond. Participants also tended to block the
eye tracker while they wrote on the form. To overcome this, we delineated an area below
the form so participants had a cue as to where not to place their hands.

4.2 Usability Test of a Multi-page Government Form

Introduction. This multi-page form is completed to report discrepancies in personal
finances to the Federal Government. The purpose of this study was to determine the
issues associated with completing the form and provide recommendations to correct
those issues. Full details of this study have been presented by our colleagues [13].

Stimulus. Before the form began, there were three pages of instructions with text and
tables. The first part of the form was a series of “yes” and “no” questions to help
respondents self-assess whether they should continue with completing the form. The
second part of the form asked respondents to enter their personal information and the
information for a family member. The third part of the form was a grid format that asked
participants to account for different amounts of items associated with their income and
expenses. The fourth and last part of the form asked for the respondent’s signature.

Method. Nine people (4 male and 5 Female), with an average of forty two, and diverse
backgrounds from the Washington, DC, area participated in this study. Eight of the nine
participants reported that they typically complete this form themselves by hand or with
computer software; one participant reported to complete the form with the assistance of
a professional. The form was mounted to a flat vertical surface for viewing and writing
above a Tobii X2-60 eye tracker. In additional to the eye tracking, we collected conven‐
tional performance and self-report measures.

Before starting the task, participants completed a questionnaire that asked about their
past experiences with this type of form. Participants were provided with scenario infor‐
mation so they did not enter their own personally identifiable information. Participants
were also provided with supporting documents that helped them complete the form.

Example Findings. Eye-tracking gaze plots demonstrated that participants read most
information on the first page of instructions, skimmed through the second and third pages
of instructions, and then began working on the form. An analysis of the quantified
fixation data demonstrated that, although most of the first page instructions were fixated,
certain areas of the page, particularly the information that came later on the first page,
tended to be skipped.

Most of the sections on the second page of instructions were not fixated. However,
the center of the second page, which was a numbered section, had higher counts of
fixations. This is consistent with research that has shown that users tend to read numbers
and bulleted, bolded items [4, 9]. Participants had very minimal fixations on the third
page of instructions.

Participants’ self-reported comments during the debriefing interview supported the
eye-tracking and performance data about the use of instructions. One participant
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commented on the length of the instructions by saying, “I feel like the instructions were
so long and perilous that I could really only retain about 10 %.” On the satisfaction
questionnaire, participants, on average, responded that they read “some of the instruc‐
tions.” In debriefing, we asked participants about the way they usually interact with tax
form instructions. Responses indicated that, consistent with the session observations and
eye-tracking data, participants tended to skim and skip instructions. For example, one
participant said: “[I used them] the way I usually do. I read the first page and then I skip
the rest. It’s typical of how I do it. I read about 30 %, and I know that the information
is there and that I can go back. But I don’t ever finish the whole instruction booklet.”
Another participant said: “I usually skim through it. Usually [these types of] forms are
laid out the same way.”

The evidence suggested that the instructions are not being used as intended and
highlights the importance of the “usable” facet of user experience. The instructions were
presented in narrative format, which suggested that respondents should read through the
full instructions before they start the form. However, our research suggested that most
respondents will visually scan the information on these pages before they start. The later
the information appears in the instructions, the less likely it will be read. Because the
instructions are lengthy, they are more likely to be used as a reference when working
on the form, and less likely to be read before getting started.

We recommended moving instructions to sections of the form where the specific
information. For example, we recommended placing a condensed version of the instruc‐
tions for completing the line items next to their respective fillable lines in the form. We
also recommended that the remaining information in the instructions should be refor‐
matted to facilitate an efficient scan pattern, such as reformatting text by chunking
different pieces of information together into bulleted lists with bolded items.

Practical Considerations. We faced similar challenges to those in our first case study.
In this study, we also used the more compact eye tracker (Tobii X2-60) and placed it
below the form. In the first case study, the form was mounted at a 45° angle. In this
study, we mounted the form to a vertical flat viewing service at a 90° angle. This resulted
in a trade-off: we collected a higher rate of eye movement data samples, but it made the
form more difficult to write on. In this study, the emphasis was on the use of the instruc‐
tions, so we proceeded with the vertical setup. As in the first case study, we focused on
providing results from data collected while the participant was not moving his or her
hand to respond.

5 Conclusion

Despite playing an important role in organizations and customer relationships, forms
and disclosures are often poorly organized and difficult to complete. Principles of
usability testing commonly employed in more interactive and complex applications
provide significant value to improving the design and organization of forms. In partic‐
ular, the use of eye tracking provides an additional level of insight into users’ attentional
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allocation and progress through a form or disclosure. In this paper, we have summarized
and synthesized relevant literature related to electronic forms and presented two case
studies demonstrating the efficacy of usability testing paper forms and emphasized the
value derived from including eye tracking in these tests. In addition, we have provided
practical guidance for user experience researchers considering using eye tracking for
paper forms. In summary, we have shown that forms regardless of medium can benefit
from the same usability methods and measures implemented in more interactive envi‐
ronments. In the future, we hope businesses and organizations recognize the value of
usability testing and the additional insight eye tracking delivers in creating useful,
usable, accessible, credible, findable, and desirable forms.
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Abstract. Interpretive structural modelling (ISM) is a well-established meth-
odology for identifying relationships among specific items, which define a
problem or an issue. The natural caring is born with human beings; besides
caring persons the natural environment is also important. In this research,
Interpretive structural modeling (ISM) is used to make decision for design
direction of rescuing injury in landslide disaster, recognized the main target to
solve ease of use and independent problems (level 1) and the main problem are
reliability issues (level 2), the safe issue (Level 3), the security issue (level 4) for
the proposed stretcher. Finally, the design direction is concluded, new stretcher
structure was proposed to be independent and confident for conveying, and
collecting the scenario for ATV drag rescue stretcher.

Keywords: Caring design � Design direction � ISM � Make decision

1 Background

It is generally felt that individuals or groups encounter difficulties in dealing with
complex issues or systems. The complexity of the issues or systems is due to the
presence of a large number of elements and interactions among these elements. Owing
to fact of the junction of the plate has a new significant structural movement; it
becomes a mountainous region with steep terrains from outcropping strata generally
young and fragile lithology, structural complexity, and rock crushing (Fig. 1). Due to
the plate’s movements, it leaves natural disasters, such as: earthquakes, typhoons,
floods, and surface deformation. The natural landslides disaster has become a major
accident to mountainous residents. It leads one to consider suitable facilities to convey
patient, especially the emergency patient has to transport to hospital when landslides
cause injuries to people in mountainous area. Who will care these issues for preventing
the disaster to cause an accident death? ATV (All-terrain vehicle) can be a motorized
vehicle for natural disaster in short time preparation.

Human beings are born with a natural feeling of caring, it is called “natural caring”
[1] that is, others can naturally emit emotion, which is derived from the parents care for
their children born of love, and to take care of incapacitated baby, the baby’s feelings
and learning will be issued smile. Her care ethics in the statement of contents of the

© Springer International Publishing Switzerland 2015
M. Antona and C. Stephanidis (Eds.): UAHCI 2015, Part I, LNCS 9175, pp. 132–142, 2015.
DOI: 10.1007/978-3-319-20678-3_13



object, the more focus on the carers need to be open-minded expression of emotion “are
carers” (cared for), and will involve carers between the two need to give full attention
to put in, in order to establish such a good relationship. The design issue can have a
chance to purpose some ideas for rescuing.

Noddings [2] proposed caring for people, offered to care for themselves as the
starting of the six levels of care: (1) yourself, (2) intimate and familiar persons, (3) the
strangers and distant persons, (4) the plants, animals and the natural environment,
(5) artificial world, (6) care concept. In this research, the stranger and natural envi-
ronment will be discussed to find a solution for preventing in the main purpose is for
achieving result of caring design; it needs to make a design direction decision for
proposing ideas. Design is conceiving and planning, and presents a creative action with
a target.

2 Literature

ISM is an interactive learning process. In this technique, a set of different directly and
indirectly related elements are structured into a comprehensive systematic model [4, 5].
This methodology is used to evolve mutual relationships among information barriers.
The information KM (Knowledge management) barriers have been classified, based
on their driving power and dependence power. The objective behind this classification
is to analyze the driving power and dependence power of these barriers [6]. People
usually judge based on their intuition and experiences when they study complex,
divisive issues, conducting problem analysis and assessments. Interpretive structural
modeling (ISM) is used for ideal planning, which is an effective method because all
elements can be processed with a simple matrix [7–9], is a well-established method-
ology for identifying relationships among specific items, which define a problem or an
issue [10]. It is also a well-established methodology for identifying relationships among
specific items, which defines a problem or an issue [11], and a suitable modeling
technique for analyzing the influence of one variable on other variables [10], often

Fig. 1. Mudslide disaster point [3]
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using to provide fundamental understanding of complex situations, and putting together
a course of action for solving a problem. Its mathematical foundations of the meth-
odology can be found in various reference works [12].

The ISM can be used to help groups of people in structuring their collective
knowledge [13]; and its systematic application of graph theory in a way that is theo-
retical, conceptual, and computational leverage is exploited to efficiently construct a
directed level graph for referencing [13, 14]. Some design planning [15, 16], and
productivity issues [17] have provided the adequate ground to begin with ISM research
to induct a solution. Owing to this method, it can supply a direction from complex and
unconfirmed information.

3 Methodology

Warfield [8] developed this methodology that uses systematic application of some
elementary notions of graph theory and Boolean algebra in such a way that when
implemented in a man machine interactive mode, theoretical, conceptual and compu-
tational leverage is exploited to construct directed graph (a representation of the
hierarchical structure of the system). It was to construct hierarchical interaction graph
of the system and area detail of the main problem and the main target to propose design
thinking by ISM. (1) VOA (Value of analysis): It can the original design proposal can
be divided into 7 different categories from iNPD (integrated New product design) [18]:
emotion, human factors engineering, aesthetics, product image, influence, core tech-
nology and quality. They are magnified for explanation into 22 issues to search pos-
sible conditions for design, (2) finding the fuzzy front: Integrating higher value of VOA
from Interpretive structural modeling (ISM) defines problem to be an issue as design
guideline. (3) Proposing innovative caring design direction: planning from fuzzy front
to present scenario to present picture of LEF (Life style, Ergonomics, Feature) for
describing the design solution.

ISM methodology suggests the use of the expert opinions based on various man-
agement techniques such as brain storming, nominal group technique, etc. in devel-
oping the contextual relationship among the variables [19, 20]. The principal of ISM as
below: One simple way to do that in this case is to assign weights wi for the ith element
according to its relative position in individual hierarchy. By summing over the indi-
viduals, a collective score wij can be assigned to each element, constructed the matrix
[A] to present the related relationship of each element (formula 1, 2).

A½ � ¼
Xnj

j¼1
wij ð1Þ

A½ � ¼
w11 � � � wi1

..

. . .
. ..

.

w1j � � � wij

2

64

3

75 ð2Þ

Malone [14] showed that a matrix is termed the adjacency matrix of D, and is
constructed by setting aij ¼ 1, wherever there is an arc in D directed from element si to
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element sj, and by setting aij ¼ 0, elsewhere. The Element sj is said to be reachable
from element si if a path can be traced on D from si to sj. By convention, an element si
is said to be reachable from itself by a path of length 0. The reachability matrix M of a
digraph is defined as a binary matrix in which the entries mij are 1 if element sj is
reachable from element si; otherwise mij ¼ 0. It can be shown that the reachability
matrix can be obtained operationally from the adjacency matrix by adding the identity
matrix and then raising the result matrix to successive powers until no new entries are
obtained.

That is:

½M� ¼ ð½A� þ ½I�Þn ð3Þ

Where n is determined such that

ð½A� þ ½I�Þn�1\ð½A� þ ½I�Þn ¼ ð½A� þ ½I�Þnþ1 ð4Þ

4 Result

4.1 Selected VOA

VOA is surveyed by questionnaire, derived from 7 different categories: emotion,
human factors engineering, aesthetics, product image, influence, core technology and
quality which has 22 original items (Table 1) from iNPD. This surveyed result is
selected 9 items: reliability, ease of use, sense of independence, security, safe, location,
power, confident and durability as center of Table 2.

4.2 Finding the Fuzzy Front

The fuzzy front can be constructed a matrix from Table 2 (right) which the original
matrix is checked for all items to find out each pair relation. The ‘1’ and ‘0’ mean to
describe ‘Yes’ or ‘No’ relation between items of row and column which decisions were
decided by assessed persons are three rescue experts, they discussed together to decide
their relations and follows majority decision.

(1) Constructs a correlation matrix: to conduct logical operations and analyze the
resulting hierarchical structures of the most important VOA from iNPD process. To
compare the relationships of a directional correlation matrix [A] (Fig. 1) is formed
using the relationship (aij) between one element and another.

(2) Generating a reachability matrix: the reachability matrix [R] (Fig. 2) is deducted
from the incidence matrix [A] if a Boolean n-multiple product of [A] + [I] uniquely
converges to R for all integers n > n0, where n0 is an appropriate positive integer, [I] is
a Boolean unity matrix, and + is an addition in the Boolean sense [8]. Matrix
[R] represents all direct and indirect linkages between components. Relation transitivity
is a basic assumption in ISM, representing the reachability matrix [R] derived from
matrix [A], in which an entry rij = 1 if component j is reachable by i, although the path
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length may be one or more. ‘Reachability’ in graph theory is the ability to move from
one vertex in a directed graph to some other vertices (formula 4). This is sufficient to
find the connected components in the graph.

(3) Generate a rearranged matrix: cluster elements that affect one another in the
output matrix of the reachability matrix. Rearranged matrix and retrieval of clusters
Step by step of ISM (Fig. 3) reveals that hierarchical interaction graph of the system
has four clusters, namely, {2, 3, 6, 8}, {1, 7, 9}, {5}, and {4} the clustered components
are integrated and treated as a single entity.

(4) Illustrate the hierarchical relationships of elements: the hierarchy graph is then
obtained by identifying a set of components in matrix [R] (Fig. 2) that cannot reach or
be reached by other components outside the set itself. Hierarchical interaction graph of
the system: the oriented links then connect the nodes from source to sink, based on the
incidence matrix. In this step, the elements’ hierarchical relationships are illustrated

Table 1. Issues in product value opportunities analysis [18]

Category Item Description

Emotion Courage Rescuers can be inspired when using.
Independence
security

Rescuers can operate independently and the equipment
has the versatility on other tasks.

Rescuers can feel safe.
Sensibility The equipment can make rescuers feel confident

himself.
Confident Easy using equipment increases rescuers’ confident.
Power Rescuers can handle situations by using equipment.

Human factors
engineering

Comfortable Feel comfortable and no pressure when using rescuing
equipment.

Safe It’s safe to use and won’t danger users.
Usability Simple and easy to use.

Aesthetics Sight The equipment is good looking.
Sense of touch Feels smooth with no discomfort.
Auditory
sense

Equipment doesn’t make noises.

Nose The material has no peculiar smell.
Sense of taste Is not harmful or uncomfortable to mouth.

Image Time Able to meet the time or frequency when local disaster
happens.

Location Fit local rescuing demand.
Influence Society Adaptable equipment to fit various environments and

situations
Environment Do not have any harmful influence to environment.

Core
technology

Reliability Product can use for a long time stable without fault.
Availability The core tech must meet the product’s function and be

easily accessible when needed
Quality Craft Product must have high quality.

Durability Product must achieve the high durability.
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according to the rearranged matrix, providing decision makers with the procedures and
hierarchical structures to use in the deconstruction of a problem.

Conclusion of Figs. 2 and 3 show that the main target is level one ({2, 3, 6, 8})
‘ease of use’, ‘sense of independence’, ‘location’, ‘confident’, the main problems are
the level two ({1,7,9}): ‘reliability’, ‘power’, ‘durability’ and level 3 ({5}): ‘safe’, and
the level four ({4}): ‘security’ (left of Table 2). Figure 6 shows D + R and D –

R element distribution graph that the rescue stretcher must achieve confident for patient
and driver, solving the problem of safety (level 2) and the usability (level 3) (Fig. 4).

(5) Draw the D + R and D – R element distribution graph: based upon the
reachability matrix [R], the user must add up the scores of the elements in each row to
generate D and the elements in each column to generate R. After this, calculate the
values of D + R and D – R to generate a reachability matrix determinant and then

Table 2. Original matrix for ISM from VOA

level

                          No.            
description of no.

1 2 3 4 5 6 7 8 9

2 reliability 1 1 0 1 0 0 0 0 0 1
1 ease of use 2 0 1 1 0 0 0 0 1 0
1 sense of inde-

pendence
3 0 1 1 0 0 1 0 1 0

4 security 4 1 0 0 1 1 0 1 1 0
3 safe 5 0 0 1 0 1 0 1 1 0
1 location 6 0 1 1 0 0 1 0 0 0
2 power 7 0 1 1 0 0 0 1 1 0
1 confident 8 0 0 1 0 0 0 0 1 0
2 durability 9 1 0 0 0 0 0 1 1 1

Fig. 2. Original incidence matrix [A]
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demonstrate D + R and D – R on a binary scale to interpret both the problem and the
target areas. This system can also be employed to analyze independent elements
according to their hierarchical relationships. After the element level has been deter-
mined, draw the D + R and D – R element distribution graph to find out the main
problem and main target (Fig. 5).

To ensure a stretcher mechanism is designed to sit on ATV for landslide disaster. It
should comply with the principle of operation as simple and easy, be suitable to operate
independently and confidently, and it needs reliability and power to confirm structure,
and will keep the injury be safe, does not happen the risk.

4.3 Proposing Innovative Caring Design Direction

The planning of fuzzy front to present scenario is from picture of LEF (Life style,
Ergonomics, Feature). The injury often caused death from mountain accident (Fig. 6), it
needs to transport to hospital. The usability and reliable security are essential elements

Fig. 3. Reachability matrix [R]

Fig. 4. Rearranged matrix and retrieval of clusters step by step of ISM
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of rescue stretcher. Stretcher can be for an ATV is mainly used to retrieve an injured
patient in harsh terrain during hurricane on broken pavement.

Fig. 5. Hierarchical interaction graph of the system

Fig. 6. D + R and D – R element distribution graph
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For ease of use and sense of independence, the outdoor rescue vacuum mattress
stretcher could be the most reasonable and scientific design (Fig. 7). The vacuum
immobilization stretcher have produced by very skilled engineers and used the best
quality cold resistance PVC material. Team members must be training to do everything
from assist injured hikers to douse brush fires burning far off roadways (Fig. 8). All of
this is carried in an enclosed trailer that’s a part of the department’s heavy rescue
operation (Fig. 9). When there’s an emergency that occurs at a location accessible only
by an ATV, the response team can be rolling in minutes (Fig. 10).

Fig. 7. Landslide in quake-hit Lushan [21]

Fig. 8. Outdoor rescue vacuum mattress stretcher [22]

Fig. 9. Rescue stretcher for ATV in off road [23]

140 M.-T. Wang



5 Conclusion

Landslides are a main secondary fatalities source of earthquakes. Especially in hilly
rain forest areas or in the middle of a monsoon season, landslides can be disastrous. For
the caring natural environment, it needs to some equipment for preparing landside. The
complex structure of Taiwan geology, rock crushing which its geology is still active,
causing very often nature disasters: earthquakes, typhoons, floods, surface deformation
and subsidence. In this study, we focused on decisions making to recognize research
target and design to be a product to construct an ISM process to decrease black-box
design thinking.

The ATV has shown to be a more suitable vehicle for rescuing. Then, it must be
with a stretcher to vehicle injury, to conclude nine important issues for searching
design direction, security is main problem then the safe, the main target is level one:
‘ease of use’, ‘sense of independence’, ‘location’, ‘confident’, it can be noted that this
stretcher is required to easily use and need a location to rescue urgent patients. It can be
proposed a good solution for natural disaster for emergent injury patient or seriously ill
patients when the general truck or helicopter cannot transport emergency. The ATV
drag rescue stretcher becomes easy and flexible.

http://www.ncbi.nlm.nih.gov.
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Abstract. The three attributions of products, the four stories, the ten feelings
and the six experiences are important items in HCI or service design. The three
attributions of products: usefulness, usable-ness and desirableness, the four
stories: historical story, newest story, fictitious story and actual story, the ten
feelings: joy, familiarity, surprising, satisfaction, lovely, longing, expectation,
com-fort, interest, impression, experience: experience of obtaining something,
unusual experience, experience of getting something after doing tasks, experi-
ence of getting convenience, experience of longing for something, experience of
feeling through the five senses. These items are integrated into a basic or applied
UX-Story system diagram. These relationship are clarified and UX designer or
engineer can construct a flame of UX design or service design.

Keywords: UX � Story � UX-Story system diagram � HCI � Service design

1 Introduction

UX (User Experience) and story are now very important items for constructing UI. ISO
has been examining UX to apply in Human Centered Design. The reasons why UX and
story become to be important in manufacturing are that users want to have a good
experience and sympathize the story included in products or GUI and so on. They are
satisfied by not only functions but also experience and story.

When people moved up to self-actualization needs of Maslow’s hierarchy of needs
or become rich, they seem to sympathize products or GUI by UX or story in order to
fulfill the self-actualization needs.

This paper shows method to construct UX and story in HCI or Service design.

2 Study 1

2.1 Purpose

When we usually experienced, we got a feeling through a sensation. As the elements of
UX are sensations and feelings, the combinations of them are important parts to
construct UX. The combinations are examined in study 1.
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2.2 Method

As six kinds of user experience were extracted [1, 2], 42 respondents from 20’s to 70’s
were asked to fill out questionnaires.

The questionnaires are as follows.

• What is your experience regarding experience of obtaining something such as
purchasing, unusual experience, experience of getting something after doing tasks,
experience of getting convenience, experience of longing for something, and
experience of feeling through the five senses.

• What kinds of feeling such as joy, surprise and excitement do you get from the
experiences.

2.3 Results and Discussion

206 experiences and 75 keywords related to feeling were extracted (Tables 1 and 2).

75 keywords were classified and finally 15 keyword were selected.
15 keywords: Joy, love, expectation, interest, excitement, enjoyment, relief, delight,

astonishment, impression, accomplishment, satisfaction, comfort, gratitude, interest.

3 Data Analysis

The data were analyzed from viewpoint of relations between experiences and feeling.
The relations between experiences and feeling were shown in Fig. 1.

The strong relation of the six experiences and feeling are as follows.

• Experience of obtaining something: Joy, expectation, delight, excitement,
satisfaction.

• Unusual experience: Joy, surprising, astonishment.
• Experience of getting something after doing tasks: Joy, accomplishment, satisfac-

tion, comfort.

Table 1. 206 experiences

Respondents Experiences Feeling Note

No. 31 I bought Sony’s RX-1 camera. Feeling of stir
No. 31 I went to Finland Excited feeling

Table 2. Keywords (adjective)

Joy Feeling of stir Excitement Satisfaction

Enjoyment Sense of superiority Respect Fortune
Novelty Open feeling Relief –
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• Experience of getting convenience: Joy, surprising.
• Experience of longing for something: expectation.
• Experience of feeling through the five senses: Joy, surprising, excitement,

satisfaction.

4 Study 2

4.1 Purpose

As we usually feel stories in Starbucks, Ace hotel, Clif bar and REI, we feel sympathy
for objects. The relation among three aspects of product, four stories and ten feelings
are clarified in this chapter.

4.2 Method

• The three aspects of product, four stories and ten feelings are as follows.

– Three attributions of products: Usefulness, usableness and desirableness
– Four stories: Historical story, newest story, fictitious story and actual story
– Ten feelings: Joy, familiarity, surprising, satisfaction, lovely, longing, expectation,

comfort, interest, impression (Table 5).

• 62 respondents from 20’s to 80’s were asked to connect lines among the three as-
pects of product, the four stories and the ten feelings.

Fig. 1. Relations between experiences of obtaining something and feeling (Bold line means
strong tie).
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4.3 Results and Discussion

(a) The relations between the three aspects of product and the four stories are shown
in Table 3.

(b) The relations between the four stories and the ten feelings are shown in Table 4.

(c) The relations between the three aspects of product and the four stories were
analyzed by correspondence analysis and cluster analysis.

• First group: historical story, fictitious story and desirableness.
• Second group: newest story, actual story, usefulness and usableness.

(d) The relations between the four stories and the ten feelings were analyzed by
correspondence analysis and cluster analysis.

• First group: historical story, lovely, longing.
• Second group: fictitious story, impression, interest and joy.
• Third group: newest story, expectation, surprising.
• Fourth group: actual story, familiarity, comfort and satisfaction.

Table 3. The relations between the three attributions of product and the four stories

Historical story Newest story Fictitious story Actual story

Usefulness 12 36 2 34
Usableness 13 20 1 46
Desirableness 42 19 41 11

Table 4. The relations between the four stories and the ten feelings

joy familiarity surprising satisfaction lovely
historical 

story
11 25 10 15 19

newest story 16 1 36 17 0
fictitious 

story
21 7 15 5 14

actual story 10 29 1 29 7

longing expectation comfort interest impression
historical 

story
28 11 11 6 16

newest story 13 27 7 12 15
fictitious 

story
21 15 3 27 25

actual story 3 13 35 8 6
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5 The Relation Among the Four Aspects

5.1 The Four Aspects

The four aspect previously described are as shown below.

• The three attributions of products: Usefulness, usableness and desirableness
• The four stories: Historical story, newest story, fictitious story and actual story
• The ten feelings: joy, familiarity, surprising, satisfaction, lovely, longing, expec-

tation, comfort, interest, impression
• The six experiences:

– experience of obtaining something such as purchasing
– unusual experience
– experience of getting something after doing tasks
– experience of getting convenience
– experience of longing for something
– experience of feeling through the five senses.

5.2 The Relation Among the Four Aspects

The data previously described in Sects. 3 and 4 were integrated into UX-Story system
diagram (Fig. 2). As 15 feelings in UX and 10 feelings in story are examined, the 10
feelings are selected as the common feelings.

5.3 How to Use the UX-Story System Diagram

When UX designers design HCI designs, service design or product designs, they can
construct designs with UX or story as shown below.

• Designers plan to imagine feeling of HCI, service design or products based on the
concept of them.

• They can select keywords of feelings in the basic or applied UX-Story system dia-
gram according to the feeling of HCI, service design or products.

• They select the attribution of product (usefulness, usableness and desirableness)
which are suitable for the feelings based on the concept.

• The UX or story are decided based on the attribution.

5.4 Examples Using the UX-Story System Diagram

– How does a hospital receive a high evaluation?
When it has good equipment as an actual story, the actual story is selected
according to the UX-Story system diagram. As the actual story can connect
experience of get-ting convenience with familiarity and satisfaction easily.
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Fig. 2. Applied UX-Story system diagram based on the results of study 1, 2

148 T. Yamaoka and M. Sakamoto



– The usableness of a GUI design connects UX (experience of getting something after
doing tasks) with feelings (satisfaction and comfort).

6 Summary

The three attributions of products, the four stories, the ten feelings and the six experi-
ences are important items in HCI or service design, and integrated into an UX-Story
system diagram. These relationship are clarified and UX designer or engineer can
construct a flame of UX design or service design.

• 3 attributions of products: usefulness, usableness and desirableness.
• 4 stories: Historical story, newest story, fictitious story and actual story.
• 10 feelings: joy, familiarity, surprising, satisfaction, lovely, longing, expectation,

comfort, interest, impression.
• 6 experience: experience of obtaining something, unusual experience, experience of

getting something after doing tasks, experience of getting convenience, experience
of longing for something, experience of feeling through the five senses.

The procedure to construct UX or Story is as follows.

• Designers plan to imagine feeling of HCI, service design or products based on the
concept of them.

• They can select keywords of feelings in the basic or applied UX-Story system
diagram according to the feeling of HCI, service design or products.

• They select the attribution of product (usefulness, usableness and desirableness)
which are suitable for the feelings based on the concept.

• The UX or story are decided based on the attribution.

Table 5. Basic UX-Story system diagram

Product Story Feeling Experience

1. Usefulness
2. Usableness
3. Desirableness

1. Historical story
2. Newest story
3. Fictitious story
4. Actual story

1. Joy
2. Familiarity
3. Surprising
4. Satisfaction
5. Lovely
6. Longing
7. Expectation
8. Comfort,
9. Interest,
10. Impression

1. Experience of obtaining something
2. Unusual experience
3. Experience of getting something after doing tasks
4. Experience of getting convenience
5. Experience of longing for something
6. Experience of feeling through the five senses
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Abstract. Services for the social interaction of elderly persons are here consid‐
ered here and described. After an initial analysis, the implementation within the
framework of an existing Social Network Site, such as Facebook, is proposed.
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1 Introduction

Social interaction, for combating feelings of loneliness and isolation, is an essential
aspect of inclusion for elderly people. A number of services for social interaction based
upon ICT solutions have been created in different contexts and tested in different
projects, even if they are often not particularly efficient and effective and sometimes
even trivial. This contribution starts from an accurate analysis of the main elements
involved in this process, considering both social and technological aspects and then
describes the set-up of a specific service on an existing platform for Social Network
Sites.

2 Social Aspects

Social interactions are one of the fundamental human activities, the features of which
have been carefully studied and classified. For example, in the WHO ICF classification
(International Classification on Functioning and Disabilities) [1] many references to
social interactions can be found in both the Activities and the Environmental Factors
sections. Chapter 7 (Interpersonal Interactions and Relationships) describes in detail all
tasks and actions required for simple and complex interactions among people.

Even a preliminary analysis of the ICF classification clearly shows the difficulties
of the problems connected with social interactions. First, the list of interpersonal
communications (d730-d779) is of interest from the perspective of exemplifying the
complexity of the social network of each person, as it makes possible the formal iden‐
tification of how many types of relationships it is necessary to consider and the possible
problems of all of them. In a preliminary examination, the d750 (d7500-d7504) and d760
(d7601-d7603) classes can be considered. For example, for the Family Relationships
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class (d760), the Parent-child and Child-parent relationships (d7600, d7601), the Sibling
relationships (d7602), and the Extended family relationships (d7603) can be examined.
These imply relationships between people of different ages, which is one of the points
of discussion when network-mediated interactions are considered. Another element in
this analysis is the group of Informal social relationships (d7500-d7504). Five different
groups of people are considered: friends, neighbors, acquaintances, co-inhabitants, and
peers. The groups in the social life of people outside the family are completed with
groups that are part of the formal relationships (d740). In this group of particular rele‐
vance is the group of service providers. Even if the social interactions of people are
probably reduced when they grow old, some of them are important for social integration.
One example is the group of service providers, public as the ones dealing with certifi‐
cations or hospital reservations or private, as shops where e.g. food can be ordered or
bought. If people may be kept connected to their social environment, particularly when
they leave their home to be recovered in an institution, this can significantly contribute
to their well-being [2] (Fig. 1).

Fig. 1. User social network representation

The complexity of the interaction can also be considered. For example, in Chapter
7 of ICF, there is a division into General Interpersonal Interactions (d710-d729) and
Particular Interpersonal Relationships (d730-d779). In the first group, the interaction
elements are structured, considering e.g. Tolerance (d7102) and Criticism (d7103) in
relationships. These factors could be particularly critical when dealing with old people,
who are often very sensitive to criticisms, particularly when dealing with the use of
technology. From this perspective, the presence of a moderator in services dealing with
group social interactions should probably be taken into consideration.

Finally, in ICF it is also taken into account that personal interactions involve commu‐
nication processes that can be defined as [3] “the exchange of information, feelings and
meanings through verbal and non-verbal messages including two or groups of people”.
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Therefore, other chapters in the classification could be relevant, such as Chapter 3, which
deals with communications. The definition of d360 (Using communication devices and
techniques) “Using devices, techniques and other means for the purposes of communi‐
cating, such as calling a friend on the telephone” can also be considered to be a direct
link of social interactions with the use of ICT technology.

In modern society, when social interactions are considered, the concept of distance
should also be taken into account. The physical distance between people can cause a
feeling of loneliness that has an influence on the physical and psychological well-being
of people. In addition, health problems, even if minor, or a slight reduction in mobility
can reduce contacts including also those with relatives [4]. Therefore, interpersonal
communication, even if nor face-to-face but mediated by a telecommunication system,
can contribute to individual well-being. An old and simple type of telecommunication
equipment, as the telephone, is a testimony to this fact, even if only the audio component
is available to transfer information and communicate feelings. The telephone allows a
single-synchronous channel. It is very far from the potentials offered by modern
computer-mediated communications systems, able to transport synchronously or asyn‐
chronously all information components: texts, audios, pictures, videos. An example of
advanced systems with the above characteristics is Skype.

The main problem dealing with old people is the acceptability of such systems,
including as part of acceptability also the concepts of usability and accessibility. One of
the aspects to be discussed is that each of the above outlined social relations can be taken
care of independently or can be integrated as uniformly as possible in a common
communication platform. The second option can give to the person the idea of being
really part of a social network and can favor the use of the available services due a
coherent approach and interface.

As a preliminary conclusion, it can be observed that:

• The set of relationships that constitute the social network of people is very extensive,
much more so than can be identified simply by focalization on a specific angle;

• The concept of community in a physical space is progressively being replaced by the
concept of an on line community;

• The use of technology to cancel out physical distance at an interpersonal communi‐
cation level is positive. It has also been widely used in the past (telephone);

• The adoption of a common platform that unifies access and interaction procedures
may be in principle useful in facilitating its use.

3 Technological Aspects

Technological aspects require a careful analysis. In the previous section a number of
preliminary observations have already been offered. Examples are the use of telephone
as an existing device for technology-mediated communication between people, and the
advantage of a uniform platform and interface for the social network of any person,
extending from relationships with family and friends, up to the ones with service
providers. However, additional analyses are necessary about modifications of
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interpersonal communication processes, due to the recent technological developments.
A first crucial aspect is the different role that Internet is assuming in the Information
Society. Internet is no longer solely a source of information, but more and more an
interpersonal communication platform and a channel for social relationships. Moreover,
the increasing use of Social Network Sites (SNS) is leading a new definition of
community, no more limited by proximity, but also including distributed networks of
people, which offer new opportunities for social connections.

From the point of view of technological implementation, for the design of a social
network service at least two different approaches can be adopted:

• The development of specific product;
• The Use of currently available platforms according to the specific requirements of

the service.

The first solution implies, for example, the addition of a specific chat channel for inter‐
personal communication in an application where other service components are already
available. An example is the food application developed in the FOOD (Framework for
Optimizing the prOcess of feeDing) project, active in the framework of the European
Ambient Assisted Living (AAL) program [5]. On the interface tablet, where the kitchen
lists all shopping items, the user may also find a chat to ask her friends if an ingredient
is necessary in a recipe. With this approach, accessibility and usability aspects can be
optimized, if the application developers have a sufficient knowledge about these topics.
Moreover, it probably requires an easier and faster phase of training for the use of the
application functionalities and the interface components. Anyway, the implementation
is limited to a specific application, and therefore to only a component of her social
connections.

An additional critical aspect of this solution is represented by stability and robust‐
ness: if the product does not present high levels of these characteristics, it introduces
heavy barriers to elderly people, because they are unable to distinguish between an error
in the procedure and a bug in the software.

The second approach is the adoption of already existing platforms as a basis for
the implementation of the necessary application, the so-called Social Network Sites.
Even if many of them are available, in this contribution the more widespread i.e.
Facebook, is considered. As for the use, from http://newsroom.fb.com/company-info/
the following information is available:

• 890 million daily active users on average for December 2014;
• 745 million mobile daily active users on average for December 2014;
• 1.39 billion monthly active users as of December 31, 2014;
• 1.19 billion mobile monthly active users as of December 31, 2014.1

From a technological perspective, this implies a robust and affordable platform, which is
not comparable with ad hoc implementations. Even if many people still believe that such
platforms are only used as an entertainment by the young generations, the actual dimen‐
sions of the phenomenon are clearly expressed by the reported figures. Data relative to user

1 Approximately 82.4 % of daily active users are outside the US and Canada.
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age distribution are also available. Publications, such as [6, 7], confirm a wide distribution
of the user age, while outlining differences in the use of the application. A different impor‐
tance, for example, is attributed to the various communication channels, but no rejection
by specific categories is reported.

A second concern of utmost importance in the field of e-inclusion is accessibility.
Facebook takes also care of this aspect, with a specific page oriented to the problem:
http://www.facebook.com/help/contact/169372943117927. The page assembles all
observations in a structured way, so guarantying, at least in principle, an interest to the
problem and an extended network that works on it.

3.1 Presentation of the Platform to Elderly Users

When the use of general-purpose platforms for the implementation of social inter‐
action services is considered, an aspect appears particularly crucial, i.e. the presen‐
tation and introduction of these communication systems to persons who are not
acquainted with the use of the new telecommunication environments or only use few
of their features. With reference to [8], first it is necessary to present the goal of the
platforms, with a clear description of the basic underlying concepts, which have to
be discussed with the users before starting any activity on them. Then, how to create
an account must be described, showing the way to modify the personal profile with
some example about how to add data to it. Finally, support should be offered in the
identification of groups of interest connected to the specific activities of each user.
Reactions coming from the user and showing their needs and difficulties should
guide the support actions. The training is much more crucial if the users do not
present a natural attitude towards the use of the systems. The learning phase may
result significantly heavier for them.

4 A Practical Example

In the FOOD project, a community of about 30 families of elderly users are testing
services related to feeding. While these elderly people are already using an application
specifically developed for managing services related to food and cooking, the project
consortium is discussing the adoption of a general-purpose social network application,
as Facebook, for social interaction, which results of particular importance in this context.

Most of the scenarios describing new services are often written without specific
references to currently available technologies and tools. This is due to the lack of a
language that can be easily understood by people with different expertise, to allow
fruitful discussions on multidisciplinary aspects. When this discussion about a useful
scenario is made possible, in order to translate the description of the scenario in a product
to be tested by users, several approaches can be adopted. In FOOD a solution based on
the use, as much as possible, of already widely available tools and applications has been
proposed.
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Fig. 2. Chat example

One of the scenarios discussed in the project is based on a social network, which
involves friends, neighbors and, at least in principle, other actors such as shopkeepers,
with the aim to organize a lunch. The corresponding service can be decomposed in a list
of tasks. After these tasks have been clearly described from the perspective of techno‐
logical implementation, their features can be compared with the features available in
existing applications, such as Facebook, and translated as specifications for this specific
environment. When the feasibility of all tasks has been checked, the service can be
reformulated in the language of the adopted tool.

The organization and management of a service as the one foreseen in the above
scenario, requires that the adopted system is able to perform three main tasks:

• To allow the creation and management of a group of people, such as an on-line room;
• To facilitate discussion;
• To help in the organization of an event.

The first task is easily implemented within Facebook, which allows the creation of a
group, with the selection of a name, a list of members and a specific level of privacy.
The second task is also easily available, because members of each group can have a
direct communication with individual members of the group through a chat or with the
entire group through the post. In Fig. 2 an example of the chat is presented. In this case,
the chat is used to ask a friend an ingredient for the lunch that the group is organizing.
A video communication, if necessary, is also possible using the option of linking Skype,
provided in the chat menu. Finally, in Facebook (see Figs. 3 and 4), a member can create
an event and other members can adhere or not. The name, the context, the location, date,
and people to be invited can be introduced. A poll about how many people are available
(“Ask Question” button) can also be included.
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Fig. 3. Event creation

Fig. 4. Event visualisation

Therefore, after having tested the technical feasibility, in order to set up the service
the pilot leaders have been asked to proceed with the following steps:

1. Create an account for each user, if this has not yet been done. It is possible to use
the language of the country;

2. Create a group for each pilot, for example called FOOD_countryname_1,
FOOD_countryname_2, FOOD_countryname_3. The task can be implemented by
the pilot team responsible, with just a few settings2;

3. Fill the list of contact with the names of pilots’ participants;
4. Start with an exchange of messages among users;
5. Create an event, for example a lunch together. All users can reply to the invitation

and see the list of people, who are involved. With the help of other available appli‐
cations, a menu can be decided, according to different needs and preferences. A draft

2 Data to be set: privacy options, contacts to be added. Among the three different privacy option
(open - the group is visible to all Facebook contacts, closed - the group is visible to all, but the
posts can be seen only by members of the group, secret - only group’s members can see the
group), it was suggested to start with “Secret option”.
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of the menu can be posted by the host and other participants can reply with their
suggestions, up to the final version;

6. Simulate a cooperative shopping. When a list of ingredients is ready, if the chef
needs some special ingredient, she can ask other users via Facebook to check shops
and markets around them and find what she needs;

7. Collect opinions after the event, through the chat.

5 Discussion

The idea of this specific implementation on Facebook has been first presented to the
whole FOOD consortium during a plenary meeting, in which also the responsible for
the three pilot sites were present. The greatest barrier turned out to be just the adoption
of a Social Network Site. The vast majority of partners considered these platforms too
complex, not secure enough and distracting for elderly people. These reactions are
probably due to an insufficient knowledge of the systems and their technological possi‐
bilities. Partners only associate these products to social entertainments for younger
generations, while the products are usable in complex environments. This phenomenon
is quite common in the field of ICT services, where many people limit the use only to
the most common features, without asking if and how different modalities are conceiv‐
able. A careful analysis of the technological components leads to the identification of
different uses, especially when different categories of potential users are considered.

A second reaction was collected when the service was presented to a limited group
of users, asking the question: “Do you agree on a trial with Facebook?”, with the only
option Yes or No. In this case the reaction was not again completely positive, probably
because, as described in Sect. 3.1, a more accurate introduction of the service is required.
Presently, different approaches to describe this approach to the final users is under study.
Other platform will be studied and tested, but the fundamental idea is to try the use of
existing, robust tools with a large number of features already available.

6 Conclusion

Social Network Sites present elements of interest not only for young people, but also
for people with limitations to their activities and abilities, and also for elderly people,
especially as far as social interaction services are concerned. An analysis of the classi‐
fications, the surveys and the examples already available is required before the core
methodology to be applied in this specific field can be defined. An example within an
ongoing project was presented. The future work will be devoted to verify the actual
response of people to such services and to extend the use to other activities of social
networking.
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Abstract. The deaf communities are members of a unique culture and lan-
guage, the Sign Language. Worldwide, the spoken/oral language is predomi-
nant, however, Deaf may encounter several hindrances to establish social
relationships using spoken/oral language. E-commerce systems are significantly
important not only to the listeners, but also to the Deaf, as E-commerce systems
are the main vehicle for online shopping. Currently, the majority of the popu-
lation shops online; nevertheless, the conditions in which information is dis-
closed in such systems may not appropriately respect the particularities of the
Deaf. In this context, this paper supports the hypothesis that, identifying the
accessibility requirements for the Deaf, the development of inclusive
E-commerce systems is feasible and, thus, ensuring that the benefits and utilities
provided by E-commerce systems are also accessible by deaf people. Therefore,
in order to prove our hypothesis, the implications that the Sign Language (first
language of the Deaf infers to the communication, to improve the accessibility
of such environments, must be identified. This paper investigates the necessities
of the deaf community when accessing Web systems, and based on evaluation
mechanisms, analyses the environments developed using E-commerce tools
concerning accessibility aspects.

Keywords: Accessibility �Web accessibility � Deaf community � E-commerce
tools

1 Introduction

The way deaf people interact with the world is mainly visual (by means of visual
experiences), thus, the Deaf regularly endures several difficulties, not only regarding
information access, but also regarding the basic person-to-person interaction and
transport (via public transportation).

Based on the aforementioned difficulties, the necessity of developing accessible and
inclusive systems that provide equal opportunities to the Deaf grows considerably.

E-commerce is a category of trading in which financial transactions are performed
via mobile devices and computing platforms. There are many advantages in using
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E-commerce tools, for instance, such tools are constantly online, providing quick
propagation of new products and the anticipation of market tendencies at a relatively
low cost. In fact, the adoption of E-commerce tools is reasonably expanding
worldwide.

Therefore, the deaf communities’ necessity of acquiring access to E-commerce
systems in Brazil, aiming to diminish the struggle of locomotion as a result of their
communication conditions, becomes evident.

The World Web Consortium (W3C) states “accessibility means achieving a vast
percentage of people at distinct sensorial conditions, including visual, auditory,
physical, speaking, cognitive and neurologic”. However, due to the lack of accessibility
of current computational tools, the information technology is by far not appropriate to
the Deaf.

Hence, in this paper, not only E-commerce tools, but also deaf-oriented systems are
analyzed aiming to promote accessibility improvements towards E-commerce envi-
ronments. Normally, the accessibility required by the Deaf is not provided by
E-commerce tools, and as a consequence, the deaf user’s experience is quite defective
when using E-commerce websites, especially in terms of lack of content in Sign
Language and the necessity of utilizing a simple, but sufficient language.

The scenario above motivated the research described in this paper, which analyzed
the requirements of E-commerce tools and the challenges concerning the inclusion of
the Deaf in the virtual environment.

2 Accessibility Recommendations for the Deaf

Currently, the Deaf not only endure several prejudices from the society and are
commonly misconceived, for instance, as “deaf-mute”. Furthermore, the deaf com-
munity also experiences social problems, once many people are not able to use Sign
Language. Consequently, the Deaf may suffer from isolation, low self-esteem and
discrimination [1], which may prevent deaf communities from growing and evolving.

Deaf communities have fought hard for the recognition of their own language. The
recognition of the Sign Language must be achieved, however, this language has a lot
ahead to be studied, taught and disclosed [2].

In addition, the Deaf experiences several hindrances in Brazil, as in other countries,
once the communication and interaction are commonly performed using the mother
language of each country while most of the Deaf have not achieved satisfactory
understanding of the language [3].

The W3C highlights several barriers that the Deaf may find when accessing the
Internet, for instance: lack of alternative subtitles and audio, the use of not clear and not
simple language, and lack of video content. The aforementioned barriers demonstrate
the importance of the research in such fields in order to prioritize the necessities of the
Deaf, and waken the deaf communities’ hindrances in the information and commu-
nication access.

In order to advance the state of deaf-oriented technologies, computational research
has examined applications that assist collaborative activities and promote the digital
inclusion of the Deaf. Generally, collaborative systems focus on users not only able to
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orally communicate, but also users acquainted with Information and Communication
Technologies (ICTs) [4], disregarding accessibility aspects required to the digital
inclusion of disabled people.

Accessibility recommendations for the Deaf according to the view of distinct
authors have been examined in this section. The recommendations are mainly related to
the following aspects: content creation, visual representation of information, media
alternatives, resources for Web browsing and communication leveraging [5–12].

Corradi [5] describes Sign Language requisites for the development of virtual
environments focused on deaf people. In addition, she highlights the importance of
using video subtitles in Sign Language to improve the comprehension of the Deaf and
auditory disabled people on the interpreted content, promoting the distinction of colors
between visited links and other contents to facilitate the navigation of disabled users on
the Web page, and adopting dictionaries in Sign Language in case disabled users are
not aware of certain signs utilized by the interpreter.

Bueno [6] highlights guidelines to create engaging and expressive content using
rather visual than verbal features. The aforementioned guidelines are mostly related to
multicultural aspects and the different ways to represent information. The author also
recommends that the environment should be multicultural, thus, the content should not
be restricted to the deaf community. The environment also should explore visual
resources due to the fact that the visual sense is the cornerstone of the communication
between the Deaf. Bueno [6] also states that the Brazilian Sign Language, LIBRAS,
should be the main communication language of the user; the visual vocabulary (signs
and arrows) should be utilized on the interface for the user navigation; regarding the
interpreter mediation, the interpretation should not only respect rules of the environ-
ment, but also be well planned and organized, taking into account adverse situations,
clothing, and accessories.

Debevec et al. [1] describe how technologies utilized in videos may be applied to
E-commerce systems, highlighting the main criteria to ensure satisfactory quality of
videos and images. The minimum frame rate should be greater than 15 frames per
second. The author also affirms that the comprehension rate may be optimized in order
to keep an appropriate recognition of the movements of the hands and facial expres-
sions, taking into account the Sign Language is completely gestural. Moreover, the
image delay should be lower than 1, 2 s when utilizing video resources in Sign
Language. Blurry fingers during the movement are tolerable, although clearly visible
fingers are preferable.

Kitunen [8] affirms that the facial recognition is significantly important to the Deaf,
once they rely on facial features to communicate, thus, respective people’s pictures
should follow their names. Kitunen [8] also trusts that videos in Sign Language, which
is used to translate the content to the Deaf, should not replace subtitles. Moreover, the
author suggests the adoption of a pure written transcription of the audio followed by
visual representation, e.g. illustrations. Regarding the user navigation, the author
suggests the use of symbols and icons to improve the recognition of different sections
on the website, and thus, assist users in the exploration of the webpage content.
However, symbols and icons should be employed only upon important section/menus
of the page, otherwise, the layout page may become crowed and unpleasant for any
types of users.
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Abreu [9] maintains that certain recommendations such as user interface adaptation
for the Deaf, alternative texts for images, and how to present the content in a com-
prehensible fashion. The author reinforces that the creation of content requires not only
the adaptation of interface resources for the Deaf, but also the division of large
information blocks in smaller groups, to enhance the comprehension of the content by
the Deaf. In addition, the author suggests that users should be provided with mean-
ingful information so they are able to acquire documents according to their preferences.

Kosec et al. [10] find out that, to create accessible video to the Deaf, the speed of
execution should be slow, so the user is able to follow the gestures of the Sign
Language interpretation. The author also highlights that, for the same reason previously
mentioned, the use of content (for creation, presentation or utilization) has to be mild
and clear. Kosec et al. [10] also recommend that, to improve the visual presentation of
the content, it is important to provide mechanisms to enable users to increase the screen
size of the video, and as a result, they are able to easily recognize facial expressions and
gestures presented in the videos, as long as the quality of the video is not compromised
when the screen size is increased.

e-MAG [11] identifies recommendations focusing on the presentation of Web
pages. The author recommends that a standard of page division should be applied in
order to assist not only the visualization of the target audience, but also the reading and
comprehension, not requiring substantial prior knowledge. In addition, supplementary
information must be provided to illustrate the main content when the reading of
complex text is necessary. The author restates that besides alternative texts and sub-
titles, video content should also provide Sign Language support. Moreover, in order to
present the content, it is recommended that information areas should be divided in
groups to simplify the management of the content. Generally, the information areas are
divided in four groups: “top”, “content”, “menu”, and “footer”.

WCAG 2.0 [12], W3C guideline, recommends the control and temporization of
media, so deaf-users are able to clearly and comprehensively read and utilize the
content. The author also highlights ways to facilitate the navigation of deaf-users, to
locate contents and determine the location of the user itself on the web page. To
appropriately create content, the content should be allowed to be present in distinct
ways, without affecting the information presented in the content or structure of the
content. To visually present the content, the foreground and background should be
separated to facilitate the visualization of the content. Moreover, media resources
should provide users with sufficient time to read and make use of the content.

Mostly, usability problems on the web concern finding, reading, and understanding
the information [13]. The diverse situations and features are required to be taken into
account by the content creators during the web page conception.

3 Methodology of the Accessibility Evaluation

To develop the present analysis, the following steps were necessary: 1-Selection of
development tools to assess the environments developed from such tools, aiming the
evaluation of accessibility; 2-Selection of mechanisms to support the evaluation of
accessibility; 3-Evaluation of E-commerce environments using the previously selected
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mechanisms of evaluation; 4-Combination of results obtained from the analysis of the
recommendations provided in the literature review and also from the evaluation of the
E-commerce environments (performed in the previous item).

3.1 E-Commerce Development Tools

The most popular tools to develop E-commerce web pages have been selected and
analyzed. They are OpenCart [14]; PrestaShop [15]; OsCommerce [16]; and Magento
[17].

Opencart is a E-commerce solution of easy use containing a friendly and intuitive
interface. Opencart presents the function of expanding its functionalities via extensions
(plugins and add-ons) and customizing its design using templates. The main func-
tionalities provided by the tool are: free documentation, open source platform, security
socket layer (SSL) support, users are able to rate and comment products, among others.

PrestaShop is an Open Source tool. The tool provides an interface in which the
administrators of the store are able to manage their products in stock, orders, clients and
payments. There are no boundaries regarding the number of categories, sub-categories,
and images, among others. As mentioned, the tool is open source, thus, the user is
provided with access to the source code of the virtual store.

OsCommerce is also an open source solution, providing a large set of functional-
ities. The tool allows users of the online page to keep their stores at no cost, taxes or
limitations. The tool is simple and relatively fast, however, being familiarized with the
tool is preferable to configure the OsCommerce.

Magento is an E-commerce platform built under an open source license that pro-
vides users with flexibility, design management, content management, among other
functionalities. Magento is also distributed under an Enterprise version. The tool
presents hundreds of extensions and an open architecture allowing users to add even
more functionalities. Moreover, additional features are: friendly URL, URL rewrite,
100 % customizable design, and multilingual support, among others.

The aforementioned tools present limitations regarding accessibility in general,
especially towards the deaf community. Therefore, it is proven that improvements
could be proposed in order to provide the accessibility required by the Deaf, which
would allow them to access the environments built upon such tool without negatively
affecting the content and information access.

3.2 Support Mechanisms to the Accessibility Evaluation

In order to analyze accessibility of E-commerce websites, four evaluation mechanisms
have been chosen. The mechanisms are based on accessibility guidelines proposed by
W3C/WAI and allow us to evaluate all pages contained in a website, indicating page
errors in contrast to accessibility features. In the set of analyzed mechanisms, four have
been chosen to perform the evaluation: CynthiaSays [18], Hera [19], Examinator [20]
and DaSilva [21].

CynthiaSays is a mechanism focused on web accessibility and is considered the
most used mechanisms by disable people. The mechanism is intended for personal use
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and not commercial use and it is mainly used to demonstrate how satisfactory web
designs and accessible content are achieved. Cynthia also assists users to identify
content errors concerning the Section 508 of accessibility guidelines in WCAG Web,
which presents accessibility standards of the USA government to a vast variety of
sources and information technologies. The mechanism not only allows users to test
individual pages in their website, but also provides feedback in a clear and straight-
forward report format.

HERA is a mechanism to review the accessibility of Web pages according to the
recommendations of the WCAG/W3C. HERA performs an automatic pre-analysis of
the page and provides information of the errors presented by the page (errors detected
automatically) and in which points of verification should be reviewed manually.
The HERA mechanism returns a summary containing the quantity of errors found, the
verification time, how long the analysis takes and the total of analyzed elements. In
addition, HERA returns a table containing the name of the “state of the verification
points” showing all errors, rights, and the points that should not be changed in the page.

eXaminator is an automatic validator in accordance with Web Content Accessi-
bility Guidelines 1.0, developed by W3C targeting a given page on the Internet. The
tool is developed by the UMIC – Agency to the Knowledge Society, and could be
utilized in the accessibility evaluation of all web pages of a website. This mechanism
analyzes the webpage and returns a log screen containing information on errors and
provides a quantitative report using tables to demonstrate accessibility errors and rights
in the page.

DaSilva, web version, is a mechanism developed by Brazil Accessibility in part-
nership with the company W2B Internet Solutions. DaSilva is the first evaluator of
accessibility of sites in Portuguese, based on principles of the E-MAG document,
which is developed by the Brazilian electronic government in partnership with Brazil
Accessibility. This mechanism not only allows us to analyze all pages contained in a
website, but also indicates page errors in contrast to accessibility. The accessibility
verification in the tool DaSilva is not greatly different than the previous tools, however,
as opposed to the previous tools; users are able to choose priorities for the evaluation,
so the tool returns accessibility reports focusing on errors and warnings conforming the
elected priorities.

According to Queiroz [1], the aforementioned automated tools generally are fast,
although not capable of identifying all features of accessibility. Therefore, the vali-
dation of accessibility should also be performed by direct revision. The human vali-
dation may assist to ensure language clarity and navigation easiness [1]. As a
consequence, after the use of such tools, it was necessary to complement the evaluation
by directly reviewing the analyzed websites aiming to check additional accessibility
features.

3.3 Accessibility Requirements

The present evaluation process elects the following accessibility requirements: lan-
guage, visual representation, interpreter mediation, technologies adopted in videos,
content language, media duration, alternative text in images and other elements,
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destination addresses of links and keyboard utilization. The previous requirements have
been identified according to data collected from accessibility guidelines. The mecha-
nisms for automatic analysis, in general, allow us to evaluate all the aforementioned
requirements. Certain mechanisms may not present results for a given requirement
nevertheless, such details will be cited throughout the present paper.

Table 1. The relevancy of each requirement in E-commerce websites

Aspects 
evaluated Environment implications Relevancy

Language
When the website does not indicate the language in use, usually, 
the user is not able to determine the language of the website.

Low

Visual 
Representa-

tion

Deaf people may encounter hindrances when interpreting plans, 
thus, the page format should be easily perceived, and as a result, 
the user may familiarize with the website structure quickly. Thus,
it is important to discern colors on different contents and visited 
links and the text should be divided in information blocks.

High

Interpreters 
Mediation

Deaf people are pleased to recognize other members, thus, they 
may feel confident when accessing a website that endorses their 
communication in Sign Language. As a consequence, the 
interpreter mediation is quite important in web pages.

High

Technologies 
Adopted in 

Videos

It is important to ensure a satisfactory video quality, in order to 
maximize the comprehension by deaf  people, namely, ensuring a 
satisfactory visual detection of gestures and facial expressions. 
The image delay should be the lower than 1,2 seconds when 
employing video resources in Sign Language.

Medium

Content 
Language

Clear language assists deaf people to better interpret the content, 
thus, the content of the text should be well structured and with 
simple language. It is also important to employ titles, subtitles, 
paragraphs, and lists. The excessive information blocks may 
hinder the comprehension of the content. Thus, information blocks 
should be divided in convenient and small groups.

High

Media
Duration

Deaf people need sufficient time to read, interpret and utilize the 
content in a way that the users are able to establish control under 

Medium

the media execution. In addition, it is important to provide 
controllers for the media execution such as: stop, continue, cancel, 
start, previous, next, among others.

Alternative 
Texts

Deaf people requires subtitle to associate images and elements of 
the page.

Medium

Aspects 
evaluated

Environment implications Relevancy

Destination
Addresses of 

Links

Links should clearly indicate their destination addresses. Users are 
not able do distinguish links once they are bind to each other, 
without any separator in between them. Furthermore, navigation 
bars comprised by link lists should be provided to organize links 
and facilitate their location.

High

Keyboard 
Utilization

Shortcuts and additional functionalities should be made available 
from the keyboard.

Low
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A relevancy parameter regarding accessibility has been attributed to each
requirement. These requirements assisted the classification of development tools. Thus,
three relevancy parameters are taken into account for each requirement: low, medium,
and high. Table 1 demonstrates the environment implications and relevancy of each
requirement.

4 Accessibility Evaluation for the Deaf
in E-Commerce Systems

According to the methodology, an accessibility evaluation has been performed on
websites developed using the aforementioned E-commerce tools. Namely, six
E-commerce websites have been analyzed, in addition, each website was developed
from a different development tool, aiming to identify the accessibility requirements
offered by each tool. The evaluated websites embrace distinct trading categories, such
as books, supplements, clothes and men’s and women’s accessories. Diversified
websites have been chosen in order to achieve the manifold interests of the deaf
community.

As the aforementioned websites are comprised by most of the resources provided
by the development tools, the analysis of the accessibility issues became possible.
Next, our analysis results are described. The results are grouped by the E-commerce
development tools and highlight the most relevant positive and negative points found.

• OpenCart: systems developed using OpenCart present several positive points, such
as: the indication of language is present in all information blocks, all images are
captioned, all images and links are clearly discerned (character separators are
employed); links alter colors to indicate a visit, which assists the navigation of deaf
people, the user is informed about moving information in displacement or in
automated update before the time expires, furthermore, the user has at least 20 s to
extend the time limit and pause, stop or hide if necessary; information blocks are
appropriately summarized, and in average 9 words are highlighted in each block,
which facilitates the comprehension by deaf people, the content language is
declared via Doctype (DTD), indicating a satisfactory page structure. In contrast,
the main negative points of OpenCart are: the aspect of visual representation of the
page, as notation of structure for visual formation effects should not be used;
interpreter’s mediation is not adopted and certain links containing equal content
lead to distinct destination addresses; no shortcuts for important links on the key-
board; no media synchronization during multimedia presentations.

• PrestaShop: the main positive points are: style control for page presentation, which
assists the comprehension by deaf people; 72 % of the links are organized in lists,
helping on the navigation by deaf people; every link is clearly discerned; the words
are separated in information blocks; the content language is declared on the DTD;
tables are not used to format the page (important to users who utilize browsers
based on text and read line by line, which is the deaf people’s case. The main
negative points are: the language in use is not presented; titles for the frames are not
employed; no interpreter mediation; the language is not presented in a clear and
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simple way in order to facilitate the comprehension by deaf people; images are not
captioned; and the shortcuts for important links are not enabled.

• OsCommerce: the positive points presented by the systems are: simple header,
facilitating the comprehension and identification of the language in use. The main
negative points highlighted are: images not containing alternative texts, elements
are presented and arranged without control attributes; printable characters are not
used in links; no keyboard shortcuts for links; no interpreter mediation; media are
not synchronized; and the Doctype is not provided.

• Magento: the main positive points presented by the systems are: visual presentation
of the page using the correct structure and the elements arrangement present
appropriate controls; main language identified; information blocks are summarized
using in average 8 words, which facilitates the comprehension by deaf people; DTD
is properly declared; images are captioned; and all adjacent links contain printable
characters. The main negative points addressed are: the use of pop-up images; no
keyboard shortcuts are presented; certain icons of the page are useless; no inter-
preter mediation; links containing equal content lead to distinct destination
addresses; captions are not used in 36 % of the images; and media is not
synchronized.

Table 2 presents a summary of evaluated aspects, described above, and classified in:
(0) Bad – the page fails in the given aspect; (1) Regular – the aspects are ordinarily met;
(2) Good – the aspect are mostly met and (3) Great – the page fully met the evaluated
aspect.

After the evaluation of the websites developed using the development E-commerce
tools, OpenCart presented the most satisfactory results in terms of accessibility for
deaf people. OpenCart presents the requirements of higher relevancy and lower per-
centage of negative points. The functionalities of the tool are the most appropriate to
obtain an accessible system, accordingly to the way deaf people interact: in a visual
way. It is also important to reiterate that deaf people present several difficulties to use
Portuguese, thus, certain requirements are essential to their inclusion in computational
environments.

Table 2. Summary of the accessibility evaluation of the E-commerce tools

Aspects evaluated OpenCart PrestaShop Magento OsCommerce

Language 3 0 3 3
Visual representation 1 1 1 1
Interpreter mediation 0 0 0 0
Technologies adopted in videos – – 1 –

Content language 2 1 1 0
Media duration 2 – 1 1
Alternative texts 0 0 0 1
Destination addresses of links 2 1 1 –

Keyboard utilization 1 1 1 1
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In the analysis, the mechanism HERA has been shown to be the most complete, as
the tool presents a straightforward table, which is complete and easily comprehended.
Figure 1 presents an evaluation performed via the mechanism HERA. The results are
presented by the tool in Portuguese (Brazil).

The Hera mechanism presents results according to three WCAG priory levels.
Priority 1 (P1) implies that web developers must satisfy the guidelines of level 1,
otherwise, groups of disable users (e.g. deaf, bling, among others) will be unable to
access web content. Priority 2 (P2) implies that once the guidelines are not satisfied, the
access to web content is hindered and Priority 3 (P3), once satisfied, infers greater ease
on the content access. The Hera shows positive points, negative points, points not
applied and the points that require manual verification in the context of accessibility to
the Deaf. Figure 1 highlights one of the three identified negative points regarding P1.

Furthermore, the tool details all aspects concerning each accessibility requirement,
pointing out the rights and wrongs (when clicking on the point). Hera also presents a
summary containing the total of errors found and the total of verified elements.

5 Conclusion

Deaf people require computation environments that take into account their peculiarities
aiming to leverage the inclusion of the Deaf in such environments. Interactions via
activities leveraged by computers are relevant to the development of the Deaf and may
contribute to their identity creation.

Based on the results of the present evaluation, it is observed that the accessibility
towards deaf people in the E-commerce websites is minimum, thus, the need of not
only promoting reforms focusing on accessibility features, but also awareness of

Fig. 1. Accessibility analysis via HERA
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accessibility features is evident. The promotion of reforms and accessibility awareness
is vital for the deaf community to be able to access computational environments.

It is also important to highlight that the E-commerce tools have been analyzed from
websites developed through them. Therefore, the E-commerce tool may present
resources or features not utilized, which may prejudice its evaluation regarding
accessibility.

The fact that the deaf community fully and solely communicates using Sign Lan-
guage is a valid presupposition and, as long as the computational environments meet
the special language condition of the Deaf, such environments are more likely to
include the deaf community. In this sense, an ideal accessibility condition would imply
in the mediation of an interpreter fluent in Libras, allowing effective interaction in
computational environments.

Regarding the visual representation, providing strong visual mechanisms to provide
feedback to participants, enhancing their comprehension on the progress of the activ-
ities and increase the cohesion, presenting information via videos, Sign writing and
images. The difficulties of deaf people concerning Portuguese could also be minimized
by structuring information through the use of information blocks and graphic objects
(lists, graphs, maps, sections, among others).

As future work, it is intended to not only perform complementary analysis, but also
implement adjustments to tool OpenCart based on the results of the present research.
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Abstract. We describe a method for reconfiguring and reformatting documents,
in particular web pages, to meet the needs of users with different abilities. The
method merges our previous work on semantic markup [1] and presentation of
intelligent documents [2] with a new approach to interoperability of document
processing [3]. Semantic markup provides information about the purpose of
elements in a document, in the spirit of HTML5 [4]. The work on intelligent
documents provides means for dynamically adding functionality to a presentation
system. The first new concept in this paper is to use XSLT [5] to reformat and
reconfigure the material in a document to better meet the needs of a user. The
second new concept is to create public libraries of XSLT, UIML, and stylesheet
files for classes of users with different needs. A user then configures his or her
browser for that user’s abilities. When the browser opens a document, it retrieves
an appropriate publicly accessible library to use in transforming and presenting
the document.

Keywords: Universal access · XSLT translation · UIML · Semantic mark-up ·
Document presentation

1 Introduction

In this work we merge two lines of research presented in previous HCII conferences. In
[1] we described an approach to universal access based on the idea of using semantic
markup in web pages to describe the purposes of the various elements on the page -
functionality, author intent, etc. We proposed that these could be used by more sophis‐
ticated browsers of the future to reorganize the presentation of the material to users with
different disabilities, such as visually impaired users or deaf users. In [2] we showed
how UIML could facilitate easy extension of browser display features and functionality
to match the needs of a particular application area. In [2] the application area was exten‐
sion of capabilities of document processing systems. Now we want to apply the tech‐
niques from [2] and a new idea in document processing [3] to our approach to universal
access presented in [1], specifically to solve the problem of actually implementing the
new meta-level markup in browsers without the need for the browser companies to
modify their software.
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The use of semantic tags and attributes allows the author of a document to specify
his or her purpose as well as the content. This can be used to adjust the presentation
based on the medium, as in the use of HTML5 [4] to achieve platform independence. It
can also be used to adjust the presentation to the needs of users with different abilities,
as proposed in [1]. While HTML5 emphasizes the semantic aspects of its elements and
attributes, we believe it is not sufficiently rich for universal access. Some elements, such
as “article” and “section”, convey semantic intent of the author and do have semantics
that is the same for all users, and HTML5 encourages the content of these to be presented
in ways that are appropriate for both the medium and the user. On the other hand, the
attributes and elements are not rich enough to distinguish some kinds of semantic intent.
For example, the “em” element (indicating emphasis) in HTML5 is more semantically
meaningful than “font_size = 40” and allows different platforms to display the corre‐
sponding information in a way most relevant for the medium. However, there could still
be different types of information whose emphasis is strong, such as warning or section
heading or even just ordinary emphasis, and these would need to be presented differently
to visually impaired or hearing impaired users. The “role” attribute in ARIA [6]
approaches this idea, but the role attributes in ARIA are not sufficient to distinguish
content to the degree we feel is needed for impaired users. Therefore, a much richer set
of semantic tags and attributes is needed to address the needs of users who are visually
impaired, hearing impaired, manually impaired, combinations of these, etc. The need
for special mark-up for special classes of users has been used in many different contexts,
among these for example the DAISY system [7] for reading text out loud to visually
impaired users in a more naturally sounding way.

This need for a rich set of tags and attributes places stronger requirements on the
presentation systems and precludes simply adding a few new capabilities through
modest additional programming. We propose in this paper to combine the techniques
of [2, 3] to solve this problem. XSLT is a well-known technology for reformatting
information in XML documents. Through XSLT translation the information can be
restructured and reorganized, and new tags and attributes can be added. An XSLT library
could use the semantic information in a document to restructure the document for
presentation to and interaction with a user with special needs. The techniques of [2] can
then be used to map the elements, attributes, and functionality of the restructured docu‐
ment to appropriate presentation and interaction implementations. In [2] it was shown
that the applications that implement the functionality could be anywhere that is acces‐
sible on the internet and need not be tied to an individual browser or document system.
This achieves a very high degree of platform independence.

There are many different kinds of users with special needs. Therefore, a single XSLT
library will not suffice. Furthermore, corresponding libraries of style sheets will be
needed to present the reorganized content properly. Therefore, a set of libraries is needed
that can be accessed every time a document is loaded. Reference [3] proposes a technique
for maintaining a dynamically expanding set of such libraries. It also proposes that a
document system determine a suitable library to retrieve each time a document is opened.
In the case of word processors, the document processor examines the document type,
for example OOXML or UOF. For the purpose of universal access, we suggest that the
processor be configured for the intended user by specifying that user’s special needs.
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After that, the system can retrieve a suitable XSLT and style sheet library based on both
the user’s configuration and the document type.

In Sect. 2 we review the three references that form the foundation of this proposal.
In Sect. 3 we give a few examples of how documents might be restructured to be more
presentable to users with some disabilities. In Sect. 4 we make concluding remarks.

2 Motivation and Review of the Three Main References

In [1] we proposed the use of semantic information representing author intent as a means
to help reorganize web page presentation for users with different impairments. For
example, simply reading the textual content of a web page is not sufficient for a visually
impaired user. Some portions of the content, for example major headings or warnings,
on a page are more important than others, and some important material is not presented
in text form. Inclusion of semantic information is consistent with the philosophy of
HTML5 in moving away from visually oriented elements and attributes. However,
HTML5 does not include a sufficient set of elements and attributes to address the needs
of universal access. In [1] we showed examples of additional elements and attributes
and how they could be used to present web pages to users with different abilities. Exam‐
ples included:

• An attribute “purpose” with a value like “site_running_title”. With this information
a browser might read the corresponding content to a blind user once but not every
time the user navigated to a different page.

• An element “navigation”. This element would include the navigation information for
the page, and a browser could read the choices to a blind user as soon as the page
was opened.

• An attribute value “warning” for the attribute “purpose”. This informs the browser
to render the content in special circumstances and in a way suitable for the kind of
user.

As noted, the role, property, and state attributes in ARIA [6] help, but they are not rich
enough in our opinion.

While browsers may implement HTML5, they would not be expected to handle much
richer sets of elements and attributes as proposed in [1]. Moreover, HTML5 is still
oriented towards browser display rather than general document display and would
therefore not be sufficient for general document-processing systems; for example, the
common word-processing systems use different XML schemas such as OOXML and
UOF. A more general means of translating a marked-up document to a target processing
system (browser, cell phone, word processing system, etc.) and in a way that accounts
for users with differing abilities is needed. XSLT [5] is designed to accomplish such
transformations. Improved algorithms for performing such transformations, such as [8],
make on-load or dynamic translation of even large documents feasible without intro‐
ducing delays for the user.

The techniques of [2], particularly the use of UIML, were proposed to allow docu‐
ment processing systems to dynamically generate user interfaces with expanded capabil‐
ities and functionality that could be accessed anywhere on the web. We propose to adapt
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these techniques to universal access. In [2] we showed a specific example of how UIML,
and in particular the “interface” section of a UIML document, can be used to map the
vocabulary used in a document to a new vocabulary in preparation for presentation to a
user. When combined with semantic information this could allow transformation of orig‐
inal document elements into forms suitable for users with various disabilities. For
example, an HTML5 “input” element marked with role “command” could be mapped to
an ordinary button with on_click function for regular users but mapped to a voice
command input system for blind users. Note that it is important to know both that it is
an input element and also that its purpose is a command. Other input elements, such as
basic information entry, could still be mapped to ordinary keyboard input rather than
voice input, while the command inputs might be collected together and handled by a
separate part of the system that monitors for any voice input. In [2] we also showed how
operations mentioned in the document can be mapped to services anywhere on the web
through the “peers” section of the UIML document. For example, a blind user who is
also hearing impaired may need a special voice output service, not just the one built into
the computer’s browser. An element like

in the “peers” section of a UIML document would map the voice-to-text function to the
user’s own speech software on the user’s own server, thus allowing that user to access
the web using his or her special speech software from a laptop from anywhere in the
world.

There are many audiences with special needs because there are many disabilities
and combinations of disabilities. Therefore, a set of translations is needed that can
map, say, a semantically marked-up HTML5 document to a particular kind of user
(e.g., blind, hearing impaired, manually impaired, combination, etc.) and perhaps even
a platform (PC web browser, cell phone, etc.). While there would be a large number
of such transformations, generating XSLT libraries for each situation is much more
feasible than reprogramming browsers and document processing systems to meet all
the variety of needs. Moreover, the XSLT transformations can be refined as more
experience with real users is gained and as HTML itself expands and progresses
toward richer sets of semantic mark-ups, whereas hard-coded implementations are not
likely to adapt to such learning.

Once such a library of transformations is developed, the work in [3] can be applied.
In [3] the goal is to obtain interoperability among document processing systems. The
idea is that a set of libraries be developed that provide stylesheets suitable for rendering
documents written in one of the major document processing formats – for example,
OOXML, UOF, ODF, etc. - in a document system designed for a different one of those
formats. A document processing system would check the type of a document being
opened and retrieve the appropriate stylesheet library before actually rendering the
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document. Style sheets for various element types would be grouped into sub-libraries
to provide better access and higher reusability. For example, paragraph styles for
different document formatting systems might be stored as

http://public.styles.lib/public/paragraph/normal/1/uof
http://public.styles.lib/public/paragraph/normal/1/ooxml
…
http://public.styles.lib/public/paragraph/table/uof
http://public.styles.lib/public/paragraph/table/ooxml…

The first of these, for example, would contain information about styling the first para‐
graph in a section in a uof document. Document systems could retrieve appropriate ones
of these and incorporate into larger stylesheets for a given document in a given system.

In [3] the focus was on office documents, and the libraries contained style sheets
only. We propose to extend this concept by adding XSLT translation files and UIML
files to the libraries. A user would configure his or her system, for example browser,
with parameters specifying that user’s situation - hearing impaired, visually impaired,
etc. Then, when the system opens a new document it uses the configuration to determine
a suitable transformation and style library to retrieve, translates the original document
into a format suitable for that user, and then uses the style sheets to actually present the
content and manage the interaction. We note that for universal access styling alone is
not enough. As we illustrate in the next section, it will likely be necessary to a restructure
a document, sometimes drastically, before presenting it to users with a disability. There‐
fore, the libraries we are proposing would contain both XSLT files and regular style
sheet files. Moreover, functions used by regular users, such as mouse motions or clicks,
may also need to be replaced, perhaps by special software not available on the user’s
machine. Therefore, our libraries will also include UIML with information like that
indicated in a previous paragraph.

3 Examples

In this section we present a number of examples of how content and interaction might
be presented to different users. Space precludes showing complete XSLT and UIML
files. Therefore, our presentation here focuses on how the information in a semantically
marked up document should be reorganized and presented. These are only suggestions;
detailed studies of actual users should be made to determine how best to reorganize and
present web content and handle interaction. These examples are only meant to illustrate
the kinds of reorganization that are possible and the wide variety of presentation styles
that will be needed to achieve universal access.

Much web page content is generated dynamically, for example by executing Java‐
script either on page load or in response to an event. Thus, all of the transformations that
would be applied to a static page must also be applicable to content generated on the
fly. This might be accomplished by modifying the Javascript as well as the static page
content through XSLT when the page is first loaded. It might also be accomplished by
allowing the Javascript to operate on the original form of the web page and then pass
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the Javascript output through the translation process before rendering. The point is that
any techniques that are proposed for transforming content must be applicable to both
static and dynamically generated files.

We consider a small set of disabilities - blind, color blind, deaf, manually impaired
(cannot use a mouse or keyboard) - and how content and interaction might be changed
to accommodate users with those disabilities.

3.1 Blind Users

Presentation to blind users will likely require the most reorganization and the most
changes in the interaction methods. Here are some ideas on changes that would help
blind users.

Sighted users can easily comprehend the organization of most web pages and can
scroll to areas of interest. Blind users need to be told what kinds of information are on
the page and must have a different means to access, or “scroll to”, the desired content.
HTML5 elements, like article and section, can be used to inform the bind user about the
content, especially if the author has added attributes in these elements that give descrip‐
tive information about the content and purpose. When the page is retrieved, a system
like the one proposed here can extract such information from the article, section, and
possibly other elements and present that information by voice as the page is actually
loaded into the browser. The user could then navigate the page by voice input and could
request the organization information to be repeated, perhaps by a voice input such as
“page organization”, if the user needed to refresh his or her memory. Other voice
command inputs, such as “next section” or “previous paragraph”, would simulate ordi‐
nary navigation by mouse scrolling/clicking.

Many pages contain input elements representing commands, such as submit, clear-
form, buttons that activate Javascript functions, etc. Sighted users can easily identify
and locate these, but blind users need to be told that the page has such inputs. One
approach is to notify the blind user by voice output that the page contains such inputs
when the page is first loaded. The user can then request a list of the available commands
by voice, say by speaking the word “commands”, at which point the browser can present
the list of available commands by voice output. The user could speak the desired
command, thus simulating a mouse click, or say “done”.

Many pages contain input boxes for normal text, for example first and last name in
a form or feedback to the web author or server. Many blind users are proficient typists,
and those users may prefer to use the keyboard for normal text entry. These users need
help bringing such input boxes into focus. A sighted user would just mouse over the box
or use the tab key to move to the next box. For blind users a method similar to the one
in the preceding paragraph could be used. To accomplish this, the list of text input boxes
would be identified when the html file was retrieved from the server, as suggested for
command inputs. On page load the list of these input boxes could be read out to the user.
The user could focus on a text input by speaking the name of the input box and could
indicate when he or she had finished text entry by speaking a word like “done”. Alter‐
natively, the user could speak commands like “first input box” or “next input box”. Of
course, some blind users may prefer voice input for both normal text and command
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inputs. Thus, even for a single class of impaired users there would be a need for multiple
types of preprocessing to allow for the preferences and abilities of individuals within
that class.

Visually-oriented elements, like img and video, are of little direct use to a blind
user. If the purpose of the element is purely decorative, the element can simply be
removed before the page is loaded into the browser. If the element has a non-decorative
purpose and the page author has added additional information through suitable attrib‐
utes on the element, the element can be changed into a different form, for example into
an audio element that contains the alternate information from the “alt” attribute value
of an img element.

These are but a few suggestions of how information can be presented to blind users
and how a web page might interact with a blind user. But it is enough to illustrate several
points. First, obviously not every browser manufacturer is going to build all of these
features and many more into their browsers. Likely, in fact, none of them will. However,
the above can be accomplished by a system as proposed here. Extracting content from
an HTML5 file (or any XML file) can be accomplished through XSLT transformation.
An XSLT transformation can find the command elements in a suitably marked-up
HTML5 file and generate suitable Javascript, for example, to accomplish the voice read-
out and voice input. UIML files can be used to map functionality, such as voice output
and voice recognition for verbal command input, to appropriate software either in the
browser itself or on the user’s computer or anywhere on the web.

3.2 Color Blind Users

Section 3.1 illustrates the main ideas proposed in this paper. We now present a few
additional examples to illustrate the need for a large collection of libraries and also to
illustrate the flexibility and adaptability of the method we propose.

Users who are color blind do not need drastic reorganization and presentation of the
material. These users are able to locate and mouse-over the elements on the page. They
are also able to see the organization of the page and locate both textual and non-textual
information as easily as sighted users. Therefore, the elements of the original HTML5
page can be retained with little if any modification. Uses of color on the page would
need modification, and this could probably be accomplished by transforming the styles
sheets for the page rather than the HTML itself. An obvious example is the use of color
to highlight links. For a color blind user links could be highlighted by emphasis plus
underlining rather than color plus underlining. Other uses of color specified by the author
of the page could be replaced by combinations of font size and style. If the author had
followed the guidelines of HTML5, all the color information would have been included
in a stylesheet. XSLT could be used to transform that stylesheet before the page was
loaded into the browser. Alternatively, the whole stylesheet could be replaced by one
from the library for color-blind users.
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3.3 Hearing Impaired Users

Users who were hearing impaired but had normal sight would only need to have the
sound elements modified. For video or voice audio one approach would be to import
voice-to-text software or software that provides closed-captioning from video. UIML
could provide the connection between the web page that was loaded by the browser and
such software, again either on the user’s own machine or from anywhere on the web.

3.4 Manually Impaired Users

Users who cannot use a mouse and keyboard could interact with the page by voice input.
Again, assuming the user had normal sight, the elements of the page would not need
reorganization. However, voice input and output would be used, and UIML would
provide the link between elements on the page and appropriate software.

4 Conclusion and Future Work

Achieving universal access is extremely difficult. It is not enough just to read the text
to a blind user or just to replace sounds by text for a deaf user. In many cases the content
needs to be completely reorganized, and often the interaction also needs to be drastically
modified. And, because there are many diverse groups of users with a variety of combi‐
nations of disabilities, this reorganization needs to be done in many different ways. It is
unrealistic to expect browsers to be implemented that could achieve such a diversity of
functionality, much less to expect that to be done on the variety of platforms ranging
from PC browsers to cell phones to book readers to…. Further, the variety of platforms
will increase over time, and it is not likely that all these new platforms will implement
the presentation and functionality required for the many kinds of users. We have
proposed an approach, based on reformatting marked up documents, that is feasible to
implement, expandable as future platforms and document systems are introduced, and
that provides usable access to a much wider array of users.

We close by noting that an important aspect of universal access has yet to be
addressed by the HCI community. Prior work, including our work in this paper, has
focused on the technology. There is little work on understanding how different types of
users can best interact with the web. We have hinted in Sect. 3 at some plausible ways
a few kinds of users might want to receive the content and interact with it, but we make
no claims that our suggestions there are exhaustive or are the best ways for those users.
We only presented those ideas to illustrate the method. What is needed is an interdisci‐
plinary effort involving HCI professionals and also psychologists, sociologists, medical
professionals, and others to gain a deep understanding and model of different types of
users and what are the best ways for each type to interact with our machines.
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Abstract. The American Community Survey (ACS) website provides supple-
mentary information about ACS participation and about ACS data (e.g., data
collection, data utilization, survey procedures, etc.). Additionally, the ACS
website is a portal to the American Fact Finder (AFF) for access to ACS data.
The U.S. Census Bureau is undergoing a new initiative to change the look and
feel of Census sites, and various design features have been modified on a web
based prototype for the redesigned American Community Survey (ACS) web-
site, including navigational tools and layout. Feedback on whether users of the
site would be able to obtain the information they need given the new design
features was warranted. The site was tested in its early stages of development
using a web-based prototype with limited functionality (i.e., medium-fidelity).
Eye tracking was incorporated in the evaluation of the site to gain an in-depth
understanding of users’ visual interaction and to add support to observed find-
ings. In addition, differences in eye-fixation duration on Areas of Interest during
optimal task performance and non-optimal task performance were explored.

Keywords: Usability � Eye tracking � Task performance � Fixation duration

1 Introduction

During the spring of 2014, the U.S. Census Bureau’s Human Factors and Usability
Research Group conducted a medium-fidelity usability evaluation of a web-based
prototype for the redesigned American Community Survey (ACS) website. The ACS
website is a public site providing information about the American Community Survey,
an ongoing national survey that is administered to nearly 3 million households per year
and assists in the allocation of more than $450 billion in federal and state funds.

Disclaimer: This report is released to inform interested parties of research and to encourage
discussion. Any views expressed on the methodological issues are those of the authors and not
necessarily those of the U.S. Census Bureau.
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The site also provides supplemental information about ACS data (e.g., data collection,
data utilization, survey procedures) and serves as a portal to the American Fact Finder
(AFF) for access to ACS data. The U.S. Census Bureau is undergoing a new initiative
to change the look and feel of its websites. As a result, various design features have
been modified in a prototype for the redesigned ACS website, including its navigational
tools and layout, warranting a usability evaluation.

The web-based prototype used during the medium-fidelity evaluation of the ACS site
was limited in its functionality and navigational capabilities (e.g., not all links were
functional). The web pages were housed on a CD-ROM and up-loaded to the computer
for testing. This type of medium-fidelity testing is often a preferred usability method
when exploring design alternatives or when requiring guidance on layout and func-
tionality of a site [1]. This is essential in the user-centered design process because
feedback regarding the design can be obtained early on. It allows changes to be made
during the design phase, which may in turn be less burdensome for developers of the site.

In addition to obtaining accuracy, efficiency, confidence in navigation decisions, and
satisfaction data (common usability metrics) [2], eye-tracking data were also collected in
the usability evaluation to gain a deeper understanding of participants’ visual interaction
with the site. The use of eye-tracking technology has emerged in usability testing as a way
to inform the design of an interface [3]. Eye tracking is a method used to study eye
movements with the assumption that the data provide information on the
human-computer interaction. For example, knowing where users are looking can help
developers of a site know which features of a site are being noticed and which are being
overlooked. It can also be used to understand emotional states and cognitive processes [3].

Data obtained from eye tracking, such as fixation duration captures how long a
users’ eyes are relatively still as they look at specific content [3]. Research suggests that
greater mean eye-fixation duration can be indicative of information complexity and
task difficulty [4]. Other research has found that longer fixation duration was associated
with difficult words in a reading task and decreased discriminability of a target [5]. The
present study seeks to assess whether these findings will hold for data captured in the
usability evaluation of a web-based information-rich prototype. Our hypothesis is that,
given findings from previous research, there will be longer fixation duration on links
and on the ACS main page overall, during non-optimal task performance-in which
users are less accurate in completing the task, take longer to complete a given task, and
less confident in their navigation decisions- than during optimal task performance
(where users are more accurate in task completion take less time to complete a task, and
are more confident in navigation). The rationale for this hypothesis is that poor per-
formance on tasks using the web-based prototype is an indicator of cognitive chal-
lenges and task difficulty which would warrant additional eye fixations.

2 Methodology

2.1 Participants

Twelve participants (four males, eight females) took part in the medium-fidelity
usability evaluation for the ACS website. All participants were from the public and
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recruited from local advertisements (newspapers, Craigslist, etc.). The participants
selected for the medium-fidelity evaluation self-reported that they had little to no
experience with Census Bureau sites (including the ACS website), had at least one year
Internet experience, and spent on average about 44.33 h on the Internet per week. The
mean age of participants was 40.67 years (range 23–63 years), and 8 out of 12 par-
ticipants (67 %) had a Bachelors’ degree or greater. (See Table 1 for a complete
description of participant demographics.)

2.2 Procedure

In each individual usability session, the participant entered the testing area and was
informed about the purpose of the study and the uses of data that were to be collected.
The moderator asked the participant to read and sign a consent form stating that they
understood their rights and were voluntarily taking part in the study. The test admin-
istrator began video/audio recording after the participant signed the consent form. The
participant completed a demographic and computer and Internet experience question-
naire. The participant was positioned in front of a Tobii X120 computer monitor
equipped with infra-red cameras. A brief calibration procedure was performed to ensure
the quality of eye-tracking data collected.

The test administrator gave the participant randomized task questions and
instructed him/her to think aloud while using the American Community Survey site to
complete each task. Tasks consisted of common reasons people would visit the site. For
example, You just received the American Community Survey in the mail, and none
of your neighbors did. Find out why your address was selected. (See Appendix A for a
complete listing of tasks). The participant was instructed to read each task aloud, and
the test administrator loaded the ACS main page on the screen for the task to begin. At
the end of each task, the participant was instructed to rate his/her confidence that their
link selection(s) led/would lead them to the correct page to complete the task. After
completing all tasks, the participant answered a satisfaction questionnaire about their

Table 1. Characteristics of participants

Total Participants (n) 12
Gender

Male
Female

4
8

Average Age (standard deviation) 40.67(14.90)
Education

High School
Some College
Bachelor’s degree
Post Bachelor’s degree

3
1
5
3

Race
White
Black

4
8

Hispanic Origin
Yes
No

3
9
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overall experience with the site. The test administrator asked the participant a set of
debriefing questions to obtain more information about his or her experience. The
session concluded, and the participant was given a $40 cash honorarium.

2.3 Metrics

Eye-tracking data were analyzed using t-test procedures to determine whether there
were significant differences in eye-fixation duration, on optimal links located on the
main page or on the ACS main page overall (Fig. 1), for tasks that had a higher
percentage of users perform with accuracy, efficiency, and confidence in navigation
decisions (optimal task performance) and those that did not (non-optimal task
performance).

Fixation Duration. Fixation duration is defined as the amount of time (in seconds) of
fixations within predefined areas, also known as Areas of Interest [6]. In this analysis,
Areas of Interest consist of optimal links from the main page needed for task

Fig. 1. ACS web-based prototype tested during the medium fidelity usability evaluation
(main page)
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completion and the ACS main page overall. As previous research suggests, users would
likely need to fixate longer on these areas during non-optimal task performance because
the task is complex and difficult to complete. See Appendix B for highlighted Areas of
Interest for the ACS web-based prototype.

Accuracy. Accuracy was based on users’ ability to successfully click on the optimal
link to successfully complete a given task. A task was coded as having “high accuracy”
if 85 % or more of the participants were able to successfully navigate to the optimal
link, without assistance. Otherwise, the task was coded as having “low accuracy”

Efficiency. Each task was timed from when the ACS web page prototype loaded until
the participant clicked on their last link on the ACS page to complete a given task.
Time duration was averaged for each task. A task was coded as a “high efficiency” task
if 70 % or more participants were able to complete the task in the average time duration
or less. Otherwise, the task was coded as a “low efficiency” task. It is important to note
that efficiency is not typically captured in low- and medium-fidelity testing due to the
limited functionality of the site, which may not reflect accurate timing of task com-
pletion. Therefore, given the range of efficiency scores overall, more leniency was
given to what constituted a “high-efficiency” measure than might occur if it were a
high-fidelity study.

Confidence. Participants were asked to select links that they felt would direct them to
the correct information needed to successfully complete tasks. Following their link(s)
selection, they answered the following question to assess the level of confidence they
had in their navigation decisions to obtain the information:

On a scale of 1 to 9 where 1 is confident and 9 is not confident, “How confident are
you that you would be able to find the information you were looking for based on your
selection?”

Participants’ rating for each task was noted as their level of confidence in their
navigation behaviors. Confidence ratings were individually coded such that, those who
chose 1 or 2 were confident and those rating a 3 or greater were less confident.
Similarly to the accuracy coding, a task was coded as having “high confidence” if 85 %
or more participants were confident in their link selection. Otherwise, the task was
coded as having “low confidence”.

3 Results

Task categorizations are presented below in Table 2. In addition, the number of par-
ticipants included in the analysis of each task and the average fixation duration for
optimal links and the ACS main page (AOI’s) is noted.

When examining the average fixation duration on optimal links, there were no
significant differences in the fixation duration between tasks that had low accuracy
(M = 1.78, SD = .63) and high accuracy (M = 1.48, SD = .64); t(7) = 0.72, p = .49.
There were no significant differences in the fixation duration between tasks that had
low efficiency (M = 1.45, SD = .59) and high efficiency (M = 2.04, SD = .54); t
(7) = −1.43, p = .19. Lastly, there were no significant differences in the fixation
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duration between tasks that had low confidence (M = 1.63, SD = .45) and high con-
fidence (M = 1.68, SD = .85); t(7) = −.11, p = .91.

When examining the average fixation duration on the ACS main page, there were
no significant differences in the fixation duration between tasks that had low accuracy
(M = 18.88, SD = 6.54) and high accuracy (M = 13.20, SD = 8.27); t(7) = 1.15, p = .28.
However, there were significant differences in the fixation duration between tasks that
had low efficiency (M = 19.72, SD = 6.84) and high efficiency (M = 9.61, SD = 2.20); t
(7) = 2.43, p = .05 and between tasks that had low confidence (M = 21.60, SD = 5.64)
and high confidence (M = 9.79, SD = 1.83); t(7) = 3.97, p = .01.

4 Conclusion

While research suggests that increased fixation duration can be indicative of infor-
mation complexity or task difficulty [4], our results are mixed. Contrary to our
hypothesis, we did not find differences in fixation duration on optimal links by task
performance. It appears that the links needed to successfully complete a given task
captured the same amount of attention from participants regardless of whether the
task had a high or low accuracy rate, was high or low in efficiency, or whether
there was high or low confidence in navigation decisions.

However, in support of our hypothesis, our results for the fixation duration on the
ACS main page showed that increased fixation duration did correspond with task
difficulty. Tasks that were more difficult to complete based on non-optimal task per-
formance measures (i.e., low in efficiency, low in confidence) required participants to
spend more time looking at content on the ACS main page to find the information they
needed. There were significant differences in the fixation duration between tasks that
had high efficiency and low efficiency and tasks that were high in confidence and low

Table 2. Average fixation duration for AOI’s and performance categorization by task
aTask (n) Average fixation duration

(in seconds) for AOI’s
Performance categorization

Optimal link(s) Main page Accuracy Efficiency Confidence

Task 1 (n = 9) 1.25 27.07 Low Low Low
Task 2 (n = 10) 2.47 7.43 High High High
Task 3 (n = 5) 2.12 14.87 Low Low Low
Task 4 (n = 10) 3.08 11.82 Low High High
Task 5 (n = 8) 1.48 9.58 High High High
Task 6 (n = 10) 2.12 16.20 Low Low Low
Task 7 (n = 10) 0.60 10.31 High Low High
Task 9 (n = 12) 1.79 25.47 High Low Low
Task 10 (n = 8) 1.17 24.42 Low Low Low
aTasks were randomly assigned and not all tasks were given to participants due to time
constraints. In addition, task 8 was excluded from the eye tracking analyses as there was no
optimal link defined.
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in confidence. Tasks for which participants were confident in their navigation decisions
and tasks that were higher in efficiency had a shorter fixation duration. For these less
challenging tasks, participants were able to quickly sort through the content on the ACS
main page and proceed. However, whether or not participants were able to more
accurately identify the optimal link needed for successful completion did not vary the
amount of time they had to spend looking through the ACS main page content.

Given these mixed results, it may be the case that increased fixation duration is not
indicative of only confusion, task difficulty or negative aspects of the user interface
design. Perhaps, similar to other studies, fixation duration could be indicative of greater
interest and engagement with a target [7]. In addition, perhaps the optimal links
themselves may not have been difficult for participants to understand or identify for
task completion.

There are various limitations in the present study including, having a small sample
size that was based on convenience sampling, using very few tasks in the analyses, and
analyzing only fixation duration. Future research should analyze eye-tracking data from
a larger sample of participants and perhaps a greater number of tasks or websites. In
addition, separate analyses based on participants’ individual performance and charac-
teristics should also be considered, as research suggests that there may be differences in
eye behaviors based on gender [4] and age [8], to name a few.

Lastly, other types of eye-tracking data can be incorporated in the analyses of eye
behaviors to better understand eye patterns as it relates to task performance. For
example, gaze time has been shown to be negatively related to task difficulty and
saccade rates have been found to decrease when task difficulty or mental load increases
[4]. These are two examples of future research with information-rich prototypes that
are underway in our lab.

Overall, the present study presents a framework on which future research can build.
Our results are preliminary and we hope to elicit future research in exploring the
meaning of eye behaviors. Given the emerging uses of eye tracking in usability
evaluations, it is important to develop a clearer understanding of what these
eye-tracking data mean as it relates to the design of a user-interface and task difficulty.

Appendix A: User Tasks

1. You just received the American Community Survey in the mail, and none of your
neighbors did. Find out why your address was selected.

2. Your aunt has been contacted about responding to the American Community
Survey (ACS). She would prefer to fill the form out online with your help. Find out if
there is an online option.

3. You are interested in seeing what kind of information the American Community
Survey has collected. Specifically, does it collect information on the number of people
who speak languages other than English in the United States?

4. You are a researcher who will begin using the American Community Survey
website on a regular basis, and you want to stay up-to-date on any changes or news
items. Is there a way to subscribe to email updates? If so, subscribe to it.

Medium-Fidelity Usability Evaluation for the American Community Survey Website 189



5. Your Vietnamese neighbors received the American Community Survey in the
mail and have asked for your help. They want to know if there is any information in
their native language. Check the website to see if there is anything available in Viet-
namese to help your neighbors understand the basics.

6. You are filling out the survey but feel uneasy about Question 33 - What time did
this person usually leave home to go to work? Find out why this question is being
asked.

7. You have heard that the American Community Survey has data about your
community. Find out how many children are enrolled in elementary education (grades
1–8) in your state.

8. At the request of your Statistics instructor, you are giving a presentation on the
American Community Survey. Are there any prepared materials that you can use for
this purpose? Based on information on the site, please name at least one example of
these materials.

9. Use the site to find:
a. What is the estimated number of grandparents who are caring for their grand-

children in Maryland in 2012?
10. You just got mailing materials in the mail inviting you to complete the

American Community Survey online, but you aren’t sure if this is real or a scam (e.g.,
is it legitimate?) What would you do?
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Appendix B: Defined Areas of Interest on the ACS Web-Based
Prototype

Optimal Links

ACS main page
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Abstract. The conflict between an aggregate rating and a customer’s comment
oftentimes cause consumers’ negative feelings on the quality of a product. The
purpose of this study was to investigate whether such conflict influenced an indi‐
vidual’s purchase intentions. Particularly, this study looked at how social influ‐
ence mediated the effects of a conflicting aggregate rating and a customer’s
comment on purchase intention. To achieve the goal, an online mixed factorial
experiment was conducted with one hundred and eighty-four student volunteers.
The independent variables of interest were: consistency of aggregate rating and
customer comment and number of Facebook likes. The dependent variable was
purchase intention. In this study, participants were mainly recruited through the
social groups on Facebook. Participants were instructed to provide their degrees
of purchase intentions to snack food on our experimental website (containing
pages reflecting differing treatment conditions under the independent variables).
Results of the experiment showed that the conflict between a aggregate rating and
a customer’s comment, as well as the number of Facebook likes respectively had
significant impacts on purchase intentions. Results of this study have implications
on the design of social interfaces on social commerce websites.

Keywords: Aggregate rating · Customer comment · Purchase intention

1 Introduction

Web 2.0 has transformed e-commerce from a product-oriented environment to a social
environment [1]. The transformation resulted in the birth of social commerce consisting
of communities of customers with similar interests, passions, and goals [2]. In a social
commerce environment, customers have access to social knowledge and experiences to
support better understanding of purchase intentions and purchase decisions [3].
According to Ng. [4], social commerce involves the use of social media to support social
interactions and communications on user generated content (e.g., customer’s ratings and
reviews). Sellers want to convert customers into brand advocates (e.g., turning Facebook
likes into paying customers), whereas customers want to make better informed purchase
decisions (e.g., getting a good deal from checking Facebook likes). The aims of the two
parties can be achieved through customers’ sharing and expressing experiences [5].
These social interactions and communications enable word-of-mouth marketing,
product advocacy for a brand, and social capital building.
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Customer reviews are an important resource for users to buy a product, do business,
and/or choose a hotel. These reviews became a useful asset for purchase decisions [6].
They typically supplement the product descriptions and/or expert reviews provided by
electronic commerce companies. They have been shown to have a positive influence on
product sales [6].

The presence of customer reviews on a website has been shown to improve customer
perception of the social presence of a website [7]. They create a sense of community
among frequent shoppers [8]. A customer review typically consists of a numerical star
rating and an open-ended consumer-authored comment. Both information provide
valuable product information to a web shopper.

• A numerical star rating usually ranges from one to five stars. A very low rating
(one star) indicates an extremely negative view of a product, whereas a very high
rating (5 stars) reflects an extremely positive view of a product. A three star rating
reflects a moderate view of a product. Re-search has demonstrated that customer
ratings have the potential to add value for a prospective customer. Positive ratings
can positively influence the growth of product sales [9].

• Consumer-authored comments are written in a free-text format that reflects deci‐
sion-making process of product purchases, and experiences and preferences of
product usages, etc. Research showed that consumer-authored comments are not
presented properly and are technologically poor. Web users/shoppers oftentimes
need to browse massive amount of text information in order to find a particular piece
of product information [10].

In social commerce, not all customer reviews are helpful to a user in making a purchasing
decision [8]. What makes web users/shoppers frustrated is that a comment is not reflec‐
tive of its corresponding numerical star rating. Research showed that a negative
consumer comment may become unfavorable while the aggregate rating is positive. For
example, Qiu et al. [11] found that the presence of a conflicting aggregated rating
decreased comment credibility and diagnosticity. However, early re-search in social
cognition held an opposite stance. Borgida and Nisbett [12] showed that people tended
to regard base rate data (statistical summaries) as if they were uninformative and relied
more on individuating data (people’s comments) if both data were presented at the same
time. In other words, social cognition researchers believed that the presence of a
conflicting aggregate rating has little impact on comment adoption.

In fact, people are most confident in decisions when information is highly dis-
gnostic. The consistency between a particular comment and other comments influenced
customers’ perception credibility perception and adoption intention of a target comment
[13]. The inconsistent findings of Qiu et al. [11] and Borgida and Nisbett [12] suggest
that more research are needed to discern the effects of the consistency of aggregate rating
and consumer comment on purchase decisions and behavior.

In the field of social commerce, one of the most influential models for illustrating
the intention–behaviour relationship is Ajzen’s theory of planned behaviour (TPB)
[14–16]. This theory proposes that behaviour is influenced by intention, and that inten‐
tion is determined by attitudes, subjective norms, and perceived behaviour control.
Generally speaking, individuals will intend to perform a behavior when they evaluate
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it positively and/or when they are influenced by social pressure. The relationships
among attitude, intention, and behavior proposed by TPB were applied in many fields.
For example, Kim and Njite [17] applied TPB to investigate why people chose eco-
friendly restaurant. Kim and Njite found that subjective norm played an important role
in purchase intention. Shin [14] analyzed consumer behaviours in social commerce
from the perspective of social influence. Shin created a model to validate the relation‐
ship between the subjective norm and trust, social support, attitude, and intention. Shin
found that the subjective norm is a key behavioural antecedent to use social commerce.
The above research suggests that social pressure and influence play a key role in
enabling successful purchases. In current social commerce, such influence could have
come from the “like” buttons (e.g., Facebook’s like, Google’s +1, Twitter’s follow)
[18, 19].

From the above, it is imperative to understand whether social influence comes into
play in affecting purchase intention when customer ratings and comments are inconsis‐
tent. The aims of this study are as follows: (1) investigate whether the conflicts between
an aggregate rating and a consumer comment influenced an individual’s purchase inten‐
tions; (2) examine how Facebook likes impacted purchase intentions when there was a
conflict between an aggregate rating and a consumer comment. An online experiment
was conducted with one hundred and eighty-four participants. Participants were engaged
in buying snack on our developed social commerce website. Results of this study show
implications on the design of social interfaces on social commerce websites. Our work
takes a novel approach to study how Facebook likes (i.e., social influence) mediated the
effects of a conflicting aggregate rating and a consumer comment on purchase intention.

2 Method

2.1 Participants

Purposeful sampling was used to select information-rich participants for the experiment.
In our study, participants were required to have experiences of purchasing products on
social commerce websites and visited relevant websites for at least once per month. To
recruit participants, the information about the experiment was posted on differing social
groups on Facebook. A total of 184 student participants (82 males, 102 females, average
age: 23) voluntarily joined the experiment. No compensation was provided for partici‐
pating in the experiment.

2.2 Experimental Design and Equipment

The independent variables of the study were: (1) consistency of aggregate rating and
customer comment (with two levels, consistent, and inconsistent); (2) number of Face-
book likes (with four levels, zero, five, ten, and fifteen). The dependent variable was
purchase intention. Participants’ ratings on purchase intentions were analyzed with SAS
9.4 software.
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The experimental design is shown in Table 1. In our study, eighty-seven participants
were exposed to the “consistent rating-comment” condition. Ninety-seven participants
were exposed to the “inconsistent rating-comment” condition. Figure 1 shows an
example of the experimental condition. As illustrated in Fig. 1, every condition
contained (1) an image of snack, (2) an aggregate 5 star rating, (3) a Face-book like icon
with the number on the side (either 0, 5, 10, or 15), (4) product descriptions, and (5) a
customer’s comment (either positive or negative).

Table 1. The experimental design of the study (mixed factorial design)

Number of Facebook likes

0 5 10 15

Consistency
of aggre‐
gate rating
and
customer
comment

Consistent:
5 stars with a

positive
customer
comment

P1–P87 P1–P87 P1–P87 P1–P87

Inconsistent:
5 stars with a

negative
customer
comment

P88–P184 P88–P184 P88–P184 P88–P184

Note: P denotes participant

A customer’s comment

Aggregate rating: 5 stars

Facebook like

Product description

Fig. 1. An example of the experimental page: snack with a high aggregate rating, a positive
customer comment, and 0 Facebook like).
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2.3 Procedure

An online experiment was conducted. All experimental conditions were transformed into
differing web pages. To increase the response rate and to reduce the effort for completing
the experiment, we separated all experimental conditions into two sub-categories with
two separate links under our posts on Facebook. One link contained all “inconsistent
rating-comment” conditions. The other contained all “consistent rating-comment”
conditions. The following describes the procedure of the experiment:

After clicking on the link of our experiment, participants were shown an instructional
page containing the purpose of the study, descriptions of the experiment, as well as the
information about the risks, benefits, and compensation for joining the study. After
agreeing to participate in the experiment, participants were randomly presented with
web pages containing differing experimental conditions. Participants were asked to take
their time to respond to each of the conditions with their degrees of purchase intentions
(from 1 to 5, 1 being very low, 5 being very high). Two questions associated with
purchase intention were presented:

• I will buy this snack.
• Buying this snack is a good choice.

Every condition was shown on a web page one at a time. Participants were notified the
end of the experiment as soon as they responded to all questions.

3 Results and Discussion

Descriptive statistics were conducted on the treatment conditions. Results are shown in
Table 2. It appears that participants gave lower ratings if an aggregate rating did not
match with a customer comment (Mean = 2.8, SD = 0.94). With regards to the number
of Facebook likes, it appears that, no matter whether or not an aggregate rating and a
customer comment were conflicted, participants provided higher purchase intentions to
higher numbers of Facebook likes.

A mixed two way ANOVA was conducted with PROC GLM in SAS 9.4. Results of
the analysis showed that both Consistency of aggregate rating and customer comment
and Number of Facebook likes significantly influenced participants’ purchase intentions.
There was no interaction between Consistency of aggregate rating and customer
comment and Number of Facebook likes. This suggests that the number of Facebook
likes did not mask the effect of Consistency of aggregate rating and customer comment.

In other words, if an aggregate rating is consistent with a customer’s comment, a
product received higher purchase intentions no matter whether the number of Facebook
likes was high or low. Results of the analysis also suggest that no matter whether an
aggregate rating conflicted with a customer comment, a higher number of Facebook
likes increased an individual’s purchase intentions (Table 3).
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Table 2. Descriptive statistics: mean ratings of the treatment levels under the independent vari‐
ables.

Independent variables n Mean (Standard deviation)

Consistent: 5 stars with a

positive customer

comment

0 Facebook like 87 3.20 (0.82) 3.33

(0.88)
5 Facebook likes 87 3.23 (0.83)

10 Facebook likes 87 3.33 (0.85)

15 Facebook likes 87 3.55 (0.97)

Inconsistent: 5 stars with

a negative customer

comment

0 Facebook like 97 2.77 (0.98) 2.80

(0.94)
5 Facebook likes 97 2.68 (0.90)

10 Facebook likes 97 2.85 (0.93)

15 Facebook likes 97 2.91 (0.95)

Table 3. Statistical output for the mixed two-way ANOVA

Source DF Type Ш SS Mean square F value p value

Consistency of aggregate rating and customer
comment

       1    50.390 50.390 29.31 0.000

Participant 182 312.904      1.719

Number of Facebook likes         3           8.429      2.810       5.32 0.001

Consistency of aggregate rating and customer
comment

* Number of Facebook likes

         3           1.121      0.374       0.71 0.548

Number of Facebook likes
* Participant

546 288.296       0.528

Total 735 661.14

Overall, the consistency of an aggregate rating and a customer comment as well as
Facebook likes are the driving force for purchase intentions. To increase the revenue,
social commerse websites should prevent the happening of the conflict. A good example
can be found in the Amazon rating-review system. For every customer comment,
Amazon places an interface at the bottom, “Was this review helpful to you?” If a
comment does not reflect the true aggrgate rating from most customers and
shoppers/web users answer no to the question, it could be pushed downwards on the
product review page.

In addition, social commerce websites could develop interfaces to let customers
being aware of other customers’ feedback, opinions, comments, or even impressions on
a product of interest. The idea here is to introduce social influence. An example could
be that if an individual wants to buy a particular skateboard, social commerce websites
might want to show the number of likes/dislikes from people who are extreme sports
athletes, instead of general shoppers/users on the websites.
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4 Conclusion

The purposes of this study were to (1) investigate whether the conflicts between an
aggregate rating and a consumer comment influenced an individual’s purchase inten‐
tions; (2) examine how Facebook likes impacted purchase intentions when there was a
conflict between an aggregate rating and a consumer‘s comment. An online experiment
was conducted with one hundred and eighty-four participants. Participants were engaged
in buying snack on our developed social commerce website.

Results of the study indicated that consistency of an aggregate rating and a custom‐
er’s comment, as well as the number of Facebook likes significantly affected partici‐
pants’ purchase intentions. Particularly, if an aggregate rating is consistent with a
customer’s comment, a product received higher purchase intentions (no matter whether
the number of Facebook likes was high or low).

Research showed purchase intention is highly correlated with purchase behavior.
Although other factors could have influenced purchase behavior, the insight obtained
from this study was valuable to the design of social interfaces on social commerce
websites. Social commerce websites should put more emphasis on designing for social
influence. The benefit is not simply the sales revenue for the websites. Customers also
get an idea of the quality of products, decision supports, and even prevent the lose for
buying unwanted products.

Our work takes a novel approach to study how Facebook likes (i.e., social influence)
mediated the effects of a conflicting aggregate rating and a consumer comment on
purchase intention. The outcomes of this study are limited by the type of product used
in the experiment. The product price was fixed in the experiment which could have
affected our results. In addition, the participants were mainly college students. To
improve the ecological validity, further studies are needed to recruit other groups of
participants and look at more variables that might also influence online purchase inten‐
tions and behavior.
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Abstract. The post-industrial innovation system with its distinct focus on
social innovation allows for theoretical and conceptual connections between
innovation research and new fields of social practice. In this article we elaborate
on the potential of social innovation and especially digital social innovation to
tackle digitally excluded persons’ needs. Public internet access points are key
infrastructures driving the digital inclusion of marginalized persons. Empirical
results presented in this paper shows that these players act socially innovative by
creating collaborative spaces for digital inclusion, by developing hybrid staff
competence profiles and by creating community-based, intergenerational
learning content. The paper relates research perspectives from the social inno-
vation and the digital inclusion discourse and argues against the background of
research and development results of six EU funded projects on social innovation
and/or digital inclusion in the years 2011–2015.
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1 Introduction

As of today, there is a growing consensus among practitioners, policy makers and the
research community that technological innovations alone are not capable of over-
coming the social and economic challenges modern societies are facing. This is why
the task of understanding and unlocking the potential of social innovation is on the
research and policy agenda alike. The social innovation discourse is being driven by
new projects, initiatives and policies, and by fields of practice which recognize SI
theory and methods as useful drivers, and social innovators as powerful allies. The
field is practice led. In this text we explore the common ground of social innovation
and digital inclusion. Existing approaches and empirical findings on the role of
telecentres as offline support structures for digital inclusion are introduced and dis-
cussed, with special attention being paid to their socially innovative character.
A generic understanding of social innovation, as developed in ongoing research
projects, is distinguished from a functional understanding in a concrete field of
application. This leads to a better understanding the complementarity and the col-
laborative potential of social innovation and digital inclusion as two important fields
of social research.
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2 Background: (Digital) Social Innovation

2.1 Social Innovation

With the change from the industrial to post-industrial society, the innovation system
shows an increasing appreciation of the “social” as a field of new ideas. Recent years
have seen a new form of innovation emerging, both as an object of research and
development: Social innovations (SI) appear in a variety of forms and influence our
lives. They change the way we live together (flat sharing), work (tele-working) or
handle crises (short-time work instead of layoffs). They enable new types of cooper-
ation (co-working bureaus) and organizations (public-private partnerships). They are
driven by civil society (urban farming), politics (parental leave), the economy
(micro-credits), or in-between sectors (dual studies, sharing economy).

As a first step, it is important to differentiate between two levels on which SI can be
defined: a generic one, valid for all types and areas of application, and a definition
referring to a specific area of action. On a generic level, the term “social innovation” in
this paper is referring to a combination or figuration of practices in areas of social
action, prompted by certain actors or constellations of actors with the goal of better
coping with needs and problems than is possible by existing practices. An innovation is
therefore social to the extent that it varies social action, and is socially accepted and
diffused [1]. Taking into account that society changes through innovation,
Howaldt/Schwarz [2] have pointed out that this understanding of innovation on the
level of social action has an ever-increasing influence on society in the post-industrial
era – while innovation after Schumpeter [3] had focused almost exclusively on tech-
nological innovation. Howaldt/Schwarz [2] conclude that “the contours of a new
innovation paradigm are becoming visible and causing social innovation to grow in
importance. This is accompanied by an exploration of the question of what (new) roles
social sciences can play in analyzing and shaping social innovation” (ibid, p. 2). Recent
research within the project “SI-Drive” has tried to identify drivers and barriers as well
as means to support and foster them [4].

Project name SI-Drive

Funding provided EU, 7th Framework Programme

URL http://www.si-drive.eu/

Research question How does social innovation relate to social change?

Main outcomes World wide mapping of social innovations; SI case studies and 

database; policy dialogue and recommendations

In addition to the generic understanding presented above, there are numerous def-
initions applied in different parts of the world and in different areas of application [5].

A definition for this specific sub-set of SI which is compatible with the generic
definition and at the same time conducive to better understanding SI’s potential for the
(digital) inclusion of vulnerable target groups – as targeted in the project “SIMPACT” -
is the following: SI “refer to new ideas (products, services and models) that simulta-
neously meet the needs of socially or economically marginalised groups more
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effectively and enable the society to create new or improved social relationships or
collaborations leading to a better use of societal assets and resources” (ibid: p. 3).

Project name Boosting the Impact of Social Innovation in Europe through 
Economic Underpinnings ("SIMPACT")

Funding provided EU, 7th Framework Programme

URL http://www.simpact-project.eu/

Research question How can social innovation for vulnerable people be economical-

ly underpinned

Main outcomes Insights in economical drivers and barriers for social innovation 

for marginalised persons

Several aspects of the generic and specific definitions of social innovation presented
above are of special interest also in the context of digital or electronic inclusion
(“eInclusion”). Public internet access points (PICs) or telecentres are institutions that
provide free internet access and help to raise the competences of digitally excluded
persons - typical examples are public libraries, senior residences, youth clubs or
dedicated public internet cafes that offer free internet access and support to their
clientele. These institutions have shaped new practices of supporting vulnerable target
groups by creating places in which to learn and spend leisure time, by creating new
learning opportunities and principles (such as community-based learning), by creating
local networks for promoting digital and social inclusion on the local level, and finally
by supporting staff competences matching the multi-faceted profile needed to do the
job. As Sect. 3 will show, this development did not happen randomly or in few places,
but well-planned and on a major scale. Through a continuous and transnational dif-
fusion of the telecentre concept, they have become a widespread phenomenon meeting
the needs of (digitally) excluded target groups and improving their capabilities.

The diffusion concept of social innovations as mentioned above almost always has
a strong spatial component, meaning that a social innovation is implemented in dif-
ferent communities, cities or regions. This understanding of diffusion is closely related
to traditional innovation research’s concept of scaling [6]. One example for diffusion in
this sense would be the emerging social practice of car sharing, which can be found all
over the world, but which is organized differently in every city or community, not
speaking about the fundamental differences of car sharing in first-world and third-world
contexts. This concept of adaptive diffusion is important in order to understand the
large-scale diffusion of telecentres throughout the world and, as analyzed by
Rissola/Garrido [7], specifically in Europe. This diffusion resulted in a broad functional
diversity of both the learning centres and their staff (cf. Section 3.2).

Social Innovation and Cross-Sector Collaboration at Local Level. Although digital
technologies are often used to connect people with similar interestst, the telecentres’
mission to digitally and socially include vulnerable target groups has a strong emphasis
on the local level and is focused on establishing or re-activating local communities.
One reason is certainly that exclusion and inadequate policies become visible in cities,
suburbs and villages in the first place.
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Social innovation perspectives on local development, in this context, have some
distinct characteristics setting them apart from traditional innovation models. They
focus on the increase of social capital facilitated by cross-sectoral collaborations
between actors from policy, research, economy and the civil society. This collaborative
principle is picked up by at least two different heuristic models, the quadruple helix [8]
on the one hand, where government, industry, academia and civil society work together
to co-create the future and drive specific structural changes, and the social innovation
ecosystem [9] on the other hand, which also asks for interactions between the helix
actors, adds the notion of systemic complexity and looks at both the serendipity and
absorptive capacity of a system as a whole. In this system, civil society is considered
increasingly important for developing new processes and collaborations in such helix
structures aimed at social change on the local level [10], which can be exemplified by
telecentres promoting social and digital inclusion (see Sect. 3.1).

A Small-Scale Stakeholder Experiment. In a small-scale stakeholder experiment
conducted in the SIMPACT project in September 2014 such cross-sector collaborations
were highlighted as a central driver - understood as all factors which stimulate or
facilitate the emergence of social innovation - for the inclusion of disadvantaged target
groups through SI. The participants of this exercise (stakeholder organisations for
vulnerable people, social policy makers, social innovators and researchers) pointed out:

1. A society’s openness to change and the emergence of a “social innovation eco-
system” is crucial for SI promoting the inclusion of disadvantaged target groups.
Supporting factors were seen in an intimate relation between society and innova-
tion, naturally perceived co-operations and a policy framework supporting SI.

2. A rich, trust based and powerful collaboration environment promotes innovation
processes. Features of this environment include the involvement of all actors of the
quadruple helix in policy making processes and new and effective ways of
knowledge creation and sharing.

3. Social media play a dominant role in the communication infrastructure of social
innovators. Social media are used as cheap and easy-to-use tools for interlinking
actors, exchanging knowledge and empowering vulnerable people to articulate their
opinion and support the diffusion of good practices.

2.2 Digital Social Innovation

Many social innovation activities are driven by the use of ICT and cooperation sup-
ported via social media [22], which prompted research activities and the emerging
research domain of “digital social innovation” [11]. Digital social innovation (DSI) is
understood as “a type of social and collaborative innovation in which final users and
communities collaborate through digital platforms to produce solutions for a wide
range of social needs and at a scale that was unimaginable before the rise of
internet-enabled networking platforms” [12, p. 4].

This definition, again, is more specific than the generic understanding of SI pre-
sented in Sect. 2.1 and describes another sub-set of social innovations: While DSI are
still social innovations in the first place, it stresses the collaborative and participatory
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character of problem-solving enabled by the use of ICT and digital media. The specific
role of digital media in social innovation varies from case to case. In line with our
results of the small-scale stakeholder experiments introduced before, digital media can
be a central driver, but sometimes also a barrier for SI on several layers. Three such
layers will be introduced and commented on the basis of our research results here:
(1) the supporting or enabling character of ICT in general, (2) the use of standard or
bespoke software solutions, and (3) the concept of spaces and place-making.

A central distinction is whether digital media have a supporting or an enabling role.
“‘Enable’ implies that the SI wouldn’t happen without ICT and could even mean that
new types of SI appear (i.e. doing new things). A supporting role implies that SI is
taking place anyway but also that it is, in some way or other, improved by ICT (i.e.
doing existing things better, faster, cheaper, etc.).” [13, p. 135]. Earlier we elaborated
on the settings needed for a telecentre operating as a social innovation incubator [23].

For example, ICT in telecentres can help jobseekers identify a larger number of
potential employers and speed up the job seeking process (supporting character). On
the other hand, blended-learning opportunities offered by telecentres help to include
groups of learners who otherwise could not participate in the course at all (enabling
character). This includes people with disabilities, people who live in remote rural areas
and employed people who cannot attend courses at regular hours.

Another important distinction is whether social innovations make use of standard or
customized/bespoke ICT. Many DSI cases use off-the-shelf ICT solutions, which are
available and relatively cheap [13, p. 4]. Such affordable solutions can enhance the
speed of diffusion for two reasons: budgets for promoting social innovations are usually
limited, so off-the-shelf software limits necessary expenses, and also the time needed
for adapting software to one’s own requirements is manageable. Telecentres generally
use standard office solutions, easily accessible leaning platforms like moodle to
implement distance- and blended-learning courses, and promote the use of open
software. Without such easily replicable and adaptable solutions, the inclusion of new
learning opportunities in the telecentres’ curricula on a large scale and the diffusion of
the telecentre concept throughout the world would have been severely impeded.

Although digital media support transnational cooperation and network-building,
many cases of digital social innovation make use of place-related infrastructures and
facilities. These spaces help to create local partnerships, build capacity in local com-
munities and facilitate volunteer activities by using digital media. Examples of such
local spaces are Fablabs, Social Innovation Labs, Hackerspaces, Living Labs, Impact
Hubs, and also telecentres (cf. Section 3.1). Millard/Carpenter conclude that such
spaces “need to be multi-sectoral and comprehensive at the local level to ensure good
impacts […]. Relationship building based on trust, ethics, transparency and clear, often
shared responsibilities are also hallmarks of these cases” [13, p. 30].

3 Telecenters for Digital Inclusion

This chapter is dedicated to the question where social innovation for the digitally
excluded actually can take place. Following our initial puzzle of how digital inclusion
could be supported, we earlier [14] differentiated three dimensions of digital inclusion
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instruments: In a first dimension, technology can be designed to avoid barriers and
invite people with special needs; universal design is regarded as a fruitful approach
here [15]. Secondly, online media themselves can be used to mediate and stipulate
competences, solutions and assistance – online training or peer support networks are
examples here. With this article we elaborate on the third dimension: “brick and
mortar” welfare institutions (like senior residences or welfare centers) as “traditional”
instruments, discovering the digital world as a new field of exclusion. Drawing from a
series of research and development projects on telecentres, we can describe three
ingredients necessary to make these “spaces” successful in reaching vulnerable target
groups: A pedagogical concept of “space”, skilled pedagogical staff and an appropriate
learning methodology; a pedagogy for digital inclusion.

3.1 Space

The need for “offline” support structures for digital inclusion is obvious: As 22 % of
Europeans [16] do not use the internet regularly and 18 % never accessed it, online
support cannot reach them. This target group – predominantly elderly, unemployed or
people with disabilities– can only be empowered through offline instruments
addressing their special needs. A comparison on the European level shows that the
percentage of “offliners” in a society is not set in stone, but strongly depends on
the national context: Some European countries - as Denmark, Iceland, Norway or the
Netherlands - see only 3–6 % of their population never using the internet; in other
countries - like Romania or Greece - numbers reach 39 % [16]. With ICT entering
everyday life in most countries, welfare organizations and public institutions (like
libraries, cultural centers and youth clubs for example) have acknowledged the risks
but also the potentials of the digital society for inclusion and empowerment of their
target groups. They offer IT infrastructure, internet access, courses and individual
support for disadvantaged persons on their way to the digital society as a new branch of
their empowerment services. These institutions often have an established expertise in
supporting these target groups and add “ICT knowledge” to their agenda. Other
organizations were founded just recently and with the explicit aim of raising ICT
competences. Both types – public internet access points as parts of existing welfare
institutions with a broad variety of offers, and dedicated “telecentres” – can be
understood as a third dimension of support for digital inclusion which is using “space”
and “proximity” as key factors in a low-threshold target group approach. The physical
space of a telecentre is therefore used to establish proximity to persons who are not
profiting from ICT. These spaces serve as learning and community centres alike.

Rissola/Garrido [7] estimate that there are “almost 250,000 eInclusion organiza-
tions in the EU27, or an average of one eInclusion organization for every 2,000
inhabitants”. More than a quarter of these (25.8 % of the public and 28.4 % of the third
sector funded institutions) are targeting individuals with physical disabilities. 18.8 % of
the public and 24.1 % of the third sector funded organisations are targeting individuals
with mental disabilities (ibid: p. 59). These institutions usually operate with less than
10 employees and a budget of less than 100,000 EUR per year (ibid) – leading to a
“physical” digital inclusion support structure in Europe which is widely spread, but
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consisting of small units. There is a huge variety in the quality of those “spaces”: They
can be distinguished by the support they offers and the proximity to their target
group. There are four levels of empowerment services [17]:

Level 1: On demand assistance Passive role; the telecentre only reacts to user’s demand
of help.

Level 2: Level 1 + Training Provider of digital literacy training, the telecentre can
also look for/attract the users and give a social
orientation to his/her intervention.

Level 3: Level 2 + User
empowerment

Provider of social inclusion services, the telecentre
promotes the digital autonomy of the users and their
achievement of personal goals taking advantage of the
many resources available at the information society.

Level 4: Level 3 + Active
participation in community

Provider of community service-learning, the telecentre
promotes the critical use of ICT and the engagement of
the users with their local communities/social belonging
groups through their active participation of
community/social projects.

Telecentres on levels 3 and 4 understand themselves as active social innovation
actors in local communities - they empower local communities via digital media and
build networks and unlikely alliances with other education providers, public employ-
ment services and companies. An overview of telecentre activities shows [18] the broad
variety of social activities these spaces provide for local communities, including
occupational training, local network facilitation, digital literacy support, child care
services during parents’ learning hours, and more. Accordingly, telecentres do not only
consider themselves providers of digital literacy, but also social innovation and
inclusion agents. They articulate the need of additional competences for facilitating
social co-construction processes, such as “socio-cultural animation” or “job guidance”,
as results of an online survey of 252 telecentre staff suggest [18, p. 46].

3.2 Staff

Project name Vocational training and education solutions for e-
Facilitators for social inclusion (vet4e-I")

Funding provided EU, Lifelong learning programme, 2011-2013 

URL http://www.efacilitator.eu

Research question Which competences should people working in a telecentre have 

in order to empower their target groups for eInclusion?

Main outcomes Learning material for eFacilitators

The four levels of services offered by telecentres demonstrate that “space” is
working as an anchor for discourse between vulnerable people and professional staff
addressing their needs. This staff - recently named “eFacilitators” [19] - is combining
competences in target group specific approaches and digital skills. As those 250,000
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institutions comprise such different “spaces” as internet cafes, workshops for disabled
or public libraries, it is difficult to estimate the number of staff actually involved in
digital inclusion activities. But taking 250,000 organisations as a basis, it seems safe to
argue that around 250,000–375,000 persons in the EU are working on digital com-
petences for disadvantaged persons. The “vet4e-I” and “TeF” projects’ initial research
[18] has revealed the socio-demographic characteristics of this occupational field: The
results show that eFacilitators are mostly young, female and highly educated, 70 %
have an educational background in different fields of social work [20, p. 13]. Men or
staff with an ICT background are a minority. Telecentre staff are persons with a high
interest in social innovation. Strong links between this group and social innovators can
be traced. Against this background, eFacilitators can be considered social innovators in
the field of digital inclusion.

DSI research is still too young to produce insights into innovators’ motivations, but
Millard/Carpenter suggest that “hubs” of opinion makers are playing a significant role
in their spreading [13, p. 14]. Telecentres could play the role of such hubs, as they
provide a sphere of social action and bring together people with a high motivation to
care for vulnerable people. On the other hand, eFacilitators are no natural ICT pro-
fessionals - 67 % of 252 eFacilitators participating in a survey in 2012 [18] indicated
they were in need of ICT skills. Easy to use ICT seems to be a prerequisite for
supporting DSI, as Millard/Carpenter point out [13, p. 47]. Other job requirements
requested by eFacilitators are managerial and sustainability aspects. The projects
“vet4e-I” and “TeF” provided these competences by developing training curricula for
telecentre staff. The “TeF” training course consists of twelve modules, addressing
management, sustainability, communication and ICT competences. All learning
materials are available online and free and have been disseminated to telecentre staff all
over Europe.

Project name Training for e-facilitators ("TeF")

Funding provided EU, Lifelong learning programme, 2012-2014 

URL http://www.trans-efacilitator.eu

Research question Which competences should people working in a telecentre have 

in order to empower their target groups for eInclusion?

Main outcomes 12 modules of e-learning course for eFacilitators

3.3 Learning Content

Making use of the trust-building low-threshold functions of “space” and approaching
vulnerable target groups with skilled staff, telecentres are a powerful instrument for
providing digital skills. But being a relatively new phenomenon, in many countries
telecentres cannot build on a long standing experience in providing digital compe-
tences. Therefore, the European Commission started two projects aiming at developing
learning materials and pedagogical approaches for telecentres. The project “Key
competences for all” addressed the learning needs and interests of digitally excluded
people. Empirical research identified labour market participation and participation in
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social networks as two key reasons for acquiring ICT competences [21]. The project
developed a toolkit of learning materials, structured in three modules: The first part
helps users to choose a profession based upon their skills and interests. Two workshops
are available in this section, improving own skills assessment and the ability to search
the web and use word processing software. The second part offers online resources
and three workshops to help them apply for a job by developing job search skills using
IT, to compare vacancies, and to prepare a professional CV. The workshops also
improve the general ability to use word processing and spreadsheet software. The last
part raises users` awareness of social networks’ possibilities to create new professional
opportunities.

Project name Key Competences for all (KC4all)

Funding provided EU, Lifelong learning programme, 2011-2013 

URL http://www.keycompetences.eu

Research question Which learning content should telecentres offer their target

groups?

Main outcomes Learning material for disadvantages persons, facilitators' hand-

book, guidelines for stakeholders and policy makers

Another challenge telecentres are facing is the fact that pedagogical approaches of
traditional welfare institutions do not consider ICT as a key factor of empowerment and
lack a pedagogical methodology to raise ICT competences. This was addressed by the
EU funded project “eScouts” [20]. Initial research found a broad variety of approaches
to empower vulnerable target groups in Europe. Another key finding was that welfare
organisations articulated interest in intergenerational learning methodologies, as ICT
seems to be both a binding and a separating phenomenon between generations. The
project identified two distinct learning methodologies and brought them together in an
approach to support ICT-driven intergenerational learning. A main outcome is a
blended learning course which empowers seniors to support the labour market related
skills of young people and at the same time empowers the young to support ICT
competences of the elderly. eFacilitators take the role of innovators community
innovators (elderly and youth), stipulating peer empowerment processes.

Project name Intergenerational learning circle for community 
management ("eScouts")

Funding provided EU, Lifelong learning programme, 2011-2013 

URL http://escouts.eu/

Research question Which pedagogical approaches are useful for mediating digital 

skills to marginalised target groups?

Main outcomes Learning approach for intergenerational peer support for digital 

inclusion
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4 Conclusion

Two distinct research contexts have been introduced: (digital) social innovation on the
one hand, public internet access points and telecentres as drivers of digital inclusion on
the other. First, a generic definition of social innovation and two specific definitions (SI
for vulnerable and DSI) were presented, offering a new approach to observe and
construct digital inclusion instruments. Secondly, public internet access points (PICs)
or telecentres as institutions providing free internet access and helping to raise the
competences oft digitally excluded persons were described, drawing on diverse survey
results.

While the research discourses on digital social innovation and digital inclusion have
not been linked systematically yet, both fields can profit from an integrated debate. We
have argued that telecentres as infrastructures for digital inclusion show clear charac-
teristics of both social and digital social innovation. While these support structures,
despite their impressive numbers, have yet to overcome their pioneer status, they have
initiated and sustained new practices of supporting vulnerable target groups. New
learning opportunities and principles (such as community-based learning) were
developed and diffused, local networks and “unusual” actor constellations were facil-
itated, with an underlying focus on the empowerment of local communities and unli-
kely alliances with education providers, public employment services, companies and
other local stakeholders. These telecentres do not only consider themselves providers of
digital literacy, but also social innovation and inclusion agents. The complex qualifi-
cational staff profile (“eFacilitators”) seems to be a key enabler for this mission and was
already addressed in several projects.

In order to better understand the complementarity and the collaborative potential of
the two fields of research as well as the related communities in the field, the following
questions should be addressed in future research:

1. How can new pedagogic approaches and materials and local networking solutions
be scaled up, and how can an efficient process of adaptive diffusion look like which
is sensitive to different local, organizational and pedagogic requirements?

2. How can small-scale innovations involving digital technology be applied in tele-
centres, and how can the most powerful ones be better identified in order to promote
digital inclusion on a larger scale?

3. How can the use of innovative digital means and interpersonal relations be balanced
and managed in the telecentre context, harnessing the best from both sides?

4. How can eFacilitators’ and social entrepreneurs skills and learning programmes be
exchanged and combined in order to empower both sides to do their job better?

Answering these questions will not only help to promote the scientific debate on the
two respective topics, it will also drive very concrete collaborations of the two com-
munities of practice working in the field. Telecentres can join and valorize the
emerging group of DSI intermediaries with their mission of empowerment, and at the
same time they may profit from the other side’s vast experience in promoting (digital)
social entrepreneurship, which creates new opportunities for telecentres’ curricular
development and their capacity to promote digital literacy.
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Abstract. HTML5 incorporates semantics, including among others the purpose
and intention of the web author, as an integral part of the language and specifi‐
cation. The goal is to allow more sophisticated browsers to render the content in
ways that are appropriate for both the platform and the abilities of the user, thereby
achieving universal access. However, achieving that goal depends on web authors
using the elements and attributes correctly. We illustrate why this will be difficult
for most web authors. We propose that web editors be enhanced to provide guid‐
ance to web authors in the correct and proper usage of the HTML5 features and
give some examples of how this might work.

Keywords: HTML5 · WAI-ARIA · Semantic web · Universal access

1 Introduction

HTML5 became an official recommendation on Oct. 28 2014 [1]. HTML5 inherits and
improves on many features of the previous versions of HTML but also embraces many
new ideas and philosophies. Among the new features that HTML5 offers are: homoge‐
nize HTML and XHTML into one specification; make DOM the “official” in-memory
model of an HTML document; and hide the complexities of multithreading from web
authors. But the feature that is perhaps the most important one for the HCI community
is the giant step towards the separation of formatting and presentation from the content
and semantics.

To clearly convey ones thoughts in a presentation and to correctly understand the
thoughts conveyed by presentations from others are critical issues for successful
communication between parties. As the internet becomes an increasingly indivisible part
of our daily life, HTML becomes one of the most important languages used for commu‐
nication among humans. Much research in the information technology field has been
devoted to understanding the semantic meaning of human presentations and to providing
tools that facilitate the correct presentation of peoples’ meaning. The Semantic Web and
universal access are hot topics in the Web development/research area [2, 3, 8, 9]. HTML5
is a major step forward in supporting these trends. In particular, the separation of
presentation from content and semantics, the introduction of new elements that explicitly
give the intended purpose of the content, and the use of WAI-ARIA roles [5] greatly
improves the ability to present content on arbitrary platforms and to users with arbitrary
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abilities and needs in ways that facilitate human understanding of the content, that is,
that greatly improves the chances for universal access to web content.

However, the degree to which HTML5 can lead to increased access depends heavily
on web authors using the language properly. Languages, such as HTML5, are the tools
used to present human thoughts. Good tools need users that have good understanding
about the tools in order to fully utilize the good attributes that are built in. Many of the
wonderful new features of HTML5 are difficult for web authors, particularly non-
professional web authors who may produce the majority of web pages, to understand
and use properly. We suggest in this article that, in order to achieve the promise of
universal access inherent in the philosophy and design of HTML5, intelligent web
authoring tools will be needed. We describe some of the subtleties of HTML5 and then
suggest several ways in which web authoring tools and HTML5 editors can aid authors
in properly using the language.

2 Related Work on the Semantic Web

W3C has contributed much in this area by developing a number of recommendations
related to the semantic web and universal access. W3C published a specification of RDF
(The Resource Description Framework) and its data model and an XML serialization
as a recommendation in 1999 [4]. This is one of the earliest efforts focused on “semantic
web”, and efforts by W3C and others have continued vigorously since then. There is
now a suite of standards, recommendations, and tools related to RDF initiatives. One of
the most important contributions by W3C is the recent WAI-ARIA specification [5].

“This specification provides an ontology of roles, states, and properties that define accessible
user interface elements and can be used to improve the accessibility and interoperability of web
content and applications”.

The role taxonomy defined by this specification makes direct connection between
semantic meaning and HTML mark-up elements, as described in [6]. The role taxonomy
is primarily defined for universal accessibility aimed for people with disabilities.
HTML5 incorporated the role attribute into its element definition. The role taxonomy
includes specific roles, such as “button”, “banner”, “checkbox”, etc., and abstract roles,
such as “composite”, “command”, “range”, etc., that can express semantics of elements
that are not directly represented by the element itself.

3 Semantic Aspects of HTML5

In this section we illustrate by example how HTML5 incorporates semantics. We point
out in advance that web authors could express their content without using these HTML5
features, but this would make it difficult or impossible for renderers to understand the
author’s meaning and thereby be able to render the content well on different platforms
and to different kinds of users. We encourage the reader to think to him- or herself how
much easier it is to understand content when the appropriate element or attribute is used.
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3.1 New Elements with Semantic Meaning

HTML5 introduced many new elements that convey certain semantic meanings by the
name itself – for example: video, address, legend, aside, blockquote, small, etc. The
need and use of some of these is obvious; modern web pages often include video, and
it is natural to have a special element for that purpose. The need for other elements,
especially elements whose content is mainly text, is less obvious until one considers the
rendering of text to, for example, a blind user or an application. A block of text in a
document might be difficult to recognize as being address information or a side comment
not part of the main subject, even if additional intelligent technology is applied to that
text. And yet users with different abilities will need to have those texts presented in
different ways, and applications would need signposts to identify the portions of the
page they want to use. With the meaningful tag/element names an application program
or a screen reader for blind people will know immediately the semantics of the text block.
Here are some simple examples.

“data” elements mark up blocks of text made of machine readable data values.
Application programs may be able to read the text directly, but blind users will likely
need the content present in a special way.

“main” elements point out the main contents related to the central topic. Blind readers
can be informed that this text contributes to the main idea of the page, and sighted readers
will benefit by knowing the author’s intent for this portion of the page.

“blockquote” elements contain quoted material. Using the “blockquote” element
allows the renderer to distinguish that content from a simple quoted word, such as at the
beginning of these points. It also alerts the renderer to look for a “cite” element that
contains the citation for the quoted material. Without the “cite” element it would be
impossible in general for a renderer to find the citation information.

These are very much semantic markups rather than structural markups. Only the
author of the document can correctly say in all cases which parts of the text are which;
document processing systems and artificial intelligence have not yet evolved to a level
that could match the author’s knowledge. If used correctly, these new semantic HTML5
elements will enhance the understanding of the semantics of documents and improve
accessibility to those documents.

3.2 Element Attributes

Using attributes to note special issues, including semantic issues, for element usage is
not unique to HTML5; attributes have been a feature of HTML from the beginning.
However, prior to HTML5 there were no official guidelines for how to use attributes to
specify semantics relating to the element in which it was used. For example, an author
could assign a value to the “name” attribute of a “div” element, but there was nothing
in earlier HTML versions indicating that this attribute should specify the element’s role
in the context of the document.

However, unlike previous versions of HTML, HTML5 has placed great emphases
on using element attributes correctly and intelligently. The “title” attribute was a
required element in every HTML5 document as a child element of the “head” element.
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Now it can also be an attribute of other elements such as “abbr”, “dfn”, and others. The
HTML5 specification [1] specifically tells what kind of “advisory” information this
attribute should provide for each element. For example, in an “abbr” element the “title”
attribute should be used to provide an expansion of the abbreviation being defined. For
the “dfn” element the value of the “title” attribute is the term being defined. As another
example, consider the new keyword “cite”. When used as an element it should contain
the title of the reference, but when used as an attribute in a “blockquote” or “q” element
it must be a valid URL potentially surrounded by spaces. Authors writing HTML5
documents should not use attributes arbitrarily but rather use them for exactly those
purposes prescribed in the HTML5 specification.

More importantly, HTML5 allows ARIA roles, states, and properties [5] as attributes
on any HTML5 element. The role attribute allows the author to annotate markup
languages with machine-extractable semantic information about the purpose of an
element. The presence of the “role”, or purpose, information can lead to increased
accessibility, as described in [5] or in other literature on universal access (for example,
[10]), as well as better presentation on different platforms, increased processing flexi‐
bility for applications, etc. WAI-ARIA [5] defines a specific role taxonomy for web
elements focusing on the widget elements. This specification also defines the supported
states, representing more dynamic aspects of a role, and properties, representing more
stable aspects of a role, for the roles in the taxonomy. Figure 1, taken from [7], gives an
example of how this might be used. The ‘aria-flowto’ attribute allows the author to
specify alternative navigation through the document that might be useful for, say, a blind
user. The “aria-flowto” overrides the default ordering based on the occurrence of the
text in the document and also serves to group related items that may be physically sepa‐
rated in the text by other elements.

…  

<div role="main" title="Top News Stories" id="main" aria-
flowto="stock"></div>  

<div role="complementary" title="television listings" id="tv"></div>

<div role="complementary" title="stock quotes" id="stock" aria-
flowto="messages"></div>

<div role="complementary" title="messages from friends" id="messages" aria-
flowto="tv"></div> 

<html>  

Fig. 1. Example of ARIA attributes

3.3 Subtleties in HTML5 Semantics

The HTML5 specification emphasizes “Elements, attributes, and attribute values in
HTML are defined (by this specification) to have certain meanings (semantics)” [1].
The semantics of the elements allows different browsers, screen readers, search engines,
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etc. to present and interpret the HTML document closely to the intention of the author.
Unfortunately, there are many subtleties in the semantics of the various elements and
attributes that are difficult for even a professional web developer to understand, much
less a novice. Therefore, the goal of HTML5 to make the web more accessible will be
difficult to achieve without tools that aid web authors in correctly using the HTML5
language. We illustrate the difficulty with a brief discussion of two sets of HTML5
elements - a set of section/grouping elements and a set of text-level elements.

The HTML5 specification includes several elements that group larger portions of
content. These include, among others, “main”, “article”, and “section”. The specification
gives brief descriptions of the semantics and proper usage of each of these. For example,
an “article” is a portion of content that could stand on its own or be extracted from the
web page and still be meaningful. But, how is that different from “main”; and often times
a “section” in a major work has the same property. The situation is made more confusing
by the fact that in many (perhaps even most) browsers the text content of these three
elements will appear in identical font and style. Even experienced web authors will need
guidance in deciding which of these to use at any given point in an HTML5 document.
Another example in this category is the “aside” element, whose content should be related
to but not part of the main subject of the content surrounding it [1]. Web authors may
think this can be used for parenthetical remarks in the content itself because in ordinary
writing tangentially related comments are often written as parenthetical text. However,
the HTML5 specification explicitly states that “aside” is not to be used for that purpose.
And to further confuse the issue, the text-level element “small” is to be used for side
comments.

Several text-level elements will also lead to confusion. For example, “em”, “strong”,
and “b” all indicate some kind of stress, but the HTML5 specification gives slightly
different semantics to these.

• The em element represents stress emphasis of its contents.
• The strong element represents strong importance, seriousness, or urgency.
• The “b” element represents a span of text to which attention is being drawn.

It is difficult to fully understand the differences or to appreciate how the content would
be presented differently to impaired users. Moreover, web authors experienced in using
earlier versions of HTML would be tempted to use the “span” element with suitable
attributes for most of these purposes, but this would not be in the spirit of HTML5. In
addition to helping impaired users, proper usage of elements such as these will facilitate
the development of more sophisticated applications, such as search engines and data
miners.

4 How HTML5 Editors Can Improve the Quality and Universal
Accessibility of Web Pages

To overcome the difficulties mentioned in the preceding section, particularly Sect. 3.3,
we propose that HTML5 editors provide help for web authors. It is not enough for editors
to merely check for syntactical correctness or compliance or even to provide syntacti‐
cally-oriented auto-correct features like automatically closing elements. Authors need
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help in understanding the subtle semantic differences and connections between closely
related elements and attributes so that the resulting web pages accurately reflect the
HTML5 semantics and the author’s intent. We present examples of how editors could
give such help at several different levels of sophistication.

4.1 Simple Guidance and Crosschecking

At the simplest level editors can provide guidance in the use of the various elements and
attributes. A simple scheme would be to alert an author to alternate elements or attributes
when the author used one of the HTML5 items. For example, the editor could pop up a
window explaining the difference between “main”, “article”, “section”, “span”, etc.
whenever a user selected one of those (either by typing it explicitly in a primitive editor
or selecting it from a menu in one of the more sophisticated web authoring environ‐
ments). Similarly for when the user types or selects one of “em”, “strong”, “u”, “i”, etc.
The help might be several levels deep. For example, the first pop-up help window could
remind the author of the differences and link to a second level help window with simple
examples. Depending on the particular element or attribute group involved, there could
be deeper levels explaining in great detail the differences and how those differences
would impact impaired users.

Many of the semantic aspects of HTML5 elements have a closely related syntactical
aspect that can easily be checked. For example, the presence of a “blockquote” should
indicate the need for a “cite” element, and “li” elements should appear inside a list group
element (“ol” or “ul”). HTML5 web authoring systems can easily check whether or not
the document satisfies these and can suggest to the author how to fix errors.

As authors become better at writing semantically correct HTML5 documents, the
need for such proactive help would reduce. Therefore, systems should allow users to
specify the level of help and guidance and whether to present it during document prep‐
aration or only at certain times (for example, on request or at document save).

4.2 Templates

A somewhat more sophisticated and proactive approach is for the web authoring system
to know about templates for various kinds of web documents and to provide templates
based on the kind of web page the author is developing. In this kind of system the user
might be asked at the beginning to select a web page type from a drop-down menu or
through a more complex dialogue. For example, the user might select “business” or
“newsletter” or “scientific-article” from a list of basic web-page types. The system might
then prompt for additional information, for example the kind of business page (simple
advertisement, shopping, information only, etc.) Once the author has specified the type,
the system proposes a structure and gives help and guidance aimed specifically at that
type of web page. In some cases the choice of HTML5 elements and attributes will be
quite clear, while in others there may be much more flexibility based on what the web
author intends. We illustrate with two examples.

If the author indicates this is a moderate to extensive news page, the overall structure
would be quite well defined. The bulk of the content would be organized as “article”
elements, and there should be “head”, “title”, and possibly “link” and “meta” elements
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for the document as a whole. In this situation the system would simply advise the author
about the need for each of these and perhaps provide empty elements for the author to
simply fill in. There would still be some issues involving choice. For example, while
print news (e.g., printed newspapers) rarely have sections, web-based news may well
benefit by the extra organization the “section” element provides. An authoring system
should explain the benefits to the author but let the author make the final choice.

Other contexts would allow more flexibility, and the system would be more advisory
in nature. For example, if the type was shopping page for a business, then the system
might propose the author use either header elements (e.g., “h1”, “h2”, …) or “article”
for major areas of the web site (company overview, contact information, billing, ship‐
ping, product lines). Each of these choices has consequences in terms of presentation
on different platforms and to different users as well as for applications that process the
web page. Similarly, individual products might be presented in any of “p”, “ol”, “ul”,
or “div” elements, optionally with “hr” elements. Again, each of these will have conse‐
quences for both presentation and processing by applications. The system should suggest
these alternatives and explain the consequences so that the author not only achieves his
or her purpose but also does it in a way that matches the semantics of HTML5.

Of course, the choices made by the author when the system presents alternatives, the
specific content, and the actual look of the page (color schemes, logos, etc.) would still
be left to the author. However, the actual HTML5 coding would comply with the
semantics of HTML5.

4.3 Guidance for Universal Access

Very few web authors understand the difficulties encountered by web users with disa‐
bilities. So, while understanding the semantic of HTML5 is already a difficult matter,
understanding the impact of the choices of HTML5 elements and attributes is even
harder for most web authors. Moreover, web authors may not even be aware that there
are special tools in HTML5 for use by assistive technology. Because they do exist in
HTML5, this would be a good time for web authoring tools to take proactive measures
to ensure authors use those features. Here are some samples of the kinds of help and
guidance that could be provided.

• When the editor detects sequences of major sections or navigation points on a page
it can suggest to the author that alternate navigations for impaired users should be
provided. We have already illustrated how aria-flowto attributes can aid blind users.

• Authors should be prompted to use aria role types so that assistive technology can
help impaired users understand web pages. For example, “img” elements being used
in the role of “separator” should be handled differently than “img” elements with
other roles. Similarly for “div” elements with role “alert” vs. role “banner” vs. role
“definition”, etc.

• In [10] we proposed the development of new kinds of roles specifically for presen‐
tation to impaired users. Web authoring systems could add such roles to their libraries.

We also suggest that web developing systems incorporate the same assistive technologies
that are available for web browsers so that authors can experience for themselves how
impaired users will feel when using the documents being developed.
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4.4 Artificial Intelligence, Natural Language Processing, and the Future
of Intelligent Web Authoring Tools

Artificial intelligence, and in particular natural language processing, has progressed to
the point where useful tools that analyze text are now becoming available. For example,
see [11] for a system that analyzes web content, aggregates information, and automati‐
cally generates news stories. Techniques from AI and NL could be applied to recognition
of text within an HTML5 document, and the results could be used with rule systems and
corresponding reasoning systems to recognize non-compliance with the semantics of
HTML5. For example, text representing a citation that is not included in a “cite” element
could be recognized and flagged. Such techniques could also be incorporated into
HTML5 compliance checkers so that authors who do not use a sophisticated editing tool
could still be helped to write semantically correct HTML5 documents.

5 Conclusion

We have shown by example how it will be difficult for web authors to understand the
subtle semantics of HTML5 and therefore difficult for them to use HTML5 properly so
that the goal of universal access can be achieved. We then proposed that web editors
that can inform authors about the semantics and guide the authors as they develop web
pages to correctly use the elements and attributes. The types of help from such editors
can range from relatively simple explanation to sophisticated help using artificial intel‐
ligence and natural language understanding.
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Abstract. In a world where lay users on web languages and standards are
responsible to produce content to web, it’s essential the presence of tools which
support the creation of accessible content. This paper proposes to make Web
accessibility concepts more understandable to these users with the incorporation
of WCAG 2.0 accessibility guidelines in HTML WYSIWYG editors they use.
For that we designed and prototyped such Editor and performed preliminaries
usability tests with target users. Results shown that accessibility warnings were
easy to understand and to apply but difficult to perceive them.

Keywords: Accessibility guidelines � WYSIWYG HTML editor � WCAG
2.0 � ATAG 1.0

1 Introduction

The main advantage of Web 2.0 is the possibility of Web content creation by lay users.
In this context, we can find authoring tools such as CMS (Content Management
Systems) which allows the publication of content without knowledge about languages,
web standards or accessibility guidelines. On the other hand, initiatives such as WCAG
2.0 [1] (Web Content Accessibility Guidelines 2.0) and ATAG 1.0 [2] (Authoring Tool
Accessibility Guidelines 1.0) can guide developers in creating authoring tools that
produce accessible Web content for disabled people.

Even with these guidelines and specific laws for accessibility in many countries,
recent researches indicate that adherence to accessibility standards on web sites is still
low [3–5]. According to these, although the version 2.0 of WCAG has been designed to
make the accessibility guidelines more understandable and testable, non-experts and
even experts in web accessibility have found problems in use them. Brajnik et al. [3]
demonstrated that experienced evaluators differed in interpreting the success criteria
based in the WCAG 2.0.

Our work proposes to make Web accessibility concepts more understandable to lay
users that produce Web content. To do that we suggest the incorporation of accessi-
bility guidelines in HTML WYSIWYG editors. The HTML WYSIWYG (pronounced
“wiz-ee-wig”) - an acronym for “what you see is what you get” - editor is a tool built-in
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the CMS that allows users to create content without HTML code knowledge and shows
to these users exactly how the content should appear on screen.

For a better understanding of the objectives and results of this study, this article is
organized as follows: Sect. 2 presents the related work and the advantages of the
proposed concept in relation to the state-of-the-art in the field. Section 3 describes the
methodology used in the design of the proposed HTML WYSIWYG editor interface.
Section 4 presents the results of a preliminary evaluation with target users and, finally,
in Sect. 5, are shown the conclusions and future works.

2 Related Work

Accessibility guidelines is a theme often approached by researches of the
Human-Computer Interaction area.

Researches show that adherence to accessibility standards is still low due to its
complexity [3–5]. Even experts in web accessibility have difficulty understanding the
guidelines. Brajnik et al. [3] demonstrated that even experienced evaluators differed in
interpreting the success criteria based in the WCAG 2.0.

Power et al. [6] developed an empirical study of the problems encountered by 32
blind users that evaluated a set of 16 sites. One of evaluation result denoted low degree
of guidelines implementation in the evaluated sites, which made the researchers con-
cluded that web developers still have to make great efforts to create accessible sites,
possibly due to the low understanding the guidelines or the lack of support tools.

Concerning evaluation of authoring tools, Bittar et al. [7] evaluated 5 desktop tools
(not Web) about support they offer to Web developers in the implementation of
accessibility standards. In this work were evaluated tools as Adobe Dreamweaver,
Eclipse and Netbeans, which support the developer on site construction but not in
content producer. The authors selected relevant guidelines from ATAG1.0 and WCAG
2.0 and evaluated the adherence of the tools. Although the work is not related to
HTML WYSIWYG editors, provides an analysis methodology for the WCAG 2.0 and
ATAG 1.0 standards in authoring tools.

Lopez et al. [8] presents a methodology for identifying and resolving Web acces-
sibility issues in Content Management Systems (CMS). The methodology proposes the
production of an HTML document using the CMS and then validate it with rules of
WCAG and ATAG. The article mentions that HTML editors do not consider some
aspects of accessibility and users can manage content without considering accessibility.

Iglesias et al. [9] compares the ability to create accessible content according to
WCAG and ATAG guidelines in three different learning environments (Moodle,
ATutor and Sakai). They concluded that, in practice, the creation of accessible content
depends more of the experience and knowledge of the user on Web accessibility.

Developers of the Portal of Casa de Oswaldo Cruz/Oswaldo Cruz Foundation [10]
and winners of Brazilian National Accessibility Award1 [11], concluded, with their

1 Awards organized by Brazilian government and W3C's local office to encourage the development of
accessible websites.
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experience, that is a challenge keeping site content accessible. According to them, more
difficult than building an accessible site is to keep the same standard of accessibility
over time, especially when the content producer has little or no knowledge of Web
languages and standards, including accessibility [12].

This entire scenario reinforces the relevance in development of tools to support the
construction of accessible content, especially considering the complexity of the WCAG
2.0 guidelines in contrast to the strong presence of lay users on creating web content.

3 Methodology

The study was conducted in three main stages. The first stage called Context Analysis,
focused on the accessibility evaluation of the most used HTMLs Editors and its target
audience. In the second, called Design, we developed a prototype in JavaScript lan-
guage, considering the key features observed in the first stage. Finally, in third step, we
conducted a usability evaluation in the prototype developed. All stages will be detailed
below.

3.1 Context Analysis

In order to better understand the typical users of WYSIWYG editors, we designed an
online questionnaire composed mainly of closed questions.

The questionnaire was answered by 15 people, including 8 women and 7 men. All
participants had between 16 and 49 years old. They were asked about the Content
Management System (CMS) used and results shown that the Joomla! and Wordpress
were the most mentioned (80 % of responses). The user experience on this CMS’s was
considered medium by 86 % of participants. The main HTML editor features used by
participants can be observed in Fig. 1. Although all participants have declared interest
in producing Web content accessible, 56 % reported not to know accessibility guide-
lines. Finally, 87 % of people considered it relevant that the HTML editor could assist
and provide help about how to create accessible Web content.

Next, we analyzed the adequacy of the main HTML WYSIWYG editors to WCAG
2.0 and ATAG 1.0 Guidelines. The objective was to know how HTML editors meet the
accessibility requirements. We considered from the questionnaire responses that
HTML WYSIWYG editors built-in in the CMSs are more accepted. By default, the
editor installed in Joomla! is the TinyMCE and Visual Editor is the Wordpress default
editor. Besides these, the CKEditor was also evaluated because it can be incorporated
in both mentioned CMS and it is considered one of the most accessible WYSIWYG
editors according to an informal web search [13–15].

After defining which WYSIWYG editors will be evaluated, we analysed the
WCAG 2.0 and ATAG 1.0 Guidelines. In this study, we have identified some acces-
sibility guidelines, those that are considered relevant for the production of Web content.
For the WCAG 2.0, we selected only success criteria that the WYSIWYG editor could
use to help the user to comply with them. For the ATAG 1.0 were selected guidelines
related to the ability to produce accessible content by the WYSIWYG editor.
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For each question, the answers were classified as “No agreed”, “Partially agreed” or
“Fully agreed”. This standard was used by [16], when they analyzed the accessibility of
computer games. Tables 1 and 2 show the results of the evaluation of WYSIWYG
editors.

CKEditor showed the best results with respect to the support and the production of
accessible content (WCAG 2.0: 60 % and ATAG 1.0: 40 %). As this is an open source
application, maintained by an international community [17], we considered the pos-
sibility of including accessibility features in this editor. However, due to time for
implementation and the lack of qualified staff to customize WYSIWYG editor’s source
code, we decided to develop an independent prototype. Our proposal is that accessi-
bility features could, subsequently, be incorporated into others HTML WYSIWYG
editors.

3.2 Design

The prototype was developed in JavaScript and HTML languages considering the key
features observed in the previous questionnaire. It can be viewed at: http://www.
ifrocolorado.com.br/uff/taes/ (only in Portuguese).

It was designed to show, in real time, if a specific accessibility guideline was
violated. The current prototype version is taking into account images, tables and titles
tags checks. When the user is inserting content not according to the expected standard
the WYSIWYG editor shows alerts at the interface including contextual examples to
help content producers better understand and solve the problem. Figure 2 shows
accessibility guidelines provided by the prototype.

Fig. 1. HTML WYSIWYG editor resources used by participants of survey
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Table 1. Editors’ evaluation with the WCAG 2.0 success criteria (X = No agreed, V = Partially
agreed, VV = Fully agreed).

Level Success criteria TinyMCE CKEditor Visual
editor

A Has features to insert alternate text (alt) into
images? (CS 1.1.1)

V V V V V V

When inserting an image, the alt attribute is
inserted with a blank value (alt = ”“) when
its content is not specified? (CS 1.1.1)

V V V V X

Has resources to insert long descriptions
(longdesc) in complex images? (CS 1.1.1)

X X X

It checks whether semantic markup titles
(H1, H2,…) is properly used? (CS 1.3.1)

X X X

It uses correctly semantic markup
(blockquote) in quotes? (CS 1.3.1)

V V V V V V

Has the resources to set headers in tables and
relate them to their content? (CS 1.3.1)

X V N/A

Has the resources to enter summary
(summary attribute) in tables? (CS 1.3.1)

X V V N/A

Has the resourses to incorporate anchors in
the content? (CS 2.4.1)

X V V X

AA Has the resources to set the language (lang)
in quotes? (CS 3.1.2)

X V V X

AAA Has the resources to insert abbreviations
(abbr)? (CS 3.1.4)

X X X

Table 2. Editors’ evaluation with ATAG 1.0 checkpoints (X = No agreed, V = Partially agreed,
VV = Fully agreed).

Level Checkpoints TinyMCE CKEditor Visual
editor

A Does not the tool generate equivalent
alternatives automatically? (PV 3.4)

V V V V X

Does the tool automatically generate markup
(HTML) valid? (PV 2.2)

V V V V V V

AA Does the tool support the production of
content through context-sensitive help or
documentation on creating accessible
content, including examples? (PV 6.2)

X X X

AAA Does the tool report the author if the marking
is not produced according to the W3C
specifications. (PV 2.3)

X X X

Does the tool provide the author a summary
of the status of the document accessibility?
(PV 4.4)

X X X
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For the images, our prototype analyses if there is an alternative text, which is the
text alternative for non-textual elements on a Web page. Every time an image is added
without alternative text, the editor displays a warning to fill the text.

Tables of data should have headers and description. For non-blind users, the
information contained in tables of data are easily understood visually, across columns
and rows. However, for blind people, understanding and obtaining data from a table
isn’t an easy task [18]. In this context, headers to identify the contents of a given table
cell containing a description of its purpose and general structure are fundamental. The
editor prototype alerts the user to the absence of these information.

And, finally, for the title tags, our prototype analyses whether the levels of title
were specified correctly and alert if there is any hierarchy violation. For example, if a
user selects a level 3 title tag in the middle of a text only to create a paragraph with
letters larger than the other, without having defined title tags levels 1 and 2 before, the
prototype will warning.

For all three situations, help resources will be provided with examples of how to
meet the guidelines. Figure 3 illustrates the help feature relating to the image
description.

At the end of the creating content process, if user decided for not adjust the items
indicated by the editor and try to save the work, a warning appears on the screen asking
if the user really wants to save without correcting accessibility issues detected.

3.3 Evaluation

Usability tests was used as evaluation methodology, from Think-Aloud technique
proposed by [19]. The objective of the evaluation was assess whether the accessibility
features provided by the prototype helped the content producers on creation of
accessible Web content.

Fig. 2. Example of accessibility guidelines provided by WYSIWYG editor prototype (in
Portuguese).
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Five persons participated of usability test: 3 men and 2 women with an average age
of 33 years, among them journalists and secretaries. Four of five participants
self-declared as graduate degree and reported having more than 5 years of experience
with web content production. The participants highlighted that “font”, “tables” and
“images” are the more used HTML WYSIWYG editor’s resources by them. Three of
five participants indicated do not have knowledge of Web content accessibility
guidelines.

The test consisted of three tasks related to creation of textual content, content with
images, texts with table of data and texts with well defined titles hierarchy. In every
task, the participant should insert a pre-defined content in the editor. When the texts
were long or had associated images, it was supplied by an appraiser to facilitate the
activity execution. It was expected that participants would use the accessibility
guidelines supplied by the editor to create accessible content, so these guidelines were
not included in the material provided by appraiser. Upon completion of each task, the
user was directed to press the “Save” button and call the appraiser.

After the usability testing, users completed a satisfaction questionnaire which
contained a set of questions based on the System Usability Scale methodology
(SUS) [20] and other questions related to the editor accessibility features.

Fig. 3. Help feature with examples of alternative text (in Portuguese)
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4 Discussion of Results

Usability tests have shown low rate of tasks conclusion. On average, only 53 % of the
tasks performed were completed with the desired effect, that is, taking into account the
accessibility guidelines applied to content.

The main cause of this result was the low perception of accessibility guidelines by
users in the Editor. Those tasks where accessibility guidelines were displayed on the
screen (images and tables) only two users perceived the warnings, demonstrating the
need for review of how warnings are shown on interface.

Regarding the understanding of recommendations, only one of the two users that
perceived the warning performed the accessibility recommendation on image insertion
task. In the task of editing table data, the two users who perceived the warning on the
editor made corrections. It was possible to see a trend of people more familiarized with
the accessibility guidelines (two users) have less difficulty in recognizing and adjust the
questions posed by the editor. However it is necessary to expand the tests to users with
different profiles to prove this trend (users who are familiarized with accessibility
guidelines and users who are not).

The tests also showed that users tend to follow the same procedure that are
familiarized in the HTML WYSIWYG editors that use in their day-to-day. We
observed only 2 hits, on the entire test, to access the editor help feature.

We also noted that usability problems in the editor prototype have influenced
negatively the tasks performance. In total were perceived 2 noises, e.g. problems that
cause decreased user performance on the task, 5 obstacles, e.g. problems that the user
experiences a few times but eventually overcome them and 2 barriers, that means
problems that user can’t overcome. Because of these problems, 20 % of the task
executions were not completed.

The post-test questionnaire indicated a level of satisfaction of 68.1 points in the
SUS scale, which is considered slightly below the average of 68.2 points to Web
interfaces, according to the Usability Professionals Association [21]. Participants who
perceived accessibility guidelines classified as satisfactory the quality of guidelines and
stated that the recommendations brought much contribution to their learning on Web
accessibility theme.

5 Final Remarks and Future Works

Taking into account that 40 % of users did not perceive the accessibility recommen-
dations it is necessary to rethink the way that the editor is delivering the warnings at the
interface. The authors believe due the fact that the equipment used in the test has
widescreen may have contributed to this result. At this point, is needed a further
investigation of how the user’s visual attention behaves in HTML WYSIWYG editors.

Even with the low percentage of recommendations perception, 75 % of users who
noticed the warnings performed the corrections proposed. This finding indicates that
the editor tends to meet its goal of supporting the accessible Web content creation.
However, we point out that these corrections were made by users who knew, even
superficially, the WCAG 2.0 recommendations.
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In order to improve the tests results we are adjusting the usability problems detected
to submit it to new tests, increasing the number of participants and dividing them into
two distinct groups: those without knowledge about WCAG 2.0 recommendations and
those that know the recommendations.

As future work, we want to expand the items checked by the editor, incorporating
new accessibility guidelines and trying different kinds of alerts, with sounds and blinks
for instance. Also, we intended to make the editor available as a plugin for others
HTML WYSIWYG Editor and to expand the HTML editor accessibility for disabled
people, since the current prototype does not consider the use by this public.

Acknowledgement. The Brazilian Students-Agreement Program Graduate (PEC-PG).
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Abstract. The availability of video content has increased along with
the popularity of the Web due to the large amount of interactive sys-
tems and video sharing. This scenario should be carefully considered
by video authors since the content needs to be accessible to a variety of
final users (including people with disabilities). Although efforts have been
made to improve accessibility for embedded videos on webpages, there
still the need to develop accessibility solutions for video content. In this
study we aim to analyze the video accessibility on the most accessed
websites, identify the accessibility controls they had or not and which
navigation mode they used to help people with visual disabilities. We
analyze each video player of the top 50 websites to identify which con-
trols they use. Also, we made a case study with a blind user, who was
interviewed too. As results we realize that the most accessed websites
are not accessible. Additionally, the blind user reported the problems he
has to understand video content, to navigate through webpages and to
use video players. The most accessed websites did not have accessible
controls, only two sites allow to watch videos with captions. The blind
user has reported main issues and barriers that he usually faced while
trying to access video contents in the websites, and these comments are
specially lessons that all video developers should have in mind.

Keywords: Facilitas player · Video accessibility · Blind users

1 Introduction

Every day, more and more video content is made available on the Web, driven
by the popularization of interactive systems supporting video sharing (YouTube
and Vimeo, for instance). In order to ensure that the IT advances allow our
society to be actually inclusive, the scenario of the availability of a huge amount
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of video contents should be carefully considered by video authors. The content
needs to be accessible to a variety of final users, including people with disabilities.

In order to improve the video interaction on the Web, mainly by people with
disabilities, general guidelines were designed and published by the Web Acces-
sibility Initiative (WAI) of W3C (World Wide Web Consortium), such as the
Web Content Accessibility Guidelines (WCAG) and the User Agent Accessibil-
ity Guidelines (UAAG). ISO 9241-171:2008 provides ergonomics guidance and
specifications for the design of accessible software [6]. In addition, laws and regu-
lation were defined to protect the user rights, and people from different cultures
have proposed their own recommendation like the eMag 3.1 model in Brazil
[5] and the Sect. 508 in the USA [8]. The eMag refers to a set of accessibility
guidelines and the ones for multimedia are specified based on success criteria of
WCAG 2.0, such as:

– Provide alternatives for videos,
– Provide alternatives for audio,
– Provide audio description for prerecorded video,
– Provide audio control for any audio,
– Provide pause, stop and hide controls for any dynamic content.

The Sect. 508 presents the requirements to make the most accessible products;
there are requirements for podcast, audio, videos and multimedia presentations,
software to play videos, audio and multimedia, tips for implementing and key
areas to test for accessibility. Also, the 21st Century Communications and Video
Accessibility act, signed in October 2010 in the USA, promotes expanded access
to Internet-based video programming [4].

However, although efforts have been made to improve accessibility for videos
on webpages, there still the need to develop accessibility solutions for video
content.

In this study we aim to analyze the video accessibility on the most accessed
websites. We searched websites that play videos into the top fifty (50) websites,
the most accessed ones according to www.Alexa.com; navigating the selected
sites with video content, issues like how many steps are necessary to achieve
the video were examined and the barriers identified, regarding to each type of
deficiency.

Given this context, we have identified the key aspects that influence people
with disabilities to interact with video. In this investigation we conducted a case
study to understand how a person with visual disabilities might use a resource
of assistive technology or another means to:

1. Watch and comprehend video content;
2. Accomplish tasks, related to video players, and
3. Recover from task failures using workarounds.

We reported the problems and situations that the blind user has faced when
watching video content on some of the websites. As a result, we have summarized
a set of problems found in the websites.

http://www.Alexa.com
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The paper is organized as follows: Sect. 2 presents the video accessibility on
the most accessed websites; Sect. 3 addresses the case study with a blind user;
finally, Sect. 4 concludes the paper and suggests future work.

2 Video Accessibility on the Most Accessed Websites

In this section, we present an analysis of video’s accessibility on the most accessed
websites. The analysis aimed to identify the usual resources that websites imple-
ment to help people with disabilities.

We started by making a search in www.Alexa.com [2] website looking for
clues about how video accessibility is being approached. Alexa website provides
web analytics services as a global traffic rank, measuring how a website is doing
relative to all other sites on the Web over the past 3 months. We analyzed the
top 50 most accessed websites.

From those 50 websites, 34 were excluded from further analysis because they
did not show any video or because the language was different from English, Span-
ish or Portuguese. Other 6 sites (Twitter, Linkedin, Blogspot, Hao123, Wordpress
and Reddit) were also excluded because they show videos hosted in other sites
like YouTube or Vimeo.

The 10 remaining websites were selected - they allow watch or upload videos
(Facebook, YouTube, Yahoo, Vk, Msn, Instagram, Tumblr, Apple, Xvideos
and Microsoft). All of them present play and pause controls. Three of them
(Instagram, Tumblr and Microsoft) do not have volume control. Only one site
(Microsoft) does not have screen size configuration. Currently, Microsoft only
has two basic functionalities: play and pause. There are four sites (YouTube,
Vk, Msn, Xvideos) that have quality configuration.

At this point it is worth to mention that more important for accessibility
purposes are special features than the basic controls. The basic controls are
necessary to obtain an accessible media player: play, stop, resize and volume [9].
The special features can assist to control and to understand videos [10], based
on the following characteristics:

– closed captions (CC),
– highlighting,
– text configuration,
– keyboard access,
– search,
– preference settings, and
– toolbar configuration.

Other controls, such as: play/pause, rewind, forward and full screen, are still
important to most users, but, do not address special needs of those with special
disabilities.

Only two websites (YouTube and Yahoo) present caption configurations, even
though few videos present captions. We have made five YouTube searches ana-
lyzing what proportion of the returned videos have captions or closed captions.

http://www.Alexa.com
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Table 1. Youtube videos comparison - with and without caption

Searched text Total results Results filtered by subtitles/CC Percent

“Sesame street” 1,010,000 35,000 3.5 %

“Gangnam Style” 6,360,000 102,000 1.6 %

“The Simpsons” 1,190,000 15,900 1.3 %

“Barney” 1,940,000 15,100 0.8 %

“Teletubbies” 798,000 3,320 0.4 %

Table 2. Video Controls that the websites have: Facebook (S1), YouTube (S2), Yahoo
(S3), Vk (S4), Msn (S5), Instagram (S6), Tumblr (S7), Apple (S8), Xvideos (S9) and
Microsoft (S10)

Controls S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

Play/pause Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Stop no no no no no no no no no no

Volume Yes Yes Yes Yes Yes no no Yes Yes no

Screen size Yes Yes Yes Yes Yes Yes Yes Yes Yes no

Quality configuration no Yes no Yes Yes no no no Yes no

Caption configuration no Yes Yes no no no no no no no

Video download Yes no no no no no no no Yes no

Video comments Yes Yes no Yes no Yes no no Yes no

Video rotation Yes no no no no Yes no no no no

Table 1 summarizes the results, showing that the proportion is between 0.4 and
3.5. One reason for this could be that YouTube and Yahoo need a caption file
to be inserted/uploaded and common users may not know how to do such task.

As we can observe, in Table 1 only 3.5 percent of the videos have captions,
althought YouTube have the resource to add captions. In Table 2 we can observe
that the websites developed only basic controls and social controls (comments,
share, etc.) leading to lack of accessibility. Table 2 shows the video player con-
trols provided by the 10 mentioned websites, indicating that the controls do not
guarantee that the video player is accessible.

There are a wide range of diversity of people and abilities, and there are
web accessibility barriers that people commonly encounter from poorly designed
video players. There are many reasons why people may be experiencing varying
degrees of auditory, cognitive, neurological, physical, speech, and visual disabili-
ties. For instance, a disability may be present from birth, or occur during a per-
son’s lifetime, as a result of an illness, disease, or accident, or they may develop
impairments with age. Some may not consider themselves with disabilities even
if they do experience such functional limitations [1].

In these paper we focused on visual disabilities. According to [1], there are
guidelines for visual disability that should be followed, such as:
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– video content need to have text or audio alternatives, or an audio-description
track;

– the navigation mechanisms and page functions need to be consistent, pre-
dictable and simple;

– controls and other structural elements need to have equivalent text alterna-
tives;

– text over the video need to have enough contrast between foreground and
background color combinations;

– websites, web browsers, and authoring tools need to support use of custom
color combinations;

– websites, web browsers, and authoring tools need to provide full keyboard
support.

There are some types of visual disabilities, as color blindness, that include diffi-
culty distinguishing between colors such as between red and green, or between
yellow and blue, and sometimes inability to perceive any color; low vision includes
poor acuity (vision that is not sharp), tunnel vision (seeing only the middle of
the visual field), central field loss (seeing only the edges of the visual field),
and clouded vision; blindness is a substantial, uncorrectable loss of vision in
both eyes and deaf-blindness is a substantial, uncorrectable visual and hearing
impairments [1].

Blind people usually use screen readers to navigate on the Web. One example
of screen reader is the NVDA (NonVisual Desktop Access). The screen reader
has two navigation modes: the Virtual Mode and Focus Mode.

In the Virtual Mode, NVDA converts the HTML of an webpage into a flat
document with semantic information. Links, headings, form fields, images and
other information being spoken along with the actual text of the page. The
conversion is done in the order the HTML appears in the source document loaded
by the browser. Navigation through the document is possible in a character-by-
character and line-by-line basis, using arrow keys or word-by-word, using the
Ctrl key with the arrow keys.

In the Focus Mode, NVDA focus is set to the control at hand to interact using
the keyboard, as if NVDA was not running at all. To invoke focus mode Enter
must be pressed when the virtual caret is on the relevant field. Using Escape
ables to switch back to reading inside the virtual document. In order to navigate
the page with the Tab key, focus mode will automatically be switched on.

We chose two sites (Facebook and YouTube) to analyze the access to the
videos using the two navigation modes of NVDA, and we could know which type
these sites developed. To navigate in Facebook using focus mode navigation, 24
Tabs are necessary to achieve the timeline, if the video is the first publication.
Twenty two (22) more Tabs are necessary to achieve the video to then press the
Enter key in order to access to the video (the video plays immediately), but
there is no way to pause or stop the video. Using virtual mode navigation is
impossible to access to the video.

The initial YouTube focus is located in Search box. After searching a video
and press the search button, sometimes the focus goes to the link bar and the
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screen reader reads the JavaScript code. Using focus mode navigation, we started
in the search box, entering a word and pressing the search button, the next links
that screen reader reads are: upload, account, what to watch, my channel, my
subscriptions, history, watch later, playlists, subscriptions, browse channels and
manage subscriptions. After visited these links, the number of videos is read,
then each video can be visited. The virtual mode navigation is confuse, having
no order to navigate.

We can observe that both sites were developed to navigate using focus mode
navigation, but the blind users do not use the focus navigation, as we can explain
in the next section.

3 Case Study

We conducted a case study to understand how a person with visual disabilities
might use a resource of assistive technology or other means to watch and com-
prehend video content, accomplish tasks and recover from task failures using
workarounds. Our goal is to report the problems and situations that blind users
face when watching video content on the websites. We tested using Facilitas
Player [7] but the user always compare with his experience.

We made an interview with David (not his real name) and after that we
tested the Facilitas Player. We used Morae software1 to record the interview
and the interaction with Facilitas Player. The study protocol (482.306/2013)
and informed consent form received ethics approval from the Ethic Committee on
Human Experimentation. Written informed consent of the survey was obtained
from the participant. Complete anonymity of the participant was assured since
he is not identified in any of the reports. Participation was voluntary and it
was explained that the volunteer could leave the study whenever he wanted
without suffering any loss or consequence. The results will be disseminated to
the participating volunteer.

To allow more contributions during the development of the accessibility fea-
tures, we created a new version of Facilitas Player, and anyone can use the plugin
Facilitas player to play a video on a webpage. To download Facilitas Player visit
the link http://facilitasplayer.com/ and download the packages.

David is 31 years old, married, pursuing a Bachelor in Information System
degree in a undergraduate distance education course. He is a blind software
developer and he usually has access to the videos on the Web. The websites he
is used to watch videos are YouTube and ESPN – Entertainment and Sports
Programming Network – (he is interested in news about soccer). When playing
videos, he explores all functionalities that he has access.

When David studied the subjects of Information System course, he devel-
oped a video player that supports closed caption functionality, used specially for
people with auditory impairment.

1 www.techsmith.com/morae.html - Morae is a software solution for usability testing,
including recording of the screen, user, and keystrokes.

http://facilitasplayer.com/
http://www.techsmith.com/morae.html
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We asked him about the difficulties that he usually has when accessing videos
at the Internet. He said “Some time ago I thought YouTube invested in an inter-
esting way to provide accessibility in a video player, but sometimes I go there
to see something and it is difficult to access the videos because the player is
implemented in Flash, and the controls do not have any accessibility.”

He also said “One thing I miss in many players is the possibility of forward
or rewind the video, to control the playback. For example, when you are hearing
something and lose what the person spoke, you cannot listen again, then you
have to click to play the video from the beginning to get to that point where the
person was talking about. This is something that I miss.”

We asked about how accessibility works with closed captions, he said:

- “If it is accessible, no, honestly I do not remember a player that it is accessible
in the popular websites, which have an accessible caption for visual disabilities.
The YouTube used to have that feature, I was able to read the captions, but after
a while, I was not anymore. I do not know if YouTube changed his player code or
if the screen reader I was using does not had support or does not work well with
YouTube Flash applications. Currently I cannot access it anymore”. He used the
NVDA as screen reader.

To test, we used a researcher’s notebook with Windows 8 and NVDA screen
reader. He used to set up the configurations. The researcher’s notebook keyboard
has some differences with his notebook, it took some time to recognize the key
position and when he asked about an specific key (home and function keys), we
help him. He wanted to use the headphone to listen the NVDA explanations. He
asked for disable the touchpad.

After that, we have tested the Facilitas Player [7] with David. The researchers
explained to him all functionalities. He reported issues about navigation and the
common problems founded in other websites players. We asked him to explore
all Facilitas Player functionalities and comment while navigate.

About the button’s name, we used the title attribute in Facilitas Player.
David commented that using these attribute is a problem because he did not
read the button’s name using the arrow keys. Title attribute can be read only
using Tab key. And depend on the person, Tab key cannot be common to use,
therefore it can be confuse to understand.

David used virtual mode to navigate, for these reason he had difficulties using
the Facilitas Player. He said “when I navigate by the virtual mode the NVDA
did not read button’s names, he read ‘button, button, button’. Then I need to
navigate with Tab key to read the names. It is confuse.”

He continued testing the functionalities, but suddenly the focus disappeared
from screen. We asked him which part of the website he was located. He said that
he was navigating by the hidden menus (search and configuration) and the tran-
script. He said “I will need to enable that option. I was just navigating with arrow
keys, then eventually lost focus in that area. Are you hidden it?”. The answer
is yes, we hidden that options and we need to modify using display:none. He
said “the audio description is playing with the NVDA captions, that is cool, are
you using aria-live?”. The answer is yes.
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We developed the audio description (AD) using aria-live property. These
property indicates that an element will be updated, and describes the types of
updates the user agents, assistive technologies, and user can expect from the live
region [11]. The aria-live attribute is the primary determination for the order of
presentation of changes to live regions.

We asked him if he was using the audio description. He said “yes, the audio
description belongs to the player or the video?”. We explained that the audio
description belongs to the player, it is a mp3 file that we created and play along
with the video. To create the mp3 file we went through the following steps:
(1) create the text that will be the audio description and put it on the caption
file (srt) to mark the time that will be used to play the audio; (2) copy each
sentence created in step 1 without the time; (3) if some word requires special
pronounce, it is necessary to write as the word is spoke to guarantee the right
pronunciation by the TTS; (4) use any tool to convert the text into audio, we
used Soar2 because is a free online tool that converts text into audio (mp3 file);
and to finish, (5) it is necessary to edit the original audio and add the audio
description audios in the correct time. The final mp3 file needs to have the same
time of the video. To edit the audio we used GoldWave3 editor.

When he navigated using virtual mode, he found the close button and he
did not understand why need to close something that he did not open. This
problem happen because we hidden the search and configuration windows back
to the video using opacity. David commented “If you use opacity does not work,
because it is visible to the screen reader, you need to hidden by the display to
really take away of the document flow”. We used Google Chrome browser at the
beggining, but after 20 min David asked if he could use the Mozilla Firefox. He
said that NVDA adapts better to Mozilla Firefox because is the browser most
accessible to the people with visual disabilities.

Facilitas has help functionality. We instructed David to navigate to help to
read the shortcuts. He navigated to the help button and pressed enter. The help
window opens over the video, but he did not detected. We asked him if he can
access the help content. He said “I can not find the help content. You told me that
a window is open over the video. The sighted people saw the dialog automatically
but when we navigate, we interact with the document in a linear way, for these
reason, when I pressed enter on the help button I have the sensation that nothing
happen. You need to put the focus on the dialog, but also the dialog need to be
marked with the correct roles. You can use JQueryUI dialog, it is very well
developed. There is another ARIA property called ARIA-PopUp, you set with
true value and the screen reader announce that the button has a pop-up, it is
intuitive”.

He also said “as we are visually impaired, something that is fundamental in
webpages is semantics. A signed person press the button and open a window as a
dialog, for these person is clear that it is a dialog, is visible to him, by the shape,
the colors, the layout, behavior, finally, the person can identify it quietly. But for

2 www.soarmp3.com - Soar is a free tool to convert text to audio.
3 www.goldwave.com - GoldWave is a tool to edit audio.

http://www.soarmp3.com
http://www.goldwave.com
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people who are visually impaired, the screen reader always plays the semantic role
that the html element has in the document, for example, if this dialog has been
implemented with only a div , the div in the html does not have any semantic
role, then for us, when we access the button, the content appears anywhere in the
document, we can not tell that it is a dialog or it is separate from the document
in some way or that it has a specific role in the document. For these reason, the
W3C created ARIA, ARIA is actually a way to assign specific semantic roles to
html components”.

David could not read the help content, we said that he can press the P key
to pause and play the video. He said “P?, interesting”, he tested and using a lot
during the rest of the test.

We asked his opinion about the annotation functionality, he tested three
annotations and said “very interesting, very nice, it is an interesting idea. It
facilitates a lot, help navigation, when you want to go to some point, you did not
need to control the reproduction time, you can go by the shortcut (talking about
the annotation links). This functionality is really relevant”.

David gave us important contributions about how web can improve Facili-
tas player and how we can develop other accessible web applications for visual
impaired people.

Fig. 1. Facilitas Player with the answer of the task.

We prepared a task to present to David which is a question about the video
content. He needed to show the part of the video where the answer was, using any
Facilitas player control. We used the first 5:49 min of Sintel film [3], see Fig. 1.
The question was “The dragon had an injury. In which part of the body?”. He
used NVDA search and we saw that the annotation “The dragon in the fair”
was selected, he accessed the annotation and played the video until it finished.
Then he said that did not find the part of the video with the dragon injury.
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We said that the scene appears before of the selected annotation. He clicked on
“Old town” annotation and found the answer. The researchers asked him if he
was searching using NVDA or the search functionality of Facilitas. He said “oh
yes, I was using the NVDA search, it is intuitive. I went to annotations, I could
have gone to the search control and search into the caption. I did not think about
that”.

4 Conclusions and Future Work

Nowadays, the context of the use of video contents is very popular in websites,
and there are many attractive IT solutions that enhance and boost the potential
of their dissemination. The users should be considered, with their specifics, to
enjoy all the available resources and contents. However, many users have faced
barriers when are interested in watching contents in a video player. For example,
a blind user who would like to watch something has difficult to access videos
because sometimes the video player is implemented in Flash, and the controls
do not have any accessibility, since the user adopts a screen reader to have access
to the video content.

Although efforts have been made to improve accessibility for videos on web-
pages, there is still the need to develop accessibility solutions for video content.

In this paper we aimed to analyze the video accessibility on the most accessed
websites. The selected sites, that include video content, were studied based on
the issues like how many steps are necessary to achieve the video and the bar-
riers identified, regarding to each type of deficiency. We analyzed the video
player characteristics of the 10 most accessed websites. Only two sites have
caption configuration - just one of the many necessary accessibility special fea-
tures/characteristics and controls discussed at Sect. 2.

We have also developed an accessible video player called Facilitas Player
following the W3C guidelines.

We described a case study that was conducted with a blind user and, regard-
ing to the observed aspects, we have identified that the blind user usually
navigates using virtual mode and many sites are not prepared for this type
of navigation, usually they use the focus mode. A limitation of our test is that
we tested only with one user with visual disability.

As future work we will improve Facilitas player functionalities, for instance,
improve help functionality, facilitate navigation when the arrow keys are used
and increase other functionalities, like transcript and language.

Finally, we will develop a framework with guidelines to create accessible
videos.
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Abstract. Online digital media is becoming the most important arena for
general information sharing and public debate. Making this arena accessible to
all is essential for equal participation in today’s society. However, the acces-
sibility of web-based media services has not been given much attention despite
their importance for the democracy of our society. The overall objective for this
research is to gain knowledge on universal design of websites containing
complex multimedia, in order to ensure equal access for diverse groups oper-
ating different devices in various situations. To achieve this objective, we have
conducted heuristic evaluations of the news web pages at the Norwegian
Broadcasting Corporation (NRK), the authoring tools for journalists, and focus
group interviews on the accessibility of NRK.no. The preliminary results show
that although participants expressed general positive attitude towards the design
of NRK.no, many accessibility challenges remain to be addressed.

Keywords: Universal design � Web accessibility � Media service � Heuristic
evaluation � Focus group � WCAG � ATAG

1 Introduction

In recent years, digital newspapers are outdoing the traditional newspaper [1] and
digital media has become the most important arena for general information sharing and
public debate. In the emerging e-society, this trend will likely continue, with even more
of the media content and public debate taking place online. Thus, media plays a key
role in ensuring freedom of expression, an essential foundation for democracy [2].
Consequently, ensuring accessibility for all to these digital arenas is essential for equal
participation in society.

In Norway, citizens’ rights to access Internet services are stated in the Discrimi-
nation and Accessibility Act (DAA) [3], the regulation for section 14 in DAA [4] and in
governmental Information and Communication Technology (ICT) policy. The objec-
tive is equal access to the e-society for all citizens. The Norwegian government has
allocated large funds to increase broadband coverage and improve the level of digital
knowledge in the population. In 2013, 99.9 % of Norwegian households had possi-
bilities for broadband access. Only less than 2000 households lack this opportunity [5].
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In primary schools as well as lower and upper secondary schools ICT skills is defined
as one of five skills which form the basic conditions for learning and development in
school, work and society [6]. However, despite of the fast growing e-society, little
attention has thus far been paid to accessibility concerns in the arena of digital media
and public debate.

NRK.no is the second biggest website in Norway [7] and the official website for the
state-owned Norwegian Broadcasting Corporation (NRK) which is the largest media
house in Norway. The website contains several sections, including a news section, an
online TV player, radio player, and dedicated content for children. Our research focuses
on the digital news section of the NRK.no. It has been conducted in cooperation with
NRK New Media, the department responsible for publishing and rendering content at
the NRK.no website.

We have previously published, in [8], a summary of findings from end user group
interviews and heuristic evaluation of the accessibility of the content creation and
management (CMS) tool, Polopoly, in NRK. The evaluation mainly used Authoring
Tool Accessibility Guidelines (ATAG) 2.0, focusing on accessibility of the CMS tool
for journalists, as well as to what extent it supports the authors create accessible
content.

In the current paper, we present a heuristic evaluation of selected web pages on
NRK.no using Web Content Accessibility Guidelines (WCAG) 2.0, i.e., from the end
users’ perspective, as well as elaborate and discuss our earlier findings in relation to
this. In addition, we look into important considerations that need to be addressed when
evaluating large and complex websites from large organizations.

The following sections are organized as follows. In Sect. 2 we describe the
workflow for publishing content on NRK.no as well as the environment and applica-
tions for the publishing process. In Sect. 3, we provide a short summary of our previous
research on Polopoly, approaching the publishing process from the journalists’ per-
spective. In Sect. 4, we take the end users’ perspective, presenting results from focus
group interviews and heuristic evaluations of NRK.no. In Sect. 5 we discuss our
findings and provide recommendations for improving the accessibility of the web sites.
Finally, in Sect. 6, we conclude the paper and discuss future work.

2 NRK.no Applications and Workflow

NRK is a large organization and the website is complex, offering a wide selection of
multimedia content. Several applications are part of the publishing process in addition
to the CMS and rendering tools, and the process is part of a large environment, both
technological and organizational. When evaluating the accessibility of NRK.no web-
site, we need to take into consideration the framework of software tools involved in
content creation and publishing, as well as the publishing process itself.

In this section, we give an overview of the workflow for publishing web content on
NRK.no and the relevant software tools involved in this workflow.
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2.1 Relevant NRK Applications

Two systems are used together to publish content on NRK.no: Polopoly and Panorama.
Polopoly, used for content creation and content management, is an external system
from Atex1. The users of Polopoly are mainly journalists who write articles for NRK,
about 400 in total, according to NRK, producing over 250 articles daily. The Panorama
rendering system, developed in-house at NRK, is used for rendering the web pages for
NRK.no. Figure 1 shows an overview of the relevant applications.

Polopoly stores metadata and content (articles, media objects) in a database, while
Panorama retrieves metadata and content from this database and renders the content on
the web page. Thus, Panorama handles presentation and appearance of content at NRK.
no, while Polopoly handles editing and managing content. In consequence, to be able to
conduct a thorough evaluation using ATAG B.1, which largely concerns WCAG 2.0,
we need to include Panorama in the evaluation.

In addition to Polopoly and Panorama, there are other applications involved in
publishing content on NRK.no. These are Tansa2 for spell checking and Disqus3 for
discussions/comments. Tansa is used as a plug-in or extension to the web browser, and
does not work directly with Polopoly. Tansa is available to NRK journalists and mainly
used as a spell checker. Disqus is a widely used, free community tool for handling
comments. End users log in to Disqus when posting comments to articles open for
discussion on NRK.no. Both Tansa and Disqus are third party tools that are used by
NRK. Consequently, NRK is not responsible for the accessibility issues related to these
tools. To be able to evaluate NRK.no satisfactorily, we will have to take these other
applications and tools into consideration, preferably also conducting heuristic evalua-
tion and user testing on these.

2.2 Publication Work Flow

When a journalist creates a new article item, s/he first logs on to the Polopoly web
interface and creates a new article in the category where the new article is to appear, for
example “Distrikt (Regional pages)” or “Viten (Knowledge)”. Panorama will use this

Fig. 1. Overview of environment and applications

1 Atex, http://www.atex.com/.
2 Tansa Systems AS, http://www.tansasystems.com/.
3 Disqus, https://disqus.com/.
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information to render the article using the corresponding template for the given
category.

In addition to the category of the article, journalists normally provide the following
elements: a headline as the main title, an alternative title to be displayed in article lists,
a lead paragraph, and body text of the article. Polopoly provides a text editor for adding
lead paragraph and body text. During this process of creating and writing an article,
Tansa monitors the text typed into Polopoly, and discovers misspellings.

A variety of article elements may be added to an article such as audio/video objects,
fact boxes, citations, images, links, and maps. When adding images, journalists may
add a description of the image, which Polopoly will use to generate a caption and
alternative text. The journalists also typically add their name(s). There are several other
optional settings available to the journalist, such as running head, language, and
geo-positioning. Once the article is ready for publishing, the journalist can choose to
promote an article on the front page.

The activities of journalists in Polopoly concerns mainly adding and editing con-
tent, as well as setting options that will add metadata to the article. The page layout on
NRK.no, for instance, the number of columns for a given type of article on NRK.no, is
defined and decided by specialists, not journalists. Panorama renders web pages before
they are sent to the browser. The pages are rendered according to predefined layout
templates created for different page categories, e.g., regional pages, “Viten (Knowl-
edge)”, and “Ytring (Opinions)”. This includes the placing of content as well as choice
of colours, font sizes, etc. The design is responsive, thus images, for instance, are
scaled on the fly.

3 Summary of Previous Research

The main objective of the evaluation reported in [8] was to discover to what extent the
content management system for publishing content on NRK.no, Polopoly, is compliant
to Part B of the Authoring Tool Accessibility Guidelines (ATAG 2.0). Although the
rendering tool Panorama was taken into consideration where necessary, it was not fully
included in the evaluation.

Our evaluation of Polopoly included the criteria in B.2, B.3, and B.4. In addition,
we evaluated B.1.2.2 (Copy-Paste Inside Authoring Tool) and B.1.2.4 (Text Alterna-
tives for Non-Text Content are Preserved) which we considered relevant. In total, 26
success criteria were evaluated. Our findings show that Polopoly is not compliant to
most of the criteria. Furthermore, we found that Polopoly does not provide enough
support for journalists to create accessible content. For example, Polopoly does not
have an option to add alternative text to pictures. Instead, Panorama combines caption
and title of the picture, name of photographer and bureau as the alternative text for the
picture. This creates an unnecessarily long and seldom relevant description.

Experiences and results from this evaluation show that in order to further investi-
gate the accessibility of NRK.no it is necessary to conduct heuristic evaluation and user
testing on the web pages.
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4 Evaluating the Accessibility of NRK.no

For this evaluation we have carefully selected a set of web pages at NRK.no. These
pages are “Ytring (Opinions)”, “Distrikt (Regional pages)”, “Nyheter Beta (News
Beta)”, “Kultur (Culture)”, and “Viten (Knowledge)”. The content for these pages is
edited in Polopoly and rendered by Panorama as described earlier. The front page has
not been included in our evaluations, as NRK uses a different tool for editing this page.

In the following, we first present the focus group interviews, a brief summary
published in [8], and then we describe the heuristic evaluation of the selected pages
based on WCAG 2.0.

4.1 Focus Group Interviews

Participants and Procedure. In order to ensure that the participants represented the
diversity of potential users, we recruited participants through various non-governmental
and non-profit organisations. The participants sampled a broad variety in age, education
level and work experience. The groups of participants included: (1) people with visual
impairment, including blind and partially sighted, (2) people with hearing impairment,
including hard of hearing and sign language users, (3) people with cognitive impairment,
(4) people with foreign language background, (5) elderly/seniors, and (6) volunteers in an
organisation for underprivileged people. In total 19 participants took part in the inter-
views. The participants were given a list of links to selected web pages on NRK.no in
advance so they could prepare for the group interviews.

Five focus group interviews were conducted in March 2014. Two researchers from
the project were present: one facilitating the focus group interview and the other
observing and taking notes. The interview sessions were audio recorded in agreement
with NSD4 requirements.

The interview sessions were organised into two main sessions. The first session
focused on the participants’ general use of Internet and NRK.no, personal preferences
and use of devices. The second focused specifically on their experiences with different
functions and design of NRK.no, including general design, structure, layout, naviga-
tion, text content, language, multimedia, and debate. For each topic, the interview
facilitator opened the discussion with appropriate questions and/or showed examples
from the website.

Findings. From the interviews, it is clear that users experience a variety of challenges
when using NRK.no. Some identified issues were common across several groups of
participants. Regarding structure, layout and design, all groups of participants
expressed they experienced navigation elements to be generally adequate.

Despite of the general positive experience, there were several challenges reported in
relation to navigation, particularly when using a screen reader or navigating by key-
board. The main issues include menu items not accessible to the screen reader, menu

4 NSD: Norsk Samfunnsvitenskapelig Datatjeneste (Norwegian Social Science Data Services), http://
www.nsd.uib.no/.
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items that do not expand, submenus that cannot be reached using tabulator, unlabelled
buttons, and buttons named “…”. Other navigation issues not related to screen readers
or keyboard navigation include inconsistent use of names in menus and page title, and
inconsistent use of county names in the pages for regional news. The main challenges
experienced in relation to videos include the lack of subtitles, and play-buttons not being
accessible to screen readers or not visible when using inverted colours/high contrast.

Regarding the use of colours and colour contrast, the challenges concern the use of
soft colours, i.e., colours of low saturation, which results in poor contrast and makes it
difficult to perceive some elements or areas on the page. This was particularly evident
for participants that need to use settings for high contrast or inverted colours. Some
participants reported that setting options in the Operative System (OS) for high contrast
or inverted colours might even aggravate this effect, so that some elements cannot be
seen at all unless moving the mouse over it. Examples of such elements are play-arrows,
menu-arrows, and logos. Apart from these issues, participants reported that using high
contrast settings and inverted colours (OS settings) works relatively well with NRK.no.

Personal settings allowing users to specify their preferences were communicated as
an important feature by several groups of participants. Some of the visually impaired
participants reported they were dependent on such settings.

Another comment, common among the participants, is that the debate opportunities
were not widely used by the groups. Most people we interviewed had never posted any
comments, although some had read posts from other commenters. Participants using
screen readers reported that comments posted in discussions were not accessible to
screen readers.

Individual groups of users also reported other important issues. For example,
participants with visual impairments reported missing keyboard navigation support for
menu items and videos, where the play button was not accessible through keyboard.
Their comments also included occasions of the image text (caption or alternative text)
being needlessly long and sometimes even irrelevant to the image content or containing
links. The group of hearing impaired participants commented on the importance of
showing whether a video has captions or not, which would save users the frustration of
downloading and open a video just to find out it does not have captions. Other par-
ticipants reported inconsistent use of font or text style for the same text element in some
articles, e.g., using italics or quotation marks (“ ”) for direct quotation. The elderly
users found that some icons were not easily recognizable and that for some menus, the
element names and their corresponding page titles were not consistent with each other.

Although the identified issues did not completely prevent individual participants
from using NRK.no, they resulted in low efficiency and sometimes created confusion,
frustration and irritation. Addressing these issues will likely improve the overall user
experience of the NRK.no webpages.

4.2 Heuristic Evaluation Using WCAG 2.0

The purpose of WCAG 2.0 is to ensure accessible web content. It consists of four
principles, each organised into a set of guidelines with success criteria that has to be
fulfilled for conformance.
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The evaluation of selected pages at NRK.no took place in May/June 2014. The
pages included in the evaluation were the same as in the focus interviews. The eval-
uation was conducted using an HP Laptop (Intel Core i5 vPro) or a PC (Intel i3), both
with Windows 7 operative system, Firefox Version 27/28 browser, ZoomText 10 and
Infovox screen reader. ZoomText and Infovox are used regularly by one of the
researchers who conducted the evaluation.

All 61 success criteria in WCAG 2.0 have been evaluated. Nine criteria were met,
43 criteria were found not met, and the remaining nine were not applicable since NRK.
no does not cover all the features in WCAG 2.0. Table 1 shows the results from the
evaluation.

In particular, news headings generally appear after images and captions, which
makes the content difficult to follow, and time-consuming to find what one is looking
for. In addition, the top image of articles is so huge that only a part of it is shown in the
browser window. This is particularly confusing for orientation and navigation (WCAG
3.2.3).

The identified navigation issues related to Guideline 2.4 may be regarded as severe.
Only two out of the 10 success criteria are met: one in four at level A and one in three
at level AA. Issues such as lack of bypass blocks, links with uninformative names,
inconsistent use of headings and heading levels, almost invisible focus indicators, and
lack of breadcrumb tails make the pages in NRK.no difficult for users to navigate, find
content, and determine where they are.

Another issue that needs to be highlighted is Readability (Guideline 3.1). NRK.no
does not have a “Plain Language” text alternative. Nor does it have mechanisms for
explaining unusual words and abbreviations or possibilities for pronunciation of word
with ambiguous meanings.

As Table 1 shows, the selected pages in NRK.no do not fully comply with WCAG
2.0. Since the selected pages are representative in NRK.no, we can assume that the
results are valid for the whole NRK.no website. The findings clearly indicate that much
work needs to be done in order for NRK.no to be fully accessible. It is, however,
important to note that due to NRK’s continuous effort in improving their websites,
some of the issues identified in the heuristic evaluation have already been rectified. For
example, dropdown menus can now be accessed by keyboard (Guideline 2.1), page
sections are adjustable to screen size when zooming with bowser (Guideline 1.4), and
an informative label has been added to the search field (Guideline 3.3).

5 Discussion and Recommendations

From the focus group interviews and the heuristic evaluation using WCAG 2.0, we can
see that issues related to image captions and alternative text are experienced by users as
sometimes long and even irrelevant to the image content. The selected pages in NRK.
no are not compliant to WCAG 2.0 Guideline 1.1 (Text alternatives).

When considering how image captions and alternative text are created using Pol-
opoly and rendered through the rendering tool Panorama, and relating this to our
evaluation of the CMS Polopoly and the NRK publishing process, we may find a
possible explanation. Our heuristic evaluation using ATAG 2.0 show that Polopoly is
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not compliant to criteria B.1.2.4 (Text Alternatives for Non-Text Content are Pre-
served) and B.2.2.1 (Accessible Option Prominence). Although Polopoly does allow
journalists to add a description for an image, the CMS generates both an alternative text
and an image caption from this description. It does not allow journalists to distinguish
between an alternative text and an image caption. Nor does it allow them to add a

Table 1. Results from heuristic evaluation with WCAG2.0

Guidelines Comments

1.1 Text
alternatives

• Lack of or inappropriate text descriptions for images, audios and
videos

1.2 Time-based
media

• Lack of or inappropriate text descriptions, captions, or sign language
description for pre-recorded time-based media

1.3 Adaptable • Much use of coding for structure of content, also within tables
• Programmatically incorrect reading sequence
• Inconsistent use of heading and title styles
• Lack of semantic structure in “Ytring (Opinions)”

1.4
Distinguishable

• Text links do not fulfil the contrast requirement
• No possibility to resize text
• No option for choosing foreground and background colours
• Page sections do not adjust to screen size when resized without
assistive technology

2.1 Keyboard
accessible

• Some functions are not accessible by only keyboard
• Keyboard trap exists in YouTube videos

2.2 Enough time • No possibility for users to control the frequency of the automatic
update of NRK.no

2.3 Seizures • One blinking (red) icon exists and lasts longer than one second. The
frequency seems to be less than three times per second

2.4 Navigable • Pages have descriptive titles
• No bypass blocks
• Links are sometimes not informative and purpose not clear
• Inconsistent use of headings and heading levels
• Keyboard focus indicators are hardly visible
• No breadcrumb trail

3.1 Readable • Code for language is specified with “lang” attribute
• No mechanisms for explanation of unusual words, abbreviations
• No mechanisms for pronunciation of word with ambiguous meanings
• No “Plain Language” alternative for textual content

3.2 Predictable • Cursor may automatically activate dropdown menus in the menu bar
• Some links automatically change names without notification
• Pages automatically update without warning

3.3 Input
assistance

• Input fields have no spelling check
• Search field lacks of descriptive title

4.1 Compatible • Pages tested with W3C Markup Validator show from 16 to 64 errors
• Not all user interface components have names, roles or value.
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dedicated alternative text. Furthermore, when rendered, Panorama creates another yet
different alternative text by combining the generated image caption, photographer’s
name, and the name of the photo bureau into an “associated text”, ignoring the original
alternative text altogether. Consequently, the combination of Polopoly and Panorama
does not give journalists any real opportunity to distinguish between captions and
alternative text for images. Nor do they allow them to create separate image caption and
alternative text.

Most participants in the focus group interviews commended the quality of article
content in NRK.no and there were no comments regarding the use of foreign words or
particular challenges regarding textual content. According to the 2013 OECD PIAAC
survey of adult skills, Norway scores significantly higher than OECD average in lit-
eracy in adults aged 16-65, and the mean score is high both among immigrants and
across different educational levels in the population [9]. Further, only 9.3 % of the adult
population in Norway has a literacy score of Level 1 in literacy proficiency. Level 1
literacy proficiency equals to being able to read relatively short digital or printed texts
to locate a single piece of information that is identical or synonymous with information
given in a question or directive [10]. Nevertheless, many people in the general pop-
ulation will benefit from content, especially text, designed to be easy to understand and
read, particularly people with cognitive disabilities, people with low language skills,
and people with auditory disabilities that may impact reading and perception of written
language [11]. Considering possibilities in Tansa for customising dictionaries and
looking at text in context, we presume that using these functions in Tansa may increase
the accessibility and usability of published textual content.

Participants who are screen reader users in the focus group interviews commented
that participating in discussions on NRK.no is extremely difficult, if not impossible,
when one cannot see the screen visually. As mentioned in Sect. 2, NRK.no uses Disqus
as a plug-in discussion tool. Disqus is written in JavaScript and works on platforms that
can handle JavaScript. However, a known drawback when using JavaScript is that it
may introduce accessibility problems unless measures are taken to ensure that gener-
ated content and functionality are accessible to assistive technologies.

Subtitles on NRK videos is on the wishlist of many participants, including the deaf,
hard of hearing, elderly, dyslectics, immigrants, and “language trainers”, regardless of
noisy or quiet environments. As many of the posted videos are produced for TV and
have captions when shown on TV, we assume that the subtitles issues for the videos on
NRK.no can be easily solved technically. It is therefore difficult to understand why the
videos do not have subtitles when posted at NRK.no. Today, more and more infor-
mation is conveyed through videos. Therefore giving all users and potential users of
NRK.no possible alternatives for supplementary information is of great importance.
The deaf and hard of hearing participants suggsted that marking subtitled videos with a
dedicated symbol would save them from having to download the video in order to find
out whether it has subtitle.

Participants in the focus group interviews, particularly seniors, commented that
they found inconsistent use of names across menu elements and page titles both
annoying and confusing. One such example is the menu element named “Oslo” which
takes the user to a regional page titled “Østlandssendingen”. Consistency, which relates
to WCAG 2.0 Guidelines 2.4 and 3.2, is an important principle for ensuring that the
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user knows where s/he is and where to find content. We therefore recommend that
NRK ensure consistency in their use of names across menu elements and page titles.

As we have shown, Polopoly and Panorama in combination can cause some of the
issues identified in NRK.no, and the use of third party application such as Disqus may
influence users’ possibility to take part in discussions. Thus it becomes important to
take the context, including the environment and applications, as well as the publishing
process itself into consideration when evaluating large and complex websites in large
organizations, as accessibility issues may be introduced during the publishing process
itself, and third party applications may influence the accessibility of the content pre-
sented to end users.

6 Conclusion and Future Work

In this research we have conducted heuristic evaluations of the content creation and
management (CMS) tool, Polopoly and selected web pages on NRK.no, as well as
focus group interviews with diverse user groups. Results from our evaluations show
that Polopoly is not compliant with ATAG 2.0 Part B, and that the evaluated pages on
NRK.no not fully compliant with WCAG 2.0. We have learned that evaluating a web
site containing complex multimedia requires taking the larger environment of appli-
cations into consideration, including the publishing process workflow, as these may
influence accessibility, usability, and user experience. Further, results from conducted
focus group interviews have shown that users in general have positive attitudes towards
NRK.no, despite several groups of users experiencing challenges when operating and
using content on the website.

NRK has a long history of accessibility awareness and focus on offering accessible
content, and they are continually working on improving accessibility of their website
and media services. Most recently NRK TV has implemented visual interpretation
(audio description) of films and audio caption (captions read by synthetic speech). The
technology and solutions could be transferred to NRK.no, thus improve accessibility of
NRK.no.

Findings from our research have provided recommendations for improving the
accessibility. The results have also indicated that many challenges remain and further
research is necessary. In order to gain deeper insight into how end users experience the
accessibility of NRK.no, we are currently performing user testing of the same selected
pages with the same groups of people who participated in the focus group interviews.
We have also recruited people with mild intellectual disability, as well as elderly (age
70 +) who are at the beginning stage of dementia.

To learn more about how NRK can better support the production of universally
designed web content, future research needs to include the following aspects:

Journalists’ Perspective: we need to understand how the content creation tool can
support the creation of accessible content without disturbing the journalists’ workflow.
We also need to understand how increased awareness among journalists about how to
create accessible content can be achieved through training and increased knowledge.
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The Rendering Process: A closer study of how Polopoly and Panorama works
together, particularly the automatic changes made by the rendering tool, Panorama, as
some of the issues resulting in lack of compliance to WCAG 2.0 success criteria seem
to be introduced in rendering process.

Other Applications: We need to study how the use of Tansa may affect the published
content, as well as how NRK can utilise Tansa better for improving accessibility and
usability of the web content. The tool used for comments, Disqus, strongly influences
users’ opportunity to participate in any discussions at NRK.no, and therefore needs to
be evaluated for accessibility issues.
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Abstract. The purpose of this paper is to chart research developments in HCI
literature that focuses on accessibility for the deaf user group. A map for this
particular landscape has been constructed based on a review of the four most
relevant sources in HCI that focuses on accessibility, from 2000 to 2013. The map
describes topics of research that are covered under the umbrella of Interactive
Software Technology (IST) for deaf users in HCI literature that focuses on acces‐
sibility. To construct the map and identify these topics a systematic approach was
applied, involving a number of stages and employing several research methods
(literature review, focus group and card sorting). The resulting map, which under‐
went three revisions, consists of 23 code categories in total: 3 main categories, 8
subcategories, 7 second-level subcategories and 5 third-level subcategories. This
paper can act as a guide for other researchers interested in conducting research
within this landscape.

Keywords: Map · Deaf user · HCI · Accessibility · Interactive software
technology

1 Introduction

Deaf people have been at an unfair disadvantage with regards to education, employment
and access to technology [1]. This is due to the fact that limited interactive technologies
address usability and accessibility concerns, stemming mainly from the literacy-related
barrier they experience. Accessing content on the Internet is problematic for many deaf
people since as pupils, many leave school with severe reading and writing inadequacies
[2]. Equally important is the fact that the first language for many deaf people is the sign
language of their country and not the oral one [2, 3]. Providing information in sign
language can alleviate these types of barriers and impact positively in the integration of
deaf people into the IT society [2]. In an attempt to make deaf people full citizens, the
European Union of the Deaf (EUD) declares three objectives [1]: recognition of the right
to use sign language, the use of communication and information for empowerment, and
equality in education and employment. Support for the right to use sign language is
recognized in international and European legal documents too, such as the Brussels
Declaration on Sign Languages in the EU (2010) and the United Nation Convention on
the Rights of Persons with Disabilities (2006) [2].
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Using websites and online services requires a level of literacy and technology
competency. Literacy issues and content not being presented in sign language are just
two reasons that prevent many deaf people from having positive user experiences when
accessing technology. Several past projects that have investigated such issues are Dicta‐
Sign, eSign, ViSiCAST and the South African Sign Language (SASL) machine trans‐
lation project of Stellenbosch University [4]. The need for more research that can lead
to the design and development of more accessible and usable IST for deaf users is
stressed [2]. A definitive description of published manuscripts in the field of IST for
deaf users in the discipline of HCI that focuses on accessibility will contribute in clas‐
sifying topics that new researchers can undertake within the field. In support of this
classification, this paper will address the following objectives:

1. Construct a map of existing research topics in the field of IST for deaf users in the
discipline of HCI that focuses on accessibility

2. Summarize the purpose of each code category of the map
3. Identify the least and most researched topics of the map

2 Method

A validated and existing systematic approach was applied to construct the map of IST
for deaf users in the discipline of HCI that focuses on accessibility (see Fig. 1).

Fig. 1. The process adopted for the construction of the map

The approach has been applied to other areas before, such as to develop web design
guidelines for the elderly [5] and to construct a map for the field of Computer Assisted
Language Learning [6]. Figure 1 presents the process supporting the approach that was
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adopted to construct the map for this study. A more detailed discussion on each stage
of the process and how it was considered in this study follows:

Stage 1: Build the Corpus. According to [6] it is in this stage that a corpus of literature
for the particular research field must be determined. This corpus will be thoroughly
reviewed in order to construct the map for the field under investigation. The corpus in
this study included 69 manuscripts that were published from 2000 to 2013 and which
had a specific focus on IST for deaf users. All main sources of HCI literature that focuses
on accessibility were studied. The small number of manuscripts can be considered as an
indication that this area of research is understudied. Four main research sources devoted
to the field of HCI with a focus on accessibility were reviewed to select the manuscripts
for inclusion into the corpus. The manuscripts were extracted from two journals and two
conferences. These included the journals’ of Universal Access in the Information
Society (UAIS) and the ACM Transactions on Accessible Computing (TACCESS).
Conferences that were reviewed are the ACM CHI Conference on Human Factors in
Computing Systems and the ASSETS conference. The distribution of manuscripts from
the four sources is presented in Table 1. The corpus does not include introductions to
special issues or editorials.

Table 1. Distribution of manuscripts based on source

Journal/conference title Number of manuscripts

UAIS 18

TACCESS     6

CHI     9

ASSETS 36

Total number of manuscripts 69

Stage 2: Literature Overview and Initial Coding Scheme Development. According to
[6] it is in this stage that an overview of the built corpus, which was determined in stage
1, is conducted to elicit basic themes and to develop a coding scheme with code cate‐
gories. The overview is based on reviewing the title, keywords and abstract from all the
manuscripts of the corpus. To elicit the basic themes, an initial overview of the corpus’s
manuscripts was conducted by the authors. The overview was based on extracting codes
from the title, abstract and keywords of each manuscript. The output from this stage was
the identification of 31 keywords, which represent the basic themes discussed in the
manuscripts of the corpus. The initial coding scheme was consequently developed,
consisting of 31 code categories.

Stage 3: Refinement of the Initial Coding Scheme. According to [6] it is in this stage
that a focus group session is conducted to verify, expand or limit the initial coding
scheme that was created in stage 2. A selection of manuscripts from the corpus are
reviewed, discussed and classified within existing or new code categories, which are
created if required. The outcome from the focus group session is a revised coding
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scheme. A focus group session was conducted to refine the initial coding scheme that
consisted of the 31 code categories, which were extracted from the initial overview
conducted in stage 2. Three independent HCI and accessibility experts participated in
this focus group session. The experts were required to randomly select twelve manu‐
scripts (17 %) from the indexed corpus. Time was provided to the experts to read the
title, abstract and keywords from a selected manuscript. After overviewing a manuscript,
consensus-based discussions followed between experts and the moderator, who was
facilitating the discussions. The consensus-based discussions focused on the classifica‐
tion of a selected manuscript into an existing code category or if necessary into a new
code category that would need to be established during the focus group session. If
classification could not be determined or consensus not be agreed by reading the title,
abstract and keywords of a selected manuscript, its introduction and conclusion sections
were then also reviewed. This process was followed twelve times, in order to classify
each selected manuscript into a code category. A total of 2 new code categories were
added during manuscript classification, increasing the total number of code categories
from 31 in the initial coding scheme to 33 in the revised coding scheme. The revised
coding scheme was the next topic of discussion. In order to proceed from the revised
coding scheme in this stage to the construction of the first version of the map in the next
stage, the 33 code categories had to be organized into logical structures. The construction
of logical structures for the code categories was likewise determined in the focus group
session with the experts. Code categories were required to be divided into categories
and subcategories. The division of code categories was imposed by the data (manu‐
scripts). Subcategories are defined when differences with other subcategories in the same
main category are apparent.

Stage 4: Construction of Map Version 1. According to [6] it is in this stage that the first
version of a map is constructed. The structure of the map is based on the revised coding
scheme, which was the outcome of stage 3. By constructing logical structures from the
code categories of the revised coding scheme in stage 3, it is now possible to construct the
first version of the map in this stage. The first version of the map for this study consists
of 7 main categories, 22 subcategories and 4 second-level subcategories. The map must
be organized in a manner that complies with two criteria: internal homogeneity within the
generated categories and external heterogeneity among categories [6]. Reference to code
categories in the focus group sessions includes main categories and all levels of subcate‐
gories.

Stage 5: Refinement of Map Version 1 and Construction of Map Version 2. According
to [6] it is in this stage that the first version of the map, which was created in stage 4, is
revised and assessed for its meaningfulness and accuracy. It is therefore necessary to
work back and forth between the manuscripts and conduct a content analysis to ensure
that all manuscripts can be assigned to the map’s categories/subcategories (the logical
structures of the code categories). In addition to title, abstract and keywords that were
reviewed in stage 2, it is also required to comprehensively review the introduction,
conclusion and future implications (if any) sections of each manuscript during this stage.
An important factor contributing to classification is saturation; the classification of the
corpus manuscripts into code categories without incongruity [6]. The outcome from the
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refinement of the first version of the map is map version 2. Based on results collected
from stages 3 and 4, refinements were made to the first version of the map. Meaning‐
fulness and accuracy of categories and all levels of subcategories for the first version of
the map were further examined by classifying all the corpus manuscripts within these.
As previously mentioned, it was necessary to work back and forth between the manu‐
scripts and the map. A content analysis that included a review of the introduction,
conclusion and future work (if any) sections of all manuscripts was conducted.
Following the content analysis, each manuscript had to be classified into a single code
category of the map. Therefore, in order to assign a manuscript to a single code category,
it is imperative to consider the objective of the manuscript. This provided a means to
determine its main focus and to likewise reach saturation, by classifying all manuscripts
of the corpus into a single code category. The second version of the map is the outcome
of refinements done to the first version of the map (see Table 2).

Stage 6: Evaluation of the Proposed Structure and Inclusiveness of all Categories in
Map Version 2. According to [6] it is in this stage that the card sorting technique is applied
to independently cross-check the code categories of the second version of the map, which
was created in stage 5. Furthermore, it also assists in the procedure of implementing new
refinements to the map (if necessary). A new panel of experts will participate in the card
sorting technique. Disagreements on classification (if any) are resolved by discussing clas‐
sification differences and identifying the purpose and contribution of the manuscripts until
consensus can be reached. The second version of the map was evaluated by applying the
card sorting technique. In addition, to ensure the validity of the results, a second focus
group session was also conducted to further refine the second version of the map on the
basis of cross-checking and reflective discussions. Frequency tables were also applied to
summarise the experts’ classifications as frequency counts and percentages. They are the
simplest method for representing categorical and ordinal data. They are commonly used as
exploratory procedures, with an attempt to establish how the different categories of values
are distributed within the sample. Similar to the first focus group session that was
conducted in stage 3, three new independent experts in HCI and accessibility were partic‐
ipating in this stage too. They were required to randomly select fifteen manuscripts (21 %)
from the indexed corpus. The classification of the selected manuscripts into code catego‐
ries proceeded. Following classification, experts shared insightful opinions regarding the
revised map and the classification of selected manuscripts within it. These were largely
influenced by their research background and expertise in the field of HCI and in the area
of accessibility. Consolidation and consensus was reached through meaningful discus‐
sions in several cases where different opinions and classifications surfaced. In addition,
results from the frequency tables also supported the course of determining the final classi‐
fications of the selected manuscripts and likewise supporting the reflection of these refine‐
ments into the third version of the map. Including the author’s classification of the selected
manuscripts with those of the three independent experts, an overall percentage agreement
of 71.6 % is reported for manuscript classification. This percentage is determined by meas‐
uring each participant’s classification for a selected manuscript against the consolidated and
consensus-based classification (if required), which was the outcome of discussions. Simply
stated, classification differences were ultimately resolved by means of discussions that
were supported by the results indicated in the frequency tables. It entailed discussing the
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reasoning motivating each expert’s classification for a selected manuscript in alignment
with the manuscript’s objective. Once agreement was reached regarding classification,
consensus and saturation is likewise achieved. A more in-depth analysis of the frequency
tables indicates that for 33.3 % of the selected manuscripts evaluated there was 100 %
agreement regarding classification. For another 33 % of the selected manuscripts evaluated
there was 75 % agreement regarding classification. For the remaining 33 % of the selected
manuscript evaluated there was 50 % or less agreement regarding classification. It is for
this set of manuscripts in particular (50 % or less agreement) that more extensive and
meaningful discussions were conducted in order to reach consensus regarding classifica‐
tion. The third version of the map is the outcome of refinements done to the second version
of the map, based on the results from the evaluation that was conducted in this stage (see
Table 2). The final map (version 3) is presented in Fig. 2.

Fig. 2. IST for deaf users in the discipline of HCI that focuses on accessibility - Map version 3

3 Results

Results are discussed in terms of the 3 paper objectives mentioned in the Introduction.

3.1 Objective 1: Construct a Map of Existing Research Topics in the Field of IST
for Deaf Users in the Discipline of HCI that Focuses on Accessibility

Table 2 summarizes the refinements that were made to the map from its initial first
version until its improved third version (see Fig. 2). Map version 2 represents refine‐
ments that were based on the outcomes from the first focus group session, conducted in
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stage 3 of the process. Map version 3 represents refinements that were based on the
outcomes from the second focus group session, conducted in stage 6 of the process.

In Table 2, Category integration occurs when an existing code category (main or
sub) is integrated into another existing code category. A Rename occurs when the name
of a code category has been rewritten. When a subcategory has been removed from the
map it is listed in the column Removed subcategory. Reclassified manuscripts represent
those manuscripts that had to be reclassified into different code categories in comparison
to those that they were initially classified in. It must be noted that the total number of
reclassified manuscripts does not relate specifically to the manuscripts that were selected
for evaluation in the focus group sessions alone. The reclassification also occurs from
refinements made to the actual map versions. For example, when a subcategory has been
removed from a map version it is necessary to reclassify the manuscripts that were
included in the removed subcategory into a different code category (main or sub).

Table 2. Refinements during map construction

Refinement Version 1 Version 2 Version 3

Main category      7 3(−4) 3

Subcategory 22 8(−14) 8

2nd-level subcategory      4 14(+10) 7(−7)

3rd-level subcategory 5(+5) 5

Category integration 4 3

Rename 2 2

Removed subcategory 3 4

Reclassified manuscripts 2 14

3.2 Objective 2: Summarize the Purpose of Each Code Category of the Map

HCI literature that focuses on accessibility was reviewed to develop the map. This
section provides an overview of its main categories, highlighting key issues covered in
their subcategories. It is notable that subcategories classified within a main category can
consist of a limited number of manuscripts, yet are regarded worthy of individual sepa‐
ration based on topic, need and prospect of attracting new researchers.

Assistive Technologies. The main category of Assistive Technologies focuses on tools
and software that can assist deaf users experience technology in a more positive and
usable manner. It supports them in performing tasks that were formerly difficult to
accomplish or not accomplishable. This is possible due to technology enhancements or
due to the alteration of interaction methods with technology and software. Assistive
technologies must promote social inclusion, autonomy, independence and life quality.
This main category includes six subcategories. The first subcategory focuses on
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captions. These are real-time textual alternatives for audio, which can also include
descriptions of sound. They are regarded as the most common type of assistive tech‐
nology used by deaf users since they transform aural into visual information [3]. The
second subcategory focuses on tooltips, which are used to make icons more compre‐
hensible. Deaf users prefer visual information since they are visual learners; therefore
tooltips can have a positive effect. The third subcategory focuses on video. As an assis‐
tive technology, video is significant for deaf users. Video for mobile communication is
mainly discussed. The fourth subcategory focuses on teletypewriters. Teletypewriter
(TTY) technology enables deaf individuals to have direct and equal access to emergency
call centers. Users can type, send and receive messages for communication. Regarding
the corpus, this subcategory had a poor representation of manuscripts. Nevertheless, it
presents potential for new research. The fifth subcategory focuses on icons. This entails
investigating the design and use of iconographic touch interfaces on mobile applications.
The sixth subcategory focuses on Computer Assisted Translation (CAT), also referred
to as Machine Translation (MT) or Generation systems. Their aim is to provide deaf
users with the capabilities to translate text/voice of vocal languages into sign languages
and to produce, modify and review online avatar-based sign language contributions. It
requires expertise in several related topics, including sign language linguistics and
synthesis to create system vocabularies, knowledge-based sign synthesis architecture
[7], and sign language animation and recognition to present manual and non-manual
means of expressions in sign language translations using avatars. This subcategory is
further divided into four second-level subcategories that are interrelated; it is however
possible for research to be conducted in a single second-level subcategory only. Each
of these second-level subcategories can be highly technical components. The first
second-level subcategory is editor/scripting software, which is an additional capability
to intervene and correct translations that are error-prone. The second is sign language
linguistics and synthesis that focus on the study of sign language as a natural language.
This can include its history, structure, acquisition of language, morphology, syntax,
semantics and pragmatics. Examining the linguistics is required to ensure to the best
extent possible, the linguistic adequacy of sign generation tools and to support robust
conversions [7]. Sign synthesis is methods/techniques that are applied to provide fluid
mediums of sign language, for conversation synthesis, by converting sign language from
a stored and textual medium. The third is animation and avatars that are used to display
sign language translation representations to the users. The synthesis of signed speech/
text can therefore be portrayed through the movements of a human signing figure. In
order to provide translations, an avatar is required to display the synthesized sign
language. The fourth is sign language/gesture recognition that mainly focuses on the
technical approaches implemented to capture and recognize sign language gestures. In
broad-spectrum, gesture recognition utilizes mathematical algorithms to interpret
human gestures.

Universal/Inclusive Design. The main category of Universal/Inclusive design focuses
on the design of services, products, software and environments that are usable and
accessible for as many people possible, despite their differences in abilities, gender,
education, age or cultural backgrounds. The aim is to provide equal opportunities for
people to participate in economic, social, technological, cultural, recreational and

260 A. Yeratziotis and P. Zaphiris



entertainment activities. With regards to the IST map, this main category discusses
manuscripts that emphasize Universal/Inclusive design in general. In overview, apart
from the manuscripts categorized with the main category, two more specific subcate‐
gories are determined. The first subcategory focuses on policy/guidelines. Policies are
intended to inform stakeholders and policymakers about the adaption and use of tech‐
nology by people with disabilities. Guidelines and acknowledged standards (e.g. W3C,
ISO) intend to guide developers in the design of accessible software [8]. The develop‐
ment of guidelines and the transformation of technical specifications into international
standards are also discussed in this context. Policies and guidelines pertaining to the
Web are specifically identified. Hence, the Web is defined as a second-level subcategory.
This second-level subcategory is further divided into five third-level subcategories:
vlogging, hyperlinks, forums, sign language dictionaries and collaboration/commu‐
nication tools. Vlogging investigates the use of video technology and techniques by the
Deaf community to post video content on websites. Alternative forms of hyperlinks are
compared and new forms of hyperlinking, which are based on video material that enable
browsing without written language, are discussed. Forums empower online participa‐
tion and deliberations on various topics. Video is used as the communication medium
and forums can accommodate several user types, such as advanced contributors’ and
lurkers. Sign language dictionaries provide online translations for spoken and sign
languages. The interfaces of such web dictionaries must be designed applying user
centered design methodologies and it is required that composition rules of signs be
encoded. Collaboration/communication tools are browser based systems that support
face-to-face communication between deaf and hearing members of a team.

The second subcategory focuses on research methods. The objective of manuscripts
categorized within this subcategory is to either provide insights into new methods for
conducting research with deaf participants or to modify existing research methods in a
manner that accommodates the needs of deaf users. Henceforth, two second-level
subcategories have been created within this subcategory; new and adapted/guidelines.
Example of a new method is a remote testing technology to conduct user studies in sign
language at a lower cost or the use of drawing software with set stories to conduct
evaluations with deaf children [9]. In the adapted methods/guidelines, it is acknowl‐
edged that impairments can impact how researchers will design questionnaires, user
interviews, focus group sessions and user evaluations to elicit more reliable and valid
data.

Educational Software. The main category of Educational Software focuses on using
technology software to teach or self-learn. Software, web tools, mobile applications,
games and e-learning environments are the types of platforms discussed within this
context. Learners include deaf and hard-of-hearing individuals, as well as hearing
parents of deaf individuals. Providing tools that can improve the literacy levels of deaf
children and students who are native signers of a particular sign language is the main
focus.
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3.3 Objective 3: Identify the Least and Most Researched Topics of the Map

In Table 3, the total distribution of manuscripts for each of the three main categories is
presented. In order to identify the least and most researched topics within each of the
main categories, the total number of manuscripts for their subcategories are also
provided. Regarding Table 3, it must be noted that manuscripts can be classified into
main categories, without necessarily being classified into a subcategory. Second- and
third-level subcategories are not included in the table.

Table 3. Distribution of corpus manuscripts into code categories (main and sub) of the map

Category type Code category Total manu‐
scripts

Main Assistive technologies 36

Sub Captions      3

Sub Tooltips      1

Sub Video      4

Sub Teletypewriter      1

Sub Icons      1

Sub Computer assisted translation/Machine transla‐
tion/Generation systems

26

Main Universal/Inclusive design 21

Sub Policy/Guidelines      9

Sub Research methods      5

Main Educational software 12

It can be concluded from the results presented in Table 3 that emphasis is being
devoted mainly to the CAT/MT/Generation systems subcategory. It is seen as a crucial
area for deaf accessibility, particularly over the web. Despite it being the most researched
topic from the corpus however, it is relatively unexplored considering the sources
reviewed to create the corpus and the time period that was covered. The Universal/
Inclusive design main category is likewise crucial and unexplored. Contributions in this
category in the form of policies/guidelines and new research methods will be most
valuable to designers and developers so that they can provide deaf users with products
and services that are accessible, useful and provide positive user experiences.
Researchers will also benefit by knowing how to implement different and the most
appropriate research methods with deaf users, ensuring that the participants have been
properly considered. The data collection process and analysis of the collected results
will also have increased validity. In terms of the educational software main category,
research is needed to provide deaf people with solutions that can assist them in learning
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and improving their sign language and vocal language skills. Work conducted in the
CAT/MT/Generation systems subcategory will prove invaluable in this regard. It is also
important to remember that people who are not deaf, particularly parents of deaf chil‐
dren, require solutions as well to improve their sign language skills in order to commu‐
nicate with their children. This is critical because the longer it takes for deaf children to
start communicating with their parents; the more their language modality is affected.

4 Conclusion and Future Work

This paper presents an inventory of research into IST for deaf users in the discipline of
HCI that focuses on accessibility, on the basis of four relevant sources. It provides guid‐
ance to new researches who are interested in conducting research within this landscape.
In addition, the paper attempts to stress the need for more research activity in this disci‐
pline. This need is voiced by considering the number of deaf people worldwide that are
required to use technology that is not accessible and usable for them. Noteworthy is the
limited number of sources available discussing IST for deaf users in HCI literature that
focuses on accessibility. The limited number of manuscripts from these sources that
were relevant for the review over a period of more than ten years, further support the
call for more research activity.

A systematic approach based on a six-stage process was considered to conduct the
inventory. The process assisted in achieving the three objectives of the paper. The first
objective was to present a map of existing research topics in the field of IST for deaf
users in the discipline of HCI that focuses on accessibility. This was achieved with map
version 3 (see Fig. 2). The second objective was to summarize the purpose of each code
category within the map. This is achieved in Sect. 3.2, which synthesizes the findings
of the map. An overview of the type of research conducted in each main category and
all their levels of subcategories is provided. The third objective was to identify the least
and most researched topics of the map. This is achieved with Table 3, which lists the
distribution of manuscripts from the corpus based on main and subcategories.

Considering the map for IST for deaf users in the discipline of HCI that focuses on
accessibility, future directions have been identified. Researchers can position themselves
in this landscape and contribute to new work in the identified areas. Addressing the
problems of non-accessible technology and the educational and employment disadvan‐
tages that deaf people experience are areas that require further and immediate explora‐
tion. The authors’ future work will be directed towards improving web accessibility for
deaf users. In particular, efforts will be directed towards the construction of a new
research method that can support HCI experts and developers when evaluating and
respectively designing websites for deaf users. Based on the map for IST for deaf users
in the discipline of HCI that focuses on accessibility (see Fig. 2), such work would be
classified into the Universal/Inclusive Design (2) main category. Within this main cate‐
gory, it is further classified into the Research methods (2.2) subcategory. As a second-
level subcategory it is classified into the New (2.2.1) subcategory, since it will provide
a new method of evaluation that is specifically for the deaf user group.
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Abstract. Applications on mobile devices have been characterized for
their usability. The voice is a natural means of interaction between users
and mobile devices. Traditional speech recognition algorithms work in
controlled media are targeted to specific population groups (e.g. age,
gender or language to name of few), and also require a lot of computa-
tional resources so that the algorithms are effective. Therefore, pattern
recognition is performed in mobile applications as web services. However,
this type of solution generates high dependence on Internet connectivity,
so it is desirable to have an embedded module for this task that does
not consume many computational resources and have a good level of
effectiveness. This paper presents an embedded mobile systems for voice
recognition module is presented. This module works in noisy environ-
ments, it works for any age of users and has proved that it can work for
several languages.

1 Introduction

Applications on mobile devices have been characterized for their usability [1].
Developers try that interaction means for mobile devices are natural to the
user [2]. Actually, the most common means of interaction based on gestures on
touch screens [3]. It has explored the interaction through voice applications such
as search and on tasks requiring multimodal interactions [4,5].

In hardware complies with those demands of speech recognition applica-
tions, because we can utilize parallel and pipelined architectures [6], which
either reduce power with low operation frequency or speed up there cogni-
tion. With such knowledge, comprehensible human-like speech recognition can
be obtained [6].

In automatic speech recognition systems (ASR) can be sorted into the fol-
lowing three categories [7]:
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1. First the ASR model converts the speech signal into a sequence of phonemes
o words, and after wards the natural language processing (NLP) attempts to
understand the given words.

2. The ASR model outputs more than one possible representation of the speech
signal. These are then analysed with an NLP and the best one is chosen.

3. The ASR model and the NLP are combined, such that the ASR model can
make use of the information and constraints provided by the NLP.

A popular application, which consists of a list of all possible words that one
might encounter in a particular application. Current spoken language systems
have limited vocabularies, since this is dependent on the available power and
memory space of the central processing unit being used. As a result, one might
encounter out-of-vocabulary (OOV) words, which the ASR system will either
rejector consider it as an error [8].

Mobile devices have restrictions Battery, Memory and CPU [9,10]. Although
a part of CPU has been thought that the increase in cores and incorporating
parallel programs can help reduce energy consumption [11], although it is not
clear that the incorporation of parallel programs on mobile devices really save
energy [12]. Various techniques have been developed for offloading as a form
of energy savings, improve response time, and avoid problems of storage and
memory on the mobile device [9].

It has sought strategies that allow offloading the task of speech recognition.
This has supported infrastructure for distributed speech recognition [13]. There
are also a lot of support from below cloud-like structures [14,15]. However this
creates a high dependency on the internet [10].

Additionally, there are restrictions on the systems automatic speech recogni-
tion (ASR) and performance problems with human-machine iteration are requir-
ing extra learning to use. However, the biggest challenge for voice-based interfaces
require: a more natural communication possible [8].

The main weakness of ASR systems is the use of the statistical principle:
which looks for the best scenario of all possible candidates given a pre-defined
dictionary [reference]. This gives rise to a problem called a grammarian OOV
(out-of-vocabulary, OOV) [8]. This system takes words not recorded and added
to the system. This system, however; is not always the best way in systems where
the vocabulary is very large [8]. During the design phase of the dialogue should
be clearly identified in the following conditions: Outreach, Level of naturalness,
Strength and Length dialog [8].

In this paper the development of a native voice recognition module for mobile
devices is presented. This type of solution avoids reliance on internet connec-
tivity. The algorithm used has low complexity. It is inherent in the medium,
recalling that the environment in which mobile devices are used are noisy. Not
supervised so requires no training. Recognizes word of at least two languages:
English and Spanish. It does not depend on the user type (adult, young, boy,
man or woman).
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2 Proposed Solution

The most significant problems in speech recognition systems are related to the
individuality of the human voice (such as age or gender to name a few), dialect,
speaking rate, the context of phonics, noise background, the characteristics of
voice acquisition device (microphone), and the directional characteristics of the
source speech signal, among others [16–18]. All these problems are considered in
the proposed method, because the objective of this research is that the speech
recognition is inherent to the environment and the people who use the applica-
tion. The speech recognition module, based on the DWT-Haar, comprises three
main blocks: encoding and compression, feature extraction and recognition, as
shown in Fig. 1.

2.1 Pre-processing and Reduction Modules

Pre-processing module and reduction with a DWT. This reduces the complexity
of calculation and does inherent to the medium. DWTs take into considera-
tion the temporal information that is inherent in speech signals, apart from the
frequency information. Since speech signals are non-stationary in nature, the
temporal information is also important for speech recognition applications [7].

In this block, two vectors are obtained: The approximation vector (AV ) and
the fluctuations vector (FV ). These vectors are obtained when DWT-Haar is
applied in the original speech signal. The size of the vectors AV and FV is
half the size of the original speech vector. The AV vector contains the low
frequency components of the voice signal. The vector FV contains high frequency
components of the speech original signal. For this work the AV was chosen,
because this vector has the largest amount of information about the speech
original signal. To encode speech signal through native methods of recording,
signal compression is obtained through the AV with WAV format. Compression
has a rate of 22050 samples per second with 16 bits per sample without encoding
pulse code modulation (PCM).

2.2 Estimation Module

To increase the robustness of the designed system under noisy conditions [19].
We propose the CLCES analysis, when there cognition system is corrupted by
noisy speech signals. This statement is confirmed through an evaluation made
on four different noisy environments with different measure: standard deviation,
variance, energy and mean value.

This block obtains the corresponding features of each input voice signal.
This extraction is performed in the AV obtained in the previous block. Acquired
characteristics are energy, Eq. 1, the standard deviation Eq. 2, variance Eq. 3 and
the center frequency of the speech signal in the V A.

E[yLo D[n]] =
n∑

m=1

|yLo D[m]|2 (1)
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ȳLo D

)2

n
(2)

σ2
yLo D

=
n∑

m=1

(
y(Lo D)m
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m=1(yLo D)/n represent de mean value of AV , and n = w/2.

2.3 Classification Module

Three renowned methods that were used at the classification stage of ASR sys-
tems are the HMM (Hide Markov Models), the ANN (Artificial neural network)
and the SVMs (Suport Vector Machine) [7]. These three classifiers usually have
prior training which is sometimes tedious and energy-intensive. In this paper,
simple classification techniques were incorporated, such as fuzzy logic classifier
and K-neighbors distance variations and techniques to obtain additional dis-
tance. These techniques are supported although simple largely this stage prior
to preprocessing. Thus ensure satisfactory accuracy with low power consumption.

Fig. 1. Block diagram of the proposed method

This block is determined by the spoken word. The words used are suggested:
“Hola” and “Adios”, and also “High” and “Potato”. The words “Hola” and
“Adios” in particular were chosen in order to show that the system works with
high statistical dependence as shown in Fig. 3(a), contained in the green circle
overlapping of these two words is observed.

Unlike the words “High” and “Potato”, which in Fig. 3(b), the statistical
independence is observed. This task is accomplished by using speech recognition.
The entries in this block are the characteristics of the speech signal.

Fuzzy Logic Method. A fuzzy logic system (FLS) is unique in that it is able
to simultaneously handle numerical data and linguistic knowledge [20]. It is a
nonlinear mapping of an input data (feature) vector into a scalar output. Fuzzy
set theory and fuzzy logic establish the specifics of the nonlinear mapping. For
many problems two distinct forms of problem knowledge exist: (1) objective
knowledge, which is used all the time in engineering problem formulations (e.g.,
mathematical models), and (2) subjective knowledge, which represents linguistic
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Fig. 2. Graphic of energy vs. standard deviation, (a) words “Hola” and “Adios”,
(b) “High” and “Potato”.

information that is usually impossible to quantify using traditional mathematics
(e.g., rules, expert information, design requirements) [20].

Fuzzy logic was used for word recognition in speech signal. This technique
allows determining whether a spoken word in the set of speech signal features
vector.

Fuzzy logic system (FLS), Fig. 2, maps crisp inputs into crisp outputs. It
contains four components: rules, fuzzifier, inference engine, and defuzzifier. Once
the rules have been established, a FLS can be viewed as a mapping from inputs
to outputs (the solid path in Fig. 2, from “Crisp Inputs” to “Crisp Outputs”),
and this mapping can be expressed quantitatively as y = f(z).

Rules may be provided by experts or can be extracted from numerical data.
In either case, engineering rules are expressed as a collection of IF THEN state-
ments e.g.

IF “Hola” is very near “Adios” is very far, THEN turn somewhat to the right.

This one rule reveals that we will need an understanding of: (1) linguistic vari-
ables versus numerical values of a variable; (2) quantifying linguistic variables,
which is done using fuzzy membership functions; (3) logical connections for lin-
guistic variables (e.g., “and”, “or”, etc.); and (4) implications, i.e., “IF A THEN
B”. Additionally, we will need to understand how to combine more than one rule.

The fuzzifier maps crisp numbers into fuzzy sets. It is needed in order to
activate rules which are in terms of linguistic variables, which have fuzzy sets
associated with them.

The inference engine of the FLS maps fuzzy sets into fuzzy sets. It handles
the way in which rules are combined. Just as we humans use many different types
of inferential procedures to help us understand things or to make decisions, there
are many different fuzzy logic inferential procedures. Only a very small number
of them are actually being used in engineering applications of FL.

In many applications, crisp numbers must be obtained at the output of a FLS.
The defuzzifier maps output sets into crisp numbers. In a controls application, for
example, such a number corresponds to a control action. In a signal processing
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Fig. 3. Fuzzy logic system

application, such a number could correspond to the prediction of next year?s
sunspot activity, a financial forecast, or the location of a target.

Crisp Sets. Recall that a crisp set A in a universe of discourse U (which pro-
vides the set of allowable values for a variable) can be defined by listing all of
its members or by identifying the elements x ∈ A; thus A can be defined as
A = {x|x meets some condition}. Alternatively, we can introduce a zero-one
membership function (also called a characteristic function, discrimination func-
tion, or indicator function) for A, denoted μA(x) such that A ⇒ μ(x) = 1 if
x ∈ A, and μA(x) = 0 if x �∈ A. In this paper the universe is the user’s speech
block, i.e. the input signal. In this universe must define members that belong to
the class.

Fuzzy Sets. A fuzzy set F defined on a universe of discourse U is characterized
by a membership function μF (x) which takes on values in the interval [0, 1].
A fuzzy set is a generalization of an ordinary subset (i.e., a crisp subset) whose
membership function only takes on two values, zero or unity. A membership
function provides a measure of the degree of similarity of an element in U to the
fuzzy subset. Fuzzy logic is performed using the membership functions [21] for
each of the features extracted from the Eqs. (1), (2) and (3). The membership
function indicates the degree to which each element of a given universe belongs
to a set. If the set is crisp, the membership function (characteristic function)
take the values {0, 1}, while if the set is blurred, it will take in the interval [0, 1].
If the result of the membership function is equal to 0, then the element is not
in the set. In contrast, if the result of the membership function is 1, then the
element belongs to the set completely [21]. Gaussian membership, Eq. (4), is
used for the purpose of this word recognizer in the speech signal by using fuzzy
logic. The Gaussian membership is specified by two parameters c, σ to determine
the boundaries of the speech signal, and also to determine where the greatest
amount of information is presented in the spectral content of the word to be
identified [22].

Gaussian(x; c, σ) = e− 1
2 (

x−c
σ )2 (4)

The Gaussian function is determined by the values they take σ and c. Where
c represents the center of the function and σ is the standard deviation (2).
For this case, c is the mean value, and each value is the mean average of each
standard sample, and σ is the standard deviation (2) of each test pattern [22].
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From define boundaries of membership function can determine whether or not
the word issued by the user is the search word in the inference system.

K-Nearest Neighbors Method. In many pattern recognition problems, the
classification of an input pattern is based on data where the respective sample
sizes of each class are small and possibly not representative of the actual proba-
bility distributions, even if they are known. In these cases, many techniques rely
on some notion of similarity or distance in feature space, for instance, clustering
and discriminant analysis [3,23]. This decision rule provides a simple nonpara-
metric procedure for the assignment of a class label to the input pattern based on
the class labels represented by the K-closest (say, for example, in the Euclidean
sense) neighbors of the vector.

The nearest neighbor classifiers require no preprocessing of the labeled sample
set prior to their use. The crisp nearest-neighbor classification rule assigns an
input sample vector y, which is of unknown classification, to the class of its
nearest neighbor [24].

This idea can be extended to the K-nearest neighbors with the vector y
being assigned to the class that is represented by a majority amongst the K-
nearest neighbors. When more than one neighbor is considered, the possibility
that there will be a tie among classes with a maximum number of neighbors
in the group of K-nearest neighbor exists. One simple way of handling this
problem is to restrict the possible values of K [24]. A means of handling the
occurrence of a tie is as follows. The sample vector is assigned to the class, of
those classes that tied, for which the sum of distances from the sample to each
neighbor in the class is a minimum. This could still lead to a tie, in which case
the assignment is to the last class encountered amongst those which tied, an
arbitrary assignment. Clearly, there will be cases where a vector’s classification
becomes an arbitrary assignment, no matter what additional procedures are
included in the algorithm [24].

3 Test and Results

The test module for voice recognition were performed on a smartphone android,
words that have used statistical dependence and a population was considered
with varied age. Also sought experiments were made in noisy environments.

The module for speech recognition embedded was implemented on a mobile
device. This module identifies words, two in Spanish Languagem “Hola” and
“Adiós”, and two in English language, “High” and “Potato”, applying Fuzzy
Logic and KNN methods. The words “Hola” and “Adiós” have high statistical
dependence. It seeks to do the tests with this type of words to prove that this
does not affect the method proposed in this paper. The English words were
chosen for their statistical independence.

A population with diverse gender and age were chosen for testing. Samples
are shaped with a total population of 12 people, 6 men and 6 women. The ages
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are classified as follows. People over 50 years old: 3. People between 30 and 50
years old: 3. And people between 20 and 30 years old: 6.

The speech recognition system was tested in a smartphone with Android
4.3, 1 GB of RAM, Quad-core processor Qualcomm Snapdragon 400 MSM8226
@1200 Mhz. To execute the embedded module, the audio is acquired through the
microphone of the mobile device, with active noise cancellation. It should con-
sider the disadvantages of this type of device on a mobile device, where its main
objective is the correct management of energy consumption. Since microphones
with active noise cancellation is that they require external power to cancel out-
side noise with continuous presence as people laughing noise, sounds of cars,
music, etc. So you have as the detector active noise within the mobile device
applies more energy for canceling outside noise, reduces efficiency calculations
in the mobile processor. So this is one of the main challenges to overcome in
identifying words without dependence on internet for any gender and age of
the user.

The speech files that were used have different environmental conditions,
because they want to test the robustness and accuracy of the identification of the
word within the audio file. The module was also tested in different languages.
Tables 1 and 2 show the results obtained from the two algorithms applying in
the embedded module. In these tables you can see the quantitative results of this
algorithm. Also a comparison between the signal acquired and processed audio
signal is shown.

Table 1. Results obtained by the embedded module to identify “Hola” and “Adiós”

Embedded module

Fuzzy logic method Knn method (0.15)

Age range Processing Sp (%) Se (%) ACC (%) Processing Sp (%) Se (%) ACC (%)

time (seg) time (seg)

Age > 50 0.109 69.35 93.33 71.08 0.128 60.12 63.33 56.66

30 ≤ Age ≤ 50 0.116 71.87 96.66 66.66 0.114 66.66 51.66 57.76

20 ≤ Age < 30 0.106 69.49 100 70.55 0.122 67.29 56.30 58.33

Avegrage 0.110 70.23 96.66 69.43 0.121 64.49 57.09 57.58

Table 2. Results obtained by the embedded module to identify “High” and “Potato”

Embedded module

Fuzzy logic method Knn method (0.15)

Age range Processing Sp (%) Se (%) ACC (%) Processing Sp (%) Se (%) ACC (%)

time (seg) time (seg)

Age > 50 0.107 68.25 98.90 73.34 0.150 46.66 51.33 53.33

30 ≤ Age ≤ 50 0.120 64.82 97.56 72.22 0.130 81.33 73.09 80.00

20 ≤ Age < 30 0.120 63.22 100 73.33 0.119 54.33 54.33 65.00

Avegrage 0.115 65.43 98.82 72.96 0.133 60.77 59.58 66.11
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Performance results are calculated from the speech signal processing through
the mobile device. To test the performance of the proposed method, we consider
four cases: two for correct classifications and two for misclassification. The clas-
sifications are: true positive (TP), false positive (FP), false negative (FN) and
true negative (TN). By using these different measures of performance metrics as
the following relation is obtained [19]:

Specificity =
TN

TN + FP
(5)

Sensitivity =
TP

TP + FN
(6)

Precision =
TP + TN

samplesofspeechsignal
(7)

Specificity (Sp) is the ability to detect samples that do not correspond to the
audio signal. The sensitivity (Se) reflects the ability of an algorithm to detect
the sample audio signal. Accuracy (ACC) measures the ratio between the total
number of correctly classified samples (sum of true positives and true negatives)
by the number of samples of audio signal [19]. The positive predictive value, and
accuracy rate, gives the proportion of samples of the audio signal identified which
are true. That is, the probability that a sample of the audio signal is identified as
true positive. From the results of tests concentrated in Tables 1 and 2, we note
the following. The module embedded on the mobile device detects up to 70 %
of search word (Sp) and up to 96.66 % for detecting those who have the search
word in the audio file (Se) for the Spanish language. For English language, the
embedded module detects up to 65.43 % the search word (Sp) and up to 98.82 %
for detecting those who have the search word in the audio file (Se). In the case of
the Spanish language, an accuracy greater than 69.43 % is obtained at a time of
0.110 s. And for English, an accuracy of 72.96 % is obtained in a time of 0.115 s,
with applying the Fuzzy logic method.

The module embedded on the mobile device detects up to 64 % of search
word (Sp) and up to 57.09 % for detecting those who have the search word in
the audio file (Se) for the Spanish language. For English language, the embedded
module detects up to 60.77 % the search word (Sp) and up to 59 % for detecting
those who have the search word in the audio file (Se). In the case of the Spanish
language, an accuracy greater than 57 % is obtained at a time of 0.133 s. And for
English, an accuracy of 66.11 % is obtained in a time of 0.133 s, with applying
the Knn method.

4 Discussion

From the results, it can be seen that although there are variations in gender and
age, the precision of the embedded system remains constant. This causes that
the system will not need a re-training every time to capture the variations of
voice that can occur with age. This job requires increasing values of Sp and Se,
this is in progress with the investigation.



276 B.E. Carvajal-Gámez et al.

The range of ages, regardless of gender, who presented the best accuracy
for word recognition within the mobile device is above 50 years old, for the
Spanish language, Table 1. In the case of English language, the same behavior
was presented. The greatest accuracy was obtained with the elderly 50 years
old, Table 2. In the case of the Spanish words that begin or end with the same
phoneme, such as cases that were used in this research as “Hola” and “Adiós” as
well as the noisy environment of the cell itself and the age range of the people,
causing the rate of Sp, and Acc is, decrease its performance.

In [22], a module for recognizing isolated words, in real time, on a mobile
device is presented. In this study conducted with a sample population of 10
people in total. This population consists of 5 men and 5 women, and the age
range of the members of the population is not mentioned. Replays of the audio
signals on the mobile performed 3 times to create an average error. The tests
in this work were attacked with white noise with SNR, Eq. 8, between 15 and
30 db [22].

SNR =
ȳLo D

σyLo D

(8)

The SNR has a uniform distribution, so that altering the signal audio not
affected and a substantial modification of this signal is taken. This is different to
present audio signal to ambient noise, because in this case the signal is affected
by impulsive noise. And this kind of noise no predictable distribution, generating
in certain sections of audio are altered significantly. The results presented in [22],
are returned in a time of 11.61 ms and with an average of 61.4 % in the worst
case, when the signal is changed to white noise. And an average of 90.2 % is
obtained when the audio file is in a controlled environment.

The average processing time for the words used is in a range between 0.11
and 0.133 s. This is relevant because the voice processing does not exceed 0.2 s
required for the user to have an answer during interaction with the mobile device.

5 Conclusion

The proposal presented in this research for isolated word recognition in a mobile
device in uncontrolled environments gives yields higher than 70 % in less than
the time 0.120 s, in the Spanish language. In the case of American English lan-
guage, results over 66.11% are obtained in an average time of 0.133 s. The voice
recognition system is implemented on a mobile device with a microphone type
active voice cancellation. This causes, as the tests are performed in uncontrolled
ways, some mobile resources are limited by the energy due to design own mobile
forces you to pay attention to the noise cancellation. In some works present
results but not so bi-lingual, unlike the proposal presented here. The processing
time is good for the tasks of interaction between the mobile device and the user.

This embedded word recognizer module requires no prior training or gen-
eration of a dictionary as those currently commercially. Also the so-embedded
module works offline, i.e.; not require a connection to the network in order to
perform their job recognition. This streamlines its use and management, adding
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portability and the generation of an App to be used as a tool in voice commands
or support systems in any treatment such as Luria tests. We note also that being
a working embedded system offline use so the battery is not as affected in the
performance of this. The word recognition system achieves work for any genre
and any age group not presenting any difficulty, to be altered or amended by
voice acuity or severity of the tone of speech signal for the gender of the user,
as well as the possible echo the voice generated by age. Concluding finally that
although in some cases the performance is not expected, than the results shown
in [22], embedded system mounted on an FPGA, where the processing is done
faster and transparent manner.

Finally, for the voice recognition module is not necessary voice retraining
determined by a period of time. This behavior is due to natural variations in the
voice over time.
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Abstract. This paper highlights the progress of exploring a puffing activated
keyboard for mobile phones. This approach aims to stand as an assistive tech-
nology for users with motor disabilities. From the implementation of prior
versions we were able to identify recurring and persistent issues, such as
ambient noise handling and keyboard layout. Some of these issues were detected
during the experiments and some were reported by users. The advances
achieved in this work are narrated from the outcomes of the implementation and
experimentation of a mobile phone application that handles e.g. background
noise by performing signal processing and a new keyboard layout.

1 Introduction

People with disabilities have restricted opportunities in a lot of areas, and the field of
mobile technologies is no exception. A virtual environment offers the option to operate
or to function in the real world, reducing physical boundaries. Technology users are
likely to use their arms, hands, and fingers when using a mobile phone. Nonetheless,
for people with motor disabilities, the need for movements that require dexterity can be
a barrier for them to be able to interact with the phone [9].

Assistive technologies have been demanded, generally targeting users with severe
motor disabilities such as motor neuron disease (MND), amyotrophic lateral sclerosis
(ALS), spinal muscular atrophy, spinal cord injury, cerebral palsy, locked-in syndrome
and Guillain-Barrè Syndrome (GBS) [8]. There are many types of physical disabilities
that affect a pleasant human-computer interaction. As mentioned above, these diseases
cause muscle deterioration and/or neurological disorders and consequently result in
physical weakness, loss of muscle control, paralysis, and even amputation. In this
context, the central issue for these users is the capacity to access computer controls (i.e.
power/volume switch, menu items selection) and the aptitude to type on the regular
keyboard or move pointing devices like a mouse cursor.

Assistive solutions have been investigated and established as an important field in
human–computer interaction. Several forms of assistance have been produced for
technology consumers with particular disabilities that lessen their capabilities to
achieve inputting text on some devices. Several alternative interfaces for users with
motor disabilities have been developed and reported. Frequently, these solutions
include procedures that implement speech recognition methods, eye-trackers and
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sip-and-puff controllers. Speech recognition software is well accepted to be useful as
textual input aid, while additional hardware are usually employed as pointing devices,
allowing the control of e.g. the mouse pointer [2].

2 Related Work

Textual input and other interaction for people with motor disabilities and their phones
have challenged the academy and industry to investigate alternative software and
hardware solutions. These solutions will not depend on any manual interaction e.g.
keystroking, screen-touching. Text input through other physiological signals [1, 4] is
often considered. Speech recognition is also a solution used by the targeted audience.

2.1 Interaction Through Physiological Signals

Common physiological measures already used in previous Human Computer Interac-
tion (HCI) and Accessibility works include: cardiovascular, electrodermal, muscular
tension, ocular, skin temperature, brain activity and respiration measures [2]. These
solutions typically require extra hardware, which makes these alternatives more
expensive to final users. Not to mention they are ‘immobile’ computer oriented solu-
tions (desktops, laptops, etc.) and do not cover mobile phones. Some works present
sip-and-puff controlling that aims mobile devices, but requiring extra hardware.

2.2 Voice/Speech Recognition

Speech recognition is able to present itself as software based solution, which means no
extra hardware is needed. But it affects the privacy of the user, as it implies the
representation of whatever is being commanded through the form of speech to the
periphery auditory. Consider the use case where one has to perform a phone call from
within a bus. The user will obviously say out loud “call”. This may cause an unpleasant
situation when the user is not willing to share e.g. the contact being called. Some
hardware work has been developed to minimize peripheral representations of speech
and improve privacy, as in [1] but again this requires not only extra and expensive
hardware but the burden of wearing cochlear implants.

2.3 BLUI: Low-Cost Localized Blowable User Interfaces

BLUI [4] presents a form of hands-free interaction that can be implemented on
laptop/desktop computing platforms. This approach supports blowing at a laptop or
computer screen to directly control certain interactive applications. Localization esti-
mates are produced in real-time to determine where on the screen the person is
blowing. This work relies on a microphone, such as those embedded in a standard
laptop or one placed near a computer monitor. Even though this approach is: very
cost-effective, since no extra-hardware is required; silent and discrete, since no
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voice/speech is needed, it may not fit some mobile 158 computing platforms because:
mobile phones need simpler computing processes due to limited processing power, if
compared to laptops, desktops; several mobile phone interfaces are not based on
(mouse) pointers.

2.4 PuffText

This is an earlier version of the present solution. It proposes the use of a low-cost
software-based puff controlled hands-free spinning keyboard for mobile phones as an
alternative interaction technology for people with motor disabilities. It attempts to
explore the processing of the audio from the microphone in mobile phones to select
characters from a spinning keyboard. A proof of concept of this work is demonstrated
by the implementation and experimentation of a mobile application prototype that
enables users to perform text input through “puffing” interaction.

2.5 Text Entry Using Single-Channel Analog Puff Input

The purpose of this prototype [11] is to demonstrate a use of puff input for text entry. The
entry method is based on hierarchical scanning like selection of characters located in a
static table organized according to the letter frequency. The cursor is moved in a way
similar to operating a claw crane machine with two buttons. To move the cursor to the
target position the user needs to produce two puffs, the first selects the column, and the
second selects the row. With a brief training the method is capable of entry rate of 5 WPM.

This work has inspired the grid layout approach and the column-row, two step
selection.

3 Advances on Breathing Based Text Input
for Mobile Devices

From the several experiments and interviews performed during [10, 12], we were able
to identify significant and recurrent issues concerning puff-based interfaces for mobile
devices, some of which we aim to address in this work, as an evolution from [7].

3.1 Ambient Noise

In [12] the detection of a puff was being performed with a simple sound level peak,
using the phone’s microphone. Whenever the solution was tested on rooms with a lot of
noise, a high number of false positives was detected. Even when the sound level
threshold was adjusted, if e.g. someone spoke with a 68–76 dB level (normal voice
speaking [16]) the software would trigger a puff.

To address the proper detection of the puffs, we used a Fast Fourier Transform
(FFT) algorithm, as implemented in [3, 17]. This has also enabled a puff calibration
feature, in order to adjust the puff detection to a more customized use.
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3.2 Using FFT to Process Signal from the Microphone on Mobile Phones

In this investigation, we are targeting a Windows Phone 8.1 enabled device to
implement the system and perform experiments. The code below shows part of the
sound matching procedure:

void microphone_BufferReady(object sender, EventArgs e)
{

if (buffer.Length <= 0) return;

// Retrieve audio data

            microphone.GetData(buffer);

double rms = 0; double volume = 0;

double cMagnitude = 0;

double cPhase = 0;

double[] sampleBuffer = new double[

FFT.FourierTransform.NextPowerOfTwo((uint)buffer.Length) ];

double[] xre = new double[sampleBuffer.Length]; // 

Real part

double[] xim = new double[sampleBuffer.Length]; // 

Imaginary part

double[] spectrum = new double[sampleBuffer.Length /

sampleSize];

for (int i = 0; i < 2048; i += 2)

{

                sampleBuffer[index] = Con-
vert.ToDouble(BitConverter.ToInt16((byte[])buffer, i)); index++;

}

            FFT.FourierTransform.Compute((uint)sampleBuffer.Length, 
sampleBuffer, null, xre, xim, false);

for (int i = 0; i < 512; i++)
{

                rms += Math.Pow((10.0 *

Math.Log10((float)(Math.Sqrt((xre[i] * xre[i]) + (xim[i] *

xim[i]))))), 2);

                cMagnitude = (float)(Math.Sqrt((xre[i] *

xre[i]) + (xim[i] * xim[i]))); // Magnitude

                cPhase     = (float)(Math.Atan(xim[i] /

xre[i])); // Phase

                spectrum[i] = cMagnitude;
                cMagnitude = 0; cPhase = 0;

}

            rms /= (double)512;

            volume = (int)Math.Floor(Math.Sqrt(rms));
}
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At time of writing, in Windows Phone, the sample rate is fixed at 16.000 audio
samples per second. According to the Nyquist sample theorem [14], this is appropriate
for recording audio up to a frequency of 8 kHz. This is suitable for primitive simple
sound sources, like human voice or puffs, but not so efficient with e.g. music.

Each sample is 2 bytes wide and monaural. This implies that each second of
recorded sound requires 32 KB, and each minute requires 1.9 MB.

The TimeSpan value is the only option that microphone allows you to specify
through the byte size of the buffer passed on GetData(). The BufferDuration property
(which is of type TimeSpan) value, must range between 100 ms and 1000 ms (one
second) in increments of 10 ms.

Assuming TimeSpan is 100 ms, this means that each time microphone.BufferReady
is called we receive a buffer of size 3200 bytes/1600 audio samples.

FFT functions with a number of samples that is a power of two. Applying the FFT
to the first 1024 samples means that the frequency resolution

Df ¼ 16000 = 1024 ¼ 15:625

The magnitude of each FFT resulting element is referred to the frequencies

Df; 2Df; 3Df; . . .; k=2 � 1ð ÞDf or fs=2ð Þ

The most trivial form of sound pattern matching we might use would be to compare
the two spectrum magnitudes, calculating the MSE. If the values differentiate within a
determined threshold, the puff is detected. Unfortunately this simple approach may not
be particularly effective – making puffs using more or less volume can affect the
frequency components enough to fail the comparison.

This work uses a more advanced approach, named MFCC (Mel-frequency cepstral
coefficients [15]) instead. This method extracts and compares key features in sounds.
This approach is more efficient than the simple spectrum comparison - and it is less
influenced by ambient noise or the volume of the tone.

The tutorial on [13] provide more in-depth information about FFT on Windows
Phone devices.

3.3 Keyboard Layout

The keyboard layout on [7] helped us identify one recurrent issue during the
experiments.

Figures 1 and 2 shows the user interface of the layout from [7], where that the keys
are arranged linearly and in alphabetical order. This means that if the cursor is standing
in front of e.g. “F” and the user wants to select the letter “E”, he would have to wait
until the cursor moves through the whole keyboard until he has another chance to select
letter “E”.

The work in [11] provides a grid layout of keyboard. The cursor is moved in a way
similar to operating a claw crane machine with two buttons. To move the cursor to the
target position the user needs to produce two puffs, the first selects the column, and the

Advances on Breathing Based Text Input for Mobile Devices 283



second selects the row. We have reformed this layout and cursor movement pattern
approach to the present work (Fig. 3).

Fig. 1. Screenshot of the first version of PuffText, with a linear round keyboard.

Fig. 2. Later version of PuffText, showing a graphical representation of audio volume.
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4 Experiments

For this round of experiments and interviews we have recruited the some of the same
subjects as [7]. On the beginning of this round, we instantly noticed significant
improvement in the subject’s performance, due to training. Drafting repeated subjects
also enabled us to reduce learning session’s time and invest more time on training
sessions with the new interface.

As soon as we reached the current implementation, 4 rounds of tests were
conducted.

Each round consisted in one trying to perform the task of inputting a given text of
47 words.

Some text entry features, such as text prediction are still being tested, for pre-
liminary evaluation simplification. Future works may include a more in depth analysis
of the first 2 rounds were meant to be purely instructional. After that, 6 rounds of
entering text using the present solution were timed. Three able-bodied and five dis-
abled, high school students of 15*18 years old, were tested.

The disabled group represented two types of disabilities: having no arms (birth
defects) or lack of motor dexterity (due to accidents). The three subjects in this group
are unable to handgrip a mobile phone manually.

The users were instructed to keep the distance of approximately 20, 30 and 50 cm
during the first three rounds of tests.

These rounds of tests were meant to evaluate, emphatically:

• Puff accuracy at distance

Fig. 3. Grid layout and column-row selection of letters.

Advances on Breathing Based Text Input for Mobile Devices 285



• Background noise immunity – testing ambient noise handling with FFT algorithm
• Shortness of breath due to application usage
• Learnability of column-row letter selection interaction
• Memorability of column-row letter selection interaction
• Speed
• Typing mistakes

5 Results and Discussion

A proof-of-concept application was implemented to perform tests in order to support
the argument of this work. The mobile application is able to deliver a way for users to
perform text input with a hands-free, speech-free manner. This approach is software
based, meaning it will not require extra hardware to function. It also presents itself as a
rather discreet and private application, as it implies minimum representation (just puffs)
of whatever is being inputted, to the periphery auditory.

The final fastest typing rate registered with this study group (able-bodied and
disabled) and the given text was 8.8 words per minute and the average was 7.2.
Compare to [6] were a Morse code typist makes 12.6 and a Mouth stick (hardware
based) input solution gives 7.88 words per minute. The WPM was measured through
logging character/timestamp in a text file on the phone and performing post-test
calculation.

The distance of 20 and 30 cm from the user to the phone represented very little
difference, although it was observed that the users tended to puff harder when the phone
was moved slightly back (10 cm). Even though no shortness of breath episode was
noted for these distances, an uninstructed user might report feeling winded. Future
works may include a more in-depth analysis of shortness of breath due to puff con-
trolled interfaces.

At the distance of 50 cm we were able to note various unsuccessful attempts, false
positives due to background noise and minor shortness of breath. Users described
feeling “far from the phone, even for reading”.

Background noise handling algorithm adapts sound level peak threshold and
microphone gain to reduce false positives and increase overall performance. The puffs
– from a controlled distance of < 25 cm, were detected to a nearly zero false positive
performance.
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Abstract. BeaconPass is a smartphone/tablet application inspired by shared
problems among travelers. Following our previews research; lack of internet
access, GPS inaccuracy, battery life and insufficient site-specific information,
reflect on travelers getting lost and missing on their touring expectations. Thus it
was decided that the application’s goal is to narrow the gap between previously
planned activities and the exploration of a city. Beacon technology was selected
as the means, from which the application would develop, to ease the exploration
of a city. Given the potential that beacon technology holds for showcasing a wide
offer of visiting alternatives, on a site-specific basis, the application has been
packaged into a game that seeks to encourage the traveler to meet unplanned
locations. Graphically, the game uses a “pirate’s journey” metaphor that allows
the user to level up while engaging in an open exploration of the city.

Keywords: Ibeacon · Location based game · APP · Traveler · Service design ·
Mobile application

1 Introduction

Within its planning dimension the application allows the user to design a trip by choosing
desired visiting locations and setting a time and a start point from which the trip is going
to develop into a complete traveling schedule. It was observed that inter-net is a recurrent
source for travelers seeking guides and information regarding traveling tips. Also, social
networks become a mean for validation of found information and play a role on gathering
personal recommendations.

As a result of these practices, travelers tend to accumulate several desired visiting
locations that applicationear unarticulated to the physical contexts that allocate them.
For this reason, the application helps the process by suggesting alternative destinations
relative to the places that have been chosen, allowing the user to fix the order in which
the visit is going to be conducted under proximity based organization. As a result of this
activity, the user will have created a visiting plan that can be shared on social networks
in join the trip.
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The exploration dimension of the application starts when a previously conceived plan
is set to action, providing site-specific information such as: directions, relative site infor‐
mation and schedule (among other), in an attempt to reduce the gap be-tween previously
planned activities and unplanned situations that might applicationear along the exploration
phase. This feature of the application is also designed to integrate different activities that
are intrinsic to traveling practices (taking pictures, getting lost, exploring, finding food,
sharing the experience, etc.) and encourages the traveler to find unplanned locations or
scenes by their demand, or just randomly choosing their next stop.

2 Literature Review

2.1 Location-Based Games

These new game type take place normal virtual game’s action in some dimension [1]:

• Players interacting object from simulators producing events to true events in real
worlds.

• Player join the game themselves in location-based game instead of avatars and other
characters interacting with each other.

• Player doing riddle and puzzle in virtual games, and chase some object or area in real
world in location-based game.

• Players generating information in digital form associated with physical objects.

We using Google Scholar on March 20th, 2014 returned 483 publications. This is a full
text index, so the publications found may have these keywords anywhere in their body,
thus more thorough search in their content is needed. We view about 10 games in this
result and make a list to observe and categorize them.

• Area occupied games

These games goal is occupy or collect some real-world’s area virtually to gain score and
keep some award, the service provider usually use these goal to reach their objection
such like user data collection or crowdsource the area’s information. For example:

• Team-It: Each player is assigned a number of skills; they have to use their own skill
to rescue the virtual people in given city as much as you can [2].

• Urbanopoly: Player can occupy some spot by record “venues” picture, sold it and
trade it to build a monopoly area [3].

• Frequency 1550: Players are told that they can earn citizenship in Amsterdam by
collecting as many of the required 366 so-called Days of Burghership as possible.
These 366 points refer to the medieval year-and-a-day rule, which is how long you
had to be living inside the city walls to earn citizenship rights. Groups of four students
each – two located at the headquarters at the Waag, the other two walking the streets
of Amsterdam – are randomly assigned the identity of beggars or merchants, who
have – as in the Middle Ages – a different social status in the game, causing merchants
to win a confrontation in the city [4].
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• Treasure hunting games

These games goal is finding several objectives in a given area, once you found these
objectives; you can get some virtual award or collection. This type of action can persuade
users unconsciously, and change user behavior by go to their unknown area. For
example:

– iDetective: Players try to makes searching out a photo shooting location from one
photograph, and go to the place where photograph was taken [5].

– See It: players use ambiguous visual clues in the form of images and video clips to
find locations containing a hidden container. Players can also create and hide game
content in order to help promote long-term engagement and an increasing numbers
of players [6].

• Learning games

These game usually is a guide to learning something in given area, The services are tend
to add some virtual data at some specific area, when player trigger the function in this
area, a surrounding information context will pop up on your device. These application
usually used in museum or area guide, and package it like a game to persuade user to
use it. For example:

– Foursquare: automatically provide contextually relevant content in the world’s major
cities, user can learn local language when they entered some educational area [7].

– Tidy city: players need to physically explore their city by interpreting clues to find
the correct target destination. And enable historical riddle provider walk around the
city and collecting notes, images and GPS data for potential riddles [8].

2.2 Key Technologies in Location-Based Games

• Locating people

To get the location of the user there are several methods that can be used. The most
common is to use the Global Positioning System (GPS) on smartphones as this is known
to be more accurate than other methods. These include the WiFi-based positioning
system (WPS) from Skyhook and Global System for Mobile Communications (GSM)
based positioning. In 2010 ~ 2012’s mobile location-based games, most of them are
using GPS for their game’s location technology. At that time, iBeacon and NFC tech‐
nology are still not wide use in Location-based service game.

But there are some location-based game start using the ibeacon and NFC to build
there system, such like CES 2014, CNET company use ibeacon technology to ask user
in CES download their application to find hidden treasure in the exhibition. By the
iBeacon supported devices increasing, that will be a potential indoor-location-based
game technology [9].

290 T.-Y. Ho et al.



• Storing and accessing data

Once the location has been established the application needs to use this to provide infor‐
mation about the location in the game. This data can be sourced in many ways. Two
examples of these are: using open linked data or crowdsourced data.

Open linked data is when data sets are produced and are then made freely available
to all over the internet. It must also be free of all copyright and in a format that is not
owned by anybody. Linked data is when data is published in a structured logical manner
so that different data sets can be easily combined as they are in the same format and it
is easily queried.

Crowdsourcing is using the collective knowledge of a large group of users to decide
on facts. If contributors can be kept involved crowdsourced data sets can grow rapidly.
It is a good way of pooling the resources of a collection of people especially for mundane
tasks. It is easier for lots of people to do a little bit each than for one person to do a lot
as they will get bored. However this can only be claimed to have a validation rate of
about 40 %.

Some treasure hunting game and learning game will use crowdsourcing to ask user
to help service to collect big amount of data or generate the new treasure for found. Such
like Urbanopoly or Tidy city.

Finally, for the fair of the competition games, area-occupied games usually use static
context, and usually unable end user to change their data or add game content.

3 User Studies

The development of the application started with a field recognition on the assigned
perimeter within the city of Tainan, Taiwan. From our observation exercise, the commer‐
cial and touristic attributes of the neighborhood caught our attention, reason for which
a semi-structured interview was designed to bring light to our project. Tourists had been
decided as our point of departure based on the analysis of our previous application
oxidation in which their recurrence along the streets presented an opportunity for further
research. This led us to raise questions regarding the ways in which tourists engage their
touristic experience, how they organize their trips and how they make sense of spatial
relations while exploring the city. Based on the information collected, activities
surrounding tourist undertakings were identified and separated into “Planning” and
“Visiting” as major umbrella categories under which, related activities were organized
using POEMS [10]. This allowed us to get a better image of how tourists were conducting
their experience and what other elements were involved in each of the major activities.

To put this information under perspective, activity theory [11] served as a tool to
highlight the contradictions between planning and exploring in touristic endeavors;
issues such as internet access, GPS, landmarks, language barriers, touristic offer and
unplanned events, built into our project’s attempt to diminish the above mention gap
between planning and exploration (Fig. 1).
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Fig. 1. Planning and visiting activity diagrams

After several discussions and fast prototyping alternatives to the identified problems,
our project had developed into a location based application that would guide our user
to easily reach a preset listing of desired visiting locations. The application posed the
use of Beacon technology as an alternative to the technological issues that had been
previously identified, also it seek to allow and encourage the user’s exploration of the
surroundings. Nevertheless the design of our application was still on a conceptual stage,
reason for which, five personas were designed as a mean to put our application under
perspective, realizing how different target customers were to use our application and
how its succeeded or failed to satisfy their needs. Each of them was followed by a case
scenario in which our application was to help them achieve a determined goal. From
there the design of our project took off, and each of the required steps in order to complete
the task was designed so that we then had a comprehensive product (Fig. 2).

Fig. 2. Actor Andy’s scenario

Adding to it, a follow up evaluation was done by abstracting each of the touch points
within the personas’ journey, meaning, instances in which our application eared as a
tool to solve a need or mediate our users’ actions. This exercise reflected on fixing
navigation problems within our application by defining shortcuts and coherent pathways.

292 T.-Y. Ho et al.



4 Game Design

4.1 Structure

Because our Application allow users to upload their interesting photos in the trip, and
also the user can share his/her traveling plans with friends, the first way for people to
know this Applications through some attractive sharing on the social network sites like
FB. The second way to gain more users is through the shops that cooperate with us. We
will set our “islands” (which has iBeacon inside it) in the counter of the shop. If a traveler
enter in that shop and see the island, he/she may download our Application. After
download the Application, the first screen of the loading applications should represent
the pirates; portray an image that displays the ultimate goal of the pirate development
on an action that could also relate to the function of the application. The game is designed
for one player, in this sense he/she will play against the system or himself in order to
grow within the application. There is only the role of the pirate, nevertheless this pirate
will have many possible applications, in this way the player develops its own role or
personality of the pirate. It is important to have a wide range of possible combinations
and also place specific characteristics. In this way one user might “compete” by showing
off the uniqueness of his character in relation to his traveling experiences. The use of
the application in its planning or exploration modes reflects on points that will enable
the user to access to more items for customization of the pirate (Fig. 3).

Fig. 3. Gameplays Screen

Users can customize and upgrade their own pirate by getting as many points as they
can. Points are correlated to walked distances and fully accomplished plans. We
encourage users to challenge their selves by setting an exploration plan (player de-fined)
and find unplanned places along your way to collect as many points as you can finish
your plans to upgrade. An exploration component, besides of the self-unplanned explo‐
ration, could be triggered by hiding treasures in our beacon islands setting in the whole
city. In this game, gold (points) is presented as a currency within the game that is obtained
by distances explored and can be traded for items. Stars represent levels of the pirate
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that will disclose different sets of purchasable items. Users will have their own inventory
to save items like clothes, accessories, weapons and attributes.

4.2 Dramatic Elements

Traveling is an end for itself, nevertheless the way one person travels is subject to be
modified, we challenge our players to engage in an exploration of their traveling spots
by offering site specific opportunities of meeting unplanned locations. Our game is
primarily chance based, although a preset plan might have been created by the user, the
game encourages him to pursue unplanned visits, this is chance-based by the islands
installed around the players’ location and by the treasure alerts that might application
near on the way. In this way our user falls in the category of the explorer player but also
has a collector character in his pursue for character improvement. Our premise for
exploration/tourism is done with the metaphor of pirates and their wondrous imaginary.
In this sense our users start from a basic level or “lubber” (people not a sailor) growing
with experience to become a professional traveler “Sea dog” (an experienced seaman),
or a cap’n (captain). The story behind the game is the traveling experience of our user,
for this reason our pirates should reflect on the user’s story. This is done by providing
site-related items that are inspired by the local culture. This allows that different vaca‐
tions will result on different character possibilities that embody the stories behind them
and that trigger the memory of our users.

The world of our game is the real world itself, as the character is just a personification
of our user. This is made more evident on our integrated pirate to pictures option,
allowing our users to add their pirates to pictures taken, giving them a world to exist in.

5 Prototype Implementation

5.1 Function Declaration

Our Core design is play on visiting and traveling. So we build the service in iOS appli‐
cation service cause it can able to mobile use and it develop difficulty is much easier
than Android system for iBeacon support. The functions “Display surrounding shop/
service/spot information at a stop.” Is our core value in our LBS service, and it is based
on several demands and restrictions inherent to exploration activities that can be
answered when the application is implemented. Finally we select the iBeacon as our
main LBS technology cause it has the longest sensor range. It’s Also pair less, so we
can receive a lot of information from different sensor at once.

5.2 Information Architecture

By spreading iBeacons in whole city, our mobile service can able to get the store and
coordinate information by access nearest iBeacon, and merge with iOS’s com-pass
information and goal information in database, and display compass information—point
the goal direction and distance. It will be used for “Get Lost” function and “Seek Island”
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function. Because our value is no WIFI reliable, and iBeacon must decode in client
applications. That means we should build-in a large local database for map the iBeacon
and Context or pre-download context when user has Internet access. The database store
below data store coordination, store information, map coordinate information to map
the real world’s iBeacon spot to virtual map in mo-bile, it can be renewed by online
database when user connect to Wi-Fi to ensure user can get the newest city information.
We’ll use the MySQL/PHP to implement online map server. It will combine the google
map service and storage the map pin and re-late iBeacon mechanic unique ID, and it can
be downloaded to client. Because of personal data, we should combine the account to
share the plan, record the virtual character grow and upload the image. We can use a
simple identified system or com-bine with Facebook.

We compose the “Trilateration positioning” and “Fingerprint positioning” in our
method to get more accuracy location data. The localization technique used for posi‐
tioning with wireless access points is based on measuring the intensity of the received
signal (received signal strength in English RSS) and the method of “fingerprinting”.
Typical parameters useful to geo-locating the Wi-Fi hotspot or wireless access point
include the SSID and the MAC address of the access point. The accuracy depends on
the number of positions that have been entered into the database. The possible signal
fluctuations that may occur can in-crease errors and inaccuracies in the path of the user.
To minimize fluctuations in the received signal, there are certain techniques that can be
application lied to filter the noise. In geometry, trilateration is the process of determining
absolute or relative location points by measurement of distances, using the geometry of
circles, spheres or triangles. In addition to its interest as a geometric problem, trilater‐
ation does have practical applications in surveying and navigation, including global
positioning systems (GPS). In contrast to triangulation, it does not involve the meas‐
urement of angles. In two-dimensional geometry, it is known that if a point lies on two
circles, then the circle centers and the two radii provide sufficient information to narrow
the possible locations down to two. Additional information may narrow the possibilities
down to one unique location.

We use fingerprint positioning method to measure the inaccuracy position in the city
and use trilateration positioning by sensing multiple iBeacon and get RSSI for each
beacons to get more accuracy position.

6 Evaluation

In this section, through one-on-one testing, we ask one subject to have a simple test of
Beaconpass Application’s paper prototype directly, and we recorded the problems he
met in the test. After the game test, we had a brief interview with the subject, requesting
for problems and suggestions during the game. Participant is two 23 years old student
with design background. During the playing, one of the observers write down the prob‐
lems he met, another one took respond for taking pictures and changing the pages of the
interface for the user.

First in the preparation stage, we explain to the subject which Beaconpass applica‐
tions a navigational application designed for serving outsiders or foreigners while
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traveling with pirate story as its content. We also set a task for him: suppose you are a
stranger, travel to Tainan and using Beaconpass Application. During the process, you
might get lost and need to plan your journey, and finally you can complete the task and
upgrade your pirate. Through the observation of user testing, we could list out problems
we found, and then arranged the result and the suggestions from our user with four
aspects (four questions) in analysts of the Walkthrough proceeds.

7 Conclusion

After this project, we think the whole solution about foreigner taking trip to Tai-nan’s
Problem, and package in a game and user can solve these solution and take a trip in playing
this application, feel yourself like a pirate. There are some part our team think we can
improve in our games design. First, we can combine more Tainan’s local element to fit the
title “Tainan LBS games”. Tainan is an ancient city and it has lots of culture element like
sword lion, local sneak and ancient building in this city. Because our service is toward
foreign tourist, we choose the element that foreign tourist will yearn for −pirate. And drop
the element of Tainan. Although we can copy this business model to whole world cause
we didn’t use too much Tainan’s local element, we still have to add some local element to
make user more involved in Tainan City. Maybe make pirate wearing the local culture
clothes is a good idea.

IBeacons are turned into islands that are installed inside local business in order to
set a network of broadcasters. The islands are incorporated to our business model and
also play with the pirate narrative and the larger brand construction. From our last public
presentation in Tainan we received positive feedback, and good ideas were gathered
from the public e.g., auto-sorting spots to minimize traveling distances when user
managing locations, integrating local cultural elements into the app.

References

1. De Souza e Silva, A., Delacruz, G.: Hybrid reality games reframed: Potential uses in
educational contexts. Games Cult. 1(3), 231–251 (2006)

2. Frazier, S.: Location-Based Game Platform for Behavioral Data Collection in Disaster Rescue
Scenarios (2012)

3. Celino, I.: Urbanopoly—a social and location-based game with a purpose to crowdsource
your urban data. In: Privacy, Security, Risk and Trust (PASSAT), 2012 International
Conference on and 2012 International Conference on Social Computing (2012)

4. Avouris, N.: A review of mobile location-based games for learning across physical and virtual
spaces. J. UCS 18(15), 2120–2142 (2012)

5. Yoshii, A.: A location based game to persuade users unconsciously. In: Embedded and Real-
Time Computing Systems and Applications (RTCSA), 2011 IEEE 17th International
Conference on, vol. 1, pp. 115–120, IEEE (2011)

6. Neustaedter, C.: See it: a scalable location-based game for promoting physical activity. In:
Proceedings of the ACM 2012 conference on Computer Supported Cooperative Work
Companion. ACM (2012)

296 T.-Y. Ho et al.



7. Edge, D., Searle, E., Chiu, K., Zhao, J., Landay, J.A.: MicroMandarin: mobile language
learning in context. In: Proceedings of the SIGCHI Conference on Human Factors in
Computing Systems, ACM (2011)

8. Wetzel, R.: Tidy city: a location-based game supported by in-situ and web-based authoring
tools to enable user-created content. In: Proceedings of the International Conference on the
Foundations of Digital Games. ACM (2012)

9. Daniel Terdiman.: At CES, a hunt for hidden treasure, (2014). http://www.cnet.com/
news/at-ces-a-hunt-for-hidden-treasure/

10. Kumar, V., Whitney, P.: Daily life, not markets: customer-centered design. J. Bus. Strat.
28(4), 46–58 (2007)

11. Uden, L.: Activity theory for designing mobile learning. Mobile Learn. Organ. 1(1), 81–102
(2007)

12. Brugnoli, G.: Connecting the dots of user experience. J. Inf. Architect. 1(1), 6–15 (2009)
13. Clatworthy, S., Service innovation through touch-points: development of an innovation

toolkit for the first stages of new service development. Int. J. Des. 5(1) (2011)

BeaconPass: A Location Based APP Game for Traveler 297

http://www.cnet.com/news/at-ces-a-hunt-for-hidden-treasure/
http://www.cnet.com/news/at-ces-a-hunt-for-hidden-treasure/


Difference in Readability of Mobile Devices
by Age Groups

Kohei Iwata, Yuki Ishii, Tatsuya Koizuka, Takehito Kojima,
Lege Paul, and Masaru Miyao(✉)

Nagoya University, Furo-Cho, Chikusa-Ku, Nagoya, Aichi 468-8603, Japan
kouoyashilv0@gmail.com, miyao@nagoya-u.ac.jp

Abstract. We carried out experiments to evaluate the readability of e-books
under various conditions of illuminance. We used two types of e-paper, Amazon
Kindle Paperwhite and Sony Reader, as well as plain paper as a reference. In this
study, we focused on the effects of the contrast ratios between characters and
background of e-book readers in terms of readability. This study found a depend‐
ency between the contrast ratio of the text of each device and their readability
according to age groups.

Keywords: Evaluation of accessibility · Usability · Readability · User experience ·
Contrast ratio · E-books · E-paper · Kindle paperwhite · Sony reader

1 Introduction

In recent years, display technology has become widespread and highly developed.
People are able to read or view high-quality content on e-readers and tablet devices.
There are various methods of displaying texts on tablet devices which can affect
readability. In an environment where illuminance is high, such as the outdoors, read‐
ability is reduced for liquid crystal display terminals such as the iPad because of the
glare caused by the reflection that is likely to occur. On the other hand, the reada‐
bility of e-book readers is less likely to decrease when the environmental illumi‐
nance is high because this display system is similar to paper. However, since e-book
readers do not have a light source, readability is reduced in an environment with low
illuminance. In order to solve such problems, manufacturers have inserted front
lights into e-book readers.

In general, elderly people often have difficulty with reading because their eye lenses
become cloudy with age and of presbyopia.

In this study, we focused on the effects of contrast ratios between characters and
background of mobile devices in terms of readability. We carried out experiments with
a reading test to evaluate how different age groups evaluated e-books under various
conditions of illuminance.
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2 Method

2.1 Subjects

The subjects for this study included 107 healthy males and females between the ages of
15 and 78 years (mean: 46.9, SD: 15.5). We classified the subjects into three groups.
Those individuals up to 44 years of as were placed in the “Younger” group, those who
were 45–64 years old placed into the “Middle-age” group, and those who were 65 years
old or older were in the “Elder” group. The subjects who usually wore glasses or contact
lenses used them for the experiments. We obtained informed consent from all subjects
and approval for the study from the Ethical Review Board of the Graduate School of
Information Science at Nagoya University (Table 1).

Table 1. The age groups of the subjects

Younger Middle-age Elder

Male 23 14 12

Female 18 35      5

2.2 Experimental Design

We carried out the experiment using an illumination box in a darkened room. The head‐
rest for the subject’s forehead, which was on the illumination box, was kept at a visual
distance of 40 cm. We carried out the experiment under conditions of 754 lx using a
6500 K LED light source with a fluorescent lamp that maintained the same color and
temperature (Fig. 1).

Fig. 1. Experimental setting
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We used two types of e-paper, the Amazon Kindle Paperwhite (released in 2013) [1]
and the Sony Reader (released in 2013) [2], as well as plain paper (with the text printed
on PPC paper of 69 % whiteness). Below, we will refer to the Paperwhite as PW, the Sony
Reader as SR and the paper as Paper. The PW had an EPD (Electrophoretic Display) with
front light, and the SR used a traditional reflective EPD. Since two of the electronic devices
had different colored frames around their screens, we covered each frame with white Kent
paper. Each device was raised to the same height as the subjects on the mounting board.

2.3 Task Design

The experimental task required subjects read silently the texts displayed on the devices.
We used a random alphanumeric text. We used a PDF file for displaying the text, and a
unified font size displayed on each device. The font type was Courier, and the font size
was set at a uniform 8 pt. There were 30 characters per line, and 14 lines on each page.
The display format conformed to those used for evaluation of electronic display devices
in the International Organization for Standardization (ISO) [3]. Figure 2 shows an
example of the text that subjects read.

We determined the contrast ratio for each display as the difference between the black
text and the various changes in the shades of the colors for the different backgrounds.
We calculated the contrast ratio from the measured values of the brightness of the back‐
ground and the text. We set the contrast ratio at three levels by using three background
colors in the grey level in which were numbered as 51 (dark gray), 153 (light gray) on
the e 256 step scale between 0 (black) and 255 (white). We labelled the contrast ratio
for, “Low” for the grey level of 51, “Medium” 153 and “High” at 255. We used 0 (black)
for the text color. Table 2 shows the contrast ratio of each device.

Fig. 2. Example of text
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Table 2. Contrast ratio of each device

Low Medium High

PW 2.37 5.36      9.44

SR 1.83 4.38      9.01

Paper 1.31 6.62 14.37

We had subjects read the text silently from the top left. After reading, we had subjects
evaluate the readability of text for case. This trial was carried out a total of nine times
for each device and each contrast ratio. The order of device and contrast ratio was random
for each subject.

We used subjective evaluations as an index for comparing the readability of the
devices. After reading, we had subjects evaluate the texts using a visual analog scale
(VAS). We converted the values of the VAS into a 100-point scale for analysis of the
subjective evaluations (Fig. 3).

Fig. 3. Visual Analog Scale (VAS)

3 Results

3.1 Comparison of Each Device and Contrast Ratio

Figure 4 shows a graph of the subjective evaluations for each device according to the
three contrast ratios. The vertical axis indicates the subjective evaluations, and the hori‐
zontal axis indicates the contrast ratio. After applying an ANOVA, there were significant
differences in each device and each contrast ratio. Comparisons of the devices are shown
by solid lines and comparisons of the contrast ratios are shown by broken lines. For all
devices, the subjective evaluations decreased as the contrast ratios became lower. In
particular, the evaluations of the Low contrast ratio were much lower than those of the
Medium and High contrast ratios. Looking at each contrast ratio, evaluation of SR with
a Medium contrast ratio was significantly lower than that of the other two devices.
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Fig. 4. Subjective evaluations for each device

3.2 Comparison of Each Age Group

Figures 5, 6, and 7 show the subjective evaluations by each age group divided according
to each device. The vertical axis indicates the subjective evaluation, and the horizontal
axis indicates the contrast ratio. After applying an ANOVA, we found significant differ‐
ences between how ages rated each device. As a whole, the subjective evaluations
decreased as the age of the subjects increased for the Medium and High contrast ratios.

Fig. 5. Subjective evaluations of each age group (PW)
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Fig. 6. Subjective evaluations of each age group (SR)

Fig. 7. Subjective evaluations of each age group (Paper)

4 Discussion

In this study, we evaluated the readability of e-paper and ordinary paper text. In the case
of the Medium contrast ratios, the subjective evaluations of the SR were significantly
lower than that of the other two devices (Fig. 4). This is explained by the fact that there
was the boundary value of the contrast ratios that divided the evaluation between the
contrast ratio of the SR and those of the other two devices. From a previous experiment,
the contrast ratio of a display that can be used without discomforts was found to be a
value of 5 or more [4]. On the other hand, the value of the Medium contrast ratio that
we used in this experiment was lower than 5 for the SR, but greater than 5 for the other
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two devices (Fig. 8). From this, we considered the value of the contrast ratio of 5 to be
a reference value for determining whether the readability of e-paper reached the recom‐
mended range. Also, in our previous experiment with similar tasks, it was suggested that
a reference value for the subjective evaluation to determine whether the readability of
e-paper has reached the recommended range be 45 on a 100-point scale [5].

Figure 9 shows the value of the subjective evaluation of the Medium contrast ratio
is less than 45 for the SR, but above 45 in the other two devices. Thus, we considered
the value of the contrast ratio of 5 (Fig. 8) to correspond to the value of the subjective
evaluation (VAS) of 45 with respect to readability.

A comparison of the age groups shows that the subjective evaluations of the Younger
group was significantly higher than that of Elder for the Medium contrast ratios of the PW
and SR. However, there were no significant differences in the ratings of the Paper text.

Fig. 8. Contrast ratios (Red line shows the value of 5) (Color figure online)

Fig. 9. Subjective evaluations (Red line shows the value of 45) (Color figure online)
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The value of the contrast ratio for the Paper text was 6.62. This “Medium” value for paper
is a value close to the contrast ratio of a newspaper [4]. Many elderly people are accus‐
tomed to this level of contrast ratio found in newspapers.

We found that the subjects tended to evaluate Paper higher than those of the other
two devices for this experiment. For example, the subjective evaluations for Paper text
were higher than those of e-paper devices in an environment of 750 lx. And this was
consistent with the results of previous experiments [6]. Conventional paper has some
advantages because of its various characteristics and long history [7].

5 Conclusions

In this study, we conducted a subjective experiment in order to compare and examine
the differences in readability of mobile devices according to the contrast ratio of the text
and background. For statistical processing, we divided subjects into three age groups.
We used three devices in this experiment, Amazon Kindle Paperwhite, SONY Reader
and plain paper text. We set the contrast ratios at three levels and asked subjects to
evaluate the readability of each device using Visual Analog Scale.

From the experimental results, we found that there are positive and negative differ‐
ences readability by the degree of the contrast ratio. Because the value of the contrast
ratio of 5 corresponded to the value of the subjective evaluation (VAS) of 45, we think
that the contrast ratio of 5 should be the criteria for determining whether e-paper has
reached the recommended range of comfortable readability.

In terms of the age groups, the subjective evaluations decreased as the age of subjects
increased for the Medium and High contrast ratios. We recognize that cloudiness in the
eyes and cataracts reduces readability. For Low contrast ratios, the evaluations were low
regardless of the device or age groups. Therefore, we feel that the values of Low contrast
ratios are not suitable for any age.
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Abstract. Assistive technology (AT) is designed to identify and provide indi-
viduals with disabilities independence and equal access to interact with their
environment. With this type of assistance, people can maximize their indepen-
dence and their performance of tasks they were not able to accomplish before.
The research project illustrated here identifies one approach for an campus
accessibility map to allow a population with mobility impairments to improve
their daily experience when navigating through the Kean University campus.
This project integrates an accessible campus map design with an interactive
Android navigation mobile application to permit the identification of convenient
accessible pathways within campus. In the project design phase, after a review of
available accessibility maps elsewhere, usability studies were conducted in order
to ensure that the application will meet the needs of the users. In the development
phase, an accessibility layer was created on top of Google maps to display the
accessible information on campus buildings, including convenient paths. This
two-phase approach provides all students and visitors with critical accessibility
information about the Kean University campus, while assisting researchers to
design better overall user experiences in human computer interaction.

Keywords: Assistive technology � Accessibility � User experience � Naviga-
tion experience

1 Introduction

The majority of universities in the US have a mobile application campus map where
students can find their location and building information. However, none of these
university maps include sufficient accessibility information in their campus maps for
students with mobility impairments. Unfortunately, these mobile map technologies are
frequently designed without consideration of the needs of disabled and many other
groups of people. Ideally all products would use a design-for-all approach [1, 7, 8].

This issue limits the independence of populations with mobility impairments and
restricts their ability to freely interact with their environment. Developing a system that
allows university community members with mobility impairments to locate accessi-
bility information is imperative because they will feel confident and knowledgeable
about where the accessibility locations are. Students will be able to take full advantage
of the information regarding accessibility locations for their daily activities, and
potentially improve their campus navigation experience.
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This research study investigated the design of a geo-location mobile application in
order to assist Kean University students to locate campus accessibility locations. By
creating a usability layer on top of Google maps, based on the accessibility features
gathered from the design studies, members of the Kean University community with
mobility impairments are able to identify important accessibility information such as:
automated doors, handicap parking spots, elevators, accessibility restrooms and emer-
gency doors, etc. Additionally, this project, calledNavKean, includes the implementation
a building-to-building routing path to provide individuals with disabilities alternative
routes efficient paths. By designing an accessible user interface, this project takes into
account usability and design principles for efficient and fast user interaction, keeping in
mind that some users, due to their mobility levels, will have some issues when interacting
with the application (i.e. pinching the phone display to zoom in or out).

This study is divided in two phases. In the first phase, usability studies and related
work were evaluated in order to design a navigation mobile application for assistive
technology to assist Kean University students and staff with disabilities, specifically
mobility impairments. The second phase consists in the implementation of the application
on a mobile phone. The scope of this project is limited, and the prototype presented here
includes only accessibility information from Kean University’s main campus.

2 Related Work

There are a variety of accessibility map applications for individuals with disabilities,
which range from allowing users to rate the accessibility of individual buildings to
displaying a map and its associated accessibility information. These applications have
been created to provide individuals with disabilities a better experience when visiting a
place by providing first hand information. One of the best examples of an accessibility
application is University of New Hampshire (UNH) Campus accessibility map (Fig. 1)
[2]. This is an interactive map, which allows users to click on every building, sidewalk
and construction zone, to access the respective information. In addition, the map has
convenient locate and zoom controls, as well as a map legend. This map also measures
sidewalks and uses colors to identify slopes levels. Figure 1 illustrates the color code
used to measure sidewalks’ slopes. Green color identifies “Essential Level (0–2 %)”

Fig. 1. University of New Hampshire acces-
sibility map

Fig. 2. Wesleyan University campus accessi-
bility map
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Yellow “Gentle Slope (3–5 %)”, Orange “Moderate Slope (6–8 %)” and red “Steep
Slope (9 %)”. These slope percentages are taken from the ADA Act Standards for
surface features [6]. These percentages allow individuals with disabilities to identify
slopes levels and to determine how accessible a sidewalk is. In addition, the UNH
accessibility map also identifies automated doors and constructions zones. Although
this web-based map application, it has one of the best accessibility designs for campus
navigation, however, the map lacks accessibility information for each building.

Wesleyan University (Fig. 2) has a campus accessibility map similar to UNH’s [9].
An advantage over UNH campus accessibility map is that it identifies accessibility
information for every building. In addition, this map has pre-drawn alternative routes
on the map for pedestrians that use mobility chairs. One of the main disadvantages of
this map is that it is not interactive. The only user-map interaction is a zoom magnifier
that allows users to zoom in and out. The lack of interaction makes difficult to users to
efficiently locate and access desired information. Another disadvantage is that acces-
sibility information for individual buildings is displayed as a list of text on a different
document (not on the map) and does not specify on what floor the accessibility features
are located. In addition, the map does not have a legend to relate the map icons to their
respective information on the same map. The information that is not on the same
window, which makes users perform extra steps, which negatively impacts the user
experience, due to the inefficiency of how the information is presented.

Yale University (Fig. 3) [10] also has a campus accessibility map. This university
presents a partial interactive map. Once a user clicks on a building, a window pops out
and describes how to access the building and if it has automated doors or not. The map
identifies campus accessibility information such as: accessible routes within city
blocks, indoor routes from accessible buildings, accessible building entrance with
automatic door and elevators. Nevertheless, this map does not have ADA accessibility
symbols, which are imperative to use because individuals with disabilities will be able
to identify easily any type of accessibility information. Also, it lacks a legend to
provide information on the map.

Fig. 3. Yale University campus accessibility
map

Fig. 4. Truman State University campus acces-
sibility map
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Truman State University campus accessibility map (Fig. 4) is a Google Maps-based
application. This map identifies handicap parking spots and how many there are. There
is also an information icon on every building, which provides building’s accessibility
information such as: ramps, automatic doors, elevators and accessible bathrooms and
their location of the building. Since this is a Google Maps-based application, it can
actually provide directions by car, by public transit, walking and bicycling. This map
uses ADA symbols. However, it does not identify sidewalks slopes [11].

Accessibility places (Fig. 5) [3] is a crowd sourcing mobile application for users
primarily residing in the western region of India. The application requires users to input
information pertaining to accessibility at places they are at. It allows users while at a
place to determine if the place is accessible to people with different disabilities. This
application is a great concept because the accessibility information is not just to a
building, office or campus, but rather in general. The scope of the application is to
simply display if the area is or is not accessible.

Accessibility map (Fig. 6) [4] is another crowd sourcing mobile application. This
application goes into much more depth as opposed to the Accessible Places application.
Information such as barriers and other possible obstructions are presented in a formal
and very beneficial way. This is the type of application that the prototype presented
here is modeled after because the goal is to give a user a great sense of the atmosphere,
which is exactly what the NavKean application aims for.

3 Assistive Technology

Assistive technology (AT) is a system or product that is used to increase, maintain, or
improve the functional capability of individuals with disabilities, ranging from mobility
impairments and cognition to visual impairment and many others. The purpose of AT is
to enable people to perform tasks that they were formerly unable to accomplish or may
have had difficulty accomplishing, by interacting with specific technologies to
accomplish such tasks. These technologies are made to improve functional capabilities
in the everyday lives of those with disabilities.

Fig. 5. Accessibility places app Fig. 6. Accessibility map app
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4 Apps Evaluation

In order to design an accessible campus navigation mobile application, this research
study is evaluating the accessibility interface and accessibility design features from the
related work section (illustrated in Table 1). These features will be used to develop a
high fidelity visual prototype to conduct usability testing; potential users will be able to
interact with the application and suggest improvements.

The University of New Hampshire (UNH) web-based campus map application
includes accessibility layers that allow users to locate accessible places on campus.
This map identifies slopes, building names and constructions zones. However, this
application lacks specific information regarding each building’s floor accessibility,
which is essential for students with disabilities in order to efficiently locate accessible
restrooms, elevators, evacuation chair, etc. Also, this application lacks of a GPS-like
route that suggests alternatives paths to avoid obstacles such as, slopes, stairs etc.

The UI of this application also makes complicated the user interaction. The mobile
version of the web-based app has the zoom and the location buttons on the top left
corner of the screen. This location makes harder to reach the buttons, keeping in mind
the bottom right corner is more accessible since is closer to the thumb finger. In
addition, if a user would like to access the search bar, s/he will have to tap a button and
then the user will be taken away from the campus map to other search screen. Another
accessible feature that is missing on the search bar is auto complete. This feature is
important because it prevents error and improves search efficiency.

Truman State University and Wesleyan University web-based accessibility maps
are not interactive. Even if a cell phone is used to open the map, users will not be able
to locate themselves on the map. In addition, the map does not have any type of
accessible controls to zoom in or out. Although these maps have accessibility infor-
mation, they do not have enough information nor user interaction to improve a campus

Table 1. Accessibility features

Application System features

University of New
Hampshire

- Accessibility layers
- Identifies slopes
- Building names
- Constructions zones

Wesleyan University - Suggests pre-drawn routes for mobility chair students
- Identifies building’ accessibility information in a text form

Yale University - Windows that display text with the building’s accessibility
information

Truman State
University

- Google maps web-based application
- Identifies buildings’ accessibility information: routes, handicap
parking spots and how many there are.

Accessibility places - Users to rate how accessible a place
Accessibility map - Identify accessibility information for buildings
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navigation experience. On the other hand, Yale University campus accessibility map is
an interactive map where users can access buildings’ information and directions.
Although the map does not quantify the sidewalk levels nor suggest alternative
accessibility routes, this map allows the users to find themselves on the map, if the
application is used using a cell phone.

5 Visual Prototype Design

The objective of this research project is to identify the best design approach of a
campus map mobile application that can assist Kean University students and staff with
disabilities to identify accessibility information. For this purpose, a visual prototype
was developed and is explained in this section.

To create and improve this application an iterative model was implemented with the
goal of continuous improvement, dedicated to fixing any type of design issues that
might affect the user navigation experience. Figure 7 indicates the life cycle of the
application, which is explained as follows:

Design: In order to develop an accessible mobile application, it is imperative to
understand user needs and the tasks that they daily do when navigating through campus.
With this in mind, to accomplish an accessible design, observations were made on how
students with mobility impairments navigate through campus. Also, interviews with
students and professionals on assistive technology were conducted, as well as an
evaluation on related work to identified accessibility features. From the data gathered
from these methods, ideas and requirements were identified to warranty an accessible
design for a better campus navigation experience for students with disabilities.

Prototype: With the data gather from the design phase, a visual prototype was
developed using an online tool [5]. The prototype is a concept that illustrates how the
application will appear to the user. The advantage of creating a prototype in an early
stage of the project is to get a better idea and understanding of how the stakeholders

Fig. 7. Application usability life cycle Fig. 8. Prototype main screen
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will interact with it. Once presented, the prototype encourages user feedback, which
improves the design and development of the application. The prototype main screen
has two buttons (Fig. 8), which will help users to select the best options to choose the
map according to their mobility level. Each button will illustrate the same map and
accessibility information; the only difference will be how the application will suggest
routes to users.

The “I can walk short distances” button suggests accessible routes, but keeping in
mind that a person that can walk short distances can still walk through some slopes.
The “I use a mobility chair” button suggests paths that will avoid any types of slopes.
Once any of the buttons is tapped, the user will be taken to the campus map (Fig. 9),
where accessibility information such as: automated doors and accessibility parking
spots are displayed on the map.

As well, sidewalks with slope information are identified using colors to show slope
incline levels. A yellow color indicates a 1 % slope, and a red color a 2 % slope
(Fig. 10). If a user taps on any building, an information window will be displayed
(Fig. 11), along with its name. Users will be able to tap on the window in order to

Fig. 9. Campus map Fig. 10. Sidewalk slope information

Fig. 11. Building name Fig. 12. Floor-by-floor acces-
sibility information
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access to the floor-by-floor accessibility information in that building (Fig. 12) This
information includes automated doors, accessibility restroom, elevator and emergency
evacuation chair.

Evaluation: As the evaluation is the heart of the process, after developing the visual
prototype, it was evaluated for assistive technologies professionals, public safety
officers at the university, including fire safety, and the focus group that included two
individuals with disabilities and a student that was not familiar with the campus
map. The feedback gathered was very positive. Some recommendations from the focus
groups and professionals on the AT fields were made to improve the accessibility
design of the project.

Implementation: Based on the data gathered from the design, prototype and eval-
uation a mobile application was developed, taking into account the requirements
needed according to the related work and feedback from the focus group.

6 Prototype Evaluation

The purpose of the usability study is to evaluate how the stakeholders will interact with
the application. This way, usability problems such as: Is the information valuable in the
context provided? Is the interface accessible? Could be identified and fixed. An early
usability study was conducted with a focus group and two professionals in the assistive
technology field. The prototype was shown to these users to obtain feedback to improve
the application, creating a usable and functional application that can best meet the needs
of users with mobility impairments. During testing, users were asked to think aloud
while they were interacting with the prototype. Throughout the process, the testers were
making observations on users interactions and comments. Some of the features that were
suggested during the tests were a routing feature that suggests paths to avoid slopes,
individual floor accessibility information by building, a location button to identify
handicap parking spots, and an automated door button, with a tracking position and a
way to differentiate between automated door with sensor and a push button doors.

7 Prototype Development

Based on the apps evaluation and the prototype evaluation section, a mobile application
prototype was developed with the accessibility features that this study considered as the
best practices in accessible design, compared to existing applications from discussed in
Sect. 2. For this application the Android SDK was used to develop a mobile application
prototype. By creating a usability layer on top of Google maps, accessibility infor-
mation was identified.

Figure 13 illustrates the user interface created for the mobile prototype. The first
screen of the application is KeanUniversity’s campusmap, on it; the evacuation zones are
identified in case of an emergency. Also, if a user needs accessibility information from a
building, s/he can tap on any (Fig. 14), and a window will be displayed with the building
name. If a user taps on the window, s/he will be taken to building’s floor-by-floor
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accessibility information (Fig. 16), which indicates in which floor accessible restrooms,
elevators; automated door and emergency evacuation chair are located.

For accessibility purposes and an efficient navigation experience, a search bar was
created and an auto complete feature was implemented (Fig. 15). This feature will
reduce errors from users when typing information into the search bar. A locate button
was created with the purpose of helping users to always find themselves on the
map. For users with hands mobility impairments, to pinch in or out to zoom might be
hard, for this reason, zoom buttons were created and conveniently located at the bottom

ri-

ght corner of the screen. This position is more accessible for users since the buttons are
located closer to the thumb finger, which usually are used to reach these buttons.

Automated doors, handicap parking spots and the information buttons are located at
the bottom of the screen for an easy access. If the automated doors or/and the handicap
parking spots buttons are tapped, a little blue light will turn on in the button. This

Fig. 13. Campus map Fig. 14. Building name Fig. 15. Pre-filled accessibility
information

Fig. 16. Floor-by-floor
information

Fig. 17. Routing feature Fig. 18. Number of parking spots
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feedback will allow users to know that the button is working fine in the case of a delay
when displaying doors or handicap parking spots. The application also distinguish
between push button automated doors and doors with sensor. As well, if a user taps on
any handicap parking spot, a window will display how many parking spots there are in
that area (Fig. 18).

In addition there is a “Direction” button (Fig. 16), which will suggest a path from
the user’s current position to the desired building. The route will suggest the shortest
path avoiding slopes and difficult pathways. Since the application is still under
development there is a bug in the code that does not allow the direction feature to work
properly (see Fig. 17).

8 Usability Studies

A second usability test was conducted with the focus group and a student that was not
familiar with the campus. On this test users were asked to perform series of tasks and
think aloud while performing them.

On the first task users were asked to interact with the application by locating the
automated doors using the “Automated door” button. Users said that the automated
doors took too long to display. Also, since the pushbutton doors and sensor-automated
doors are being differentiated by colors, users suggested using a better color to identify
the sensor doors, since the current color does not have a good contrast with the map.
On the second task users were asked to identify parking spots by using the “parking
spots” button, the suggestion on this task was to show how many parking spots there
are. The third task was to tap on any building and to access to its respective infor-
mation, according to one of the users, she was not sure if she had to tap on the window
to access to building’s information. Although there is an information icon inside of the
window (Fig. 14), it seems that is not clear that in order to access to building’s
information, the user needs to tap on the window. The suggestion was to add a text that
says, “Tap for more info”. Once the user accessed to the building information, she was
asked to comment about the relevance of the information and how it was presented. Her
suggestion was that instead of having the building floors being the first floor on the top
and fourth floor at the bottom, to have the floors starting from the button up, this way
the presentation of the information would be more intuitive since the first floor is
always on the bottom. Another suggestion was to have floor number as a text and
numbers, this way, users will identify easier the information.

9 Discussion

After conducting an early usability testing with the visual prototype and a second test
with the mobile application prototype, this study found that in order to create an
accessible application two main designs factors need to be considered to deliver an
integral application: the system design and the user interface design. The system design
includes all the information that the application is going to provide such as: automated
door and handicap parking spots locations, etc. The user interface design includes all
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the features that users will be controlling to interact with the application such us:
buttons and controls.

By developing a system with clear information, individuals with disabilities will
not only have first hand access to important accessibility information from their smart
phones, but the relevance of this information might be the difference between a positive
or a negative campus navigation experience. Parallel with the system design, it is
imperative to create an accessible user interface design to ensure an efficient interaction
between the users and the system. During the usability testing, one of the observations
was that not only accessibility information is important, but also since this is an
interactive application, user interaction needs to be efficient and joyful. For this reason
when designing the user interface Fitt’s law was used to determine the position and
location of controls (i.e. buttons to display automated doors, parking spots and the
legend, same as the zoom control buttons). Also, a Keystroke-Level model evaluation
was performed to ensure an efficient user interface, this way, users can efficiently
access to any information in less time.

By comparing the system discussed on the previous work section from a system
and a user interface design perspective, most of those systems were lacking either
system information or user interface features, keeping in mind that the target users are
individuals with disabilities. The lack of this information makes a difficult interaction
and user experience. In order to develop any system, requirements need to be identified
to deliver a good product; in this project, this is done by taking into account users needs
by conducting observations and usability studies. When users interacted with NavK-
ean, they gave very positive feedback highlighting the importance of the development
of this application and the positive impact that it will bring to their daily campus
navigation experience.

The prototype was developed with the majority of features gathered from the apps
evaluation and prototype evaluation sections. The purpose of this research project was
to develop an accessibility mobile application to positively impact the campus navi-
gation experience among individuals with disabilities, because Kean University did not
have a campus accessibility map with accessibility information. This application
benefits the Kean university community with disabilities and other visitors and new
students.

10 Future Work

Future work on the application include features such as a parking reminder, building
accessibility rating, bus route information, and speech recognition for blind people,
with the overall goal being the assurance of a good accessible application for the Kean
community. Also, a legend button (see Fig. 18) will be implemented to display icon
information.

Plans for a third usability test to be conducted with the focus group to test the
routing feature are also underway. This study will be conducted as follows: The
application will be tested individually by participants in 45–60 min. During this time
the testers will give to a participant a start location within the main campus (i.e. Downs
Hall) and destination (i.e. Willis Hall). The testers will be walking alongside with the
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participant, making observations to see how participants interact with the application.
Also, the testers will ask participants questions before, during and after they finish
testing the application. Figure 19 illustrates the testing process.

References

1. Nielsen, J.: Usability Engineering. Academic, New York (1993)
2. New Hampshire University Accessibility Map. http://facgismaps.unh.edu/Html5Viewer_1_

3/?viewer=unhaccessibility
3. Accessible places. https://play.google.com/store/apps/details?id=com.celerapp.redpanda.

accessibleplaces
4. Accessibility Map. https://play.google.com/store/apps/details?id=ru.articul.kartadostupnosti
5. Fluid. www.fluid.com
6. AmericanswithDisabilitiesACT (ADA). http://www.ada.gov/regs2010/2010ADAStandards/

2010ADAstandards.htm#pgfId-1006158
7. Petrie, H., Bevan, N.: The evaluation of accessibility, usability and user experience. In:

Stepanidis, C. (ed.) The Universal Access Handbook. CRC Press, New York (2009)
8. Sharples, M., Corlett, D., Westmancott, O.: The design and implementation of a mobile

learning resource. Pers. Ubiquitous Comput. 6(3), 220–234 (2002)
9. Wesleyan University. Accessibility Information. http://www.wesleyan.edu/about/accessi

bility/map.html#top
10. Yale University Campus Access Map. http://www.yale.edu/rod/accessmap/
11. Truman State University Accessibility Map. https://maps.google.com/maps/ms?msid=

216751922845241137356.0004e09d511ebe89003c1&msa=0&dg=feature

Fig. 19. Planned usability testing

Mobile Assistive Technology Mapping and Integration 317

http://facgismaps.unh.edu/Html5Viewer_1_3/?viewer=unhaccessibility
http://facgismaps.unh.edu/Html5Viewer_1_3/?viewer=unhaccessibility
https://play.google.com/store/apps/details?id=com.celerapp.redpanda.accessibleplaces
https://play.google.com/store/apps/details?id=com.celerapp.redpanda.accessibleplaces
https://play.google.com/store/apps/details?id=ru.articul.kartadostupnosti
http://www.fluid.com
http://www.ada.gov/regs2010/2010ADAStandards/2010ADAstandards.htm#pgfId-1006158
http://www.ada.gov/regs2010/2010ADAStandards/2010ADAstandards.htm#pgfId-1006158
http://www.wesleyan.edu/about/accessibility/map.html#top
http://www.wesleyan.edu/about/accessibility/map.html#top
http://www.yale.edu/rod/accessmap/
https://maps.google.com/maps/ms?msid=216751922845241137356.0004e09d511ebe89003c1&msa=0&dg=feature
https://maps.google.com/maps/ms?msid=216751922845241137356.0004e09d511ebe89003c1&msa=0&dg=feature


Finger-Based Pointing Performance on Mobile
Touchscreen Devices: Fitts’ Law Fits

Sandi Ljubic1(&), Vlado Glavinic2, and Mihael Kukec3

1 Faculty of Engineering, University of Rijeka,
Vukovarska 58, 51000 Rijeka, Croatia

sandi.ljubic@riteh.hr
2 Faculty of Electrical Engineering and Computing,
University of Zagreb, Unska 3, 10000 Zagreb, Croatia

vlado.glavinic@fer.hr
3 Polytechnic of Medimurje in Cakovec,

Bana Josipa Jelacica 22a, 40000 Cakovec, Croatia
mihael.kukec@mev.hr

Abstract. In this paper we investigate the utility of Fitts’ law for predicting the
performance of finger-based pointing on mobile touchscreens, by taking into
account both different screen sizes and appropriate interaction styles. The
experimental design bases on randomly generating pointing tasks in order to
provide a wider range of both suitable target sizes and required finger move-
ments, thus targeting a better representation of common pointing behavior with
respect to the usual static test design with a smaller set of predetermined tasks.
Data obtained from the empirical study was evaluated against Fitts’ law, spe-
cifically its revision which defines target size as the smaller dimension of a 2D
shape. Results show a strong model fit with our data, making the latter a fair
predictor of pointing performance on mobile touchscreen devices. Altogether
ten finger-based pointing models are derived, revealing Fitts’ law pragmatic
utility regarding various mobile devices, interaction styles, as well as real target
sizes commonly found in mobile touchscreen interfaces.

Keywords: Fitts’ law � Pointing performance � Mobile devices � Touchsc-
reens � Finger input

1 Introduction

Since its proposal in 1954, Fitts’ law [1] has became probably the most studied per-
formance model in the area of Human-Computer Interaction. It denotes the movement
time MT as a linear function of “index of difficulty” ID:

MT ¼ aþ b� ID ð1Þ

ID ¼ log2
A
W

þ 1
� �

ð2Þ

The expression (2), commonly known as Shannon formulation for ID [2], differs
from the original Fitts’ work, but is preferably used today because it provides better
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analogy with the underlying information theory and always provides positive ID values
[3].MT is the average time taken to complete the required movement in a pointing task,
A stands for the movement amplitude (the distance from the starting point to the center
of the target), W represents the target size (width), while a and b are slope and intercept
coefficients typically derived using linear regression on data obtained from experi-
mental testing.

2 Related Work on Fitts’ Law: A Recapitulation

A number of Fitts’ law revisions have been developed in HCI since its original
introduction in 1954, targeting prediction improvement under particular conditions
which include different pointing devices, interaction modalities, contexts of use, and
experimental setups.

Weldorf [4] replaced the target width W with the effective width We We ¼
ffiffiffiffiffiffiffiffi
2pe

p
r

� �
in order to tackle users’ actual pointing precision i.e. “to reflect what a subject actually
did, rather than what was expected” [2]. The proposed W → We adjustment, in which σ
represents the standard distribution of endpoints, should be applied in cases when an
error rate other than 4 % is observed [2]. MacKenzie and Buxton [3] extended Fitts’
law to two-dimensional target acquisition tasks. They compared several interpretations
of target width, and showed that the smaller-of model, which uses the smaller
dimension of a rectangular area as the target width W ¼ min W ; Hð Þð Þ, is both easy to
apply and significantly better than the usual approach. On the other hand, Accot and
Zhai [5] focused on the effect of target shape on pointing performance, and showed
H/W ratio to be important as well. Their study resulted with Fitts’ law revision
involving the Euclidean model wherein unequal impact of W and H is included through
a single weighting factor η.

One of the known Fitts’ law limitations concerns pointing to particularly small
targets, because the model’s prediction accuracy then decreases. Oel et al. [6] argued
that small targets (10–20 pixels, such as checkboxes or radio buttons on desktops) need
above-average more time to be hit. Since the standard Fitts’ law failed with their data,
regarding small targets and low-valued IDs, they derived a new power law model that
fits the reported data best. Chapuis and Dragicevic [7] also confirmed a deviation from
Fitts’ law for small target acquisition using a mouse, and declared both motor and
visual sizes as limiting factors. They furthermore showed that the so called “tremor”
model, originally developed by Weldorf et al. [8], can be used as a better predictor for
small-target pointing tasks. The respective model uses We � cð Þ instead of the effective
width We, where c stands for the experimentally obtained constant assigned to human
“tremor” (the case when cursor’s hot spot changes its location in unpredictable ways).

Fitts’ law small-target problem could be of particular importance when interacting
with touchscreen devices, due to the well-known “fat finger” problem. Investigating
Fitts’ law relevance in the touchscreen domain has attained quite an interest in the HCI
community. Albinsson and Zhai [9] proposed two techniques for finger-based pointing
on a pixel level. For desktop-based pointing tasks they obtained a rather poor fit
between the Fitts’ law model and the actual collected data. Nevertheless, interaction
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techniques in their study were more complex, involving multiple steps for task com-
pletion, hence applying Fitts’ law in their case can be questioned. Sasangohar and
MacKenzie [10] evaluated mouse and touch input by emulating original Fitts’ reci-
procal tapping task on a 3200 touch-sensitive tabletop. The predictive power of Fitts’
law was not considered in their work, but higher error rates in touch-based pointing was
revealed, especially in the small-target scenario with W = 8px (approximately 5 mm
with the resolution used). Cockburn et al. [11] investigated performance of tap, drag,
and radial pointing gestures using finger, stylus, and mouse. Finger input tapping was
performed using a 2300 touch-capable all-in-one PC, the related results showing a strong
fit (R2 = 0.97) with the Shannon formulation of the Fitts’ law. They also reported a
finger pointing inaccuracy (13–14 % error rate), particularly for the smallest target size
used (W = 5 mm on a 1920 × 1080 touch display).

When it comes to interaction with touchscreen mobile devices with generally
smaller displays (namely smartphones and tablets), suitability of Fitts’ law has recently
been tested by Bi et al. [12]. A new model revision is proposed (called FFitts), basing
on a dual-distribution hypothesis for interpreting the distribution of the endpoints in
finger touch input. Such an approach assumes target width adjustment using both the
standard distribution of endpoints (σ), and the absolute precision of the input finger
(σa). In the respective study, small-target acquisition was specifically addressed by
using tasks with circle-shaped targets with only three widths (2.4 mm, 4.8 mm, and
7.2 mm) on a 3:700 smartphone display. Experimental results showed that the predictive
power of FFitts model outperforms the conventional Fitts’ law with either a target
nominal width or a target effective width. Okada and Akiba [13] evaluated Fitts’ law
against different touchscreen sizes. For stylus-based pointing performance they pro-
posed new model formulations that include raising factors α and β, reflecting the effect
of screen size. Three mobile devices were used in their empirical research, namely two
tablets with 10:200 and 600 screens, and one PDA with 2:800 display. Finger-based input
was not evaluated, however small-target pointing with stylus showed to be inaccurate
as well (11 % error rate on PDA with 2–4 mm target widths).

Table 1 summarizes the abovementioned work on Fitts’ law by presenting the
model versions, related mathematical expressions, and the respective main properties.

3 Small Targets: Things Are not (Always) as They Appear

Although the problem of small-target pointing in mobile touchscreen interfaces is both
well-known and well-studied, in this paper we argue against its overestimation. Spe-
cifically, we question the practical effect of involving particularly small target sizes
(W < 4 mm) in empirical research of touchscreen pointing performance. The rationale
originates from a simple fact: such targets are actually seldom in common mobile
application GUIs. Mobile applications that inherently employ zoom-and-point inter-
action design can be considered as a special case. Selecting a tiny object from a highly
populated geo-map (e.g. Google Maps application), or, sometimes, a particular link on
a webpage (browser applications, usually with pages not optimized for mobile devices)
can be considered as a difficult small-target pointing task. However, zoom-and-point
enables users to adapt the content view in such scenarios, so as to make touch targets
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larger and thus easier to acquire. In other words, users will (probably) avoid selecting a
few-pixels large target if there is a possibility to expand the underlying application
content in the first place. When it comes to common mobile application interfaces,
which consist of usual elements such as menus, lists, toolbars, icons, checkboxes, radio
buttons and sliders, related target areas usually depend on a device’s OS, screen size,
and display density. On larger devices, extra screen real estate is commonly used to
reveal more content and ease pointing; e.g., application launch screens on tablet
devices contain larger icons than their counterparts on smartphones. In any case,
mobile software developers are investing efforts to make actionable GUI elements

Table 1. Fitts’ law revisions

Author(s) Mathematical expression for model Focus/Properties

Fitts (1954)
[1]

MT ¼ aþ b � log2 2A
W

� �
Original; 1D pointing
(reciprocal tapping) tasks

MacKenzie
(1992) [2]

MT ¼ aþ b � log2 A
W þ 1
� �

Shannon formulation; 1D
pointing tasks; ID > 0

Welford
(1968) [4]

MTe ¼ aþ b � log2 A
We

þ 1
� �

1D pointing tasks; actual vs
nominal performance
(normalizing target width:
W → We)

MacKenzie
and Buxton
(1992) [3]

MT ¼ aþ b � log2 A
min W ;Hð Þ þ 1
� �

Smaller-of model, 2D pointing
tasks; focus on smaller
dimension (Width, Height)
of target rectangular shape

Accot and
Zhai
(2003) [5]

MT ¼ aþ b � log2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A
W

� �2þg A
H

� �2q
þ 1

� �
Euclidean model with one
weight;

effect of W × H target shape
(taking into account both
dimensions)

Oel et al.
(2001) [6]

MT ¼ a �Wb
� � � Acþd�log2 W Power law model; pointing

tasks for small target areas
and/or low ID values

Chapuis and
Dragicevic
(2011) [7];

Welford
(1969) [8]

MT ¼ aþ b � log2 A
We�c þ 1
� �

“Tremor” model (motor
inaccuracy modeled by
subtracting a “tremor
constant” c); small targets

Bi et al.
(2013) [12] MT ¼ aþ b � log2 Affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2pe r2�r2að Þp þ 1

 !
FFitts model; touchscreens;
finger-based pointing;
dual-distribution
interpretation of the
endpoints;

small targets
Okada and
Akiba
(2010) [13]

MT ¼ aþ b � log2 Aa

W þ 1
� �

MT ¼ aþ b � log2 A
Wb þ 1
� � Touchscreens; stylus-based

pointing; device screen size
(α – larger devices, β –

smaller devices)
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appropriate in size for every display, often by following well-known design guidelines
(e.g. iconography guidelines for Android devices [14]). Specifically, best practices in
designing icons for Android OS assume the total touch-enabled area of a particular icon
(full asset) to be larger than the icon picture itself (focal area).

While a certain image provides both the desired metaphor and a visual clue for
related touch-target, icon pointing is facilitated in advance by allowing more actionable
space around the used image. Nevertheless, end users can be (and often are) completely
unaware of such discrepancy between the size of the imaged visual clues and the
corresponding actual target areas. Visual clues are placed there on purpose – they
inherently focus the user’s attention and motor movement to touch-targets in question,
but one must know that the related pointing tasks usually involve some “hidden
extension” of real target proportions. Figure 1 presents several use cases in which
visual clues do not exactly correspond to actual touch targets, with size differences
given in both pixels and millimeters.

According to the above, our empirical research of finger-based touchscreen pointing
performance does not involve particularly small targets; the task ID range is assigned in
line with both particular screen size and commonly used target sizes instead.

4 Empirical Evaluation of Touchscreen Pointing
Performance: Materials and Methods

For testing purposes, we implemented an Android application for gathering touch-
screen pointing events and the corresponding timing data. The application stores in the
CSV format on the device’s internal SD card the measured results along with the
information about user ID and utilized interaction style. When speaking of interaction
style, we are referring to a combination of hands posture and device orientation while
executing pointing tasks. Specifically we investigate thumb-based pointing perfor-
mance on portrait oriented smartphones, as well as forefinger-based pointing on
smartphones and tablets in both portrait and landscape orientation (Fig. 2).
Forefinger-based pointing corresponds to the use case wherein one hand is holding the
device, while the other – usually the dominant one – performs the pointing task.

Target pointing tasks for Fitts’ law verification are easy to implement, as a single
task instance only needs a designated starting point and a given target. However, unlike
the usual approach which assumes predefined sets of distances A and target sizes W (cf.
[5–7, 9–13]), our application randomly generates pointing tasks according to the:
(i) mobile device screen size, (ii) position and size of the starting point, and (iii) defined
margins for rectangular target width (Fig. 3).

Specifically, for five possible starting touch areas (four in the screen corners, and
one in the middle) a random set of rectangular shapes is generated, representing
pointing targets, whose distance from the starting point A and target size W jointly form
particular ID values with a resolution of 0.5. The smaller dimension of the rectangular
shape is considered as the actual target width, hence Fitts’ law revision that we want to
evaluate here is the well-known MacKenzie-Buxton smaller-of model. The example
presented in Fig. 3 can be elaborated in more detail. If the task generator can produce 7
random tasks with ID values between 1.0 and 4.0 for each corner-positioned starting
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point, as well as 6 random tasks with ID values between 1.0 and 3.5 for the starting
point located in the middle of the screen, this makes a total of 34 pointing tasks
covering a wider range of finger movements on a particular display. We believe that the

Fig. 1. Use cases in which visual clues do not exactly correspond to actual touch targets:
choosing image management action in Gallery – actual target is list item, not an icon (a);
changing display type in Gallery – the visual clue in question does not represent three
actions/icons, instead a single action is assumed (b); marking items in Gmail – enabled through
edge-positioned targets with sizes larger than one could anticipate (c); slider control can be
activated by touching anywhere in the control space, it is not necessary to point the slider handler
precisely (d). Snapshots are taken on Samsung Galaxy Mini 2 (GT-S6500D).
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testing cycle thus designed could provide a better representation of the user’s real
pointing scenarios with respect to the “static” design including a single starting point
and a smaller set of predefined A × W combinations.

The time measurement is implemented with the SystemClock.elapsedRealtime()
method, as the respective clock is guaranteed to be monotonic, tolerant to power saving
modes, and is anyway the recommend basis for general purpose interval timing on
Android devices [15]. The time taken to complete the required movement in a pointing
task is considered to be the interval between a tap-up action inside the starting point
and a tap-down action within the target shape area (Fig. 4).

Fig. 2. Interaction styles used in our empirical research: thumb/portrait on smartphones (a),
forefinger/portrait on smartphones and tablets (b), forefinger/landscape on smartphones and
tablets (c). Single-handed thumb-based pointing on larger screens is not considered due to the
tablets’ form factor.

Fig. 3. Concepts used in our application for evaluating touchscreen pointing performance: there
are five predefined positions for the starting point (a); within a single task instance only starting
point area and generated target shape are displayed (b); for a particular starting point, the task
cycle consists of randomly generated tasks with increasing ID value (c); when the starting point is
located in the middle of the screen, the ID range is smaller due to distance constraints.

Fig. 4. Pointing task movement starts after losing touch contact within the starting point area
(t1), and lasts until contact is restored within the target rectangular shape (t2). Pointing time is
then calculated as (t2-t1).
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In our empirical research 35 users were recruited (28 males, 7 females), their age
ranging from 21 to 31, with an average of 23.1 years (SD = 2.2). Only two of them
were left-handed. While every user confirmed her/his adequate experience in operating
touchscreen smartphones and tablets, 80 % of them declared an Android-based device
as their own personal gadget.

We used four different mobile devices (D1–D4) running the Android OS in the
experiment, two of which were from the smartphone class (D1, D2), and two from the
tablet one (D3, D4). For every form factor (smaller smartphone, larger smartphone,
smaller tablet, and larger tablet) we defined configuration parameters for the pointing
task random generator: dimensions of the starting point area and threshold values for
target sizes. Both the display characteristics and suitable target dimensions were
considered in this procedure, providing different task ID range for each device. As
expected, larger devices enable pointing tasks with wider ID range. Details about all
used devices and tasks configuration parameters are presented in Table 2.

In order to familiarize with both available devices and testing application features,
users were involved in a short practice session at the beginning of testing. In the actual
experiment participants were instructed to input their unique identifier, and to complete
a given cycle of randomly generated pointing tasks for each combination of available
device (D1–D4) and appropriate interaction style (thumb/portrait, forefinger/portrait,
forefinger/landscape). The time between two task instances within a cycle, when no
actual pointing was performed, was not measured anyhow. Cycles consisted of 34, 38,
43, and 48 pointing tasks for each interaction style used on D1, D2, D3, and D4
respectively. If a particular target was missed, a new task instance with the same ID
was generated. In order to further differentiate the starting point from the target area,
related rectangles were being marked with numbers 1 (starting point) and 2 (pointing
target). The start and the end of the testing cycle were acknowledged with appropriate
application messages. Although the learning effect seemed to be negligible for simple

Table 2. Touchscreen characteristics of mobile device models used in empirical research, and
random task generator parameters assigned to each display. The last column includes both the ID
range and related number of tasks presented in (X/Y) format. While X corresponds to the number
of tasks for corner-positioned starting points, Y denotes the number of tasks for the center one.

Device class Model Display Pointing tasks configuration parameters

Starting point
area

Random target sizes
[min - max]

ID range
(# tasks)

D1 Smaller
smartphone

Samsung
Galaxy
Mini 2

3:2700@ 320 × 480
176 dpi, capacitive

60 × 60 pixels
8.7 × 8.7 mm

25–100 pixels 3.6–
14.4 mm

1.0–4.0
(7/6)

D2 Larger
smartphone

Samsung
Galaxy S II

4:2700@ 800 × 480
218 dpi, capacitive

85 × 85 pixels
9.9 × 9.9 mm

38–150 pixels 4.4–
17.6 mm

1.0–4.5
(8/6)

D3 Smaller
tablet

Samsung
Galaxy Tab
2

7:000 @ 1024 × 600
170 dpi, capacitive

80 × 80 pixels
12 × 12 mm

30–150 pixels 4.5–
22.4 mm

1.0–5.0
(9/7)

D4 Larger
tablet

Samsung
Galaxy Tab
2

10:100@ 1280 × 800
149 dpi, capacitive

80 × 80 pixels
13.6 × 13.6 mm

30–160 pixels 5.1–
27.3 mm

1.0–5.5
(10/8)
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touchscreen pointing tasks in our experimental setup, the sequence of experimental
conditions, i.e. both device order and interaction style order, was nevertheless
counterbalanced.

5 Results and Discussion

Participants provided 13930 (Users × Tasks × Styles) good hits in total: 3570 on D1
(35 × 34 × 3), 3990 on D2 (35 × 38 × 3), 3010 on D3 (35 × 43 × 2), and 3360 on D4
(35 × 48 × 2). Mean pointing times are calculated which, as expected, increase across
levels of task ID. Linear regression was applied on data thus obtained, in order to
evaluate the prediction power of Fitts’ law, namely its MacKenzie-Buxton revision.
Example pointing time models are shown in Fig. 5, one for the smaller smartphone and
one for the larger tablet.

Fig. 5. Result examples: thumb-based pointing on portrait-oriented smaller smartphone (top),
and forefinger-based pointing on larger tablet in landscape orientation (bottom). The graphs show
mean pointing times, linear regression models, along with error bars with ± 1 standard error of
the mean.
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It can be seen that Fitts’ law models for pointing tasks are actually very good, and
that the smaller-of version of the law is appropriate to predict pointing times on
touchscreen mobile devices. This holds not only for conditions shown in Fig. 5, but for
every appropriate Device × Style combination. All the corresponding R2 values are
rather high, ranging from 0.969 to 0.993 (see Table 3).

The analysis of obtained slope coefficient values can tell much about touchscreen
pointing performance. If pointing with particular interaction style is observed across
different devices, then increasing slope values are observed with larger screen size. In
general this means pointing will last longer on larger devices (for a task with given ID)
if the same interaction style is assumed. This can be explained as the result of finger
movement constraints that are inherently higher when operating a larger mobile device.
Specifically, the thumb needs to be stretched more for reaching the far corners on a
larger display. Forefinger-based pointing can be more troublesome on larger screens
due to the handling effort for providing stability of a heavier mobile device. On the
other hand, if pointing time on a specific device is examined against possible inter-
action styles, we can conclude that the slope does not change significantly between
forefinger/portrait and forefinger/landscape. Indeed, changing display orientation has
no particular effect on pointing performance because both the screen size and the
expected handling effort practically remain the same. However, slope values are con-
siderably different between thumb/portrait and forefinger/portrait interaction styles.
Predictive models assume larger pointing times on smartphones (D1, D2) if
thumb-based interaction is applied. This is in line with higher level of interaction
burden in single-handed smartphone usage, as opposed to the use case wherein one
hand is holding the device, while the other performs pointing.

Although particularly small targets were not tackled in our experiment setup, it
would be wrong to state that pointing tasks with small target sizes were not considered
at all. On the contrary, the random task generator produced a number of task instances
with W values being near (or exactly on) the defined lower threshold. Small targets

Table 3. Mean pointing times expressed with Fitts’ law (using derived slope and intercept
coefficients). Linear regression on empirical data show strong fit with MacKenzie-Buxton
smaller-of model.

Mobile device Interaction style
thumb/portrait forefinger/portrait forefinger/landscape

D1 MT ¼ 62:49þ ID � 63
R2 ¼ 0:984

MT ¼ 65:10þ ID � 55:48
R2 ¼ 0:974

MT ¼ 60:88þ ID � 55:15
R2 ¼ 0:986

D2 MT ¼ 19:55þ ID � 86
R2 ¼ 0:975

MT ¼ 36:05þ ID � 60:76
R2 ¼ 0:969

MT ¼ 30:79þ ID � 60:12
R2 ¼ 0:978

D3 not appropriate MT ¼ 19:88þ ID � 68:78
R2 ¼ 0:993

MT ¼ 37:42þ ID � 63:74
R2 ¼ 0:987

D4 not appropriate MT ¼ 30:12þ ID � 74:38
R2 ¼ 0:988

MT ¼ 28:95þ ID � 73:37
R2 ¼ 0:990
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were dominant in pointing tasks with higher ID. The example of target size distribution
is presented in Fig. 6.

6 Conclusion

We have analyzed and compared the performance of finger-based pointing on mobile
touchscreen devices, taking into account different screen sizes and appropriate inter-
action styles. Pointing tasks were randomly generated in order to achieve a wider range
of both suitable target sizes and required finger movements, thus targeting a better
representation of common pointing behavior in everyday touchscreen usage. Data
obtained from the empirical study was evaluated against Fitts’ law, specifically its
MacKenzie-Buxton revision which defines target size as the smaller of the two
dimension of a 2D shape. Results revealed a strong model fit with our data, making this
well-known form of Fitts’ law a fair predictor of touchscreen pointing in the mobile.
Altogether 10 finger-based pointing models are derived, each one with designated slope
and intercept coefficients that can be used for particular combinations of device display
size and interaction style. The validity of Fitts’ law smaller-of model may be ques-
tioned here regarding the case of finger input for particularly small target acquisition.
Some existing model revisions can estimate pointing times better in this specific
context (cf. [12]), however we find the conventional MacKenzie-Buxton model to be
both easy to apply (well-known formulation with no additional parameters) and evi-
dently strong for predicting overall pointing performance. Furthermore, we believe in
its pragmatic utility regarding various mobile devices, different interaction styles, and
real target sizes commonly found in mobile touchscreen interfaces.

Fig. 6. Target size distribution obtained while testing thumb-based pointing performance on
smaller smartphone (D1) in portrait orientation. Target size lower threshold, set to 25 pixels what
equals 3.6 mm on D1 display, was actually included in 6.13 % of the tasks.
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The described empirical research is limited in scope since the related experiment
took place in laboratory settings. Further work should investigate pointing performance
in a real-life mobile context (walking scenarios, attention shifts, external distractions),
as well as Fitts’ law fit to data thus obtained.

Acknowledgments. The work presented in this paper is supported by the University of Rijeka
research grant Grant 13.09.2.2.16.
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Abstract. Behavioral biometrics, such as gait, voice, handwriting, and
keystroke dynamics can provide a method of authenticating users that
is both secure and usable, particularly on mobile devices. Behavioral
biometrics can often be collected in the background, without requiring
a specific security task to be completed by the user. Many behavioral
biometrics can be recorded with hardware that has already been deployed
in many mobile devices. In this paper, we consider the use of behavioral
biometrics for authentication in systems designed for universal access.
Requirements for security and authentication are discussed, and several
behavioral biometrics are introduced. Considerations for universal access
are presented.

Keywords: Biometrics · Behavioral biometrics · Security · Usability ·
Authentication

1 Introduction

Universal access has as its objective to provide access to information technology
to as broad a range of people as possible [29]. Although universal access is a
notable goal, it is important to keep security considerations in mind as we design
such systems [2]. This work seeks to emphasize one of the security-related aspects
of universal access – authentication.

Users can be authenticated in several ways. Typically, this is done using
either one or a combination of something a user knows, possesses, and is (bio-
metrics). Although something a user knows may be forgotten, and something a
user possesses may be lost, biometrics are tightly associated with the individual
and cannot be left behind, making them an appealing option for a system that
is secure, usable, and universally accessible [3,7,8,19,26,27].

There are many types of biometrics, each with their own benefits and dis-
advantages. Physical biometrics include fingerprint, face, and iris recognition.
Fingerprints are widely accepted and considered to be a reasonably usable
option [1,30], although face recognition can be done without requiring direct
contact between the user and the sensor.

Behavioral biometrics are a versatile method of collecting information about
and, potentially, authenticating users. These biometrics include patterns of
c© Springer International Publishing Switzerland 2015
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human behavior, including their gait, voice, handwriting, and keyboard typing
patterns. In contrast to certain physical biometrics, many behavioral biometrics
can be collected with common and inexpensive hardware. Behavioral biomet-
rics do not necessarily require physical contact for collection and can often be
collected without the user’s awareness of the activity. This passive collection
makes behavioral biometrics and intriguing option for securing systems in an
accessible manner.

Today, behavioral biometrics deployed are more frequently, particularly for
purposes of authentication and security. Additional information, such as the
context within which the desired action is occurring within, may also be used to
strengthen a user’s case for access to protected resources. Whereas traditional
passwords are cumbersome on a small mobile device’s touch screen, and physical
biometrics hardware (such as fingerprint readers) remains a premium feature, it
may be tempting to employ behavioral biometrics to protect and restrict access
to resources.

This paper examines the potential and challenges facing the widespread use
of behavioral biometrics for authentication, particularly as it relates to universal
access. We will introduce behavioral biometrics, discuss requirements for effec-
tively realizing such schemes, and consider impediments to the universal use of
behavioral biometrics.

This paper is organized as follows: Sect. 2 introduces key concepts in secu-
rity. Authentication is discussed in Sect. 3. Behavioral biometrics are detailed in
Sect. 4. Finally, discussion and concluding thoughts are shared in Sect. 5.

2 Security

It is challenging to separate universal access from secure access. If the objective
is to provide access to as broad a range of individuals as possible, as is the
case with systems designed for universal access, we must also seek to provide
access in a secure manner, for all users. Furthermore, just as new features or
capabilities should not degrade the usability for any individual or group of users,
the purposeful incorporation of universal access should not degrade the security
experience for other users. There is tension between the security and usability
of a system [22].

Security serves as a barrier to a system’s resources, whereas universal access
seeks to provide multiple methods of use. Additionally, it is often the case that
systems that must prioritize universal access also provide access to some of our
most sensitive personal and health-related information [2].

Broadly, a secure digital system must provide confidentiality, integrity, and
availability [14,24].

– Confidentiality: a system must only provide access to users who are authorized
to view a certain resource.

– Integrity: only the intended parties should be able to modify the information
contained within the system.

– Availability: the system must not deny access to legitimate users.
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Thus, we have the challenge of designing systems that must provide access to a
wide range of individuals, but in a secure way.

In some cases, systems have a primary method of authenticating, with one
or more alternatives provided for users who are not able to use the primary
method. For example, a user who cannot use a fingerprint reader may be able to
present an identification card instead. System designers should be wary, however,
as this opens a system’s authentication mechanisms to potential abuse. It can
be easier to forge an identification card than a fingerprint. Indeed, abusers may
purposefully damage or circumvent the primary authentication mechanism in
order to gain access using a less secure, alternative way.

One example is a version of Google’s ReCaptcha authentication system [32].
ReCaptcha authenticates users as humans (as opposed to automated robots) by
asking them to identify the text in an image. The intention is that the text in an
image is easy (or at least, easier) for a human to understand and challenging for
a computer to decipher. An alternative mode of access was provided for those
who had difficulty with the visual cue – audio would play instead. However,
audio CAPTCHAs have been shown to be vulnerable to automatic deciphering –
perhaps even more vulnerable than text-based CAPTCHAs [6]. Instead of using
a wide variety methods of authentication, our objective should be fewer, but
more robust and well-test methods capable of authenticating a wide range of
individuals.

3 Authentication

Authentication can be defined in terms of the states before and after authentica-
tion has occurred. After authentication, two entities (users, computers, or other
systems) should be confident that they are communicating with one another [5].
In terms of universal access to information technology, we will focus on authen-
tication of the user to the system (although the converse remains an interesting
topic – how does the user know they are connected to the intended endpoint?).

There are three broad methods of authenticating an individual:

– Something a person knows: for example, a password, a passphrase, response
to a secret question, or other piece of knowledge not readily known to others.
Although this authentication scheme is the least resource-intensive for the
system to implement, it is the most taxing on the user’s mental abilities.
Knowledge-based authentication schemes do not require specialized hardware,
nor do they require a user to retain possession of a token. They shift the
burden of proof to the user, who is responsible for memorizing a sequence of
characters, numbers, and other tokens, or for responding to a question [4].

– Something a person possesses: this may include tokens such as an identification
card or security token. In its simplest form, possession of a token is enough to
gain access. In more sophisticated schemes, the token may require additional
verification, such as checking if a picture on the security token matches that
of the person requesting access.
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– An intrinsic characteristic: biometrics. These may be physical traits that we
are born with, such as fingerprints or face structure, those that develop over
time due to uncontrollable factors, such as patterns in the iris, or learned
behaviors (behavioral biometrics). Generally, we seek to use biometrics that
exhibit both uniqueness and permanence – those that can uniquely identify
an individual and do not change much over time.

Table 1. Methods of authentication

Something you know Something
you possess

Something
you are

Convenience (Worse) Requires
memorization

(Worse) Must be on
person for
authentication

(Better) Part of
the individual

Security (Worse) May be
shared, coerced,
forgotten, or
exposed

(Worse) May be
shared, coerced,
lost, or forged

(Neutral)
Possible to
forge, cannot
be lost or
forgotten

Suitability for
mobile devices

(Worse) Long
passwords are
difficult to type
on small devices

(Worse) Mobile devices
may lack physical
hardware needed to
validate security
tokens

(Better) Certain
biometrics can
be validated
with hardware
already
incorporated
into mobile
devices

Risk (Better) An exposed
password can be
invalidated and
reset

(Better) A lost token
can be invalidated
and reissued

(Worse) We
cannot change
our biometrics
if compro-
mised

Table 1 presents a comparison of these high-level methods of authentication.
The three aforementioned methods (something you know, something you pos-
sess, something you are) are compared in terms of their convenience, security,
suitability for mobile devices, and risk. Each element is rated on a scale of worse,
neutral, or better with regards to the specified metric.

– Convenience: convenience is defined as ease of use to the user, not the system.
Memorizing passwords and securing tokens rank lower than biometrics, which
require no or minimal overhead of the user.

– Security: all three methods have security faults, although biometrics may be
more favorable as they cannot as easily be shared.

– Suitability for mobile devices: both passwords and tokens present challenges
on mobile devices (such as smartphones). These devices either make it incon-
venient to type lengthy passwords repeatedly (where lengthy passwords have
been shown to be more secure than shorter ones [36]) or lack hardware needed
to validate security tokens. Some biometrics, such as faces and fingerprints,
can be validated with hardware now available on mobile devices.
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– Risk: we define risk as the risk to the user if their credentials are exposed.
Passwords present minimal risk if they are not reused between systems (which,
unfortunately, is typically not the case [17]). Lost tokens can be invalidated to
prevent their use on systems. In both cases, it is possible for the user to move
on with new credentials in the case of a breach. However, the major strength
of biometrics – their inseparable association with the individual – makes them
a liability if compromised (for example, if someone is able to replicate someone
else’s fingerprint). In this case, we cannot simply change our fingerprints. The
user is dependent on the system implementing a biometric authentication
scheme that does not directly store information that can be used to simulate
the user’s features.

Two-factor authentication is the use of two (or more) authentication modalities,
such as requiring a password and a security token, or a fingerprint and a photo
ID. While two-factor authentication can improve a system’s security, it may
impede usability by extending the duration and requirements of the authentica-
tion activity. Additionally, two-factor authentication still leaves vulnerabilities
exposed [28].

Given the convenience to the user and security of the scheme, the remainder
of this work focuses on biometrics as a single factor method of authentication.
More specifically, this paper will present behavioral biometrics, which have the
additional benefit of being able to be collected without necessarily requiring
explicit user action, providing benefits for both security and usability.

4 Behavioral Biometrics

There are two types of biometrics: physical and behavioral. Physical biometrics
include fingerprint, facial, and iris recognition. Physical biometrics are derived
from unique physical characteristics that are usually determined prior to birth or
formed through involuntary muscle movements. Behavioral biometrics are based
on our activities and learned reactions, although they are heavily influenced by
our physical characteristics. For example, a person’s gait depends on their size,
weight, and muscle mass.

Behavioral biometrics have a long history of acceptance as a means of ver-
ifying an identity. Signatures have been used from ancient to modern times in
order to authenticate documents. Today, signatures are one of several options
for behavioral biometrics.

Behavioral biometrics are appealing because they can be collected in a less
intrusive manner than physical biometrics [13]. Some behavioral biometrics, such
as keystroke dynamics (unique typing patterns made by users), can even be
collected without any explicit user action. Keystroke dynamics can be recorded in
the background as the user types. The wide variety of sensors available on mobile
devices (touch, GPS, gyroscope, camera, microphone, among others) provide
intriguing options for authentication using behavioral biometrics.

Although promising, behavioral biometrics have several potential pitfalls.
From a security perspective, we must be prepared to allow a wide range of
acceptable signals. Whereas, for example, a text password must match exactly,
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Fig. 1. Overview of a behavioral biometric system

behavioral biometrics can vary depending on a person’s mood or stress [18].
Behavioral biometrics are also vulnerable to being imitated by a skilled attacker!
[18]. In terms of usability, some behavioral biometrics may not apply to a wide
range of users and may impede universal access.

The design of a behavioral biometric system is described in Sect. 4.1. Gait,
voice, handwriting, keystroke dynamics, and other behavioral biometrics are
presented in Sects. 4.2, 4.3, 4.4, 4.5, and 4.6, respectively.

4.1 Behavioral Biometric System Design

An overview of a behavioral biometric system is shown in Fig. 1. The system has
the following stages:

– Acquisition: during the acquisition stage the system will sample signals derived
from a user’s behaviors. This may require the user to interact with a user
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interface, such as writing a signature, or it may be done passively, such as
recording a voice.

– Processing: the processing stage first ensures the signal recorded is of sufficient
quality for further processing. If the signal is inadequate, the system may
immediately request a new sample. If the signal is of good quality, features
will be extracted. These extracted features are a subset of the original signal –
after this point we can discard the original data, if desired. The extracted
features are encoded as a template. The format of the template is designed to
allow efficient storage, retrieval, and comparison.

– Storage: templates are stored in a database and must be protected against
adversaries. Templates may be protected by encryption or by more sophisti-
cated schemes.

– Matching: matching compares the acquired signal to the database in order to
compute the similarity between the user currently under consideration and
the claimed identity.

– Decision: finally, the system must render a decision – allow or deny. Sometimes,
this stage is left up to a human administrator to determine.

4.2 Gait

Gait is the pattern of locomotion individuals make as the move. When people
can “recognize a person’s footsteps”, they are performing a form of gait recog-
nition. Although this is learned behavior, it is impacted by a person’s physical
characteristics (weight, height, muscle mass, shoes, posture, clothing, motion,
etc.) [11,20]. Several methods of gait recognition have been proposed, including
using a person’s silhouette [33] and readings from an accelerometer [12]. It has
been shown that both approaches perform comparably [12]. Many mobile devices
are equipped with accelerometers, making gait recognition a potential means of
providing access.

4.3 Voice

Voice, or speech recognition is an intriguing behavioral biometric with applica-
tions including and beyond authentication. A user’s voice can be used to deter-
mine their identity using simply a microphone. Performance can be used if the
user dictates a specific phrase expected by the system (text dependent), but
recognition can also be text-independent [25]. Speech is a natural part of many
transactions and is not considered to be as intrusive as providing a fingerprint
or even taking a picture. Furthermore, voice provides additional cues about a
user’s stress level that can be used to improve the performance of the system.

4.4 Handwriting

Handwriting, including signatures, can be used to identify users. This identifica-
tion can be performed by identifying characteristics such as the number of strokes
made, timing, count of pen up and pen down motions, and several proportions and
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areas formed by the written information [31]. As with several other behavioral bio-
metrics, handwriting recognition can be vulnerable to attack [21]. However, hand-
writing is remarkably versatile and a natural input method for touch surfaces.

4.5 Keystroke Dynamics

Keystroke dynamics can be used to identify a person based on the tim-
ing between subsequent keystrokes. Although originally intended for physi-
cal, mechanical keyboards [23], keystroke dynamics have been implemented on
mobile devices [16]. Interestingly, keystroke dynamics have also shown promise
as a way for determining a user’s emotional state (such as nervousness or tired-
ness) [10].

4.6 Other Behavioral Biometrics

Many other behavioral biometrics are available. Behaviors ranging from game
strategy [34] to musical proficiency [9] can be used to authenticate individuals.
A detailed survey of behavioral biometrics is available in [35]. While new schemes
will continue to be developed, it is important to evaluate them on both their
security and usability qualities.

5 Discussion and Conclusion

Many users do not use any or only minimal protection on their mobile
devices [15]. Users to not seek to “do security”, they aim to complete their
intended tasks in the most efficient way possible. Generally, this relegates secu-
rity to a burdensome task. Behavioral biometrics (and biometrics in general) are
an attractive alternative. Behavioral biometrics can provide a degree of authen-
tication for minimal user interaction.

However, we must also consider the implications widespread use of behavioral
biometrics would have for universal access. Certain behavioral biometrics may
exclude groups of people. For example, gait assumes a person is able to walk.
Voice recognition requires a person who can speak. Poor usability of implemen-
tations of behavioral biometrics can lead to a high rate of false positive errors
(allowing unauthorized users access). By definition, behavioral biometrics reflect
the behavior of the user. The system must be able to guide the user’s behavior
in a consistent manner in order to achieve reliable authentication to as wide a
range of users as possible.

Behavioral biometrics provide opportunities for universal access beyond
authentication. For example, the ability to know the user’s current emotional
state can be incorporated into system behavior. Perhaps a user who is upset
should have access to only a restricted set of features. Or, a user who is confused
could be provided additional assistance.

This work discussed security and authentication considerations of universal
access systems and then considered the utility of behavioral biometrics. Although
behavioral biometrics provide intriguing opportunities for authentication users,
their use must be moderated by security and usability requirements.
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Abstract. Mobile applications are based on interactive common UI elements
that represents pointing targets visible on the screen. The usage of mobile
applications in eyes-free scenarios or by individuals with vision impairments
requires effective alternative access to visual elements, i.e. accessibility features.
Previous works evaluated the accuracy of UI element’s identification by
accessibility APIs on desktop applications reporting that only 74 % of the targets
were correctly identified, but no recent research evaluated the accuracy for
similar mobile APIs. We present an empirical evaluation based on the Android
accessibility API that computes the UI recognition accuracy rate on ten popular
mobile applications. Our findings indicate that accessibility average recognition
rate is 97 %.
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1 Introduction

The explosive growth of mobile devices is supported by the vast offer of applications
available in online stores. The interaction model on these applications is primarily
based on the touch and gestures performed on the screen representation of visual
elements that compose the application’s UI. However, there are special users, i.e.
visually impaired, and circumstances that hinder or make the visual access to the
display impossible, thus challenging application usage.

Accessibility features are one of the solutions used to allow access to visual ele-
ments and guide GUI interactions on computer platforms. Almost all operating systems
provide guidelines and recommendations to make applications accessible based on
existing accessibility APIs whose efficiency can be measured by their ability to rec-
ognize and identify UI elements.

This paper has the goal to evaluate the UI recognition accuracy rate of ten popular
mobile applications by measuring how many UI elements are correctly identified by an
accessibility API. The evaluation was based on the methodology that includes several
observations of the UI elements and a special accessibility service that gatherers the
location, size, type, and content data of the most common widgets found on mobile
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applications. Additionally, we also evaluated which events are captured by the API in
order to create customized feedback notifications so the user can interact more con-
sistently with the application being executed.

Identifying the properties of UI targets enables novel additions to existing tech-
nology and increases the support for development tasks. More specifically, the tasks
that can benefit from accurate target identification of user interfaces include: (i) mobile
accessibility services creation; (ii) automatic extraction of a task sequence;
(iii) scripting of common actions; (iv) UI automation tests; and (v) support to collab-
oration frameworks.

The rest of the paper is organized as follows: Sect. 2 reviews the related work on
evaluation of accessibility APIs. Section 3 presents the details of the mobile accessi-
bility APIs and its applications. Section 4 discusses the methodology aspects employed
to evaluate the recognition rate of UI elements along with details of the applications
evaluated. Session 5 presents the results of the study. Session 6 provides a discussion
and some examples of the UI interface elements that lack accessibility. Finally, Sect. 7
presents conclusions and possible developments for future work.

2 Related Work

The HCI literature has many research studies that collect data about the size, location,
and other visual properties of UI interactive elements for usability evaluations [6],
preference comparison [4], and pointing performance assessment [7]. Traditionally, data
gathering is made on controlled laboratory settings with custom or adapted software
techniques [4, 7, 8] that capture and hand code the interaction.

A recent previous work evaluated the accuracy of UI element’s recognition by
accessibilities APIs [5], which reports that only 74 % of the targets were correctly
identified, i.e. the location and size indicated by the API matched the UI element’s
properties. This result is based on 1,355 targets covering real world usage of 8 arbitrary
desktop applications on the Microsoft Windows XP Operating System with the Win-
dows Automation API [11], formerly known as Microsoft Active Accessibility API
(MSAA API).

On that study the authors did not evaluate the content of the element, which is the
most important information needed by screen readers and other accessibility services
that provide feedback to users. Additionally, the researchers did not studied the
complexity of gestures and interactive UI elements found on mobile applications.

Despite the fact that there are approaches that increase the recognition rate of UI
elements for desktop application [3, 5] and initiatives to define strategies, guidelines,
and resources to make mobile web accessible [1], the recognition accuracy of native
mobile OS accessibility APIs received little research attention.
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3 Mobile Accessibility API

Accessibility APIs are designed to provide data regarding interactions on GUIs and are
available on many operating systems and programming platforms. As an example, the
Microsoft Active Accessibility API (MSAA API) [11] is a cross-application Windows
operating system level solution for getting low-level information about targets,
including push buttons, menus, textboxes, and other UI elements.

While the APIs can be extremely accurate at identifying some targets, Amant et al.
[9] state, without formal evaluation, that in practice many real world targets are not
supported by those accessibility APIs. In addition, not all applications support them in
the same way. For example, two popular web browsers, Microsoft’s Internet Explorer
and Open-source Firefox, deal with content in a very different way, limiting the API’s
access to them [5].

While some mobile Operating Systems only provide ready to use accessibility
services, i.e. screen reader or virtual magnifier glass, others provide a complete set of
API and resources to develop accessibility services based on low-level hooks that
capture OS events.

Among the three main mobile Operating Systems, Apple’s iOS, Microsoft’s Win-
dows Phone, and Google’s Android, the last is the only one that provides accessibility
APIs [2] that gives developers a complete set of features to improve application usage to
users who have special needs. With the APIs, all common visual controls have acces-
sibility by default and developers can make their own application more accessible, or
make their own accessibility services that provide enhancements for other applications.

Giving permissions from users, developers can access the on screen view hierarchy,
accessibility events and enhance user experiences accordingly with the APIs. Those
APIs act as a delegate between applications and the system exposing interface state so
that an accessibility service can be aware of any interaction and interface changes
triggered by the inputs. Developers can also leverage accessibility APIs to fire inter-
action events [10].

Besides the creation of accessibility services, the access to on screen interactions
and elements provide technological support to frameworks that extract the sequence of
tasks for scripting and resources to suits that automate UI testing without needing a real
person to interact with an application. Another category of application that benefits
from accessibility APIs are collaborative frameworks and groupwares that require
instrumentation to capture and replay events on multi-synchronous collaboration sce-
narios found on the CSCW (Computer Supported Cooperative Work) area.

4 Evaluation Methodology

The evaluation methodology used to calculate the recognition rate of UI elements on
mobile applications is based on the previous work [5] that automatically collects and
compares screenshots of the interface elements with their real counterparts during real
world tasks performed on selected desktop applications.

The approach that evaluates UI elements recognition rate may be biased due to the
lack of developer’s effort to implement accessibility properties on the desktop
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application’s interfaces being tested. However, unlike the desktop scenario, all standard
controls inserted on the UI of Android applications already have special properties,
such as the contentDescription, filled with textual data that is passed over to events
trigged by the accessibility API. This standard accessibility description reduces the bias
probability on our rate recognition evaluation.

However, in many cases the default value for the contentDescription do not provide
enough information to understand the element’s content or function. For instance,
picture containers used as buttons often lack a description that can be used to inform
and assist the user interact with the UI on eyes-free scenarios.

The 10 applications selected for the evaluations were chosen by the popularity
criteria, i.e. number of users shown on the Google Play store at February 16th, 2015.
Table 1 shows the applications evaluated along with the total number of elements on all
activities, which are similar to the window concept in desktop application.

The total UI elements values of Table 1 were computed by manually highlighting
the elements on top of the application’s screen while performing real world tasks such
as registering, typing a post, and changing an application setting. The UI elements were
classified as interactive elements that trigger events, i.e. edit texts, buttons, hyperlinks,
list items, or as non-interactive elements, i.e. text labels, layout grids, and images. Since
the evaluated applications have elaborated, dynamic, and reused activities, the fol-
lowing criterion was used to account for the total number of elements.

4.1 Dynamic Content

A common pattern found on applications while analyzing their IU was the dynamic
generation of control’s elements from user data. For instance, several applications filled
interactive lists with list items that correspond to the user’s friends. When we found this
pattern we account for only one element on the dynamic control.

Table 1. The 10 mobile applications evaluated.

Application App.
Version
Date

Popularity
(users)

Activities
(windows)

Interactive
elements

Non-interactive
elements

Total UI
elements

Facebook 02/14/2015 25,941,692 17 94 36 130
WhatsApp

Messenger
02/10/2015 23,218,150 18 70 14 84

Clean
Master

02/15/2015 21,386,769 13 105 30 135

Instagram 02/11/2015 19,379,612 15 69 29 98
Messenger

(Facebook)
02/13/2015 14,197,755 26 112 23 135

Viber 02/15/2015 6,425,682 25 109 43 152
Skype 02/09/2015 6,177,881 27 160 26 186
YouTube 02/13/2015 5,818,561 18 77 23 100
Twitter 02/09/2015 4,799,044 14 64 26 90
Maps 02/11/2015 4,598,545 11 63 13 76
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4.2 Dialog Messages

Many applications used dialog pop-up windows that showed notifications or questions
asking the users to choose options by touching buttons. We account for non-interactive
(text) and interactive elements (buttons) when we found these dialog windows.

4.3 Web Pages

All evaluated applications were native, i.e. they did not require an internet web
browser. However, when certain options are accessed the applications started a new
web browser session and redirected the user to a specific web page. Since the web page
is not officially part of the application, all the UI elements found on the page were not
considered.

4.4 Common Android Activities

The Android platform allows developers to reuse common activities and controls via
the definition of an intent that requests actions to be performed by a shared application
or service once the correct permission was granted. The camera capture intent is a
conventional example: developers register the intent to call a common shared activity
that takes a photo or record a video instead of building their own logic to interact with
the device’s camera. These common activities are not part of the application and,
therefore, their UI elements did not add up to the total number of elements.

4.5 Reused Elements on Distinct Activities

The interface of most applications reused basic navigation controls, such as back
buttons, menus and clickable images, on more than one activity. If the element is the
same, but it is located on distinct activities, it is accounted for only once.

The recognition of UI elements by and accessibly API was evaluated on an Intel
tablet (codename Medfield) with the 4.0.4 Android version (Ice Cream Sandwich) that
allowed the inspection of the element’s properties. Contrary to previous work [5] that
used image comparison techniques to identify the location and size of UI elements, we
created a simple accessibility service that gathered the elements data properties when
an event callback was triggered.

The accessibility service assumed the form of a class that extended the Accessi-
bilityService class. Its main feature is the onAccessibilityEvent() callback method
invoked when an accessibility event is triggered from a user interaction with the UI.
Inside the event the AccessbilityEvent class was used to obtain the UI element repre-
sented by the AccessibilityNodeInfo class, which queries the view layout hierarchy
(parents and children) of the target component that originated the accessibility event.

Once the instance of AccessibilityNodeInfo was obtained its public fields and
methods allowed the access to the element’s state and visual properties. The internal
resource ID used to identify the element inside the application is also provided along
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with the value of the contentDescription property. However, the object received as a
parameter of the callback method onAccessibilityEvent() is an instance of the Acces-
sibilityNodeInfo class that do not correspond to an instance of the real control inserted
on the activity.

The object instance of the AccessibilityNodeInfo class allows access to properties
including the element’s location, size, class, text and contentDescription. The content-
Description value is the element’s content that is commonly used on accessibility ser-
vices such as TalkBack, which is the default screen reader shipped with the Android OS.

5 Results

The location, size, and type provided by the accessibility layer are accurate and rep-
resent the correct properties of the element when an event is triggered. To calculate the
recognition rate we focused on the API capability to trigger events that allows the
access to the UI interactive element’s properties and also the location, size, type, and
content data recognition rate.

We evaluated the recognition rate only on interactive elements that allows the
inspection of the AccessibilityNodeInfo object inside the onAccessibilityEvent()
method. All non-interactive elements are obtained querying the view layout hierarchy
once an event was triggered. While evaluating the API with this approach we found
that when certain interactive elements were touched they did not generate any event at
all. Although this lack of accessibility event generation is rare on the evaluated
applications, we accounted for this fact and provided the Event Trigger Rate metric.

The most common type of event that triggered the onAccessibilityEvent() method
was the TYPE_VIEW_CLICKED, which is a numeric constant that classify the event
as a touch in any area of a View. Within this event an AccessibilityNodeInfo object can
invoke the getPackageName() and getClassName() methods to identify precisely the
type of target’s element being clicked.

The methods getBoundsInParent() and getBoundsInScreen() allows the identifi-
cation of the element’s position relative to its container and on the real screen,
respectively. The position of the element is obtained as a Rect object that has four
coordinates, thus providing means to calculate the element’s size.

The recognition of the content was evaluated by the presence of textual information
that allows its identification. The methods getText() and getContentDescription() of the
AccessibilityNodeInfo object returns the content information assigned manually by the
developer or automatically by the accessibility API. Therefore, the Content Rate metric
was calculated based on the presence of textual information provided by any of those
two methods. Table 2 presents the values of the Event Trigger Rate and Content Rate
metrics from the 10 Android applications evaluated. The Overall Recognition Rate is
the average value of the two previous mentioned rates.

The evaluation of the recognition rate accounted for 923 interactive elements found
on 185 activities across 10 applications. The average Event Trigger Rate was 99.69 %
(s.d. 0.53) and the average Content Rate was 93.65 % (s.d. 3.35). The average Overall
Recognition Rate was 96.87 % (s.d.1.88).
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6 Discussion

The applications evaluated on this study have a high Event Trigger Ratio and five of
them received the 100 % value for this metric, meaning that all interactive elements
have triggered events that were captured by the accessibility API. The other

Table 2. Rates of the applications’ trigger events and element content.

Application Event Trigger
Rate (%)

Content
Rate (%)

Overall Recognition
Rate (%)

Skype 100 98.75 99.37
WhatsApp
Messenger

99.8 98.57 99.18

Viber 99.8 98.16 98.98
Instagram 100 94.20 97.1
Maps 100 93.65 96.82
YouTube 100 93.51 96.75
Twitter 99.8 92.19 96.00
Messenger
(Facebook)

98.6 92.86 95.73

Clean Master 100 90.48 95.24
Facebook 99.8 88.30 93.55

Fig. 1. Highlighted interactive elements that did not triggered accessibility events: (a) Year
history button on Facebook’s Activity Log screen; (b) Phone menu items on messenger’s new
group screen; (c) Pop up information on facebook’s write post screen; and (d) Ordering element
items on clean master’s app manager screen.
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applications lack events for elements such as buttons, menu items, list items, and check
boxes. These elements did not raised events because they were created dynamically on
execution time or are inside a pop up menu. Additionally, custom controls created by

g) Remove from Watch list menu item

c) Transportation icons

f) On/Off check 

d) Mark all as read menu

e) Contact name menu 

b) Pin friend item

a) On/Off list items

h) Settings menu item

Fig. 2. Highlighted UI elements without textual content: (a) On and Off list items on Clean
Master’s Settings screen; (b) Pin friend item on Facebook’s Pin friends screen; (c) Transportation
icons on Map’s Route start/destination screen; (d) Mark all as read menu item on Twitter’s
Messages screen; (e) Contact name item on Viber’s Find contacts screen; (f) On and Off check
items on Messenger Settings screen; (g) Remove from Watch list menu item on YouTube’s
History screen; (g) Settings menu item on Skype’s home screen.
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developers did not raised accessibility API callback events. Figure 1 highlights with
rectangles some elements that were unreachable by the accessibility API layer.

The Content Rate metric evaluated the presence of textual information associated
with the element that received the interaction and raised an accessibility event. Almost
all simple UI elements, such as a button or labels, have the default accessibility
description obtained from the element’s name, text, caption, or title property.

Conversely, controls that contain images or combine text and images also had
descriptive information. For example, when the profile image of the user received a
touch the user’s name was sent to the accessibility API. Similarly, image buttons shown
on the toolbar to allow the user to navigate back to the application’s home screen have
“navigate up” or “back” descriptions. The presence of these descriptions demonstrates
the developers’ effort to implement accessibility features, since the texts are not pro-
vided by default for images or controls that don’t have text, caption, or title properties.

The controls that did not have descriptions are icons, pop up menu items, custom
list items with images, on/off and check controls. The evaluation of the interface shows
that most of the controls without accessibility descriptions are inside the settings screen
or on dynamic areas. Another common scenario that led to the absence of the element
description happened when the interaction generated a simple transitory on screen
message produced by the use of the makeText() static method of the Toast class.
Figure 2 shows examples of UI elements that raised interaction events captured by the
accessibility API that did not have any description that enables the identification of
content.

In general, the accessibility of the evaluated applications is high and the authors did
not found impeditive barriers to infer what is on the interaction focus by analyzing only
the resources provided by the applications and the accessibility API. Even on the
lowest ranked application, namely Facebook, the identification of the interactive UI
elements provided enough context and information to guide the actions performed.

7 Conclusions and Future Work

Nowadays the usage of current mobile applications is guided by the visual access to on
screen representation of targets in which users interact with. To cope with visually
impaired users or eyes-free scenarios, mobile developers rely on platform specific APIs
that provides special accessibility features.

This work evaluated the UI recognition accuracy rate on ten popular Android
mobile applications by measuring how many UI elements are correctly identified by
users when OS accessibility APIs are used. Our findings indicate that overall recog-
nition rate is roughly 97 %, which include the recognition of the UI elements’ location,
size, type, and content along with the user interactions that triggered accessibility
events.

Formal mobile accessibility API evaluations, especially on popular applications, are
important to provide evidences that application are accessibly enough to be used by
people with visual impairments or at eye-free situations. The results of the evaluation
suggested in this work can influence mobile developers to review the accessibility of
their applications and also provide basic support for other contexts, including (i) mobile
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accessibility services creation; (ii) automatic extraction of a task sequence;
(iii) scripting of common actions; (iv) UI automation tests; and (v) support to collab-
oration frameworks.

Future work includes the evaluation and comparison of other Operating System
mobile accessibility APIs and prospective validation of accessibility services (such as
screen readers) that are based on the APIs. Another possible direction is the evaluation
of the improvement that can be achieved on mobile applications when pixel-based
techniques augment accessibility APIs.
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Abstract. Nowadays, smartphone has become a diffused interface with digital
world in daily life. The present paper describes an interactive installation based
on smartphone appliance designed to control multimedia user experience.
A survey of other case studies is presented. The entire system and function are
described in detail. The user test and the results are presented as support of the
conclusion. Is it possible to find an interactive presentation of the project at
www.phycolab.it/pickchroma
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1 Introduction

Since the beginning of the mobile phone’s diffusion, the use of the smartphone as an
user interface for controlling the surrounding devices and environment, has been the
topic of many research studies [1] and the possible interactions become particularly
interesting when they involve a large amount of people at the same time. Since its large‐
scale adoption, the smartphone has become one of the favorite user interface for public
events. [2–6]

A recent trend is to take advantage of the incredible popularity of the mobile devices,
to provide the audience a way to take part at collaborative live events. The mass audience
participation in live performances has led to the development of audience participation
software frameworks like massMobile, a flexible clientserver system designed to be
adapted to various performance needs (and performance venues) by allowing a wireless
real time bidirectional communication between performers and audiences. [7]

Other studies concentrate on using the crowd smartphones as UI in the field of
collaborative gaming. An example is Space Bugz!, a crowd game for large venues or
cinemas that uses an Android app to transform the audience’s smartphones in controllers
for the game. [8]
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2 Proposal

The proposed system aims to involve users in an interactive multimedia experience. For
a 360° involvement, participants must enter in a cylinder made by a tent of LEDs lights,
12mt diameter and 6mt high. Entering in the cylinder, people dive in a rich performance
of sound and light stimulus. Participants have been grouped in 6 at time and one last
generation smartphone has been given to each users. These users had to use a definite
application of the smartphone in order to interact in real time with the exhibition, modi‐
fying colored lights and percussion sounds. Each phone sent information about its own
ID and the user’s actions. The smartphones and server has been connected using WiFi
network. The server linked the incoming information with specific variables in the
interactive firmware. Each device was correlated with a specific sound and light effect.

Finally, when people danced naturally inside the cylinder, shaking and touching the
phone, the visual animation and music changed continuously.

3 Architecture of the System

Entire system was composed by 6 mobile phones Nokia Lumia 920, a WiFi antenna, a
server Apple Mac G5, a sound system (NI Traktor Kontrol S4MK2 MiDi controller,
mixer, amplifier and speaker) and a Barco MiSPHERE tent disposed in a 12mt diameter
and 6mt high cylindrical shape (Fig. 1).

Fig. 1. Architecture of the system

3.1 Server Application

The server is the part of the system in charge to collect, filter and elaborate the data sent
by the smartphones and reflect the appropriate changes to the video and to the audio of
the performance.

It’s coded in Java programming language and the GUI it’s composed by two Java
Applet windows. One of them is the control interface that allows to change the running
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sketch and to check the connected devices Fig. 3. The other Applet window is sent on
the acquisition device and shows the video output of the running sketch.

The sketches (views) are implemented with Processing, a common Java class built
for electronic arts, new media art, and visual design communities. Processing is available
also with a standalone IDE [9].

To manage the video settings, the data received from the smartphones is filtered and
used to update the opportune sketch parameters. For example, the number of times per
second that the device #1 is shaked (integration of 3 axis acceleration), can affect the
size of a related shape or its color gradient. To manage the audio, the server communi‐
cates via MidiBus to the midi device. When phone’s data is received, opportune
commands are sent to the midi device according to the type of event triggered. For
example, a tap on the device #1, triggers an event (and a command) that can play/stop
an audio sample, play/stop an audio track, edit the track’s tempo or edit the parameters
of the audio filter.

The communication with the phones, is described in detail later.

3.2 Mobile Application

The application builded on the smartphones is used as an interface for the server that
generates sounds and visuals. The participants has to hold the device and do several sort
of interaction, they can Jump, shake or touch the device.

Fig. 2. Server graphical interface

352 M. Romero et al.



In order to obtain a rich interaction with the system, mobile application, and mainly
data collection and analysis, are a key factor. Many researches has been conducted in
the field of gesture analysis in mobile phone [10–13].

What the app does is:

1. To collect the user’s gestures and send the interactions data to the server
2. To give a feedback to the users, this functionality may seem trivial but has an impor‐

tant role since involve the people in a more intimate way. The whole experience is
capable to collect the attention of the crowd, but the device interacts directly with
each person and thus can generate a feedback directed to the individuals and not on
the whole crowd.

In order to improve user interaction, some issues has been considered in the design
process of the app:

• The movements used to control the whole system have to be simple: because people
have to interact naturally with the system without the need of training. Too complex
interactions are to avoid because the people gets frustrated rapidly and loses interest
in interacting.

• The movements have to be powerful and expressive: we want to build a system with
a deep interaction that can have many shades. So we try to avoid too simple move‐
ments that bring to a boring interaction.

These two principles could be in a conflict each others this demands to evaluate the trade
of between having poor inexpressive movement and having movement too complex to
understand by the user.

We came to a solution layering the interactions using both simple and more complex
kind of interaction, dividing the interactions in such a way we could give to the crowd
a straightforward way to interact with the ambient letting them discover a more deep
interaction when they get bored with the simple one.

• Layer 1 (Simple): touch of the screen, this interaction is the simplest one but distract
the people from the performance. As soon as the user touch the screen in every posi‐
tion a touch event is triggered.

• Layer 1 (Simple): shake, this interaction is aimed to detect particular kind of move‐
ment, the shakes occur when you drastically change the acceleration and velocity of
the device. On each stationary point in the velocity function (inversion of movement)
a shake is triggered.

• Layer 2 (Complex): touch, this interaction is more structured than the simple one.
The screen is divided in different sensitive areas and a different command is sent
when a user touch a different area of the screen.

• Layer 2 (Complex): tilt, this interaction is raised when you move the phone gently
leaving the screen up. This interaction has two parameter: the tilt in both direction,
x and y.

• Side Layer: Raw data, the phone is capable to send also Raw acceleration data, this
mode can be disabled when you deploy the application, is main purpose is for debug‐
ging but could be also used for implementing new behavior coding on the server.
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The application is continuously logging the data generated from the touch screen and the
accelerometer analyzing the incoming data and triggering the message listed above. For
the touch is simple to know where and when the user has interact with the screen using the
phones api. But for distinguish between shake and tilt event we use boolean membership
function that indicate if the data are in the set shake or in the set tlt.

Shake Membership Function. For identifying the shake movement we use the concept
of Magnitude, the magnitude for a vector of dimension three is defined as:

M = √z2+x2+y2

We accept the movement if they have a magnitude superior of 5.5, the value has
been calculated from observation and testing of a person shaking. Below we report a
chart showing the function.

In the Fig. 3 are reported a sample movement divided on the three axes the computed
magnitude and the corresponding acceptance output.

In the Fig. 4 it’s possible to see the acceptance of the function respect to the derivative
of x, y and z. The data are normalized to 1. We can clearly see the action of the identi‐
fication, when a movement with a sufficient magnitude is recorded over the axes the
membership function recognize the concentrated energy of the movement (Fig. 4).

Tilting Membership Function. For detecting the tilt action we use the derivative of Z,
when the derivative is small enough and the vector Z is big enough in module: this two
condition implies the user is holding the phone with the screen up and not shaking or
doing other movements but tilting it.

Fig. 3. Sample movement divided in three axes.
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3.3 Communication and Interaction Types

Whenever a user gesture (all the interaction are gestures) takes place, the device sends
a message to the server through an UDP datagram. The UDP protocol has been chosen
due to the low communication overhead needed and helps to keep the communication
latency low, key factor for a real-time application.

Different datagram structures were used depending on different interactions. Each
message is composed by the device identification number, the type of the interaction
and the data of the interaction.

The intercepted interactions are:

• touch: when the user presses or releases an area on the smartphone’s screen. The
message also specifies the number of the used fingers and the touched area’s coor‐
dinates.

• tilt: when the user gently tilts the phone. The message also specifies the tilt direction.
• shake: when the user moving the phone in a direction, does a fast inversion of move‐

ment. The message also specifies the shake direction.

3.4 Graphical User Interface

We have choose to keep the UI very simple because the user hasn’t to be distracted from
the interaction with the phones. Below you can see a mockup of the final application.

We design the application with a big colorful area that identify the Smart Phones,
plus ad identification number. In the middle of the screen is printed a cursor that helps
the user interacting with the app. At the start up the screen is black and the cursor is
static but when the connection with the server is established the cursor start to pulse,
showing that the app is now live (Fig. 5).

Fig. 4. Sample movement integrated
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Fig. 5. Graphical user interface in a range of colors

The graphics elements on this minimal app have a fundamental role: they guide and
help the user identify which one of the intraction listed before he or she is doing.

• Touch: when the user touches the screen, the cursor is moved under the user finger,
highlighting the touched area.

• Tilting: when the user starts a tilt gesture, the screen of the phone changes color,
going from example from being black to a vivid green (depending on the color chosen
for the device) and the pulsing cursor starts to move like a steel ball that is balancing
on the screen with the purpose of indicating to the users the exact value they are
sending to the server.

• Shaking: when the user starts a shake gesture, the screen makes a flash and vibrates.
We chose to use an Haptic feedback because when the user shake the phone with an
high probability he or she isn’t looking at the screen.

3.5 User Experience

On the night of the performance, at the event entrance hostesses gave out the controller
smartphones to visitors interested in interacting with the exhibition. Each device came
preloaded with Pyck Chroma, the Windows Phone application developed to transform
the stand’ smartphones into an interface able to interact with the graphical and musical
exhibition taking place at the location.

Up to six visitors at a time could control the way the light and music changed: by
shaking and tilting the devices or by tapping on the screen of the stand’ smartphones,
the users produced a variation in the generative graphics displayed on the MiSPHERE
screen and a particular recognizable sound was emitted and added to the playing music
base (Fig. 6).

Each user interaction with the device was translated into a visual or audio output.
Every smartphone had an assigned effect on the exhibition and affected the show in an
unique and unambiguous way by emitting an univocally assigned percussion sound for
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example, or by altering only the graphical elements of a specific color assigned to a
specific phone and every user could thus easily recognize the way his action were
controlling the light and sound exhibition. Different graphical themes were developed,
each with it’s own coordinated sound effects set, and each designed to work in a similar
and intuitive way from the point of view of the user. The participators were left with the
feeling of being a DJ at a collaborative interactive happening.

The exhibition took place as part of the Milano Design Week (the most relevant
designrelated event in Milan beside the Salone Del Mobile) from 8 to 13 of April 2014.
The location was in the festival zone designated as “Tortona Around Design”, known
as such from the name of the road it indicated, via Tortona.

A 12mt diameter and 6 mt hight cylinder made by a tent of lightbulbs (Barco
MiSPHERE) was erected on a roundabout circulation. Every night, from sunset until
11.00 PM and for an entire week, people got a chance to interact with the system and
try to control the atmosphere of the exhibition (Fig. 7).

Fig. 7. Users interacting with the system during user test and general set-up.

Since the event took place during a festival that as a whole is estimated to have
attracted more than 300.000 people, there was a lot of affluence around the exhibit

Fig. 6. Generative graphic examples
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installation. A significant number of people thus participated to the collaborative
happening, with an even greater audience watching their work.

To each participant was given a smartphone from a fair assistant, who quickly
explained and demonstrated how to interact with the device to use it as a controller.
“Teams” of participants interacted with the system for a couple of minute at a time.

Up to six different graphic and sound themes were used during the week. Some
refinements to the themes were iteratively made with the purpose of achieving a better
interaction quality.

4 Conclusion

In conclusion, smartphones can be regarded as an attractive and functional interface for
designing engaging and interactive social experiences based on audience participation.
Some consideration are however in order to acknowledge the different limitations and
problematic we encountered in our experimentation.

We incurred in some technical difficulties with the design of the smartphones them‐
selves: the lockdown buttons were located in a place that kept being bumped and hitten
without purpose from the user, interrupting the signal from the devices to the server and
severing the connection. Users were left feeling confused and this influenced their
involvement and comprehension of the interaction.

Participants sometimes had a somewhat noticeable difficulty in identifying them‐
selves and their action with the corresponding auditory and visual feedbacks of the
system. This was due to a number of factors:

1. The screen was really big, for it had to be seen from the whole street, and it was
meant to be seen from the outside, and from a considerate distance. The user instead
found himself at the center of the circle and saw the lightbulb screen from the insi‐
deout. Both the shape of the screen and the excessive nearness to the screen left the
user disoriented and unable to fully take in the effect of their action.

2. Even considering it’s large dimension, the tent resolution was really low (at about
360 x 60 pixels/lightbulbs) and it didn’t allow for the more elaborated shapes to be
displayed. The graphics actually used had to be simple enough in nature to be
displayed accurately by the tent while at the same time resulting recognizable and
entertaining to the user.

3. On the audio front, since the communication isn’t synchronous, the instant in which
the gesture is made on the device is not the same as the one in which the server
elaborates the command sent from the phone to output the sound from the mixer.
The two instants result as not being near enough for there to be a perception of true
synchronicity between the interaction and the emittance of sound, and the delay
between the action of the user and the reaction of the system remains noticeable and
distracting.

Even considering these limitations, the event was a success and people genuinely
enjoyed interacting with the system and were left feeling like main actors of a collabo‐
rative interactive show. Both kids and adults from all ages enjoyed playing in such a
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novelty way with the smartphones and had little to no trouble understanding the way
the interaction worked. All the participants were completely awed by the musical and
visual effects produced by their actions.
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Abstract. The mobile devices and their use for Internet access, for georefer-
entiation and services consumption had a huge increase. Nowadays, these
devices ability to establish cooperation networks and to interact intelligently and
cooperatively with the surrounding environment has growing importance. In this
work we present a model where a minimum set of features and information
could be embedded in mobile devices to dynamically enable their integration
into computer systems with pre-defined formal structure. It is argued that if a
device is only partially competent to perform a particular role in a given context,
may yet play this role in collaboration with other devices also partly responsible
for the performance of this role in this context. This model is inspired by
concepts originating in organization theory and sociology as they are typical, the
notions of “social role”, “ownership” and “responsibility.”

Keywords: Mobile computing � Context-aware computing � Organization
theory � Knowledge systems

1 Introduction

In a time where mobile devices usage is widespread and its usage for the internet,
georeferenced (Global Positioning System- GPS) and for the use of services is
expanding, the ability of these devices to establish cooperation networks and inter-
acting in an intelligent and collaborative way in the surrounding environment is of
growing interest. To Schmidt, the way people interact with devices is paramount for
their success [6]. Mobile and ubiquitous computing may be characterized through the
ubiquity of communications and devices with computational power, that become an
integrating part of the physical space in which we live, as well as the various activities
in our day-to-day lives [3].

Mobility of devices comes mainly from the mobility of its carriers, by so origi-
nating a constant change of the informatics environment that surrounds the device.
More so the availability of public and private wireless network access, as well as ad hoc
connections to other devices, provides integration opportunities for integrating devices
in diversified contexts. To understand and capture the contexts automatically, in what is
commonly named context sensible computing, to participate and cooperate with
different context member elements, to supply and use services and information, seems
relevant.
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The main objective of this article is to propose a model which is capable to
effectively represent the formal structure of one or several computing system in a
mobile device, thinking on what role the device may perform in each system and their
relation with other devices, so as to make it possible to be dynamically integrated in
those systems, and the cooperation with other elements belonging to the system. In
order to do so, we propose a minimum of functions and information inspired in con-
cepts from the theory of organizations and sociology, as the notions of “social role”,
“ownership” and “responsibility”, to be incorporated in each device.

2 Mobile Computing, Ubiquitous Computing and Context
Sensible Computing

We commonly call mobile computing the use of small dimension computer devices and
laptops on wireless networks, connected to public and private servers, to the internet or
other devices. Among these computing devices are laptops, notebooks, tablet PCs,
palmtops and personal assistants (PDAs).

Ubiquitous computing is a way to improve computer usage, making many com-
puters physically available and making them effectively invisible to the user [7].
Ubiquitous computing has as main objective to make person-machine interaction
invisible, be it, to integrate in a whole informatics and people’s natural actions and
behaviors [8]. By invisibility we mean to be able to interact with computing systems
without realizing they are machines, rather as if one were talking with another person.
In ubiquitous computing we assume that surrounding computing systems are proactive,
and are connected, or are permanently trying to connect. This characteristic is often
called “omnipresence”.

Context sensitive computing (Context-Aware Computing) appeared as an ubiqui-
tous computing branch that studies the connection between environmental and infor-
matics systems changes. Dey et al. [2]. It is a recent investigative area with difficult
implementation techniques challenges, and one that has caught the attention of
investigators everywhere in the world. In context sensible computing, the devices try to
understand and capture automatically the surrounding contexts so as to provide a better
interaction between the environment and the user, regarding hardware, software, and or
communication [1].

3 A Proposal Model

In order to reach the dynamic integration of a device in a context sensitive computing
system, with a pre-defined formal structure, it is necessary that the device has a min-
imal set of functionalities and a representation of different formal structures of the
different context sensitive computing systems where it might fit. The representation of
the system’s formal structure we propose in this article is based on the concepts of
Role, Ownership and Responsibility that are liable to be reused in different computing
contexts [5]. We call Role the particular connection of a device to the cooperative
structure of a system that establishes, in that system, that determines a certain number
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of obligations and responsibilities to the device; Ownership will be the association of a
device to a role to perform in the system; we call Responsibility task association to
roles that bind role holders as responsible for the full task fulfillment, regardless of that
fulfillment being assured by themselves or any other device in which the task execution
is delegated.

Ownership, (role/roles that are performed by the device and those it interacts with in
a given context, can be represented as shown in Table 1. Ownership is a relation between
a device and a role that can be expressed under the form: Owner (X,R1) where X is the
device and R1 is the role performed by the device. A device can own more than one role
as long as it implements per se all the required functionalities for the correct perfor-
mance of all roles. On the other hand, there may be more than one device that owns the
same role.

When a device owns a given role, a competency principle is admitted: the device
implements per se all the functions that are required for the correct performance of the
role(s). This means the device has the ability of executing all the necessary functions to
fulfill the tasks it’s responsible for in the role(s) it owns.

Competency to execute a task associated to a role can be defined in the following
way:

1. Being Capac_Exec(X,F1) the ability to execute from X in order to execute the
function F1

2. Being Execute(R1,T1) the Responsibility to Execute the task T1 attributed to role
R1

3. Being Owner(X,R1) the relation of ownership of X to execute the function F1

So, if F1 is a function that pleases T1 we may conclude that the device X is competent
to execute the task T1. The relation F1 pleases T1 can be expressed by: Pleases(F1,T1).

Formally, the competency to execute a task associated to a role is translated as: If
Capac_Exec(X,F1) Ʌ Execute(R1,T1) Ʌ Pleases(F1,T1) => Competent_Exec_Task(X,
T1). The competency to execute all the tasks associated to a role- Principle of com-
petency for the performance of a role is translated as: 8i 2 n (Execution(R1,
Ti) => Competent_Exec_Task(X,Ti)) => Competent_Exec_Papel(X,R1). In the con-
ception of the knowledge representation model there is the possibility of a device
belonging simultaneously to more than one system, to be able to change roles and to
perform more than one role within the same context. Therefore, in order for the model

Table 1. Ownership chart

Ownership
Role Device

Device X Role 1
Device Y Role 2
Device Z Role 3
Device X Role 4
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to support this possibility, we need to contextualize the ownership representation as
illustrated in Table 2.

Ownership is a relation between a device, a role and a context, expressed formally
as: Owner(X,R1,Ca) where X is the device, R1 is the role performed by the device and
Ca the context in which X owns the R1 role.

A device can own roles with the same name in more than one context. However, by
considering a model that includes more than one context, the definition of the roles is
contextualized, so the roles can have the same name in different contexts and have
different aims, depending on its definition for each specific context. Different devices
can be owners of the same role provides the model with the required hardiness to
compensate performance flaws and to admit structural changes and role ownership.

In Fig. 1, we present, schematically a simplified model of the representation
structure of knowledge relative to a given context.

The association between tasks and roles that exist in a given context, where Owners
are responsible for their fulfillment, regardless of it being assured by themselves or
others in which the task is delegated, is called Responsibility. The Responsibility is a
relation between a role and a task, in a Ca context, and may be formally defined as:

Responsibility(R1,T3,Ca)
In Table 3, “Task 4” is of the responsibility of the device owner of “Role 1”, but the

latter may choose not to perform it directly.in order to do so, it delegates the task,
which means it must obligatorily know which roles are responsible for “Task 4”.

The way the device chooses between delegating or performing must be previously
defined. In terms of model, any criteria may be implemented. A possible criteria is as
follows:

“If the device knows any other device with the responsibility of Executing the task
at hand, then delegate the task by producing a message with an order for executing the
task for that device. Or, if you don’t know who is responsible of executing and has the
ability to perform the task, then execute it”. To be responsible for a task, in a given
context, admits that this may or not be a composite task. If the task is composite, then
the device must be able to control and monitor the execution of subtasks, thus assuring
these are successfully executed in the right sequence and appropriated timing.

So it is possible to coordinate the execution of composite tasks, to have control and
monitor them, it is necessary that the communication language between the devices

Table 2. Ownership chart

Extended ownership
Role Device Context

Device X Role 1 Work context
Device Y Role 2 Work context
Device X Role 4 Work context
Device Y Role 1 Friends context
Device Z Role 6 Friends context
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supports specific primitives destined to manage and coordinate tasks. The discussion of
primitives destined to the coordination of tasks is complex, and is not included in this
article.

Another designation is “Execution Responsibility”- Tasks associated to roles
existing in Context, for which the Owners are responsible to ensure the fulfillment in
terms of execution. In the presented model, being responsible for the execution by a
task doesn’t consider this task to be composite.

Responsibility of Execution is a relation between a role and a task, in a context Ca,
and is normally defined as: Execute(R1,T1,Ca).

In Table 4, T2, T4 and T5 are atomic tasks, i.e. they have no defined Break Down:
Execute(R1,T1,Ca), Execute(R1,T2,Ca).
“Task 2” may be executed by the Owner of “Role 2” or the Owner of “Role 3”.

Fig. 1. Simplified model

Table 3. Responsibility chart

Responsibility
Role Task Context

Role 1 Task 4 Work context
Role 3 Task 3 Work context
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A device is responsible for a given Task if it’s responsible for its fulfillment,
regardless that fulfillment is assured in terms of execution by itself or a “subcontract” of
other devices.

A device is responsible for executing a given task if the task length is assured in
terms of execution by the device. A particular aspect occurs when the same device
performs a role where it is simultaneously responsible for the fulfillment and execution
of a task. Responsibility(R1,T1,Ca) Ʌ Execute(R1,T1,Ca). In this case, we must define
which of the two relations is stronger and overlaps the other. The definition of this
criteria must be programmed.

In the case where the strongest relation is Execute(R1,T1,Ca) then the task is
executed and the Responsibility(R1,T1,Ca) is overlooked.

In the case the strongest relation is Responsibility(R1,T1,Ca), depending on the
criteria used by the device in order to choose between executing or delegating, the
relation Execute(R1,T1,Ca) may or not be used. If the criteria is to delegate the task in a
device that is responsible for the execution, then it is possible that the device will
delegate the task onto another one or on itself, once it is also responsible for the
execution. In this case the relation Execute(R1,Y1,Ca) may or not be used.

If the criteria is to check first whether the device is responsible for the execution
and only delegate in case it isn’t, then the relation Execute(R1,T1,Ca), if it exists, is
used.

By trying to characterize the delegation, three important questions emerge [4]:

– What is the nature of the relations between which delegates and which accepts the
relation;

– Through which types of communication can this delegation be made and how is it
specified;

– Under which conditions is it possible to say the delegation was achieved
successfully.

The answer to the first two questions comes from what is specified in the model itself.
The answer to the third question is provided by using two mechanisms, used together
or in separate. The first mechanism is based on message exchanges and between the
device that delegates and the one the delegation is made onto.

When a device delegates a task it produces a message with an order to execute the
task to the device it delegates the task onto. This one answers with a message like
“Info”, indicating it received the order and tries to execute the task. If it is able to
execute it sends a message and informs the delegating device of its success, otherwise it

Table 4. Responsibility of execution chart

Responsibility of execution
Role Task Context

Role 1 Task 1 Work context
Role 2 Task 4 Work context
Role 2 Task 2 Work context
Role 3 Task 3 Work context
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sends a message pointing out the flaw. This mechanism assumes the device trusts who
delegates.

A second, more complex and fallible mechanism, consists on the attempt obser-
vation by the device that delegates, of the fulfillment of the task it delegated, in order to
come to conclusions about the success of the delegation. Some tasks can be broken
down into elemental tasks, as shown in Table 5.

In this example “Task 1” is made of 2 tasks. Since they have the same order to
execute there is no specific sequence in its execution.

“Task 1” will only be finished when tasks 1.1 and 1.2 are both concluded.
“Task 2” isn’t made of any other tasks.
“Task 3” is made of 4 tasks that must be executed the following way: Tasks 3.2 and

3.3 can only be executed after the task 3.1 is finished. There is no particular execution
sequence between them. However, task 3.4 can only be executed after tasks 3.2 and 3.3
are both concluded. Breaking down tasks is the relation between a task and others that
break it down. It may defined as follows:

Break down(T3,T3.1,1,Ca)
Break down(T3,T3.2,2,Ca)
….

To each relation between roles a certain Contract is determined (set of rules).
A relation between two roles is always one-way (Ex: “Role1” to “Role 2”). The
definition of bi-directional relations is achieved through two one-direction relations, in
opposite ways.

A relation between roles is defined by the expression Relation(R1,P2,Contract,Ca)
which means there is formally a relation in context Ca, between the roles R1 and R2,
from R1 to R2. This formal relation is, in this model, called “Contract” (Table 7).

A contract is defined by a set of rules. Rules define the contract relative to the
interactions between roles it is associated with, namely, in what concerns processing
the various types of message. We will formally come up with:

Caract(ContractA,Rule1)
Caract(ContractA,Rule2)
Caract(ContractB,Rule1)

Table 5. Break down chart

Break down
Task Subtask Order Context

Task 1 Task 1.1 1 Work context
Task 1 Task 1.2 1 Work context
Task 3 Task 3.1 1 Work contex
Task 3 Task 3.2 2 Work context
Task 3 Task 3.3 2 Work contex
Task 3 Task 3.4 3 Work contex
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For each message sent from an emitter to a receiver, the latter makes an applica-
bility test to the kind of message in question, the rules associated between
emitter-receiver. This check is achieved in two phases. In phase one, when check if the
rule, according to the relation between the emitter and the receiver, is applicable in the
given context. The messages between devices have the following format: Msg(D1,D2,
Tm,C). Where D1 is the emitting device, D2 is the receiving device, T is the type of
message and C is the contents. The general condition for applying a Rule r in treating a
message, as “Tm”, send from X to Y, in context Ca, can be expressed this way:

msg(X,Y, Tm,C) Ʌ Owner(X,R1) Ʌ Owner(Y,R2) Ʌ Relation (R1,R2,) Ʌ Caract
(ContractA, r)

If this check fails, we go on to the second phase, where we execute a check to the
condition for applicability of the rule in a given context. The general condition for the
applicability of a Rule r in any given context that determines a given message treatment
as “Tm” can be seen in the expression: msg(X,Y, Tm,C) Ʌ Owner(X,R1) Ʌ Owner(Y,
R2) Ʌ Relation (R1,R2, ContractA) Ʌ Caract (ContractA, r)

4 Competencies for the an Acceptable Role Performance
in Formal Organizations

When a device owns a given role, we assume a competency principle: the device
implements per se all the required functions for the correct performance of the role(s).
this means the device has the ability to execute all the necessary functions to fulfill the
tasks it’s responsible for in their execution in the role(s) it owns.

Table 6. Relation chart

Relation
Role Role Contract Context

Role 1 Role 2 Contract A Work context
Role 2 Role 1 Contract C Work cntext
Role 3 Role 2 Contract B Work context
Role 4 Role 3 Contract C Work context
Role 5 Role 3 Contract A Work context

Table 7. Relation chart

Contracts
Contract Rule

Contract A Rule 1-Contracting
Contract A Rule 2
Contract B Rule 1
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The competency for executing a task associated to a role can be defined in the
following way:

Be it Capac_Exec(X,F1) the Capacity for executing X to perform the function F1
Be it Execution(R1,T1) the Responsibility for the Execution of task T1 attributed to
Role R1
Be it Owner(X,R1) the ownership relation of X by the Role R1, then, if F1 is a
function that pleases T1 we can conclude that the device X is competent to execute
task T1. The relation F1 pleases T1 can be expressed by: Pleases(F1,T1) [5].

Formally, the competency to execute a task associated to a role can be translated as:
If Capac_Exec(X,F1) Ʌ Execute(R1,T1) Ʌ Pleases(F1,T1) => Compe-

tent_Exec_Task(X,T1). The competency to execute all tasks associated to a role,
illustrated in Fig. 2- Principle of competency for the role performance- is translated as:

8i 2 n, (Execução(R1, Ti) => Competente_Exec_Tarefa(X,Ti) => Compe-
tente_Exec_Papel(X,R1))

However, in the situation there is no device that implements per se all the functions
required for the correct performance of a role R1, two hypothesis are to consider:

(A) The breaking down and recursive distribution of the tasks associated to Role R1
by new roles created for that effect until a set of Devices is identified that are able to
fully satisfy the functional requisits of all the new roles, or until primary tasks are
attained (impossible to break down as subtasks) as shown in Fig. 3, be it {T1.1, T1.2,
… T1,i} the set of subtasks of T1 and {Da, Db, …Dn}the set of devices that perform
the Roles {R1.1, R1.2,… R1.i} Then: 8i 2 n, (Competent_Exec_Task(Xi,T1.
i) => Competent_Exec_Role({Da, Db,..Dn},R1)).

In the example presented on Table 6, we can see that:
“Task 1” is composed of 2 other tasks (subtasks). Since they have the same order to

execute, there is no particular sequence in its execution.
“Task 2” isn’t composed by other tasks.
“Task 3” is composed by 4 tasks that have to be executed the following way: Tasks

3.2 and 3.3 can only be executed after Task 3.1 is complete. Between them there is no
particular sequence of execution. However Task 3.4 may only be executed after Tasks
3.2 and 3.3 are both concluded (Table 8).

Fig. 2. Execution competency
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Task breaking down is a relation between a task and others that break it down. It
may be defined in this way:

Breakdown(T3,T3.1,1,Ca)
Breakdown(T3,T3.2,2,Ca)
….

(B) Attributing Ownership of R1 to several Devices where, although each one isn’t
competent per se to satisfy de performance of the role R1, in their whole they satisfy in
total the functional requisitions of R1, by complementing their functions. Be it {T1.1,
T1.2, T1.3, … T1.i} the set of subtasks of T1 and {Da, Db… Dn} the set of devices
that would at the same time perform the role R1, then: Competent_Exec_Task(Da,{T1.
k,…}) [ Competent_Exec_Task(Db,{T1.p,…}) [ … [ Competent_Exec_Task(Dn,
{T1.m,…}) => Competent_Exec_Role(Da + Db + …Dn, R1)).

The first case, breaking down and distributing subtasks by different Devices pre-
sents as main disadvantage the difficulty in controlling the execution of the delegated
tasks, mostly if it is recursive. In the second case, distributing of the same role through
several Devices, that are not competent on their own to perform the role, but are
together, recursive breaking down is not needed. This fact tends to simplify the control
over task execution. Thus, having for basis the situation shown in Fig. 4, considering
T1 as the set of tasks associated to Role R1 and Ta, Tb and Tc as being the set of tasks
able to be satisfied respectively by devices a, b and c, it suffises that T1 � (Ta [ Tb [
Tc), as shown in Fig. 5.

Fig. 3. Recursive breaking down of tasks (adapted from Cunha [9])

Table 8. Breaking down chart

Breaking Down
Task Subtask Order Context

Task 1 Task 1.1 1 Work context
Task 1 Task 1.2 1 Work context
Task 3 Task 3.1 1 Work context
Task 3 Task 3.2 2 Work context
Task 3 Task 3.3 2 Work context
Task 3 Task 3.4 3 Work context
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The fact that different Devices owners of the same Role make available some same
functions (intersection zones in Fig. 5) gives enough hardiness to the model so it is
possible to compensate an eventual flaw of performance in those functions. In Table 9,
we examplify the application of this strategy by illustrating saved information for a
situation where the performance of role R1 is assured by two devices X and Z.

5 Conclusions

With the transcribedmodel in this article, we aim to contribute to the debate onmobile and
context-sensible computation, by proposing a model that allows us to integrate dynam-
ically devices in computerized systems distributed in a pre-defined formal structure.

Fig. 4. Set of functions made available by Devices a, b and c

Fig. 5. Contribution of the Devices A, B and C for the performing of Role R1

Table 9. Partial ownership chart

Partial Ownership
Device Role Tasks Context

Device X Role 1 Task 1 Work context
Device X Role 1 Task 2 Work context
Device Z Role 1 Task 1 Work context
Device Z Role 1 Task 5 Work context
Device X Role 2 Task 1 Work context
Device Z Role 2 Task 3 Work context
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The model, structured on concepts originated from organizations and sociology theories,
brings with a minimal of functions and information to be incorporated in each device.

In this paradigm, when a device is owner of a given role, we admit that the device
implements per se all the required functions for the correct performance of the role(s).
Be it: the device has the ability to execute all the necessary functions to fulfill all the
tasks for which it is responsible for, in the role(s) it’s responsible for.

However, such a principle: 8i 2 n, (Execute(R1, Ti) => Competent_Exec_Task(X,
Ti) => Competent_Exec_Role(X,R1)), may complicate the use and integration of
devices in contents, once it forces availability functions of the devices to cover in full
the roles’ requirements. In this article we seek, without resourcing to the classical and
always complex recursive breaking down of tasks, to point out a new way in order to
minimize this problem, by proposing a set of minimal personal capabilities that a
Device should have to be able to perform with success a role in a formal mobile and
ubiquitous computing structure in which it is partially competent, considering the
possibility of cooperation with other Devices totally or partially competent for this role.

As future work, we aim to adapt the model in the use of Service Oriented Model
models, an effective development of a system that implements the suggested model and
the building of a web site where it is possible, using this model, to register and obtain
information on the valence of different devices and, to define and import formal
structures on computing systems.
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Abstract. Our study aims at obtaining ePub accessibility for all, including screen
reader users. Since an ePub document is made up of several (X)HTML files, we
analysed and worked with those (X)HTML tags that affect the blind user’s expe‐
rience in the reading. As a case study we developed an “enriched” ePub book
which applies technical solutions (i.e. tags and attributes) with the purpose to
overcome the accessibility and usability issues observed when interacting via
screen reader. In this work we present the results collected through an online
survey conducted with 25 users to evaluate the “enriched” ePub compared with
the original PDF format in terms of accessibility and usability. Positive responses
about the proposed solutions emerged from the survey: the easy access to the table
of content, to the images, to the text and also the ease of navigation. In short, 88 %
of the users preferred the ePub format instead of the PDF. This confirms that quite
simple technical solutions can really improve the reading experience for not only
visually impaired people. The results from the survey also showed accessibility
issues and limitations of the screen readers and eBook reader software which still
exist.

Keywords: eBook accessibility · eBook usability · ePub format · Blind users

1 Introduction

Nowadays electronic books (eBooks) are increasingly used by everyone, especially on
mobile devices. This is particularly important and useful for people who are not able to
access the print version, such as the visually-impaired, including for educational
purposes [10]. Unfortunately, currently available eBooks don’t allow the blind users to
properly and satisfactorily read the content via screen reader [11]. The content is usually
not well designed, because: (i) the images are not equipped with alternative descriptions;
(ii) the table of contents is not available or well-structured; (iii) the organization of the
eBook in chapters, sections and sub-sections is not well-designed for effective interac‐
tion via screen reader, especially on touchscreen devices.

In our study we took into account the ePub format since it is made up of several
(X)HTML files. EPub is a free and open eBook modeled by the International Digital
Publishing Forum (IDPF) and it is widely used by the eBook vendors. Several guidelines
and criteria have been proposed to support the accessibility and usability for (X)HTML
contents (e.g. ePub 3 Accessibility Guidelines, WCAG 2.0). Our aim is to investigate if
such guidelines are likewise appropriate for an ePub when interacting via screen reader.
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A screen reader is software that allows the identification and interpretation of what is
displayed on the User Interface (UI). In this study we focused specifically on the reading
of eBooks using the screen reader VoiceOver, especially through mobile devices. Based
on the observed issues [4], we worked with those (X)HTML tags that affect the blind
user experience in the reading of an ePub book. Our proposed solution aims at enriching
the ePub format for satisfactory screen reader interaction, not affecting the visual layout
at the same time. Through the Book4All tool [6] – adequately extended with a specific
module - we handled three existing books to apply our proposed solutions. Herein we
present the results collected through an online survey conducted to evaluate the acces‐
sibility of one of our enriched ePub books compared with its PDF original version.

After a short introduction of other works in the field, the case study is presented.
Next, we will report the evaluation results collected by the survey.

2 Related Works

Several solutions and tools have been proposed to provide valuable support to people
who encounter serious difficulties in reading paper-books. The Daisy consortium, for
example, develops, maintains and promotes open international DAISY (Digital Acces‐
sible Information System) Standards for documents. This form is designed to provide
eBooks accessible in both audio and text format. On 11th Oct 2011, ePub3 (= DAISY
4 distribution format) which uses HTML 5 was approved as a final Recommended
Specification by IDPF (International Digital Publishing Forum). Thus the publishers’
standard and accessibility format has been integrated to achieve accessibility in the
mainstream eBook industry.

Some studies have been investigated for how the reading can be improved. Adjouadi
et al. [2] introduce an automatic book reader for blind people: a fully integrated system
with a high reading accuracy. In particular, concerning the state of art reader devices
actually available, [9] an evaluation in usability and accessibility perspective is
presented. El-Glaly et al. [7] present a novel interaction for reading texts depending on
situated touch. Using an iPad, the text of an eBook is rendered audible in response to
the user’s touch. Attarwala et al. [3] propose the tablet-based e-reading application
ALLT which enhances the capabilities of older adults and visually impaired e-book
readers through customizable and intelligent accessibility features. Bottoni et al. [5]
propose a system to support the users’ interactivity for editing, annotating, and indexing
e-documents. On the other hand, various tools that aim at generating and adapting the
eBook content have been proposed. The Starlight platform [8] allows the users to
develop and interact with electronic textbooks. The Starlight platform is composed of
two tools: (a) the “Reader”, for interactive delivery of electronic textbooks combining
visual, acoustic and haptic modalities; and (b) the “Writer”, a tool for producing eBooks
supporting editing facilities.

Henry [12] reports a study on text-customization needed by visually-impaired users
for reading PDF documents. The results encourage better text customization function‐
alities in the reading tools. AbdelRazek and Modayan [1] describes the importance of
the eBook content adaptation when compared to a simple digital version. The adaptive
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eBook resulted more accessible and usable in terms of content navigation. Our approach
aims at exploring new opportunities to use the widespread ePub format via common
reading tools.

3 Accessibility Issues

As discussed in [4], the main problems experienced by blind users when accessing the
eBook contents may be especially due to:

1. Lack of context – i.e. accessing only small portions at any one time, losing the overall
current content;

2. Information overload – unchanging portions (such as the page header, the page
number, etc.) may overload the reading and slow down content exploration;

3. Excessive sequencing in reading the information – reading may force access of the
(long) content sequentially if no specific mechanism is applied.

Based on these issues, the most important eBook requirements we considered for blind
people can be summarised in:

• a logical order in the reading of eBook content (that is the same order of the sighted
users);

• a correct linearization of tables and lists;
• an accurate detection of the images by reading their alternative descriptions, if any,

and their captions;
• a suitable communication to the user about the type of the elements (e.g. titles, lists,

etc.);
• a simple and quick navigation within the content.

Unfortunately these aspects are not well considered when generating ePub documents
by means of automatic tools. The (X)HTML code of an ePub is often not standard or
not well-formed. In the same way, the table of content, created by conversion tools, are
often incomplete and with broken links. Consequently, the screen reader does not
interact appropriately with the content. For example, VoiceOver when reading an ePub
is not able to inform the user about the presence of images or titles: it just reads the
caption and alternative descriptions, but it does not give any detail on the item type (i.e.
if it is an image caption or a title). In addition, even though a heading level
(i.e. <h1>, <h2>) is applied to titles, no gesture is available to skip from one title to
another (for example, as is laid out in a Web page). Concerning images, other specific
usability issues were observed in [4]:

1. When encountering more than one consecutive image, the content is not read appro‐
priately: i.e. the alternative descriptions are read before all the captions (e.g. Image-
ALT-text1, Image-ALT-text2, Caption 1, Caption 2).

2. No particular issue for images located in the same page and with text in the middle
of them, but it is not easy to understand if the read text is a figure description, a
caption, or textual content.
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Other similar issues are related to tables and lists. The screen reader is not able to appro‐
priately inform the user about the semantics of the ‘list’ and of the ‘table’ elements (e.g.
it does not say “table” when a table is encountered).

To solve these kinds of problems we suggested adding a word before titles, tables
and lists to describe the element. Such information can be added via a hidden label that
can be detected by the screen reader but that is not visible to everyone. This solution
lets us preserve the eBook layout while the screen reader is able to announce additional
information to a blind user (e.g. semantic information).

4 The Case Study

4.1 Method

In order to evaluate our proposed solutions, aimed at overcoming the issues summarized
in the previous section, we selected an eBook – the PDF book Storia Illustrata di Firenze
(Illustrated History of Florence)1- as a case study. The eBook was chosen according to
the following aspects:

1. the table of content as a book structure that has several chapters in order;
2. a number of images to be managed by assistive technologies and small screens;
3. ordered and unordered lists to evaluate how the screen reader is able to easily interact

with them.

We especially focused on those aspects that affect the (X)HTML code by arranging the
appropriate tags and attributes to have an accessible and enriched ePub output version.

In this work we present the results of a survey conducted to collect further sugges‐
tions and comments by end-users on the interaction with both ePub and PDF versions
in order to compare their accessibility and usability. According to the requirements
described in Sect. 3, the survey investigated the content perception and user interaction.
We developed an accessible online survey via Google Docs. Thus we sent to the partic‐
ipants, via e-mail, the URL of the ePub and PDF versions to be evaluated plus the address
of the on-line questionnaire. The potential blind users were found thanks to collaboration
with the Italian Association for the Blind in Tuscany. To collect comments on the visual
user interface, sighted people were involved in the evaluation. The users were asked to
interact with the two eBooks by assigning them some tasks in order to focus on specific
text portions or book elements. In particular, the users were asked to interact with the
table of contents, chapters and sub-chapters, images and lists. Questions were asked
based on the aspects considered in the tasks carried out by the users. The results of the
evaluation are reported in Sect. 5.2.

Figure 1 shows two pages from the ePub Illustrated History of Florence.

1 Cardini, F. Storia illustrata di Firenze. Pacini Editore, Pisa, Italy (2009).
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Fig. 1. Two pages of ePub with images, captions and text

4.2 A Tool to Support eBook Generation

To generate our case study eBook, we used the automatic procedure designed for the
Book4All tool [4]. Book4All is a tool designed to support the adaptation of PDF docu‐
ments into three accessible formats for blind users: XHTML 1.0, DAISY 3.0, and ePub
3.0. The tool extracts text and images from the PDF source. Later, an operator can
manually manage images, tables, and content by (1) adding descriptions (i.e. ‘ALT’
attribute) for each image; (2) by managing the table code and structure; and (3) adding
content. Once the content has been edited, the operator can export the result into the
three supported formats. In particular, the tool supports the following operator’s actions:

Table of Content. For the content structure we used Heading Levels. The H1 tags were
considered as criterion to automatically create a navigable table of content.

Titles and Headings. Headings can be useful to structure the contents and move through
the sections as well. As recommended by the ePub 3 Accessibility Guidelines, we
included only a single heading in each chapter. Unfortunately some screen readers, like
VoiceOver, are not currently able to detect them in an eBook. A possible solution to
inform the reader about titles could be to add the hidden label “title 1” before each title
(i.e. H1 tags). This solution has been applied to our case study eBook.

Images. Following the ePub 3 Accessibility Guidelines and WCAG 2.0, when the
images were central to the understanding of the content we always included an alterna‐
tive text in their alt attribute. However some screen readers for the mobile have some
issues when reading consecutive images. To this end, the proposed procedure arranges
the source code so that the screen reader reads correctly the contents also in presence of
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images. In particular, the tool applies a solution suitable for two consecutive images, by
embedding each image (i.e. the <img> tag) and caption (i.e. <span> tag) in a single
anchor tag (i.e. <a> tag). In addition, in order to announce to the reader that an item is
an image, we applied the solution based on the hidden label: each image is marked with
the hidden word “image”. Such word is not displayed thanks to a specified CSS class
but it is readable via screen reader. Figure 2 shows how VoiceOver can interpret the
content when there are two consecutive images.

Fig. 2. How VoiceOver can read images

5 Evaluation

5.1 The Online Survey

The survey included 35 questions about the most accessible aspects. After a brief over‐
view to identify the sample, we focused our attention on comparison of the following
aspects of the ePub and PDF formats: assistive technology usage, eBook favorite formats
(electronic versus audio books), eBook navigation usability, and access to the content
using different eBook readers (both for desktop and mobile devices). A specific attention
put was on accessibility/usability of images, section titles and table of contents. Ques‐
tions were presented through multiple choice and text area. The same questions required
a personal judgment on selected features. A Likert 5-scale values from 1 (totally positive)
to 5 (totally negative) was used to express the opinion.
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5.2 Participants

We collected suggestions and comments from 25 users; some of them did not answer
all the questions. Our sample included 16 females and 9 males.

70 % of the participants were in the range of 21–59 years old, 20 % were people over
60, and 10 % were under 20. More details are reported in Fig. 3.

Fig. 3. Age distribution of the users

Regarding the type of disability, 14 users are blind, 4 low vision-impaired, and 7
sighted. 56 % of the participants used a screen reader as assistive technology, 4 % used
the Easy Access to Windows, 4 % used a screen magnifier, and 4 % used the combination
between a screen reader and a screen magnifier; the remaining 28 % didn’t use any
assistive technology.

Concerning technological skills, 47 % declared to regularly use iPhone 4 or higher,
19 % an iPod touch 4 or higher, 16 % an iPad, 16 % a smartphone with Android, and
one person used a tablet with Android.

5.3 Results

The preference of the eBook usage is confirmed by the collected data from the books
format: 64 % of the users usually read electronic books, 12 % listen to Audiobooks, while
the remaining 24 % prefer the paper version. With regards the favorite eBook formats,
the participants expressed: the ePub with 50 % of users, TXT with 21 %, PDF with 13 %,
RTF with 8 %, and finally MSWord and Daisy with 4 % respectively (see Fig. 4).

Fig. 4. Preferred eBook formats by the users

With reference to the ePub evaluation, as shown in Fig. 5, the users expressed a posi‐
tive opinion. The overall score for the eBook usage was ‘1’ (not difficult) according to the
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17 users (68 %), ‘2’ according to 5 users (20 %), ‘3’ according to 2 users (8 %), and ‘4’
according to 1 user (4 %). No one expressed a totally negative opinion (score ‘5’).

Fig. 5. Difficulty degree to access the content for the ePub and PDF, respectively (1-not difficult
to 5-very difficult).

On the other hand, regarding the PDF navigation, 6 users (24 %) expressed a totally
negative opinion choosing the value ‘5’, 9 users (36 %) chose the value ‘4’, 2 users (8 %)
chose the value ‘3’, 4 users (16 %) evaluated the navigation with the value‘2’, and only
the remaining 4 users (16 %) assigned value ‘1’.

64 % of the users asserted that the ePub document structure is very easy to understand
(score equal to 1). Only 9 % of the users expressed the same evaluation regarding the
PDF file.

Regarding the navigation, 14 users (64 %) used the table of contents to navigate the
ePub document without problems (score equal to 1). Only 2 users (9 %) chose the value
‘1’ for the navigation using the index in the PDF file. More details are reported in Fig. 6.

Fig. 6. Usage of the table of content (ePub and PDF, respectively)

Relating to the PDF book, 80 % of the blind users declared they were not able to
identify images in the text. The same percentage asserted also that the screen reader was
not able to read the images and their captions in the correct order.

On the contrary, as reported in Figs. 7 and 8, the users declared to perceive the images
well (57 % expressed ‘1’ that is no difficulties, 30 % ‘2’, 9 % ‘3’, and 4 % ‘4’) and their
descriptions (63 % expressed ‘1’, that is no difficulties, 13 % ‘2’, 17 % ‘3’, 8 % ‘4’) in
the ePub book.
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Fig. 7. Difficulty degree to detect the images in the ePub book

Fig. 8. Difficulty degree to detect the captions in the ePub book

Several users commented that long descriptions could be useful just for specific
cases; for example when an image is a key element to understanding the text content.
Other users suggested using a short description by default and a longer one available on
demand. Some users also observed that a mechanism to “include” or “exclude” the
images along with the content could be a useful functionality to simplify the reading.

Regarding the titles of the text sections, the blind users declared they were able to
detect them well thanks to the (hidden) label “title” before each heading. Blind users
also suggested considering the opportunity to skip from a heading to another one as it
happens for the Web pages. Although the tags <h1> , <h2> , etc., have been applied to
the eBook source code, the screen reader (for both desktop and mobile devices) is not
able to detect them. In fact, concerning headings and titles, several issues were reported
by the users when reading, also through the Adobe Digital Edition (ADE 4.0) tool.2 The
users were not able to correctly skip from one section to the next via the commonly
preferred command “h” offered by the screen reader Jaws3 or via any other reader
command available in the ADE tool. Although the most recent version of ADE (i.e. 4.0)
includes more accessibility features than the previous versions, the majority of them
cannot yet be supported, like the use of headings as logical partitioning of the Web
content. However, headings allow the users to get an overview of the contents through

2 http://www.adobe.com/it/products/digital-editions.html
3 http://www.freedomscientific.com/products/fs/jaws-product-page.asp
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a hierarchical structure available in the ADE tool, which makes possible to get an over‐
view of the contents and navigate among them. This has been observed for both ADE
versions for Windows and Mac. There is a similar issue is for the images. There is no
mechanism used to detect graphical items to make them accessible to the assistive tech‐
nologies. The users were able to detect both images and titles only thanks to the hidden
labels (i.e. ‘image’ and ‘title’).

Seven sighted users participated in our survey. Their comments were positive, espe‐
cially about the eBook navigation and the access to the content. All users highlighted
the friendliness of the reading activity. One of them also remarked the usefulness of the
index to have a direct access to the eBook chapters. Even though we added hidden
information to “enrich” the content (i.e. “image” before the < img > tag, or “title” before
the chapter and sub-chapter), the comments of sighted users confirmed that our solution
does not influence the layout, the image view and the reading of the content. In fact, no
non-blind person reported to have encountered anything unusual or particular when
showing the images and titles of chapters and sections. Furthermore, for the sighted
users the ePub format is preferable to the PDF one, because the text size can be easily
and better magnified. However, for most of them the preferred format to read a book is
the paper version. Generally speaking, as reported in Fig. 9, for sighted users there is no
significant difference between the ePub and PDF format. In fact, 43 % of them replied
that “ePub” as the easier format to use, 29 % indicated the PDF to be easier and the rest
stated that they are equally easy to use, although 85 % of them observed some differences
between the two formats, such as image detection, availability of the content index, title
announcement and document lightness as well.

Fig. 9. Preferred formats by the sighted users (either PDF or ePub)

5.4 Discussion

We focused on evaluating those (X)HTML tags affecting the main interaction aspects,
e.g. headings for structuring the content, alternative descriptions for the images, pres‐
ence of a table of content. Even if the ePub format is complete with accessibility stand‐
ards, several problems in detecting the semantic of text objects by the screen reader are
still present in the ePub books. Thus, we proposed to apply simple tags and attributes to
add useful semantic information (e.g. hidden labels) to make the content more under‐
standable by blind users who use assistive technologies.

The users expressed positive comments on the evaluated eBook. However, the
responses collected by the survey, revealed also some limitations by the assistive
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technologies and eBook reader applications in supporting a satisfactory reading. At
the same time, the users suggested some aspects to improve the reading interaction.
In brief, the suggestions are related to:

– applying short alternative descriptions for the images, and use more detailed explan‐
ations for crucial images;

– making available mechanisms for the assistive technology in order to (1) facilitate
structure navigation (section by section), (2) include/exclude image visualization, (3)
detect element type (i.e. image, table, title).

– providing functionalities for the eBook reader in order to (1) quickly and easily use
the table of contents, (2) show/hide more complex objects like images and tables,
and (3) easily read the notes. This requires that assistive technologies as well as
reading applications must be able to support: (i) detection of elements type (e.g.
recognition of semantic tags or attributes); (ii) more customizable image management
(e.g. via specific mechanisms); and (iii) exploitation of content structure (e.g. via
table of contents and heading navigation). On the other hand, developers should be
able to use specific (X)HTML semantic tags and attributes, which are adequately
supported by the applications.

6 Conclusions

In this work we presented a survey conducted on ePub eBook interaction via screen
reader to collect suggestions and comments on a possible solution proposed to overcome
the accessibility and usability issues observed when reading a book on a mobile
touchscreen device via screen reader. We used the eBook Illustrated History of Florence
as a case study to apply and evaluate some technical solutions to improve the blind user
interaction.

We had a total of 25 users of which 18 visually-impaired and 7 sighted. Positive
responses on the ePub emerged from the survey: 88 % of the users preferred such format.
More than 60 % expressed a satisfactory opinion for the navigation (64 %) and for image
descriptions and detection as well (63 %). On the other hand, the PDF format has not
been appreciated in the same way. The comments of visually-impaired users were posi‐
tive, especially about the access to the content, the reading of the images and the detec‐
tion of the titles. All users highlighted the friendliness of the reading activity. We also
included the answers given by the sighted users because they revealed some interesting
usability aspects of our eBook when it is read without an assistive technology. The
sighted user experience confirmed that the features added to improve screen reader
interaction do not influence the visual layout, or the image rendering or the reading of
the content. Some limitations by the screen reader should be considered by developers
when updating the available versions.

Other features and functionalities should be further investigated in terms of acces‐
sibility, such as how to underline, highlight and read text with specific characteristics
(e.g. text in bold, italic, highlighted, etc.). Novel gestures to carry out more specific
actions need to be further investigated. We plan to extend our study in this perspective.
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Abstract. Icons and symbols are often deployed in graphical user interfaces. It
is commonly believed that icons add to the user friendliness of products. Devel‐
opers have great trust in icon libraries and they are likely to use icons they under‐
stand themselves without verifying users’ understanding. Interfaces relying on
icons that are misinterpreted can lead to erroneous operation. In this study a set
of icons in the public domain was interpreted by 64 participants to assess how
well general icons are understood. Of the 105 icons included only 67 were
correctly identified by all the raters. The results confirm that some basic icons are
universally known. However, nearly half of the icons where not identified by all.
Recognition correlated with gender, as males were more likely to identify icons
connected to masculine concepts and females were more likely to recognize icons
connected to feminine concepts. Moreover, a positive correlation was found
between the age of the participants and icons depicting ideas from the past versus
timeless icons. The results thus support the practice of user testing of icons rather
than relying on assumptions.

Keywords: Icons · Recognition · Gender · Age

1 Introduction

Icons are commonly used in graphical user interfaces. Attempts have even been made
at making complete icon-only based interfaces [1], as icons are believed to consume less
real-estate on mobile handsets with small displays. Icons have been applied in a vast
range of domains including translation tasks where texts and icons are used in parallel
to aid translation [2].

There is a general belief that icons improve user friendliness of user interfaces.
However, unlike text which is read, icons are recognized. Consequently, icons must
be learned in order to be correctly interpreted as it is impossible to recognize an icon
of a concept unknown to the viewer. Many icons, however, rely on the users’ general
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knowledge about the world and items and notions in the real world that can be
considered universal – concepts and notions that most of us have learned, such as the
Isotype diagrams for man and woman. These universal symbols are thus frequently
used in both the physical and digital domain.

Humans decode simple symbols more rapidly than complex and detailed symbols.
This is the reason why traffic signs are simple – many of which are impossible to under‐
stand without training. Driving licenses ensures that the driver has gone through suffi‐
cient training and has knowledge of all these traffic signs.

Icons are also known to be connected to the users’ context and culture, as icons that
are meaningful in one cultural setting may be difficult to understand in another cultural
setting [3–5]. A study of Taiwanese students’ understanding of icons showed that icon
recognition was linked to the students’ English proficiency, but mostly to their computer
literacy [6]. The effect of culture and context is strong because icons are learned. To
study how children perceive icons is therefore particularly relevant as they are less
affected by the context and experience compared to older users [7].

The challenge of designing icons that users understand is well known. Several voices
argue for the user testing of icons during development [8] and more detailed test meth‐
odologies have been proposed such as lexical analysis, semiotic analysis, long distance
visibility testing [9], icon intuitiveness testing [10] and magnetic resonance imaging
[11]. However, others argue for better icon design methodologies [12].

Attempts have also been made at improving icon recognition performance. In one
study the researchers relied on the users’ visual memory and ability to memorize
locations and hence make associations between automatically generated landmark
icons [13]. Research has also found that larger icon spacing leads to shorter icon
recognition times [14]. Other approaches use multiple modalities such as visual
icons and audio to improve recognition [15]. The issue of how many icons users can
relate to before reducing recognition performance has also been addressed [16]. In
a study of icons intended for a music application rules based on a model of emotions
were used in the design [17]. Other studies of performance related to icons have
addressed effects of physical constraints such as few or no colors, limited pixel
resolution and size [18].

Despite the vast literature on icons and attempts at organizing icons into taxonomies
[19], icons are still often employed on the basis of assumptions that users are familiar
with universal shapes. Thus the motivation of this study was to shed light on the under‐
standability of general icons.

2 Method

2.1 Participants

A total of 64 students participated as icon raters of which 76.6 % were female and 23.4 %
were men. Their mean age was 27.8 years. All the participants were first year students
in library and information science at Oslo and Akershus University College of Applied
Sciences.
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2.2 Stimuli

A total of 105 icons were selected from the Noun Project (http://thenounproject.com/)
and are all released into the public domain under a Creative Commons license. The Noun
collection is too large to be included in its entirety in this study for practical reasons.
The icons investigated were thus prescreened and selected according to the principal
investigators subjective impression of clarity and understandability. Unclear and
obscure icons where discarded.

A paper based questionnaire was created with the icon on left and a line for writing
the name of the icon on the right.

2.3 Procedure

The questionnaires were distributed in class. Students were asked to write down a word
(noun) to describe what they thought the icons represented. The primary investigator
personally administered the questionnaire session. The questionnaires were collected
after 20 min when all of the students appeared to have completed the questionnaires.

2.4 Analysis

Four of the questionnaires were discarded as outliers as too many of the fields were not
completed. The remaining 60 questionnaires were included in the analysis. Each reply
was tallied if the response matched the intended meaning of the icon or using a descrip‐
tion which was sufficiently similar.

3 Results

Most of the icons were identified by all the participants, that is, a total of 67 icons. These
are shown in Fig. 1 and are not discussed any further herein. Next, 22 icons were recog‐
nized by between 97 % and 98 % of the subjects (see Fig. 2). This is close to a rater
agreement of 100 % since only one or two individuals failed to recognize the icons.

Consequently, these icons are considered understandable as the error rate is less than
5 % and the misinterpretation is more likely to be caused by individual ad hoc factors.

The remaining items incurred error rates of 5 % of more and are considered signif‐
icantly challenging to interpret. Of these a total of 10 icons where identified by 90–95 %
of the participants (see Fig. 3) and are thus the easiest to recognize among the set of
icons that were not successfully identified by all the participants. These were ghost,
factory, hand, pot, calculator, scooter, cannon, ant, bathtub and spool of thread.

One possible explanation may be that the ghost was printed in black on a white back‐
ground, while stereotypical ghosts usually are white on a dark background representing
night. The calculator could be interpreted as a mobile phone. Two decades ago there were
few mobile phones and calculators where common, while today mobile phones are more
common and even used as calculators. The bathtub visualization includes a shower which
perhaps is confusing. One may speculate whether the misidentification of the bathtub could
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be connected to the trend that more Norwegian homes are fitted with showers than bath‐
tubs compared to three decades ago.

Next, Fig. 4 shows four icons recognized by 69–81 % of the subjects, namely wind‐
surfing board, parking meter, hammer and floppy disk. Possible explanations could be
that there was a windsurfing craze a few decades ago, while it is not as popular today.
The parking meter icon depicts a coin operated mechanical device, while current day
parking meters often are larger wall mounted self-service terminals offering credit card

Fig. 1. Icons successfully identified by all the participants (100 % recognition rate)
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or mobile payment via text messaging. Moreover, the floppy disk is obsolete and it is
possible that younger individuals do not have the same relation to the floppy disk as
older individuals.

Fig. 2. Icons recognized by 97 % and 98 % of the participants

Fig. 3. Icons recognized by 90–95 % of the participants

Fig. 4. Icons recognized by 69–81 % of the participants
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The hammer is still a current object, however, it can be considered masculine. One
may speculate that the large female group comprising three quarters of participants show
signs of a more distant relationship to the hammer compared to the smaller group
comprising one quarter of men. Another possible explanation is that the icon resembles
a pick. The error rates for these four icons are significantly high as one in five individuals
misinterpreted the icons. One may argue that such icons are not suitable for general user
interfaces where the users are not subjected to training.

The two icons with the lowest recognition rates were the depictions of a parachute
and a wrench with recognition rates of only 47 % and 52 % (see Fig. 5). A wrench is a
tool which may be associated with masculinity and the results show that the ratio of men
that successfully identified the wrench (66.9 %) was larger than the ratio of women
(46.7 %). The same pattern could be observed for the parachute, which may also be
considered a masculine symbol, although the differences are smaller, with a success rate
of 53.3 % for males and 44.8 % for women.

Fig. 5. The wrench and parachute icons recognized by only approximately half of the subjects
with recognition rates according to gender and age

To further explore the effect of age the participants were organized into four age
groups: participants 25 years old or younger, participants aged 26–30, participants aged
31–40 and those aged 41 or older. The results show that age has an effect in both cases
as the participants 40 years or older had a recognition rate of 83.3 % while only 38.8 %
the participants 25 years or younger recognized the wrench. Cleary, the mature subjects
demonstrated a familiarity with the wrench while the younger participants demonstrated
less familiarity with the wrench.

Surprisingly, this pattern was somewhat reversed for the parachute icon where 69.2 %
of the participants of 25 years or younger recognized the parachute, while the recognition
rates were less than 40 % for all the other age groups. If this is due to parachutes being
part of younger individuals’ lives or whether they have more imagination in interpreting
the icons is only a speculation.

Next, to explore the hypothesis that icon recognition is related to gender the icons
were subjectively classified as masculine, feminine and neutral (see Table 1).
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Masculine icons were related to war such as bomb, parachute and cannon, and
typical male dominated professions such as factory work, or work involving tools
such as hammer and wrench.

Table 1. Gender icon categories

Gender Icons

Masculine Bomb, cannon, factory, floppy disk,
hammer, parking meter, wind‐
surfing board, wrench, parachute

Feminine Teapot, squirrel, spool of thread, pan,
ghost

Neutral Remaining icons

Feminine icons were related to household items such as teapot, pan and spool of
thread, as well as cute animals such as squirrel – assuming squirrel décor is more
common on girls’ toys. The ghost was also categorized as feminine as the depicted ghost
is cute and based on a weak assumption that females are generally more interested in
spirituality than men.

Next the ratio of successfully recognized icons in each category according to males
and females were counted and the results are shown in Fig. 6. The results confirm the
hypothesis that icons can be connected to gender as more females (97.1 %) recognized
feminine icons than males (86.7 %). Moreover, more males (84.4 %) successfully recog‐
nized masculine icons compared to females (72.6 %), while the recognition ratios where
more even for the neutral icons with 96.9 % and 98.3 %, respectively. One may conclude
that it is advisable to use gender neutral icons unless the user interface is specifically
intended for a specific group of individuals.

Fig. 6. Recognition of feminine, masculine and neutral icons as a function of gender
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Finally, to explore the hypothesis that certain icons are outdated and thus more easily
recognized by older and more experienced participants, the icons where subjectively
classified into aged and timeless icons as shown in Table 2. Aged icons are those
depicting items no longer in use such as the hour glass, floppy disk and coin operated
parking meters. Factory was classified as aged as there are very few actual factories in
Norway since most of the factory industry has moved overseas. The participants were
divided into those 25 years or younger, participants in the range of 26–30, 31–40 and
those older than 40. The ratio of aged and timeless icons recognized where counted and
the results are shown in Fig. 7.

Table 2. Aged versus timeless icons

Category Icons

Aged Hour glass, spool of thread, bathtub,
cannon, factory, floppy disk,
parking meter, windsurfing board,
wrench

Timeless Remaining icons

Fig. 7. Icon recognition as a function of age

The results confirm the hypothesis that icon recognition is related to experience and
time periods as the timeless icons are identified by more than 91.4 % by all age groups.
However, the recognition rate for the aged icons is higher for the older participants
(94.4 %) than the youngest participants (80.8 %), with the remaining participants in
between. One may conclude from this that it is important to keep in mind that the notion
of universal symbols is not constant, but rather in continuous change reflecting our
culture and the current objects we surround ourselves with and the activities we are
involved in.
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4 Conclusions

This study explored the understandability of a set of general icons in the public domain.
The results revealed that general icons are not necessarily universally recognized.

The results further suggest that there are effects of gender and age, as the recognition
of icons is related to the viewers’ context, knowledge and experience and not only the
result of the rendering of the icon. Consequences of these findings are that icons should
be used with care by avoiding gender specific icons and icons representing outdated
concepts. One way to ensure that the icons are understandable is to perform user testing
of the icons. Since icons are commonly used in a wide range of products, commercial
icon providers should be expected to extend their service beyond being graphical artists
by conducting such recognition studies and bundle icon packages together with recog‐
nition rates or icon quality certificates. In this way, developers can focus on essence of
application development and not superficial visual details.
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Abstract. The term character economy starts to emerge, when a particular image
is authorized and transferred onto a variety of goods sold into retail channels and
formed economic benefits, thus the creation of character economy, such as: Hello
Kitty, Mickey Mouse, Angry Birds and other images. In addition, with the
increase sales for tablets and smartphones, and the economic rise of APP, we can
foresee that besides the basic content and function demands in digital develop-
ment, the interface design of digital APP has included design elements and
symbol values to attract consumers, which will create a more diverse human
sensory experience and a luminous digital humanities civilization. Our plan is to
look into these characters’ simple designs, forthright colors, and cute images, and
research the influence of these symbolic characters on consumers’ willingness to
spend, we explored the consumer preference related to these lovely characters in
consumer goods industry and digital development arena.

Keywords: Lovely characters � Character economy � Digital APP

1 Introduction

Consumer choices are rapidly changing due to globalization; choices emphasizing on
the cultural and economic aspect of digitization, the importance of creativity and the
competitive advantage of a designed brand, and the advent of the knowledge and
economy era in ideological and digital intangible assets. While market continued to
tighten, consumer choices have become diversified, and gradually followed the trend of
significant and symbolic purchases. Consumers no longer buy because of the need and
consumption; instead, they turn to culture and consumption semiotics as the importance
in a commodity in addition to “material value,” which is symbolic consumption, i.e.,
“symbol value”.

The term character economy starts to emerge, when a particular image is authorized
and transferred onto a variety of goods sold into retail channels and formed economic
benefits, thus the creation of character economy, such as: Hello Kitty, Mickey Mouse,
Angry Birds and yellow ducklings and other images. The authorization of these
symbolic roles originates this symbolic society consumption, wide-spreads into
entire industry, stimulates endless business opportunities for all. In addition, with the
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increase sales for tablets and smartphones, and the economic rise of APP, we can
foresee that besides the basic content and function demands in digital development, the
interface design of digital APP has included design elements and symbol values to
attract consumers, which will create a more diverse human sensory experience and a
luminous digital humanities civilization.

Our plan is to look into these characters’ simple designs, forthright colors, and cute
images, and find out the secret of success to the principles of these lovely graphic
designs, and impression on the consumers of the color and form image on these of
symbolic characters, and research the influence of these symbolic characters on con-
sumers’ willingness to spend, we explore the consumer preference and industry
developments related to these lovely characters in consumer goods industry and digital
development arena.

2 Lovely Imagery Roles

All along, the lovely imagery roles, which originated in nature and exist in human
society, are not related to specific cultural. Some traditional culture conducive to
experience of lovely life, but culture is not the source of the lovely life, it is lovely
experience results lovely culture. Lovely culture spread out popularly in different
societies by it’s cultural penetration and globalization. Lovely culture has been gen-
erally accepted for interest, fun, novelty and other positive traits, and often with a little
bit of negative traits, such as: childish, immature, foolish and so on. Regardless of the
positive or negative traits, designers use lovely traits to enhance consumer preference
of character image. Lovely image of characters exist different countries and social.
Lovely image of characters has a large head, wide forehead, full cheeks, rounded chin,
small nose, large pupils, big eyes, stubby limbs and other lovely elements, and dolls
and cartoon stars which have these elements can also be widely loved in different
countries. Human proportion of infants and children generally have three to four
headed figure to highlight the human body petite and cute. From the terms of the
proportion, characteristics of infants and children contain a large head, short limbs,
small palms, small soles, slender ankles and wrists, almost invisible neck, and so on
(Shanghai cartoon culture Development Co., 2009). It can be seen that communication
of lovely imagery is not be geographic, social, national and cultural restricted. Lovely
imagery of characters includes head shape, eyes, mouth, limbs proportion and other
elements changes, the role of image presenting brings people positive and negative
characteristics. It can be used as the basic elements of design to enhance the con-
sumer’s preference of the characters.

3 Character and Illustration Design of Picture Book

Kiefer stated that in the best picture books, the illustrations are as much a part of the
experience with the book as the written text [1]. Picture book used the illustrations to
present the context of the article and emphasize the original of story, so picture book
combines visual and verbal narratives in a book format with complete independence
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characters and styles. The characteristics of characters in stories have three aspects
including contents, meaning and value, and to constitute the spirit of characters. It
shows qualities of picture books and different stories characters symbolize different
meanings and style.

A good picture book transfers the story and reveals the content, meaning and value
with the protagonist, and character design can boost the overall meaning of the story,
express emotions, so that readers can enter the story atmosphere and generate spiritual
consolation by the character image.

British woman writer-cum-illustrator Helen Beatrix Potter published children’s
book “Peter Rabbit” in 1902, the protagonist Peter Rabbit has been 100 years old [2].
British children’s literature writer Roger Hargreaves first published “Mr. Men Little
Miss” in 1971, created a variety of lovely characters to represent each kind of distinct
personality, like: good personality, bad temper; clever, confused; good example of bad
habits … and other characteristics [3]. Though humorous way, let simple interesting
characters perform the child’s own story, so “Mr. Men Little Miss” was sold
100 million of the total sales volume in more than 30 countries around the world.

4 Character Design of Corporate Identity

Corporate Identity System, (referred to as CIS) mainly consists of Mind Identity
(referred to as MI), Behavior Identity (referred to as BI) and Visual Identity (referred
VI) three elements. Corporate visual identity plays a significant role in the way an
organization presents its strategy, philosophy, culture [4]. Corporate visual identity
expresses the values and ambitions of an organization with logos, colors, typeface,
mascot and other elements.

Mascots or advertising characters are very common in the corporate world. The role
of corporate identity, meaning a symbolic corporate identity, also referred to as the
mascot. Design of corporate mascot by entity, cute, intends people of performance to
attract more visual focus and strengthen the memory to convey corporate culture. The
most famous and most well-known role of the corporate mascot is Mickey Mouse; it
has been six decades as the mascot of the Walt Disney Company. Mascot can enhance
the effect of corporate marketing, by the joyful character design, can quickly deepen
memory of commodities activities and the company’s image, and make a variety of
changes in the advertising and marketing, either anthropomorphic of McDonald and
Tatung Baby, or lovely imagery of Michelin, Sesame Street cartoon characters can give
consumers the feeling of joy and happiness by their own attractive.

5 Role Design of Digital Develop Image

APP mobile software has a significant positive effect on perceived usefulness, per-
ceived entertainment and perceived compatibility for system social presence In the
graphical user interface, including Window, Icon, Menu, and Pointer four elements to
convey the functional significance to the user, does not require additional supple-
mentary text description for quick operation. App for mobile devices has shown
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flowers contend boom, and the roles of mobile devices App are very widespread and
popular, such as Angry Birds, LINE texture images. Angry Birds was first released
Apple’s iOS platform in December 2009, the 2011 net profit of 48 million Euros on
revenue of 75.4 million Euros, and has been downloaded over 10 million times in
2012. LINE has 17 million users in Taiwan, currently 2013 users around the world
have rushed 300 million people. LINE’s success lies in the lovely images better than
words. Protagonists Brown, Cony, Moon and James scored everyday life, cute,
exaggerated, adorable and funny facial expressions, and images can be used to convey
situational prompting significant increase in utilization of the image.

6 Study Method

This study investigated lovely characters with graphic design and image word. Today
consumer market lead consumers to attach importance to the meaning and value of
consumption, then consumers focus on consumption semiotics for symbolic goods.
Character images display different feelings, and the image is authorized and sold with
goods popularly. In this study, Kansei Engineering as a basis method to integrate all of
visual design, graphic composition, color theory and semiotics, etc. The analysis of
lovely characters, which are classified to two categories of digital development and
illustrator of picture books, are researched through focus groups interviews, cluster
analysis, questionnaire, T-test and ANOVA analysis to examine lovely characters and
consumer preference.

6.1 Focus Groups Interviews

In the January 8 and 18, 2014, In this study, we had two focus group interviews with
two groups of four people to explore lovely image, consumers feel, visual communi-
cation. We selected homogeneous visual communication design and marketing man-
agement in the background as the interviewee.

Management group with 4 people was characterized by marketing background, and
habitual purchase role authorized merchandise. Design groups with 4 people was
characterized by visual communication design background, and for the role
design-related awards, trainers and training coaches.

The collation and analysis of this study for cute characters selection criteria were
maximum of four colors and simple shapes, personification form, and then according
those criteria collected forty image of lovely characters from the picture book illustrator
or digital development related samples, see Fig. 1. Through focus group discussion 8
interviewees selected the role of representative and visual communication image
words.

A total of eight people with two focus groups discussed and select eight repre-
sentative role lovely images, and respectively picture book illustrator 56 imagery words
and 58 digital development imagery words, show as the following Table 1.

Through SPSS software, clustering analysis showed the 17 taxonomic clusters
for 56 imagery words of picture book illustrator, and the 8 taxonomic clusters for
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56 imagery words of digital development group. Finally, the images words of two
lovely role groups interacted to get the same total of five taxonomic clusters were cute,
childlike, funny, vitality and vigor. Those five visual communication design image
words provided the reference imagery feel of lovely imagery role.

Fig. 1. Forty image of lovely characters

Table 1. Lovely image words

Categories Quantity Image word

Picture book
illustrator

56 colorful, joyful, textured, soft, dreamy, calm, single, cheerful,
sunny, generous, weird, humor, funny, energetic, festive,
tender, vitality, sweet, feminine, classical, childhood,
innocent, happy, lazy, unified, kind, playful, simple,
realistic, friendly, relaxed, lyrical, blankly, interesting,
weird, disgusting, casual, bright, honest, close to the heart,
anthropomorphic, naive, energetic, convivial, gentle
harmony, naivety, viridity, adora-ble, healing, childhood
memories, happy, enjoyment, friendly, cute

Digital
development

58 straightforward, cunning, angry, happy, flexible, arrogant,
domineering, ugly, bright, nausea, naughty, novelty, funny,
silly, stupid, boring, delight, retro, uniform, funny, effort
heavy, stiff, special, mystical, humor, a sense of flow lines,
strange, weird, cheerful, sunny, normal, lovable, single,
hon-est, blankly, close to hearts, affinity, innocence,
comfortable, anthropomorphic, simple, spanking, fun,
vitality, innocent, happy, does not make sense, rounded,
happy, relaxed, lively, playful, energetic, happy, funny,
interesting, cute
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Table 2. Eight cute imagery of lovely characters

Table 3. T test for gender

1 Gaspard et 
Lisa

2 Mr. Men and 
Little Miss

3 Rilakkuma 4 Hello Kitty

mean SD mean SD mean SD mean SD
Male 4.142 2.3042 4.210 2.6913 6.127 2.3065 5.470 2.6753

Female 4.986 2.4419 4.777 2.6425 6.423 2.5348 6.171 2.7800
p-value 0.947 0.773 0.282 0.574

5 LINE Moon 6 Funghi 
gardening kit

7 Angry Birds 8 Swampy 
crocodile

mean SD mean SD mean SD mean SD
Male 6.341 2.4391 5.444 2.9756 4.973 2.6327 6.392 2.5823

Female 4.979 2.2535 4.736 2.5874 4.314 2.4272 6.159 2.5275
p-value 0.179 0.183 0.880 0.934
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Table 4. ANOVA analysis for age

1.Gaspard et 
Lisa

p-value

After 
1995

1990–
1994

1984–
1989

Before 
1983

mean SD

After 1995 0.486 0.388 0.188 4.174 2.4637 
1990–1994 0.844 0.481 4.525 2.3078 
1984–1989 0.616 4.615 2.3378 

Before 1983 4.853 2.5616 
2.Mr. Men and 

Little Miss
p-value

After 
1995

1990–
1994

1984–
1989

Before 
1983

mean SD

After 1995 0.010 0.001 0.024 5.695 2.6062 
1990–1994 * 0.454 0.769 4.279 2.7703 
1984–1989 * 0.310 3.904 2.5265 

Before 1983 * 4.427 2.5577 
3.Rilakkuma

p-value
After 
1995

1990–
1994

1984–
1989

Before 
1983

mean SD

After 1995 0.939 0.588 0.455 6.118 2.9460
1990–1994 0.495 0.364 6.079 2.6911
1984–1989 0.819 6.396 1.7793

Before 1983 6.506 2.2841
4.Hello Kitty After 

1995
1990–
1994

1984–
1989

Before 
1983

mean SD

After 1995 0.406 0.023 0.004 5.195 2.3566 
1990–1994 0.001 0.000 4.742 2.9396 
1984–1989 * * 0.471 6.464 2.5261 

Before 1983 * * 6.835 2.5118 
5.Line Moon After 

1995
1990–
1994

1984–
1989

Before 
1983

mean SD

After 1995 0.782 0.528 0.230 6.241 2.7494
1990–1994 0.691 0.105 6.095 2.6280
1984–1989 0.048 5.902 2.5672

Before 1983 * 6.892 2.2355
6.Funghi 

gardening kit
After 
1995

1990–
1994

1984–
1989

Before 
1983

mean SD

After 1995 0.073 0.004 0.000 6.441 2.6118
1990–1994 0.199 0.007 5.432 2.8339
1984–1989 * 0.151 4.770 2.6869

Before 1983 * * 4.008 2.5963
7.Angry Birds After 

1995
1990–
1994

1984–
1989

Before 
1983

mean SD

After 1995 0.811 0.686 0.412 5.641 2.6484
1990–1994 0.852 0.245 5.519 2.2133
1984–1989 0.186 5.432 2.6315

Before 1983 6.069 2.3285
8.Swampy 
crocodile

After 
1995

1990–
1994

1984–
1989

Before 
1983

mean SD

After 1995 0.033 0.000 0.311 5.590 2.8176
1990–1994 * 0.105 0.236 4.488 2.4142
1984–1989 * 0.006 3.719 2.6071

Before 1983 * 5.055 2.0948
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7 Consumers Difference for He Preference of Cute Role
Imagery

Two categories of eight cute imagery: (1) picture book illustration class: Rilakkuma
Lazy Bear, Hello. Kitty Kitty, Mr Mr Men Little Miss odd wonderful lady and Gaspard
et Lisa Lisa and Casper; (2) the development of several categories: LINE Moon,
Funghi gardening kit, Angry Birds and Where’s My Water? Swampy crocodile.
Selection principles are as follows:

• The role authorization of picture book illustration drive the output value of
100 million yuan a year, and circulation over the country more than 15 countries.

• Digital developed to exceed the rating on Google Play platform 4 points or more
(5 points), rating of more than 100,000 more than the number of APP software for
the selected principle (Table 2).

200 experimental subjects were expected, men and women of each 100, including
age distribution was attending high school, attending the University or Research
Institute, employed persons under the age of thirty years of age and more than three
years old, a total of four groups. This study explored each gender and age groups
feeling for cute characters.

Through 200 valid questionnaires, this study discussed consumer preference of 8
lovely character images with T test and ANOVA analysis of multiple comparisons,
Understanding of gender and age, and consumers have a significant impact on the
consumer’s preference image. The results are as follows (Tables 3 and 4):

8 Conclusion

This Study shown consumer preference for Mr. Men Little Miss: People born after
1995 AD favorite Mr. Men Little Miss, followed by AD 1990–1994 and AD 1984–
1989, last was AD 1983 before.

This Study shown consumer preference for Hello Kitty: People born AD 1984–
1989 and before AD 1983 favorite Hello Kitty, next was after 1995, last was AD 1990–
1994.

This Study shown consumer preference for LINE Moon: People born 1984–1989
tend to not like LINE Moon, the other people favorite LINE Moon.

This Study shown consumer preference for Swampy crocodile: People born after
1995 AD favorite Swampy crocodile, followed by AD 1983 before, last was and AD
1984–1989 and AD1990–1994.

This Study shown consumer preference for Funghi gardening kit: People born after
1995 AD and AD1990–1994 favorite Funghi gardening kit, the other people less like
Funghi gardening kit.

About the rest the lovely imagery role, consumer preferences are not significant
differences, including Gaspard et Lisa, Rilakkuma, Angry Birds.

This Study shown consumer preferences in gender are not significant differences.
No significant difference whether male or female love cute characters.
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Abstract. This paper discusses the need for automated alternate media solutions
in a world of increasing mainstream inclusion. While society as a whole is shifting
from educational, vocational and social segregation of people with disabilities
towards inclusion and equal rights, the need to support the blind, partially sighted,
dyslexic and other print impaired with textual material in alternate formats
remains. Production of alternate media is non-trivial and subject to significant
skills and technical proficiency. However, the shift towards mainstream inclusion
also means distribution, dilution and erosion of competencies, practices and
experience involved in producing alternate media. RoboBraille, an alternate
media conversion service, has attempted to distil the competencies and experience
of producing alternate media into a set of automated workflows. While emerging
digital media and technical platforms should make it easier to obtain alternate
versions of mainstream publications, a number of counterproductive measures
work in the opposite direction.

Keywords: Alternate media · Inclusion · Braille · E-books · Audio books · Digital
accessibility · Universal design · Copyright

1 Introduction

Many people with disabilities are unable to use printed material and therefore require alter‐
nate versions of the material in order to be able to complete an education, sustain a job or
take part in society. The blind require material in Braille, either digital on Braille display
or embossed on paper using a Braille embosser. The partially sighted require large-print
material, preferably adapted in accordance with individual diagnoses and preferences in
terms of enlargement, typeface, colors, contrasts and line spacing. The visually impaired
also frequently use audio books. People with dyslexia, learning disorders, poor reading
skills or poor language skills need audio books and printed material that has been adapted
to individual preferences. People with physical disabilities may need digital editions that
can be navigated on e-book readers using switch controls. And the list goes on.

Preparing, editing and converting a mainstream publication such as a textbook,
scientific paper, work instruction or patient information leaflet into an alternate format
that can be used by a person with sensory, physical or cognitive disabilities is usually a
non-trivial task that requires significant knowledge, skills and technical proficiency.

Traditionally, many groups of people with disabilities have been segregated from
the rest of society in special schools and, subsequently, in sheltered employment. In such
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specialized environments, it has rarely been a problem to maintain the knowledge, skills
and technical proficiency required to convert material into alternate media. However,
as societies move from educational, vocational and social segregation of people with
disabilities towards inclusion and equal rights, it becomes difficult to maintain these
competencies.

In Denmark, the move from segregation towards mainstream inclusion amongst the
visually impaired commenced in the 1960 s, culminating in 1980 with the abandonment
of legislation that had mandated segregated education in previous decades [1]. Similar
changes were implemented for other disability groups, and today only a few individuals
with multiple disabilities and complex needs do not enroll in mainstream education. For
the blind and partially sighted in Denmark, the abandonment meant that rather than
attending a special school, all blind and severely partially sighted children and youth
were enrolled in their local, mainstream schools. To illustrate the challenge, Denmark
has approx. 2.500 primary and lower secondary schools. The number of blind and
severely partially sighted children and youth under the age of 18 is in the order of 500.
Of these, less than 50 are blind.

Denmark may have been amongst the first countries to engage in this shift from
segregation towards mainstream inclusion. Although it can be argued that education
levels and employment rates amongst those affected have not improved, the changes
have impacted not only primary and secondary education, but also paved the way for
inclusion in further education and mainstream employment amongst those with special
needs [2, 3]. On a universal scale, the shift from segregation towards mainstream inclu‐
sion is likely to be adapted as the norm, as upheld in numerous treaties and conventions,
most notably the UN Convention the Rights of Persons with Disabilities and the
UNESCO Salamanca Statement on Principles, Policy and Practice in Special Needs
Education [4, 5].

2 The Problem at Hand

Integrating those with special needs into mainstream environments does not remove the
need to be able to provide material in alternate formats such as Braille, simple and
structured audio books, large-print and e-books. However, such integration does create
a significant challenge in how to have material converted, properly as well as timely.

Conversion of material into alternate formats is non-trivial and subject to significant
knowledge, skills and technical proficiency. Converting a text-only document into an
MP3-audio file may be rather simple. Converting a math exercise into a structured audio
book with spoken math equations is slightly more difficult. Converting an anatomy
textbook with hundreds of illustrations into a usable Braille book is time consuming and
complicated. Depending on the quality of the source material and the required target
format, the conversion can be done automatically or it may require significant human
value adding.

The core requirement in any alternate media production is the availability of a digital
copy of source document. In case of published material, it may or may not be possible
to obtain a digital copy of the material from the publisher. Similarly, it may or may not
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be possible to make use of an e-book version of a publication depending on local copy‐
right legislation as well as any digital rights restrictions. Otherwise, the typical starting
point will be to acquire the book, cut off the spine, run it through a high-speed scanner,
convert the scanned file using Optical Character Recognition (OCR) software and edit
the final result. Depending on how the document is going to be converted, it must be
adapted with varying levels of detail.

Deciding on proper alternate formats may also be complicated. An MP3-file may be
easy to create and highly portable as it plays on everything from dedicated MP3 players
to smartphones, tablets and computers. Depending on the source material and the situa‐
tion where the material is going to be used, the MP3-format may be more or less useful.
Because of its linear nature and lack of navigational aids, material in MP3 may prove
difficult to use in a classroom situation where students must be able to locate specific
pages or chapter or section. On the other hand, the same material may be highly useful
for students reading it during workouts or while they commute. Similar situational trade-
offs can be made on material in a structured audio book format such as DAISY as well
as e-book documents and Braille material. The end conclusion is often that multiple
alternate formats must be provided.

3 Designing for Alternate Media

Converting a document from one format to another may be a straightforward process or
it may require significant editing, modification or value adding. Figure 1 below illustrates
the general, hierarchical principles of adapting a document based on best practices at
the National Center for Visually Impaired Children and Youth in Denmark:

Fig. 1. The Alternate Media Pyramid
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At the base of the hierarchy is the requirement that the document complies with the
principle of digital accessibility. These principles are generally accepted and docu‐
mented by various industry bodies, such as the International Standardization Organiza‐
tion (ISO) and the World Wide Web Consortium (W3C) [6, 7]. The purpose of the digital
accessibility principles is to ensure that the document can be accessed by as many people
as possible, from as many technological platforms as possible, and in as many different
situations as possible.

The principles of digital accessibility require the document to be authored prop‐
erly and in accordance with the specification of the particular document format, that
features of the authoring tools not be abused for purposes that these were not
intended for, that the semantic structure of the document such as headings, tables,
lists and notes be marked up, that alternatives be provided for non-textual contents
such as illustrations and graphs, that the natural language of the document as well
as any changes to the natural language throughout the document be specified and
that the reading order of the document be logical. By observing these design princi‐
ples for digital accessibility, the document will – at least in theory – be accessible
by people with disabilities with or without the use of assistive technology. It also
means that the document can be converted and be presented in other modalities than
print. However, it does not mean that the document is intelligible.

The middle layer in the hierarchy contains a set of universal design principles derived
from general definition of universal design by Ronald L. Mace and others [7]. The
purpose of applying universal design principles of document design to the document is
to improve the general intelligibility of the document. These principles require the
language of the document to be as direct as possible, not to use unnecessary complex
language, to use short sentences, to keep accompanying illustrations and text together
on the same page or on the same opening and to use a consistent design.

The top layer in the hierarchy is a set of specific adaptations that can be used to
support specific users. If a document is being prepared specifically for a reader with low
vision, it may make sense to provide it in a high-contrast, large-print format with an
easy-to-read, sans-serif typeface. If the ultimate reader is dyslexic or have limited
language skills, it may make sense to reduce the complexity of the language even further.
If the reader has cognitive disabilities or is illiterate, it may make sense to alter the
presentation and substitute contents for pictograms or use a cartoon format. This is also
the layer where decisions on supporting material such as tactile graphics, 3D models,
soundscapes and similar can be made. Altering the material in such ways, however, is
likely to impact the reusability and ability to repurpose the material for other groups of
readers.

The Alternate Media Pyramid is applied at different angles by different categories
of publishers and material producers. Publishers and media producers with a general
audience such as general publishers, mainstream educational institutions, mainstream
teachers, public institutions and alternate media producers serving multiple groups of
users are likely to start at the bottom and move upwards, frequently skipping the digital
accessibility principles. In contrast, special schools, special education teachers, parents
and alternate media producers servicing select user groups are likely to start at the top
layer and move downwards.
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4 Automating Knowledge and Competencies

In Denmark, the decision to include the blind and partially sighted in mainstream educa‐
tion sparked the development of a number of new technologies. As this happened prior to
the personal computer, world wide web and e-books, a number of basic assistive technol‐
ogies, reading platforms and distribution channels had to be developed. Furthermore, tech‐
nologies that enabled teachers, students and relatives to produce material in alternate
formats without any particular skills, had to be created. Throughout the 1980 s and 1990 s,
a number of such technologies were developed and introduced with varying levels. The
breakthrough in decentralized material production was the invention in 2004 of Robo‐
Braille, a self-service solution for alternate media. Automating the workflows from the
former specialized schools and alternate media production facilities, RoboBraille guides the
user through a few simple steps to have documents converted into digital Braille, MP3
audio files, DAISY structured audio books and various types e-books. As an added
benefit, RoboBraille can also be used to convert otherwise inaccessible documents such as
image-only PDF files or JPG pictures as well as tricky documents such as Microsoft
PowerPoint presentations into more accessible, less tricky formats [9, 10]. Figure 2 below
shows the main interface to the RoboBraille service:

Fig. 2. The RoboBraille service at www.robobraille.org

As an inclusion technology, RoboBraille addresses a number of challenges. Initially
a Danish Braille service serving Danish users, it soon became clear that the service could
be expanded with more languages and more functionality. By attracting users in other
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countries as well users beyond Braille readers, it was possible to establish a critical mass
of users while at the same time being able to provide the Danish users with support for
foreign languages. Several projects have explored how RoboBraille can be used as an
assistive technology as well as a mainstream learning technology [11, 12]. Today,
RoboBraille remains a free service for individual, non-profit use whilst academic insti‐
tutions are subject to an annual subscription fee for usage of the SensusAccess interface
amongst students, faculty, staff and alumni [13]. The language-specific parts of the
service currently supports all main European languages, some smaller European
languages as well as American English, Latin American Spanish, Russian and Arabic.

In 2012, RoboBraille was complemented by a digital library that allows alternate
media producers to distribute material in alternate formats in a controlled manner, thus
automating the former manual practices and workflows for material distribution. The
Danish implementation of the digital library is called Biblus, and is available for all
visually impaired children and youth in the Danish educational system as well as their
teachers and relatives [14]. The digital library has since been implemented in several
other countries and institutions as a resource-sharing platform, as an in-house repository
of digital media and as member libraries.

In recent years, the introduction of digital books in EPUB and other formats has
suggested that the time of cumbersome document conversions may soon be over. The
rationale seems to be that once a commercial book is available as an e-book, it can be
downloaded to an a-book reader, tablet or computer and read with or without assistive
technology. While that may come true sometime in the future, inaccessible e-books,
poor support beyond text and pictures, lacking assistive technology and restrictive
copyright enforcement are still major hindrances.

However, around RoboBraille a number of technologies have been developed to
explore the possibilities of e-books amongst people with print impairments. VI Reader,
a free app for iOS and Android devices illustrated in Fig. 3 above, can be used to by
people with low vision or dyslexia to read digital material in EPUB format. With VI
Reader, readers can change the appearance of the contents in terms of scaling, back‐
ground color, foreground color, contrasts, typefaces, line spacing and reading direction
to fit personal preferences and diagnoses. Furthermore, RoboBraille is capable of
producing e-books in the most popular formats (EPUB, EUB3 and MOBI) and can even
increase the baseline of body text in the e-books to enable mainstream readers to display
commercial e-books and other digital material in large print.

5 Key Challenges

Some of the challenges of producing material in alternate formats in a decentralized,
mainstreamed environment have been overcome by automating the previous workflows
of highly skilled specialists. However, a number of somewhat interrelated issues remain
to be addressed.

Of all issues, the competing legislation between the rights to treatment on equal terms
on the one side of and the stringent copyright legislation, tough enforcement and unwill‐
ingness to collaborate amongst many publishers on the other seems the most damaging.
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The Marrakesh Treaty to Facilitate Access to Published Works for Persons Who Are
Blind, Visually Impaired, or Otherwise Print Disabled (MVT) [14] administered by the
World Intellectual Property Organization (WIPO) may eventually help resolve some of
the issues. However, ratification seems slow and primarily in countries with legislation
similar to the proposals in the treaty.

A derived effect on the copyright legislation and enforcement is the increased use of
streaming amongst the special libraries. Rather than making digital files available to
readers with print impairments, many special libraries are moving towards streaming
models where content can only be accessed through special readers or browser plugins.
Obviously, this is a problem in a world of alternate media conversion that relies heavily on
digital files. Furthermore, streaming services are rarely available for off-line consumption.

A third challenge is the lack of skills amongst those producing digital material.
Whereas traditional skilled workers are typically taught how to use tools and materials, so-
called knowledge workers are frequently expected to know how to use word processers,
PDF converters and similar in a correct and accessible way. Furthermore, few are aware
of the principles of digital accessibility and even fewer attempts to comply with these. The
result is that the vast majority of all published material is inaccessible to readers with print
disabilities. A unpublished survey (2014) by the Danish Ministry of Education of the prac‐
tices at 13 educational institutions in Denmark revealed that almost all education material
produced by the educational institutions failed accessibility criteria and that approx. 80 per
cent of the errors were introduced by the authors themselves.

A forth challenge is the lack of skills amongst those converting material into alternate
formats on behalf of others. While the requirements of the print impaired remain the

Fig. 3. VI Reader – a free e-book reader for people with low vision or dyslexia
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same, alternate media producers often have few or no sources to turn to for training. As
the general level of proficiency gradually erodes with the disbandment of the special
schools and other sheltered environments, chances are that competence levels will
continue to dwindle.

6 Conclusions

To some extend it has proved possible to extract key competencies and automate main
workflows used to convert material into alternate formats to support those with print
disabilities in mainstream environments of education, vocation and elsewhere. Services
like RoboBraille can be used by people with very limited skills to automatically convert
a significant proportion of material into alternate formats. Availability of material in
digital formats, limited IT skills amongst knowledge workers and lack of awareness of
the importance of digital accessibility in all types of digital publications, however, are
likely to hinder a smooth transition as more countries adopt the route of inclusion. And
once segregation with special schools and sheltered employment has been abandoned,
the remaining knowledge and practical skills of teaching and supporting those with print
impairments are likely to erode unless initiatives are launched to document and preserve
knowledge and skills.

In conclusion, alignment of copyright legislation and the rights of equal access
should be implemented on a universal scale. Combining technologies such as digital
rights management, digital wallets, digital watermarking and digital identification, it
should be possible to create systems that protects against proliferation of pirated copies
of copyrighted digital material whilst ensuring efficient access to digital documents by
those with a need to convert into alternate formats. Mandatory filing of digital copies in
proper formats with national libraries of all publications with availability for the print
disabled through the special libraries would be a natural development.

Secondly, proper use of authoring technology such as word processors, editors in
content management systems and similar should be a mandatory part of any curriculum
beyond primary education, ensuring that mainstream technology is used properly and
that published documents comply with the basic principle of digital accessibility.

Thirdly, the skills and knowledge in countries that still operate special schools and
sheltered vocation should be collected and documented in a way that can be used to train
future generations of teachers, educators, careworkers and alternate media professionals
on how printed material is adapted to alternative formats to meet the varying needs of
readers with print impairments.
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Abstract. Social interactions for visually impaired take place in the traditional
way, such as meeting and calling, digital platforms are largely not utilized by
them. Empirical research for visually impaired has focused largely on accessi‐
bility, usability and is yet to understand the problems from CSCW aspect holis‐
tically. We carried out a qualitative study of communication and collaboration
activities for 43 visually impaired chess players in India. Through semi-structured
interviews, the participants’ experiences in using existing collaboration and
communication channels were noted. A Grounded Theory based analysis was
performed using Atlas.ti and themes were identified. Research indicates that -
social collaboration and ‘staying in touch’, searching and sharing new informa‐
tion, exploiting existing ways of mobile interactions, and having several interests
help visually impaired in their daily lives for social collaboration and communi‐
cation. This study provides insights concerning designing CSCW mediums for
them.

Keywords: Grounded theory · Visually impaired · Human-computer interaction ·
Communication and collaboration mechanism · Computer Supported Collaborative
Work

1 Introduction

Social networking and mobile technology have made social interactions easy. Users
create content such as images, videos and text, and share them among different social
groups on WhatsApp, Facebook and Twitter. These social platforms have rich interfaces
and heavy content for the users. As technology progresses, older interfaces and inter‐
actions become obsolete, and new modes of interactions are introduced. Rapid changes
in interfaces are daunting for everyone including visually impaired (VI). Assistive tools
such as screen readers - JAWS and Talks exist, but the tools are yet to reach the masses
[15]. These tools are expensive and support a few languages only. Besides, they are not
compatible with many mobile devices and apps. Though visually impaired have started
adapting themselves to the social networking sites [3], social interactions for them are
still restricted to meetings and calling. Literature study shows accessibility and usability
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as a major research area for VI [2, 3, 10] and we are yet to understand problems from
Computer Supported Collaborative Work (CSCW) perspective in totality.

As per global statistics, the estimated visually impaired population is 239 million [9].
A significant number of them reside in developing countries and about 5 million reside
in India [7]. A large visually impaired population from developing countries belongs to
low income group [14] who do not afford smartphones and Internet; they use basic mobile
phones. Though mobile technology has integrated into their lives, communication and
collaboration for the geographically dispersed visually impaired is yet to take place
holistically. Effective design intervention is required while taking holistic perspective
towards the users, context and problems. We need to design socio-technical systems that
capture these factors and bridge the gap between users and the world.

This paper presents a qualitative study of phenomena - communication and collab‐
oration for 43 geographically dispersed visually impaired chess players, who attended
blind chess tournament in Hyderabad, India. We investigated the participants’ existing
ways of communicating and collaborating, and delved into the details of their exposure
to Information and Communications Technology (ICT) tools. This qualitative research
was embarked with data collection and subsequent data analysis using Atlas.ti. We audio
recorded the interviews and identified quotations, codes, categories and core theme for
data categorization. We developed a theoretical model for the phenomena. This work
provides a holistic way for HCI designers to design socio-technical systems for the VI
and does not focus on the specific cases of interface or interaction.

2 Background

There are a few researchers who investigated usability, accessibility, interface design
aspects of collaboration and communication for the visually impaired. Studies in the
developed countries have evaluated social apps such as Twitter [3] and Facebook [2],
and usability evaluation of both the apps shows that many tasks cannot be performed
by a visually impaired even with a screen reader. Even though W3C has developed web
accessibility guidelines [18], many of them are not followed. Besides, screen reader
restricts users to perform sequential content consumption. In addition, users feel that a
lot of content is not relevant or interesting for them. To overcome this, users develop
their own strategies for consuming the content from these sites [10]. As the studies were
performed with a few participants only, further large scale research is required.

Geographical location of the participants seems to play an important role in effec‐
tiveness of communication and collaboration. A research shows that physical proximity
of the participants helped to increase collaboration. ‘Social awareness network’ helped
people to identify other visually impaired in the vicinity and to initiate interactions with
them [8]. Researchers have investigated the use of handheld devices for remote collab‐
oration [17]. Survey shows that ‘distributed collaboration’ has been in focus in both
synchronous and asynchronous way. In fact, people do not get time for synchronous
collaboration because of time and place constraints. An investigation of asynchronous
collaboration among visually impaired is required, which has not been the focus of
investigation.
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A research on mobility explored various aspects of mobility in CSCW such as micro
mobility, remote mobility, and remote and local mobility [12]. They emphasized on the
fact that mobility can improve collaboration and reveal newer opportunities. Telephone,
which has only sound as output and keys and sound as input, has a huge potential for
different applications. Resnick [16] carried out a survey of telephone based applications
and tools for applications development for cooperative work. The study identified factors
such as expressiveness of voice, anonymity, needs to remember large chunks of infor‐
mation, cost, and benefits among users influenced the success and failure of any appli‐
cation. Though these studies are not related to the visually impaired, they provide
insights which could be adopted into design for them.

Voice has been a well-known medium for interactions and interface design for visu‐
ally impaired. A voice based social network exists, but it is not well-known and used.
Klango.net [11] is a social network for visually impaired, which provides voice
messaging, audio themes and voice forums. But, the social network is a Web site and
people with no Internet cannot access it. Furthermore, Klango users are native English
speakers, and low literate population in India is not comfortable with English. Thus, it
poses barriers of communication among geographically dispersed users. Though,
Klango is helping in communication for a user base, a significant population from other
contexts is left out.

Researchers have identified ‘awareness’ as a key for collaboration and have
performed empirical studies for collaborative tasks such as graphs reading by the visu‐
ally impaired [13]. Audio and haptic tool were found to facilitate collaborative activities
[13]. But, communication and collaboration challenges of the visually impaired from
developing countries is yet to be discovered. As Activity Theory advocates under‐
standing user activities, context and building theoretical foundations for the designers,
we need to investigate the field from a holistic perspective. The present study is our first
step towards designing a collaboration and communication platform for the visually
impaired.

3 Methodology

The objective of the study was to investigate the ways in which geographically dispersed
visually impaired communicate and collaborate among themselves. Further, our objec‐
tive was to investigate different communication mediums used and challenges faced
while using the mediums. Qualitative methods for data collection, analysis and modeling
were used as it would reveal issues that experimental research may have overlooked.

As the visually impaired from various parts of India were supposed to gather for the
chess competition in Hyderabad, India; we selected it as the venue for our data collection.
The tournament was funded by Devnar School for the Blind and arranged by All India
Chess Federation for the Blind.

3.1 Participants

43 visually impaired people, in the age group of 15–64 years (SD = 11.46), participated
in the study. The participants were in various occupations - student, telephone operator,
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retired lecturer, and so on. Largely, participants from Mumbai, Maharashtra had partici‐
pated and remaining participants belonged to other parts of India. 25 participants were
completely blind and 18 partially blind. Except school students, all the other participants
had mobile phones. 20 participants had accounts either on Facebook or Twitter. About
28 users were using Internet either on personal computer or mobile phone. Participants
with screen reader on their handset could use some of its features such as playing songs,
using WhatsApp.

3.2 Procedure

After procuring necessary permissions and assuring no interference during the tourna‐
ment, we started interacting with the participants. We collected data for four days of the
tournament. We did not have a preplanned participant recruitment plan as we did not
know who would be participating.

We randomly selected the participants for interview based on age. As a standard
protocol, we informed participants about voice recording; obtained verbal consent and
started recording. We told them the objective of our study and that the information shared
with us would be used for the research only. We informed the participants that they
could skip a question, if it felt inappropriate, or could stop us any time during the inter‐
view. As we selected participants who had completed their rounds of chess, we did not
have any incident of a participant leaving the interview midway. We conducted one-on-
one semi-structured interviews for 30–45 min each.

Initially, we tried to build rapport with the participants with questions related to
chess. Later, we asked questions such as “Which different modes have you used for
connecting with people and sharing information with them?”, “Could you share your
experience of playing chess over telephone?”, “What kind of challenges did you face in
playing over telephone?”, and “What issues did you face using the social networks?
How do you use them?” All the interviews were in Hindi and a few in Telugu; field notes
were prepared and voice recordings were transcribed and then analyzed using Atlas.ti.

We followed Strauss’s method for Grounded Theory based analysis [5]. Initially we
used open coding for new codes and later we compared data and selected earlier codes,
if they felt appropriate. In vivo coding was not used except for a few quotations, for
instance, ‘Voice has its own effect’. To keep a log of the thoughts, memos were used
and memos were found useful for getting appropriate direction for the analysis. We
followed Kathy Charmaz style of coding as ‘code data as actions’ [4].

We followed axial coding after open coding, to capture the relationship between
codes and make connections. Finally, we used selective coding to come up with themes
as a part of analysis. We refined themes and used appropriate names for the themes.
Finally, we had 199 codes, which were categorized as follows: causal conditions,
phenomena (causes), context, strategies and consequences.

4 Analysis

After rigorous coding, sorting, and code comparisons with interviews, we identified
themes under Causal Conditions, Phenomena i.e. Causes, Strategies, Context and
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Consequences as proposed by Strauss [5]. We restricted our themes to those that corre‐
late with the core category - communication and collaboration among visually impaired.
Following sub-categories were identified: Common Interests, Unawareness, No Friend
in Vicinity, Feeling Helplessness, Feeling Technology Gap, Search for Information,
Understanding Technology Limitations, Technology Exposure, Group Formation,
Developing Interests, Consciousness, Visualization and Memorization, Social
Networking, Information Sharing, Affordability Considerations, and Technology Adop‐
tion. The themes are described under sections as follows, but the intricate connections
among the themes may seem overlapping in different sections (Fig. 1).

Fig. 1. Theoretical model for communication and collaboration among visually impaired chess
players

4.1 Causal Conditions Related to Communication and Collaboration

We found three types of causal conditions that led to communication and collaboration -
common interests, unawareness and no friend in vicinity. A significant number of partici‐
pants shared that they do not have friends staying nearby their place. They could play with
sighted people, but they are proficient in chess language, and many people do not know the
chess language. For students who stay in hostel, playing chess is a regular activity. They
do not ‘find’ friends near their home, thus, tournaments become a place to play. Tourna‐
ments give them access to the ‘resources’ and enable them to play their interested game.
Local and national organizations do organize chess tournaments for them regularly, and
they have ‘groups’ where they get this information.

“Only my friends who stay in hostel can play daily. I play very rarely as there is no one to play
at home, but during tournaments, I play a lot. No one from my village knows chess language.”

Chess playing has been a common interest among visually impaired. Most of them
start playing chess from a very young age. People who developed blindness after birth
were not interested in chess initially; they developed it later as they attended tournaments
or watched other visually impaired playing it. Most of them had chess ranks and they
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were proud of it. Participants who had a laptop or desktop play daily. But, many of them
did not have access to a laptop or personal computer and hence, chess playing had
become a tournament phenomenon. Parents were the motivating factor for them; partic‐
ipants who had lost vision after birth were inspired by friends. Observing peer play and
enjoy chess make them learn and take interest in the play. This makes them a part of the
“small” community and they are not left out of the community.

“My mother taught me chess. Whenever I get time, I start playing it. It is not the game I practice,
I play it for enjoyment. I play chess every morning while having breakfast.”

There were two types of the participants, those who were in connected with other
visually impaired and those who were not. Students depend on the peer network for
getting new information by meeting people and telephony. Getting new information
for participants who had basic phone was difficult. They could neither use screen reader
nor had apps on their phone. Only a small group of visually impaired had “access to
information” and others were “unawareness” of the happenings. Participants from cities
had an edge over their counterparts. They had access to Internet on their phones and had
screen reader. They were active on WhatsApp and Facebook and would get new infor‐
mation and share with friends. Tournament participation would become occasion for
exchange of information.

4.2 Phenomena Resulting from Causal Conditions

The causal conditions resulted in the following three phenomena - feeling helplessness,
feeling technology gap and search for information. To use the mobile phone, they have
to either use screen reader or depend upon others. Participants who had basic phone
could not read the SMSs and had to request others to read to them. Hence, they preferred
talking and requested people to call. They feel they do not have control over the actions
they perform using mobile phone. “We cannot handle it.”, “I used to send message from
my Nokia phone, but this touch screen is very difficult to type. We can’t type confi‐
dently.”

“There is always a tension that no one should hear what you say. So, (SMS) is kind of unsecure
at public places. I face difficulties many times because of SMSs. I have to depend on others even
for storing contacts, but now I memorize them.”

Some of the participants were using Facebook and Twitter using Talks from their
phone, but many features are not accessible to them. Their friends would share photo‐
graphs, which they cannot read. This resulted in low usage of the social networking sites.
When they share something on Facebook, the post would go down the timeline (different
people keep writing on the timeline). Hence, they would not get any response on what
they share. They ‘feel’ their post should get response. If they are not frequent user, then
they would build ‘expectations’ for a response. Thus, some of the participants wanted
to ‘pin’ their post on Facebook groups.

To overcome these limitations and to get new information of interests, they would
‘search’ how to overcome the issues on websites. They would connect with friends, talk
about the issues on social groups like Access India. Hence, they join NGO who regularly
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arrange gatherings, meeting, etc. Some of them follow people on Twitter, join Facebook
and WhatsApp groups and have SMS subscription too.

“We follow certain people on Twitter so we come to know about tournaments. We have
subscribed for SMSs, so we get SMSs. There is a site called chess-results.com where you can
get all tournament related details.”

4.3 Context in Which Strategies Are Developed

The strategies were developed considering the technology limitations and the limited
technology exposure. The strategies were developed when situation was out of control
or with limited control. Participants play chess over phone, but due to network issues,
they prefer playing face to face. They feel they have better ‘control’ on the moves and
they can use their abilities when they have control. Control has been an important factor
in their decision making. It even decides whether they would like to talk about personal
information to people at public places. “We avoid talking about personal things at public
places, if it happens, then we talk in soft voice.”

“When I am playing on telephone, if the other player does not know notations, I have to ask him
repeatedly. Sometimes there is network issue and I cannot understand what the player is saying
and we play wrong moves and we end up losing. But, when I play face to face, I can visualize
what moves the player has played.”

The strategies were developed as they realized limitations of tools available for them.
Talks software is useful for reading messages, but they avoid using at public places.
Besides, messages sent by their friends in native language in Devanagari script are not
read by Talks. Some of the participants use earphone, but they ‘fear’ that earphone may
get entangled in something and they would lose control.

4.4 Strategies for Communication and Collaboration

Participants developed a few strategies such as Consciousness, Developing Interest,
Group Formation, and Visualization and Memorization. Privacy has been a concern for
them which they could not ‘control’. They know a number based language which they
use for talking privately at public places, and they are quite proficient in it. For instance,
if they wants to say ‘H’, they would use a number associated with it. This number is
also known to other visually impaired. Hence, number language sometimes becomes
lingua franca.

“I feel that talking privately should be done in more calm (secretive voice), otherwise someone
might listen it. Whenever I am at public place, I try to postpone the talk. We also have number
language which I use.”

As they did not have ‘friends in vicinity’, they started playing chess over telephone,
on computer and also joined chess classes. “Yes, we play verbally!” There were a few
students who started playing chess recently. To understand and learn chess better,
they started reading chess books. They started participating in chess tournaments.
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For participants who lost vision by birth did not require chess board while playing over
phone, they could memorize all the moves and play. Others keep chess board in front
of them and played. They could visualize the chess board and pieces and would play.

“(In telephony) difference is that you need to visualize the board while playing orally, so this
leads to increase in memory and concentration so that you can remember the whole board. So,
it becomes easy when you play on actual board.”

They formed and joined groups as Access India - email group for blind, SMS groups
and WhatsApp groups. A few of them joined an international social network developed
specially for blind - Klango.net. However, not many Indian blind people use this site
and most of the conversations happen in local languages which is difficult for non-native.

“Yeah, I have joined some groups. There is a group for blind people in India called Access India.
It is very good. I follow some people on twitter so we come to know and I have subscribed for
SMSs.”

To get new information, they started widening their friends circle. They enjoy while
playing chess with people with similar needs. They play over phone by calling friends
and keeping the chess board in front of them. Now every visually impaired owns a mobile
phone. They prefer Nokia phone with keypad as it supports Talks and it has keypad.
Typing with keypad is easier than using touch screen.

They were enthusiastic about the games and would dedicate four-five days for tour‐
nament. Participants come to “enjoy and meet people”.

“I play before and during the competition period only. I practice (chess) on mobile with my
friends. After the tournament I don’t get time. I stay at my home, there is another blind person
with me and that’s my brother. When I come to play tournaments I got to make new friends;
I have a lot of blind people around me.”

4.5 Consequences of Strategies

The strategies developed by participants helped them stay motivated from other people
in the group. They felt that technology is sometimes not affordable for them considering
their occupation as the income is not much to afford expensive screen readers.

“I hear that there are software for the visually impaired which are too costly and there are many
educated and working visually impaired people but they cannot use computers. So, even if tech‐
nology is developed, it won’t be used by the people. I have heard that there is software called
Lekha for Hindi, but I don’t have it as it costs a lot of money.”

We observed technology adoption by many visually impaired. They started playing
on Skype, on mobile and computer. They could share tournaments information and
places to meet with the help of Facebook and Twitter. People who had screen reader in
their mobile phone could change their phone wallpapers and use many features of the
phone. We found that many visually impaired could change their wallpaper, profile and
ringtones for others to see. SMSs enable them asynchronous communication, hence they
prefer it over other mediums of communication. Thus, Access India is popular among
them.
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“All are busy, so meeting them is not possible, so in free time, everyone prefers to use phone,
while travelling, etc. They use Facebook to connect with friends. You can be in touch with your
best friends all the time.”

The sharing trend was seen in visually impaired where they share many things with
their friends on WhatsApp, Facebook and Twitter. These include interests, news, views,
photos, opinions, interesting things, about chess, jobs and career guidance for visually
impaired, difficulties, and so on. Many visually impaired don’t have formal jobs; hence,
sharing helps people to know jobs specifically for visually impaired. A significant
number of people shared about chess games and the difficulties faced in their daily lives.
It has led to increased communication and collaboration among visually impaired.

5 Discussion

We carried out a systematic study for investigating communication and collaboration
among visually impaired chess players. Although there have been a few studies on a
few aspects of communication and collaboration such as usability and usability evalu‐
ation of Facebook and Twitter for visually impaired, a systematic study to understand
the phenomena was lacking. In this paper, we uncovered, practices followed by the
visually impaired chess players for communication and collaboration. Further, we
developed a theoretical model based upon the qualitative data analysis using grounded
theory.

Visually impaired have adopted themselves to their mobile phone even when that
doesn’t support a screen reader. Using their memorability, they dial any number and #
key to access contacts from their SIM card to dial a particular person, and it does not
need screen reader. Use of chess language and playing chess over phone verbally, trav‐
elling to newer places by remembering the ‘checkpoints’ have convinced us to justify
their choices. For privacy assurance, they disguise people by using ‘codes’ to talk to
each other, whenever necessary, as well as using their handset such as to show people
that they are partially impaired and not fully impaired. Constant search for new infor‐
mation useful to them and being part of the community, ‘not to leave out’, has resulted
into collaboration. Mobile technology helped them to stay in touch with other chess
players and to take part in social gathering, for instance, the chess tournaments. There
are many social networking sites which provide both synchronous and asynchronous
communication; it is interesting to understand that an email group keeps people updated
and SMS subscriptions reach any time and at any place. Some of their sharing habits
are coherent with the Facebook study [19]. It was found that slow response from friends,
privacy and accessibility, etc. were major concerns. People use social networking sites
such as Facebook and Twitter, but do not expect much from them. This is coherent with
the study by Brady [1].

A strategy used by participants for playing chess over telephone – visualization
and memorization - opens up new avenues for designing and developing solutions
for the visually impaired. Audio interfaces especially Interactive Voice Response
(IVR) Systems are being investigated in the domain on ICT4D. Considering the
skills of visually impaired, audio and voice interfaces could be made richer,
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‘complex’ audio interfaces could be designed which would be at par with the visual
interfaces. Participants were quite fast with number processing for constructing
digit strings for the text given to them, and text entry using numbers could be tested
with the visually impaired on IVRS.

Presently, some of the participants follow people on Twitter for getting new infor‐
mation. They use SMS services and have email groups, but are restricted to people who
have Internet connectivity. An IVR system could be designed to integrate Twitter
content for the visually impaired people who do not have access to Internet. Besides, a
collaboration system dedicated to the visually impaired could be designed where
everyone creates content and shares with their friends in the form of audio clips. In
addition, IVR games could be designed such as Chess, some of the number games played
by the participants could be digitized and converted into asynchronous IVR games. Here,
we would need to consider affordability in terms of monetary value and time value.

We evaluated the theory which emerged from the data. A primary validation is
performed with the evaluation criteria by Strauss and Corbin [6]. During the analysis
and comparison among the interview data, significant codes repeated which would
ascertain a level of theory validation. Further research is required to validate the theory
as a tool by its application in designing a communication and collaboration system.

6 Conclusion

This paper provides guidance for understanding collaboration and communication
among visually impaired chess players. It suggests opportunities for designing applica‐
tions and systems based on visualization, memorization, group formation, and constant
search for information. It helps to understand technology adoption, which is required
for successful ICTD research. In future, we need to investigate in detail the effect of
chess playing on the cognitive abilities of visually impaired chess players. We need to
further understand ways in the model could be evaluated, enhanced and abstracted to
cater to large visually challenged population. It would help us to finalize approaches for
designing cognitive interface for visually impaired at par with visual interfaces. We hope
this paper encourages researchers in this field to take different aspects of CSCW research
for the visually impaired.
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Abstract. We describe the design of a communicator for people with
speech impairments of several ages, but that can also be used by every-
body. The design is based on the accurate definition of user models and
profiles from which we extracted technical goals and requirements. The
current design shows the factors to consider to provide a successful com-
munication between users. The system is prepared to be used with chil-
dren and elderly people with some kind of speech impairment. Moreover,
the communicator is able to spontaneously adapt to each user profile and
be aware of the situation, summarized in: location, time of the day and
interlocutor. Therefore, the vocabulary to be used relates to a particular
situation with the possibility to be broadened by the user if needed. This
“vocabulary” is not restricted only to the word or syntactic domain but to
pictograms and concepts. Several machine learning tools are employed for
this purpose, such as word prediction, context-aware communication and
non-syntactic modeling. We present a prototype scenario that includes
examples of the usage of our target users.

Keywords: Communicator · Augmentative and alternative communi-
cation · Pictograms · Word prediction · Context-aware communication ·
Non-syntactic modeling · Speech impairment

1 Introduction

Communication is an essential part of the social and Personal development of an
individual. It is a two way process in which individuals share their understanding
of the world [9]. People with speech impairments may have limitations that affect
this process. One of the main issues is the difficulty they experience to convey a
successful communication with others. In this respect, the research community
has shown great advances producing algorithms, applications and devices that
facilitate their interaction [5,7,9,14].

One of the areas that has acquired popularity is the augmentative and alter-
native communication (AAC) mainly based on visual aids [5]. Its success relies
on the real improvement of the Quality of Life of the users. However, there is
still much to do to adequate applications and systems to support Personalized
c© Springer International Publishing Switzerland 2015
M. Antona and C. Stephanidis (Eds.): UAHCI 2015, Part I, LNCS 9175, pp. 426–437, 2015.
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settings considering a particular context1. For example, the system must auto-
matically adequate the vocabulary needed for a particular activity, at a specific
time of the day, with the usual people interaction (for example, the children’s
vocabulary needed for breakfast, in the morning, with mom and dad).

We describe the design of a Personalized communicator that covers the neces-
sities of a wide range of people with impairments that go from a child with
autism to an elderly lady that was diagnosed with dementia. We address the
system characteristics as immersed in specific environments and contexts that
give solution to the user needs. To accomplish the effective operation of the
system, we create a model of use centered in the interaction between the user
and the desired service in the system, according to the ETSI technical document
ETSI EG 202 848 [4] and TR 108 849 [3].

In the next sections, we will give an overview of our communicator design
that can lead the reader to a comprehensive summary of the system. Section 2
shows how the user was modeled and the characteristics that the communicator
must accomplish. Section 3 details the context-aware adaptability of the system.
Section 4 defines the functional communication specifications for the communica-
tor. Section 5 shows the way the communicator will transform a message from one
domain to another. Section 6 details a complete example of the usage. Section 7
opens discussion for further research. Finally, Sect. 8 gives the conclusion to this
approach.

2 User Modeling

The user model gives an explicit representation of the abilities, intentions and
attributes of an individual user who is interacting with the system. We used Per-
sona mechanism [8] to obtain a clear idea of our target users. Persona modeling
design suggests representing the users with as real characteristics as possible to
extract their goals and requirements.

For the purpose of this research and to contextualize our research, we defined
a six-member family. The Ramos-Castro family is composed of two children, the
parents, a grandparent, an uncle and a dog. They are living in a neighborhood on
the suburbs of a big city, with all kind of educational and health facilities. The
house is fully connected with fixed and mobile telephones as well as high-speed
Internet connection in all the rooms (so the communicator can easily connect to
a server and perform updates). The two children are Luis and Maŕıa. Luis is a
14 years old boy. He suffers from Autism Syndrome Disorder (ASD). He is one of
the main actors (Primary Persona) of the scenario as his communication greatly
depends on the technological tools. Maŕıa (secondary Persona) is 12 years old
girl with a normal development. She is interested in technology to communicate
with family and friends. The parents are Inés and Manuel (secondary Personas).
Inés, the mother, is 36 years old and she is a teacher in a special education school.
She is learning how to use the ICT tools to help her students and Luis. Manuel,
1 Most of the applications are fixed to general profiles that try to cover all possibilities

for a specific group of people and impairment.
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Table 1. User goals and requirements for people with impariments

Child with autism Elderly people Hearing impaired

Technical
key goal

– To communicate
efficiently with
people (express
feelings, desires,
pain, etc.)

– To communicate
efficiently

– To communicate
efficiently

– To organize daily
activities

– To organize
activities

– To reinforce
memory

Requirement – Pictogram
application

– Pictogram
application

– Sign language

– Agenda – Agenda – Pictograms

– Synthesized voice
application

– Voice recognition
and synthesis

– Synthesized voice

– Memory
reinforcement
applications

the father, is 37 years old and he is CEO of a medical electronic devices company.
He would like to have a tool that can organize his activities and that can give
flexibility to communicate with his family. The grandparent is Beatriz (Primary
Persona). Beatriz is 70 years old and she has some memory and cognitive prob-
lems due to a stroke she suffered when she was 68 years old. She would like a tool
that can facilitate the communication with others. The uncle is Jorge (Primary
Persona) and he is Inés brother. Jorge is 30 years old and he was diagnosed with
sensory-neural deafness at the age of 7. He is interested in technology for hearing
impaired people.

From these context, we obtained relevant information of what the family
might need in terms of a communicator.

2.1 Target User Model

The communicator can be used by all people, but it is mainly focused on people
with speech impairments. From the Persona information, we extracted the target
user goals and requirements, see Table 1. This information is a step for the final
design and prototype. Although refinement may be needed, it shows a general
view of the expected attributes that the system must fulfill.

To ensure that the system covers people with no-impairments, we included
the secondary Persona characteristics. The secondary Persona for our commu-
nicator are: business man, professional, teacher and teenager. The secondary
Persona information gives an extra degree of freedom to the final design: the
system should include an easy way to switch between communication domains
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Table 2. User goals and requirements for people with no impairments

People with no impairment

Technical Key goal – To communicate efficiently with people with impairment and
no impairment.

– To organize daily activities and help people with impairments
to organize theirs

Requirement – A translator: a two way system that allows communication
from two different domains (for example: spoken speech to
pictograms, pictograms to synthetic speech, spoken language
to subtitles or pictograms, etc.).

– Agenda

Table 3. User model design

User Model

Personal information Type of impairment Level of communication Computer
skills

Experience level Device type and familiarity

Form of interaction (speech, pictogram, etc.) Socioeconomic inferred characteristics

(pictograms, speech, text, etc.). Although the secondary Persona interests are
very broad, we selected the following (Table 2):

According to Table 1 and 2, the user model must include attributes that can
ensure that the goals and requirements are covered. Table 3 summarizes these
attributes.

Therefore, special care was given to these characteristics while deciding the
methods to employ in the design and to ensure the adaptability to different type
of people and impairment.

3 User and Context Adaptability

The communicator performance is strongly related to the context in which it is
being used [15]. This information is contained in the profile and considers the
age, level of speech impairments and the context in which the communicator is
being used. Three context directives are then defined: time, space and person.

1. Person: The type of language that people use depends on who the interlocutor
is. Then, the probability of a word to appear in a phrase is a function of the
interlocutor.

2. Time: The time of the day is also a variable the system should be consider.
It defines the topics to address. For example, if it is morning 7:00 AM, it is
probable that the user might be having breakfast. Then, the language to be
used is related to food.

3. Space: The location also defines the language to be used.



430 P. Garćıa et al.

Fig. 1. Context-aware cube

The idea can be viewed in Fig. 1.
In principle it is hard to cover the wide range of characteristics that conform

each cube. However, if we define a fine set of elements on the axis, it is possible
to create a probabilistic model for each sub-region. For example, in our context,
each sub-region will contain a language model adapted to that specific situation
(for example, from 7 to 7:30, talking to Mom, at home).

In the next section, we can define how this notion of prediction takes place.

4 Functional Communication Specifications

To establish a functional communication between the system and the user, the
communicator needs the information of the user skills to handle the applications.
Therefore, the system must adapt for each user abilities to communicate: pre-
communicative, communicative, linguistic and conversational. In this paper, we
explored mainly from the communicative to the conversational levels, but an
extension can be performed to the rest2. The user profile will be updated every
time the user logs in the system to provide better responses.

The purpose of this research is to establish a functional communication,
meaning that the user can clearly share his/her ideas with others via speech or
some other aid device is the final goal of this research. In the next subsections, we
will detail the methods explored to accomplish this goal considering the broad
range of people and that in some cases the users cannot convey a pure functional
communication.

4.1 Concept and Prediction

One of the first questions, we may ask is if it is possible to go from non-
functional communication to functional communication. A considerable range of
2 The user skills should cover, at least, to be able to respond to requests with words

and be able to understand and focus on pictograms.
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children with autism (around 50 %) have a functionally non-verbal communica-
tion [12,13]. From this set a huge number uses pictograms or signs.

We are used to establish a structured and linear communication, meaning
that for example if we utter the group of words:

I soup ate.

is meaningless. We have to put them in the correct order for others to understand
what we really mean. However, for the wide range of impaired people it is difficult
to produce a semantically and syntactically correct sentence of this type and even
more difficult to organize complex sentences.

As exemplified by Avaz [1] it may be possible to start from every element
from the desired phrase and then continue building up the complete sentence.
This approach can be used with words, but also with pictograms. Our purpose is
then that given any meaningful word, predict the possible words that are related
to that word.

For a clear explanation and to exemplify (see Fig. 2), lets consider that the
user points the verb “eat”. The system suggests the category food with its
options: “soup”, “juice”, “snack”. The user selects soups. The missing element
is the subject; then, the options might be: “mom”, “dad”,“I”.

The communicator outcome is:

I ate soup.

The user finally gets a complete meaningful sentence that others can under-
stand. Although this is a very simple example, the approach can be extended to
complex phrases by just suggesting the most probable concept that follows.

To achieve this goal the system uses machine learning tools to train a concept
network. The system trains a generic concept network with all the possibilities
based on concept net database. The system adapts this model to each of the
users, at first using the profile information and then, by adapting along the
usage.

Although we are just referring to concepts in their word form, the method
can be extended to the pictogram domain.

4.2 Word-Prediction

As in the concept prediction, the system will include a word predictor3. The word
predictor suggests the most probable word following syntax rules. Although, this
might be thought as a linear sequence of words derived from the part of speech
POS, it is also possible to use the same approach as in concept prediction to
give robustness to the system.

The success of this part of the system relies on the Language Model and the
correct training and Personalization for each situation. We have to keep in mind

3 Every word has a match or matches within a set of pictograms.
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Fig. 2. Conceptual map

that although we can generate a general model that includes all possible situa-
tions, a special adaptation must be performed for the given context restrictions
(time of the day, person with whom the user is talking to, location).

4.3 Pictogram Prediction

It is known that from the children with some degree of autism [10], more than
50 % are functionally non-verbal [12,13]. Depending on their ability level to
communicate, a big set of them prefers pictograms. These children, among other
groups, such as elderly people [6,11] with difficulty to understand spoken and
written language, rely on augmentative and alternative communication, AAC.
These methods frequently use pictograms, pictures, sketches, drawings, sign lan-
guage and videos as their core part.

The system offers a big set of pictograms that covers mainly children neces-
sities, and a combination of both, pictograms and pictures that are useful for
elderly people. However, one of the main issues, is how to enhance the fluency
of the communication. It is difficult and time consuming to be searching for a
particular pictogram among thousand of pictograms. The system uses a predic-
tion algorithm in three domains: the word, the concept domain and the word
domain. The word prediction approach follow the POS rules (linear). In the pic-
togram approach, the initial condition is a random selection of an element of
a phrase. Then, the next probable pictogram will also convey the rules of the
concept prediction or word domain (time, space and location).

5 Translator

The translator converts the language from one domain to another as shown
in Table 4.

The transformation from one domain to the other is not an easy task. The
straightforward conversion is speech to written words and vice versa. There is
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Table 4. Domain conversion

Input Output

speech pictograms

pictograms synthetic speech

written words and phrases pictograms

speech written words and phrases

an exact correspondence between a spoken word and its written representation.
However, one of the main challenges is that there is not a one to one match
between words and pictograms. Pictograms tend to have several meanings, so
the system selects the closest depending on the situation. In here, the system
ensures that the words are context dependent and uses synonyms as part of the
choices to ensure an efficient communication.

Moreover, to allow a functional communication, the most challenging part is
how to deal with POS, verb tenses, conjugation and articles, without increasing
the complexity of the system4. In this sense, the system flexibility and adaptation
are the key points. The system models for each approach (pictograms, speech,
concept) are context dependent and are updated and readapted continuously to
give the user a set of expected answers. However, it must also give the possibility
to select from a huge set of unexpected answers the desired pictogram or word.

6 A Full Example

Figures 3 and 4 include a full example of the capabilities and usage of the com-
municator.5 The communicator architecture consists of mainly two parts: a main
unit (server) and a mobile device (iPad, tablet, smartphone). All the intensive
computation the acoustic, concept and language models are trained and updated
in the server. Every profile and sensitive information is stored in the server as well
and sends updates to the end users devices. The mobile devices employ a user
friendly interface which updates the interface output at every system request.

The first part (Fig. 3) includes a usage scenario for a child with autism with
medium level of communication. The system uses concept prediction. The profile
is already downloaded in the device and the next step is to wait for a user
request. The user, selects the communicator, although some other applications
are possible (gallery, agenda, chat, etc.), see Fig. 3(a). The communicator shows
a first screen with a set of preferred categories, see Fig. 3(b). Luis selects a

4 Although there are languages with no gender articles, in Spanish every noun has its
corresponding article. Moreover, in languages like English, the verb tenses include
extra words or minimum changes, in Spanish the endings change for every tense but
also for every person.

5 The used symbols are work of Sergio Palao for CATEDU (http://catedu.es/arasaac/)
that publishes under Creative Common’s License [2].

http://catedu.es/arasaac/


434 P. Garćıa et al.

Fig. 3. Luis example of usage (concept prediction approach, the sequence is from left
to right and from top to bottom). Luis shows “I finished my homework”, starting from
the element “homework” and selecting the suggested categories or pictograms until he
terminates the phrase.

random pictogram. The system reconfigures the screen choices according to the
first selection, see Fig. 3(c). For the concept prediction, the phrase can start
at any element and the completion is performed according to the suggested
categories. Luis chooses a second pictogram and the screen reconfigures again,
see Fig. 3(d). The second selection is a verb which may need conjugation, see
Fig. 3(e). The system is prepared to construct correct conjugations and missing
words. Finally, the screen reconfigures again to add a subject to the sentence,
see Fig. 3(f). The final output could be: pictograms, text or synthetic speech.

Figure 4 includes a usage scenario for an elderly person with a medium level
of communication based on word and pictograms. The user employs correct
syntactic phrases. The first screen shows the available options. Beatriz selects
the communicator application, see Fig. 4(a). The categories are then located at
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Fig. 4. Beatriz example of usage (word prediction approach, the sequence is from
left to right and from top to bottom). In here, Beatriz employs word prediction with
pictograms. She writes “I want to go home” with the correct syntax. Note that the
categories also exist at word level.

certain positions depending on the most used categories, see Fig. 4(b). She is
able to construct syntactically correct phrases. She selects the category: people.
The communicator updates the screen choices with the words contained in the
people category, see Fig. 4(c). She selects I and the screen reconfigures again with
the most probable options. She chooses a verb, which is correctly conjugated by
the system, see Fig. 4(d). Finally, she selects the complement of the phrase.

For both systems, the log files are sent to the server; the profiles and models
are updated and send back to the device.

7 Discussion

We have detailed the design of a context-aware communicator that will be bene-
ficial for people with impairments of different ages. The accurate definition of the
models and the profiles together with the requirements that the system should
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fulfill impacts the design. Therefore, apart from providing the services as com-
municator, the system will adapt to each profile and the interface screen will
reconfigure according to the user skills and preferences.

Although AAC systems are very popular nowadays, it is still a challenge
how to make the systems work not just for a restricted group of people, but for
a broader range relying on the performance of the system to specific commu-
nication levels. From the technical point of view, the research community has
opened branches to find better ways to predict the words and phrases. For exam-
ple, the simplest prediction is performed with n-grams. However, sophisticated
methods such as neural networks might also give more accurate results. Besides,
a complementary paradigm for this design is to include the concept modeling
and prediction as a tool to enhance the communicator performance. The concept
modeling, by itself, or the non-syntactic approaches can also provide flexibility
to the system. In this sense, depending on the user skills to communicate the
system should adapt the vocabulary. There is still much to do in the adaptation
of our methods to work on different contexts.

After this design phase, the next step is to implement all the core algorithms
and obtain a prototype of the system operating in a real scenario. The core algo-
rithms, such as model training for all the domains, will perform the computation
in a server. The device will connect the server via internet. The interface imple-
mentation must run on different platforms (IOS, android, linux, and windows).
The server will send the reconfiguration commands to the devices. Although for
acquiring the necessary updates a connection to the internet is needed, the last
uploaded functionalities will also operate offline.

8 Conclusions

We have shown a design of a multiage system that also covers context-aware
requirements. This research shows a communication system as an aid for people
with communication impairments. We focused mainly on two target groups:
children with autism, and elderly people. However, the system can be used by
everybody as an agenda or communicator. It is, then, a context-aware system
that offers Personalized services depending on the time of the day, location and
interlocutor. Apart from being context-dependent, the communicator transforms
the vocabulary elements to different domains that go from simple pictogram
structures to complete sentences. Moreover, to facilitate the communication it
predicts the next element (word, pictogram or concept) to be selected. We showed
examples of how the system would work in a real scenario and made special
emphasis on personalized services for people with impairments.
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Abstract. Background: The rise of mobile Web-based technologies has diver‐
sified the mechanisms used by people to socialize, which results in issues in family
communication. Among these concerns, the reluctance of older adults to use
digital media may cause them social isolation, leading to negative effects in their
physical and mental health.

Objective: This paper aims to formalize a model to mediate asymmetries in
cross-generational communication and support the eInclusion of older adults.

Methods: We conducted semi-structured interviews to the members of 20
cross-generational families. Following the grounded theory approach, we iden‐
tified emerging themes regarding asymmetries in family communication practices
when older adults are involved. We then derived and formalized computer-based
mediation strategies using a model-driven engineering approach.

Results: We identified three main sources of asymmetries: (1) implicit family
agreements in terms of social interaction, (2) capability and preferences for using
particular media, and (3) unbalanced socio-affective coupling between the
involved parties. The proposed model addresses these asymmetries and provides
strategies to coordinate the communication effort of family members with their
elders.

Conclusions: By using the proposed model, designers of software that
supports family communities can conceive effective mechanisms to coordinate
and mediate social communication among cross-generational family members
through digital means. This allows the elderly to show a better reaction to digital
media, thus facilitating their acceptance and appropriation of information tech‐
nologies.

Keywords: Family communication · Older adults · Asymmetry · Model ·
Mediation · Social and digital inclusion

1 Introduction

As a society, we experience our lives as much more dynamic than ever, being mainly
focused on reaching individual goals [11]. The downside is that time for socializing is
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reduced [22]. Therefore, people find in social media (e.g. email, social networking serv‐
ices and videoconference) an efficient way to interact with others, because these mech‐
anisms provide ubiquity, flexibility and efficiency.

In the case of intergenerational families, this social interaction paradigm typically
produces a communication gap between older adults and the rest of the families [20].
Some of the causes that explain this gap can be found in elders being reluctant to use
technology, even for socializing [8]. Consequently, older adults become more and more
socially isolated [14]. Although most elders are eager to address this technological shift,
they usually fail due to their physical and cognitive limitations produced by the aging
process [5, 12]. Therefore, they need support and guidance to face this complex scenario
in a pleasant way [26]. Otherwise, technological adoption by older adults dramatically
diminishes.

This paper proposes a model of computer-mediated communication strategies to
facilitate the eInclusion of elderly people. In order to improve user acceptance, such
mediation strategies need to consider the interaction preferences of each party.

Although promoting social interaction among family members is a commendable
objective, such interaction must not overwhelm people having little time for socializing.
Therefore, effective mediation strategies should intelligently coordinate all the members
in a family community based on specific criteria, such as location, time of day, and the
available communication media to support the interaction. This necessarily implies that
such mediation process should be adapted to both, the individual’s interests and those
shared among groups of his/her community. Besides, a mediator system should not be
too proactive, since people will eventually refuse to react when there is no urgency, and
therefore would not respond in a really important situation. In this interaction scenario,
understanding the social and technological context of the involved people is fundamental
to ensure the success of the social mediation process.

As a first attempt to tackle the social personalization issues inherent to the proposed
communication mediator, we conducted an interview study in cross-generational fami‐
lies. We had a particular interest in understanding communication practices from and
toward the elderly, as well as identifying the perceived issues by the latter in a digital
communication scenario. By acquiring such knowledge, we identified an initial set of
variables that characterize communication asymmetry in cross-generational family
communities. We synthesized these findings into a model, aiming to provide social
personalization when mediating the communication process between two people. Then,
we derived a set of computer-based mediation strategies aiming to connect family
members and favoring the eInclusion of the elderly.

Our proposal suggests that the identified asymmetries can be covered by aligning
preferences in different levels: communication media, socializing capability, availa‐
bility for socializing, and routine flexibility. Besides, asymmetries in the social link
between two people also shape how the mediation process needs to be modeled, espe‐
cially in terms of who will be the initiator and how long the mediation will take. If the
asymmetries between them turn to be too large to be resolved solely by both parties,
the introduction of a third family member into the communication process, acting as a
communication broker, would be necessary.
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The rest of the article is structured as follows. Section 2 reviews recent literature on
family connection from a HCI perspective, and discusses the role of technology as
impeller of eInclusion in older adults as well as the issues that need to be overcome.
Next section presents and formalizes the model proposed to address asymmetries in
cross-generational family communication. Section 4 shows how computer-based medi‐
ation strategies can be derived from the proposed model. Finally, Sect. 5 concludes and
provides future research directions.

2 Related Work

With the proliferation of social media and ubiquitous technology for communicating
with family and friends, it is likely that older adults face increasing challenges when
interacting with their younger relatives, who typically use those kinds of supporting
technology to socialize [16, 17]. In fact, while most family members desire to enhance
their communication with at least one relative, literature suggests that in practice this
process is difficult to achieve due to social or technological concerns [28].

When looking deeper into family communication practices, some forms of interac‐
tion do not necessarily involve an explicit sharing of messages between older adults and
their close family members, but rather an ongoing awareness of the other party’s
communication state [24]. In other words, people use both personal and environmental
cues to help them understand what is happening to the other communication party.
Furthermore, Lindley [18] found that elders usually prefer a prolonged contact, which
is typically offered by synchronous media (e.g. through face-to-face or phone commu‐
nication); in turn, asynchronous communication offers advantages to facilitate inter‐
generational exchanges, such as adapting communication time to a schedule, and
providing control over how much effort is dedicated to this kind of interaction.

The eInclusion of older adults through social media or social networking services
can effectively assist the integration of the elderly to their families [6]. In addition, it
also empowers them with social engagement and self-expression tools [29]. There is
also evidence that one of the main benefits of social media usage by older adults is the
possibility to enhance their social linking with younger family members, which even‐
tually tends to be appreciated by both parties [23]. Indeed, Bell et al. [3] found that older
adults who actively use Facebook state that their main reason to use the platform is to
stay connected with their families.

Unfortunately, most older adults do not feel capable of using digital media [13],
and therefore are not able to benefit from them. Therefore, when designing software
that support social interaction and social presence for families (particularly if they
include older adults), there is an explicit need to consider face-to-face interaction,
provide presence awareness mechanisms, assume heterogeneous preferences of social
media, allow the mutual social interaction, and properly address usability and acces‐
sibility concerns [19].

Several efforts have been done in order to bridge this interaction gap. For instance,
Cao et al. [4] identified design implications for facilitating family communication when
its members are located in different time zones. Baecker et al. [2], Cornejo et al. [7],
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Garattini et al. [10], Judge et al. [15], Lindley [18], Muñoz et al. [20], and Rodríguez et
al. [25] have adopted a different approach to deal with that challenge. They designed
specific domestic media spaces where remote family members, particularly older adults,
can connect with each other using video-mediated communication and others kinds of
messaging mechanisms. These social media spaces aim to integrate older adults into
their families, and also reduce and prevent eventual negative effects of social isolation.

In summary, the literature indicates that these asymmetries can indeed jeopardize
communication among members in a family community. Furthermore, since different
generations have different preferences regarding what media they are able or willing to
use under a particular social context, it is necessary to follow a personalized approach
when facilitating and/or mediating communication between two family members. This
is particularly relevant when communication is targeted to be performed with older
adults, since further restrictions limit the ways in which the mediation process can be
conducted. By actively considering the needs and concerns of older adults into the design
of computer-based strategies that mediate asymmetries in family communication, soft‐
ware designers can conceive usable and accessible services that would naturally help
enhance the technology appropriation by the elderly, thus favoring their eInclusion.

3 A Model to Mediate Asymmetries in Family Communication

In this section we first present the methodology followed to collect the information used
to build the model. Then, we present and describe the formal model proposed to mediate
asymmetries in family communication. This model intends to support social interaction
among members of middle-class family communities living in urban areas, in Chile.
The model particularly considers the interactions from/to older adults. Possible exten‐
sions to this model and its application to other social realities are part of the future work.

3.1 Data Collection Methodology

In order to identify not only asymmetries in cross-generational family communication
practices, but also the features that characterize a family community, we used two main
data sources: (1) a literature review of the most recent systems designed to enable and
facilitate family communication, particularly when they involve older adults, and (2) a
qualitative interview study.

We conducted semi-structured interviews with the members of 20 cross-generational
middle-class families living in urban settlements. For convenience reasons, we focused
our study in the metropolitan area of Santiago, Chile and we followed a snowball
sampling strategy to recruit the participants. In each family we interviewed three
members: an older adult, an adult, and a teenager. Out of the 60 participants, 25 were
men (42 %) and 35 were women (58 %). The interviews were held at the participants’
homes. Beforehand, we conducted a small-scale pilot study with three families in order
to identify and resolve wording and ambiguous statements in the interview script.

In order to identify emerging themes on cross-generational asymmetries in family
communication, we followed the grounded theory approach. Indeed, this resonates with
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current recommendations and research trends in human-computer interaction [1]. Each
interview was tape-recorded with the explicit, free and informed consent of each partic‐
ipant. They were later transcribed, processed through open, axial and selective coding,
and analyzed by the authors.

By contrasting the obtained findings with the existing literature, we built a model
covering the main characteristics, issues, and social expectations of the stakeholders
involved in a family community scenario. Next section presents and formalizes the
proposal following the model-driven engineering approach.

3.2 Family Communication Metamodel

Communication in family communities can be represented as a metamodel, where each
particular family is an instance of such abstract structure. This conception adheres to
the model-driven engineering approach [27], and it can be easily implemented using
existing tools, such as Eclipse Process Framework [9]. Figure 1 shows the UML class
diagram that represents the metamodel.
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Fig. 1. Family communication metamodel

This representation considers a family as composed at least by a member. Each
member has interaction preferences (e.g., preferred tools to conduct synchronous and
asynchronous communication), emotional status (set of emotions detected during a
certain time window) and eventually behavioral patterns that determine the way in
which a person is going to behave under particular circumstances. Every pair of members
in a family community has a relationship, which includes several variables that range
from the affective attachment among them, to their formal relatedness. There could be
an implicit and/or explicit interaction agreement between these pairs, which establishes
the interaction frequency and also the time space and digital media involved in these
interactions. Based on these agreements, and also in the emotion status of each member,
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it is possible to determine interaction needs, which represent people that are currently
in need of emotional support.

Every interaction need has a context that determines who, how and when other family
members could deal with such emotional support. Provided that various family members
can potentially intervene in that situation, and trying to not overloading all of them, one
or more decisions should be made concerning who will be encouraged to provide support
to the member in need. The decision process can be repeated until getting a successful
result or using up all the available alternatives.

Decisions are made using a set of rules that indicate how to intervene a relationship
considering the social needs of the involved people and their behavioral patterns. The
decision process also considers the historical record of interactions between these
people. Each decision is translated into particular actions that are made by the system
mediating the communication among family members; e.g., an invitation message can
be received by a person for contacting other family member that is currently in need of
external support. Such an action can be materialized in an interaction, or eventually it
can fail. In the latter case, a new decision could be made. Next section describes the
process that each particular family communication model uses in order to promote the
social interaction from/to older adults.

3.3 Processing the Family Communication Model

This process involves four uncoupled stages: data gathering, monitoring, decision-
making, and intervention (Fig. 2). Rectangles represent classes of the family model
described in the previous section, while rounded rectangles represent processes. Next
we explain each model component.
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Fig. 2. Basic architecture of the model processing

Data Gathering. This stage is in charge of obtaining the basic data of the system; e.g.
family composition, user preferences and their interaction agreement. This information
is provided through a family setting process, which is performed when the community
is created. There is also information that is not provided by the end-users (i.e. family
members), but that is automatically captured by the system, and also used as input.
Examples of this information are the current emotional status of a family member, or
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the interactions performed by the participants in a community. Various social media
tools, like SocialConnector [21], can act as interaction sensors capturing and recording
this information.

Monitoring. This stage adds meaning to the basic information captured in the previous
stage. The system tries to determine if there are new interaction needs that should be
addressed. Particularly, the interaction needs evaluator analyzes the basic information
of family members as well as their emotional status to determine if there is a new need
for social support. If it does, the process records such need in the system, and then other
components are going to address it. Such need can also be identified by comparing the
interaction agreement between each pair of members, and their effective interaction
record. The analysis of interactions is also used to determine or adjust behavioral patterns
of a user or his/her interaction preferences. The interaction analyzer is the process in
charge of performing these activities. Finally, the decision validator process tries to
determine if an effective interaction recorded by the system is the result of a stimulus
triggered by the system to a user; i.e., a decision made by the system to promote the
interaction between two people. If it does, the result is recorded and then used to make
future decisions.

Decision-Making. This stage takes each interaction need recorded in the communica‐
tion model, and based on the behavioral patterns and the basic information gathered in
the first stage, determines a set of zero or more actions that could be taken to support
the people in need. These actions can either be to trigger participation using persuasive
strategies, or to raise an alarm and consequently provide awareness on the possible need
to family members. The decision maker is the process that determines which decision
will be made in each situation. Such process uses a set of rules as support, and makes
one or more decisions. Each decision represents a stimulus to a user. The information
about these decisions and also about the context in which they were made, is properly
recorded in the system.

Intervention. In this stage, the intervention manager processes each decision and acts
accordingly. A specific action is made by the system per each decision (e.g. send an
email, or show an awareness component to the user). The actions can be successful or
not. Regardless the results of an action, such an action and its result are properly recorded
in the model, because they are then used to improve the decision-making process.

Figure 3 shows the software architecture of a social media tool that uses the proposed
model to promote interactions among family members, mainly from/to older adults. In
this case, we indicate how the model can be embedded into the SocialConnector tool
[21] to reach such a goal. SocialConnector, as most social mediators, allows family
members to interact using communication mechanisms like videoconferences (through
Skype), emails and sharing contents (through Facebook). However, these tools do not
identify when a person is in need of external support nor persuade other family members
to help reduce or mitigate such situation. That role can be played by the proposed inter‐
vention model, which is complementary to the existing tools and can be added as an
extension.
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Fig. 3. Architecture of a social media tool that uses the proposed model

As most modern software tools, we propose to separate the design concerns using
layers. In this case, the software extension should involve four layers: data persistence,
monitoring, decision-making and intervention. This matches with the stages of the
process used to compute the model (Fig. 2). The components and roles of each layer are
also those mentioned for the model processing.

4 Using the Model

In order to illustrate the use of this model as a support for SocialConnector, let us
consider a family community composed by twelve members: two older adults (OA),
four adults (Ad) and six young people (YP). Considering the relationship existing
between them (in terms of social interaction), we can build an interaction graph similar
to the one shown in Fig. 4. The different types of links indicate how strong is the affective
relationship between each pair of nodes (i.e., between two family members).

Let us suppose that the system detects that OA2 has been with a negative mood
during the whole morning. Such detection is done by the interaction needs evaluator
(Figs. 2 and 3), which creates and records a new need in the persistence layer (i.e., it
creates a new instance of the class interaction need). Then, the decision maker compo‐
nent should determine, based on the set of available rules and the context describing that
situation, how to support the person in need. By analyzing the graph, we can see that
Ad-3 and OA-1 are the closest family members for OA-2. Probably, the first priority
should be to try contacting Ad-3 because adult people usually have better capabilities
to deal with problems than older adults. However, Ad-3 would be the first option only
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if the interaction agreement between Ad-3 and OA-2, and also their interaction pref‐
erences, are aligned. In other case, other options must be analyzed.

Once the model determines the most suitable family member to help in this situation,
it should make one or more decisions. The decisions are stored in the corresponding
class of the model. Each decision triggers an action that the system must perform auton‐
omously in order to persuade the chosen member (e.g., Ad-3) to help the person in need.
These actions could be either sending an email or instant message to Ad-3 informing
such a situation. The intervention manager component is in charge perform these
actions. The result of each action should be verified or guessed (in the worst case) by
the system, in order to determine if new decisions should be made because all of the
stimuli to Ad-3 failed. Thus, the system uses the model to determine second options,
and so on until exhaust all the available intervention alternatives, or eventually succeed.

5 Conclusion and Future Work

Asymmetries are inherent to family communication, particularly when they involve
intergenerational members. While some people perceive their ability to adapt to other’s
preferences as natural in terms of communication media and flexibility, external medi‐
ation usually needs to be performed in order to increase the chances of effective commu‐
nication.

After conducting a literature review and a qualitative interview study, we have
identified asymmetry sources related to: media preference, socializing capability, the
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Fig. 4. Example of a simplified family community graph
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availability of both parties, and their flexibility for performing social interaction. The
quality and strength of the affective tie between the involved parties is also relevant
when studying family communication. In particular, if the asymmetries between two
people appear to be quite strong, the inclusion of a third person acting as a broker in the
mediation process is recommended, as it is already naturally considered in family
settings.

By providing effective mechanisms to coordinate and mediate social communication
among family members through digital means, the elderly appear to show a better reac‐
tion to digital media. This facilitates not only their social inclusion to their families, but
also to their acceptance and appropriation of ICTs.

As future work we are embedding this model (and its processing) into the Social‐
Connector system [21]. Then, we will evaluate in the field the model performance
through empirical studies that would allow us to determine its impact, as well as gath‐
ering feedback to improve it.
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Abstract. We carried out experiments to evaluate the readability of e-paper
devices using different systems. In the experiments, we conducted subjective
evaluations under staged illuminance conditions. This study found that different
age groups showed differences in reading e-paper devices with a built-in light
under different conditions of illuminance.

Keywords: Evaluation of accessibility · Usability · User experience · E-books ·
E-paper · Kindle DX · Ipad · Readability · Illuminance

1 Introduction

As display technologies have advanced in recent years, there has been an increase in
high quality content on mobile devices, such as smart phones, tablet devices or e-readers.
In addition, the number of mobile devices has increased rapidly in recent years and such
devices are used by both young and old. The spread of e-books has been helped by
e-readers that specialize in the clarity of the text. Most e-readers have an e-paper display
system, and people can read these as easily as reading a paper text even when outdoors.
Our previous study showed that under conditions of low illuminance, the readability of
the e-paper was poor [1]. However, a built-in light system could improve the readability
of the e-paper under low illuminance conditions (e.g. Kindle Paperwhite [2]). Compared
with the young, the elderly have lower visibility. In this study, we carried out reading
experiments to evaluate the readability of e-paper with built-in light. We investigated
the contributions of built-in light on the readability of e-paper devices by age groups.

2 Method

2.1 Subjects

The subjects for this study included 110 healthy males and females between the ages of
19 and 86 years (Table 1). The subjects who usually wore glasses or contact lenses used
them for the experiments. We obtained informed consent from all subjects and approval
for the study from Ethical Review Board in the Graduate School of Information Science
at Nagoya University.
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2.2 Experimental Design

We carried out the reading experiments in a darkened room. In order to adjust to constant
illumination, we used an original lighting system consisting of a fluorescent light and
LED for reading. In the experiment, the illumination was adjusted to 14 levels. Table 2
shows both the target illuminance and measured illuminance values.

Table 2. Target illuminance and measured illuminance values (lx)

10 20 50 100 150 200 300 500 750 1,000 1,500 2,000 5,000 8,000

13.47 22.73 51.60 101.4 151.4 176.3 261.7 516.7 787.7 1,042 1,591 1,983 4,670 8,017

In the experiment, we used an e-reader with built-in light (Kindle Paperwhite
released in 2012) and e-reader without built-in light (Kindle DX released in 2009).
We also used backlit LCD (iPad released in 2012) and conventional paper text. We
used the Kindle Paperwhite and iPad at a configuration of maximum brightness. We
put the reading devices in small compartments placed on a desk (Figs. 1 and 2).

Fig. 1. Appearance of experiment

Table 1. The age groups of the subjects

Age groups The number of
people

Average Standard
deviation

Young 19–4 44 27.5 7.2

Middle 45–64 45 50.9 4.2

Elderly 65–86 21 72.8 5.0
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Fig. 2. Outline of the compartment

2.3 Task Design

The experimental task was for the subjects to read aloud a written text displayed on the
devices. There were five words in English per line, and ten lines in each text passage
(Fig. 3). The character font was 9 pt using a typeface of Times New Roman. The subjects
began to read form the upper left in 15 s. We recorded the number of words that the
subjects could read in 15 s as well as their viewing distance. After reading, the subjects
evaluated the readability of the text. The subjects evaluated the readability of the devices
using Analog Visual Scale, converted to between 0 and 100 points.

3 Results

We classified subjects as those who were 44 years old or younger as “Young”, those
who were 45–64 years old as “Middle aged”, and those who were older than 65 years
old as “Elderly”.

Below, we will refer to the Kindle Paperwhite as PW, the Kindle DX as DX and the
paper as Paper in Figs. 4, 5 and 6.

Figure 4 shows the subjective evaluations of each device by the young group. Under
low illuminance conditions, the younger subjects rated the Kindle Paperwhite higher
than that of the Kindle DX. For conditions of more than 750 lx, the ratings Kindle
Paperwhite were lower than Kindle DX.

Figure 5 shows the subjective evaluation of each device by the middle aged group.
In lower conditions of illuminace this group evaluated the Kindle Paperwhite higher
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than that of Kindle DX. Under the conditions of more than 750 lx, they rated theKindle
Paperwhite lower than the Kindle DX.

Figure 6 shows the subjective evaluation of each device by the elderly group. This last
group also rated theKindle Paperwhite higher than that of Kindle DX under low illumi‐
nance conditions. Under conditions of more than 500 lx, they ratings were almost the same.

4 Discussion

The younger group evaluate the Kindle Paperwhite higher in lower conditions of illu‐
mination. We found that there were no differences between the group evaluations of the
Kindle Paperwhtie in lower conditions of illuminance All of the evaluations were
consistent in rating the Kindle DX above 10,000 lx.

Fig. 3. The used contents

Fig. 4. Subjective evaluation of each device by young

452 Y. Ishii et al.



The evaluations of Kindle Paperwhite was higher than that of the Kindle DX and
paper text in the lower levels of illuminance.

One of the biggest advantages of the built-in light system is the sustained readability
of e-paper under low conditions of illuminance. According to some previous studies,
the use of the backlit LCD terminal is desired under low illuminance [3]. But according
to our results, a built-in light system has a profound effect on readability under the low
conditions of illuminance because the picture resolution and contrast ratio of the Kindle
Paperwhite are superior. Since we used the Kindle Paperwhite at a configuration of
maximum brightness, the subjects found the back light device much easier to read.

With anilluminance of more than 750 lx, the subjective evaluations of Kindle Paper‐
white did decrease compared to the Kindle DX. The picture resolution and contrast ratio
of the Kindle Paperwhite were superior, but Kindle Paperwhite has a light guide over
the e-paper display. At higher levels of illuminace, the light guide appears to affect the
evaluation of readability because it reflects light [4].

Fig. 5. Subjective evaluation of each device by middle aged

Fig. 6. Subjective evaluation of each device by elderly
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However, the subjective evaluation of the elderly was the best among the three age
groups (clarify –do you mean for all levels? For which device??).

Some research has found that the elderly are comfortable with reading under condi‐
tions of [5], high illuminance. That would suggest that since those with high cloudiness
have some blocking of the lenses for each cataract, the field of view becomes diffuse [6].

5 Conclusions

In this study, we carried out an experiment with a reading test to evaluate the redability
of tablet devices and e-paper under various conditions of illuminance with subjects based
on age. Our results show that significant differences exist between each device
depending on age and illuminace. These results suggest that it is important to consider
the age when developing such reading devices.

Acknowledgments. This research was partially supported by JSPS Kakenhi (B) Number
24300046 and 23300032.
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Abstract. At a time where databases contain millions of data records and their
organization gets complex, the visualization especially of metadata gets a neces‐
sity to get an overview of the database performance. In this paper we’ll provide
an insight into a research project commissioned by Crate Technology GmbH, who
developed an elastic SQL Data Store that is massively scalable [1]. The aim of
our efforts in the UCT Research Institute is to find different ways to visualize the
data state in such a cluster. In particular we investigated the development oppor‐
tunities of radar charts in database metadata visualization and the visual appear‐
ance of the developing shapes. During the paper, the primary challenges of the
project will be displayed and comparable products will be investigated. In the last
part, we’ll give a short insight to our work in progress, deal with the issue of form
perception and also present further required efforts.

1 Introduction

When thinking of visualizing database-performance today, our thoughts are most likely
with a large amount of meta data records, which are updated regularly. To keep track
of these meta data seems to be difficult. Moreover, upcoming problems, which a bad
condition of the database may trigger in future seem to be invisible. But especially for
employees dealing with big data and being responsible for the optimal functional capa‐
bility of databases, finding the sources of problems in advance in order to counteract
could be absolutely helpful. Therefore providing an easily comprehensible overview
about the real-time condition of databases could be a particularly forward-looking
development. In this paper we will propose the use of radar charts and the resulting
shapes as a possible solution and investigate the potential of these shapes.

2 Definition of Metadata

Before we can start with the description of the initial situation of the project, it’s neces‐
sary to define the term “metadata” because there exist innumerable definitions [2] that
could have a confusing effect.

Metadata can be used in different matters and targets, but mostly have the following
functionalities: supporting data discovery, enabling the dealing of data by humans and
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facilitating the automated handling of data in the subdivisions of data discovery, inges‐
tion, processing and analysis [3].

Moreover, in all metadata schemas semantics can be found as a characteristic. So
they give data elements a meaning and help people working with metadata to understand
the individual elements [4].

The term “metadata” comes from the field of computer science, where the prefix
“meta” means “about”, so the aim of metadata is to describe other data. Two main
requirements that metadata have to fulfill can be defined: firstly the information has to
be structured and therefore recorded according to a documented metadata approach.
Secondly a resource of information has to be described by the metadata, where the
question will arise what exactly could be an information resource, especially when we
think of the numerous fields metadata play a key role [5].

Looking at database metadata in a more precise sense, it can be defined as “data
about database data” as for example a list of all tables of a database, their sizes and their
number of rows. So metadata (also seen more generally) has the task to describe data,
but it isn’t the data itself [6].

After having defined metadata in particular for our purpose of database-performance
visualization, some general challenges in this field as well as some of the main challenges
especially in the context of the research project for Crate will be described.

3 Challenges of Visualizing Database-Performance
in a Big Data Environment

When working in a big data environment probably the most obvious fact may be that
either the data collections or the data objects itself are big [7]. Regarding our research
task, big data collections but as well the wide variability of users and therefore the
variability of the size of their data collections represent a challenge for finding ways to
visualize the data state. Moreover, the visualization needs to take into account the fact
that some databases are under constant transformation, therefore the metadata change
constantly as well, depending at which intervals the metadata are queried.

A Cluster running on Crate contains a certain amount of nodes, defined by the user,
which according to the experience values of Crate Technology GmbH can be assumed
with a number between 8 and 300 nodes. As a result, when starting with the visualization
work, the capability of the visual sense has to be kept in mind and a presentation method
has to be found which should communicate the content precisely and let it be perceptible
in an intuitive level [8]. So in our specific task situation where the main goal is to give
an overview over the condition of the whole amount of nodes (putting aside the second
goal for the time being, which is to provide further information about selected individual
nodes) we are talking not only about communicating the condition of up to approxi‐
mately 300 nodes, but also about taking into account the simultaneous view of different
points in time. So the number of objects to be detected can rise sharply. And as the user
of the visualization should be able to make decisions about manual optimization meas‐
ures, any incorrect representation and any resulting wrong interpretation may have far-
reaching consequences.
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Moreover, as the database-performance can be assessed according to many different
criteria, there has to be found a way to group them to logical categories that answer
upcoming questions of the employees being responsible for their databases. As a result,
the number of necessary parameters for answering these questions can vary widely. So
when trying to find a way to visualize them, a very flexible form concerning the repre‐
sentable parameters has to be found.

Summing up what has been said so far, the main challenges for projects working
with the visualization of database-performance in a big data environment are:

• the enormous amount of data objects itself,
• the constant transformation of the database,
• the variety of the number of nodes that have to be presented and perceived intuitively,
• the variety of criteria that determine the performance and therefore the visualization

of answers to upcoming questions that consist of a different amount of parameters.

As the baseline situation and the major challenges of such projects has been described,
the following section takes a closer look on other tools and products that try to visualize
database performance or other comparable data.

4 Analysis of Comparable Tools and Products

4.1 Planning of the Comparison Procedures

For the analysis of tools that visualize comparable issues as Crate does, eight products
on the market have been chosen and investigated. The main challenges but also char‐
acteristics of these will be discussed and examples will be given in order to illustrate the
development potential for our research project.

4.2 Limited Number of Parameters Shown per Visualization

As already mentioned previously, database performance depends on various parameters,
therefore when trying to visualize the condition of a database cluster, many different
criteria have to be taken into account. When examining for example the user interfaces
of Zabbix [9], cacti [10], Ganglia [11], NuoDB [12] or Pivotal HD [13], it can be noted
that in one single visualization they mostly use only two dimensions when producing
bar charts or line charts. In order to be able to present more than these few dimensions,
they add more charts or other visualization types, resulting in a dashboard-like collection
of different views. As a result, the situation for the user could be confusing, because
associated dimensions or criteria aren’t displayed in the same visualization.

4.3 Necessary Prior Knowledge for the Usage of Modular Systems

Kibana, for instance, allows the user to adapt its queries and also the visualization types
and attributes in order to offer a totally personalized visualization [14]. But this assumes
that the user is able to combine different parameters in a way that the output makes sense
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and decisions can be made. As in our research project Crate Technology GmbH requests
a solution, that not only offers an optimal integration into existing company processes
but also a maximum of the ease of use, we decided to specify the research questions and
therefore the shown parameters the user could be interested in when observing the cluster
state.

4.4 Difficult Determinability of the Condition of the Elements Shown

Whenever producing a visualization of parameters that affect the condition of elements
in order to make human decisions, in the end it lies in the hands of the observer to
determine whether the viewed visualization contains negative or improvable content.
With the help of human intuition, the viewer should get a contextual understanding of
the data condition, so it is necessary to offer an intuitive human-machine interface to
integrate intuition into the analysis process [15].

In the example of software diagnostics [16], a spatial model was found to present
answers to different questions concerning software systems. Individual code units are
represented as blocks ordered in a way that intuitively let the user think of a city view
consisting of skyscrapers with different heights and base areas. The system detects bad
code units, lets them appear in red and therefore give hints to possible improvement
potential. In comparison to software diagnostics, MongoDB MMS [17] (a cloud service
that can be used to support the usage of MongoDB) offers more possibilities to specify
individual queries and shows the selected metadata of a database as a chart, but the system
doesn’t interpret the chart nor gives a hint to a dangerous state of data. So the user has to
decide on his own whether the presented data could contain a problematic issue or not,
and this could develop difficulties when thinking of visualizations of really large metadata
sets. For that reason, what we have been looking for in our project is a visualization, that
lets the user get a quick and intuitive impression of the database performance and high‐
light problematic issues in any way to facilitate the improvement work.

So with these three challenges the main potential of our visualization development
has been formulated. This leads us to a detailed presentation of our approach using radar
charts and the shapes developed through an intuitive handling of radar charts.

5 Using Radar Charts as a Form Generator and Intuitive
Observation Tool

5.1 General Information to the Work with Shapes in this Project

As already described earlier, a Cluster running on Crate consists of a variable amount
of single nodes, the state of which has to be monitored. Just as to mention a single
example, overloaded servers could cause unintended waiting periods, so the parameters
“average load”, “used disk”, “used heap” and “number of shards” could be interesting
when observing all the nodes.

What we started to do in the beginning of the research project is to find a way to give
an overview over all nodes that is flexible regarding the number of parameters that have
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to be taken into account, shows the user all the problematic information in an intuitive
way and doesn’t require much specialist knowledge to work with. For this reason we
combined the flexible properties of radar charts with findings of form perception and
developed an opportunity to show various values of different parameters and let them
build a shape, that deviates more or less of an ideal circle (Fig. 1).

Fig. 1. Radar charts with a flexible number of axes or displayed parameters

In Fig. 2 the transformation from a radar chart to a shape, which could represent the
state of one single node can be seen. Visible in the background of the shape on the right
is the contour of the ideal circle. For the development of the shape in the foreground the
four vertices of the ideal circle have been moved along the four axes to or away from
the center of the circle, maintaining the rounding of the four vertices.

Fig. 2. Transformation of a radar chart with four axes to a shape that deviates from the ideal
circle

When talking of a circle as the ideal form (the form where all the values on the axes
are on the ideal position), the reason why we didn’t use a regular polygon in this place
has to be explained.

5.2 Form Perception of Primitives

Perception of Circles and Polygons. Considering how circles and polygons are
perceived, the principle arises very quickly that round forms are perceived as soft,
continuous, fluent and natural, whereas angular ones are perceived as unnatural and
lifeless [18, 19]. The reason for the above named associated characteristics isn’t only
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the fact that we associate them with other shapes known to us, but also with the visual
process itself, where the shapes are patted down by the eyes [19].

In other words, forms are findings of the sense of movement. For instance when we
view a circle, the eye tracks the whole form bit by bit, until we experience the completely
enclosed circle [20].

Because of its centric symmetry it doesn’t exist any direction when perceiving a
circle, it is the simplest visual pattern [21]. Also for Gestalt psychologists the circle
played a special role: Its percept is totally stable and it is the most regular and simple
2D shape because its surface area is enclosed by the minimal-length. Therefore the circle
looks very compact. [22]

So, the perception of circles and polygons and the characteristics associated with
them as well differ much. Moreover different types of polygons are also associated with
different characteristics: Whereas the square has a very static, quiet aura, the triangle
appears as very active, especially if it stands on one of its tips [23].

When deciding for a circle as the basic form for our visualization of a cluster state,
we therefore solved the problem, that questions, which need a variable amount of
parameters to be answered (and already in it’s ideal form lead to polygons with a different
amount of vertices) are associated with different characteristics. Using a circle and
modify it according to the number of parameters (and therefore axes) leads to a much
more constant perception, because in it’s ideal state it always has a circle as a result
(Fig. 3).

Fig. 3. Examples of the construction of shapes out of a circle with three, four and eight axes

The Circle and its Reason to Describe an Ideal State. As a unique exception of the
basic geometric shapes, the circle doesn’t consist of different directed lines, but of a
uniform curvature [23]. It is completely directionless, has no beginning nor end and is
a symbol of perfection, having already been described by Plato (in Timaeus), but also
appears in other cultures like the Chinese or the Hindu culture [24].

When perceiving a shape, we start looking for a structural framework [19, 21].
Examples for elements of this framework include symmetry, angle or side length.
Regular shapes in general include such a framework that puts in order the single parts
of it. The brain is able to quickly complete the form, without determining it over a long
time. By comparison, irregular forms don’t have this framework but get associated with
something already known [19].

So when using a regular shape (e.g. the circle) as the basic shape and modify it
according to the angles of the axes allows the viewer of many of these shapes (in our
purpose that represents the state of the whole amount of nodes of a database-cluster) to
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quickly identify the irregular shapes. This leads to a fast detection of nodes that are in
a bad condition and need improvement measures, which only a human being is able to
deduce.

5.3 Difficulties of the Concept

During the first tests of this concept with real data (with four parameters as described in
Sect. 5.1) received from Crate Technology GmbH, we detected a few difficulties that
need to be taken into account when thinking of adapting this concept to various questions
that could interest the employees responsible for their databases. Some of the most
important ones will be clarified below.

Firstly, the size of a single node presented as one piece of a big group of nodes has
to decrease in order to give an overview about the whole cluster. This results in a large
number of very small elements (nodes), the curvatures of which may be difficult to
detect, depending on which end-device the database is observed. So in the further plan‐
ning of the interface, a suitable order has to be found, a very contrasting coloration of
the nodes and the background as well as enough space around each element has to be
ensured.

Another fact we have to take into account is that the ways to define the ideal value
of the different parameters may vary. For example when one considers the parameters
“average load”, “used disk”, “used heap” and “number of shards” of each node, the
arithmetical average of all nodes may be the ideal value for the used disk, used heap and
number of shards as these values should be as balanced as possible. But for the average
load it could be more interesting to see just the values that exceed a specific value (for
example 1). As already described previously, the curvatures necessary to produce a circle
when the values are ideal have to be taken with the vertices moving along the axes.

If the values of all axes are on the same level but not ideal (too high or too low
values), this principle produces either too big or too small completely round circles. So
if the variation of the size of the circle doesn’t stand out regarding the whole cluster,
another variation of the curvatures has to be developed in order to avoid misunder‐
standings.

6 Further Tasks and Conclusion

Our next steps will be to tackle the previously described difficulties, to perform tests
with a broader range of participants selected from the expected customer group of Crate
Technology GmbH and to revise the visualization according to the results. Subsequently
we plan to extend the visualized answers to a broader range of answers to questions that
may be valuable as well and to think of opportunities to integrate these visualizations
into the user interface of Crate. In this process, the necessary functions of the visuali‐
zation interface will reveal, such as a possibility to see and compare the cluster state at
different points in time, or the zooming from the view of the whole cluster to a single
node view with further details.
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First budget usability tests of the visualization of single nodes with real-time data
have already shown that the participants are able to deduce the state of the node via a
shape developed through the merging of radar charts and circles. This suggests further
research in the simplicity and intuitiveness of the perception and assessment of shapes,
in particular when working in the environment of big data.
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Abstract. Nowadays, the annotation of ground truth and the auto-
mated localisation and validation of objects in audiovisual media plays
an essential role to keep pace with the large data growth. A common
approach to train such classifiers is to integrate methods from machine
learning that often demand multiple thousands or millions of samples.
Therefore, we propose two components. The first constraints the annota-
tion space by predefined models and allows the creation of ground truth
data while providing opportunities to annotate and interpolate objects in
keyframes or in-between by granting a user-friendly frame-wise access.
The graphical user-interface of the second component focuses on the
rapid validation of automatically pre-classified object instances in order
to alter the assignment of the class label or to remove false-positives to
clean-up the result list which has been successfully applied on the task
of Instance Search within the TRECVid evaluation campaign.

Keywords: Model-based annotation · Object detection · Instance
search · Rapid evaluation · Image and video processing · Big data

1 Introduction

One way to cope with the ever increasing amounts of audiovisual data recorded
day by day is the automatic detection and storage of object instances in data-
bases in order to make large archives searchable. In the last decades, scientific
research has focused on the detection of specific object classes like faces and
pedestrians [1]. However, the creation of robust systems for such unconstrained
amounts of data still appears as a very challenging task even in the well-known
field of face detection [2]. Frequently, the mere complexity entails the need for
hundreds or thousands of intellectually selected positive training samples as well
as millions to billions of negative non-object samples while being utilized in
appearance-based machine learning algorithms.

Beyond that, the development of algorithms and systems for the automatic
detection of various object instances with a small sample size has been pur-
sued by the community of the Text Retrieval Evaluation Campaign on Videos
c© Springer International Publishing Switzerland 2015
M. Antona and C. Stephanidis (Eds.): UAHCI 2015, Part I, LNCS 9175, pp. 464–474, 2015.
DOI: 10.1007/978-3-319-20678-3 45
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(TRECVid) [3] for many years. Ordinarily, it is well-known that the intellectual
annotation and localization of target objects [4] is a repetitive, time-consuming,
demanding, but yet necessary and critical task when processing large data collec-
tions in order to determine the performance of automatic detection algorithms,
draw assumptions over possible misfits, or identify areas of improvement.

The previous work of Ritter & Eibl [5] and Storz et al. [6] proposed a strategy
to conduct image-based annotations of extracted keyframes after the application
of shot boundary detection algorithms by using predefined models. While build-
ing on that work, this contribution introduces some handy methods to facilitate
the creation of almost arbitrary ground-truth data while providing the means
and opportunities for rapid model-driven annotations in videos by restricting
the annotation space to specified properties of the underlying domain. Further-
more, a fast selection scheme is introduced to increase the speed in which the
assessment and evaluation of object detection algorithms is performed.

The remainder of this paper is organized as follows: Sect. 2 gives an overview
about other approaches from the literature concerning model-based annotation
as a base methodology. Section 3 describes our approach for video annotation
and the validation of outcomes yielded from automated detections of object
classifiers in the context of a specified TRECVid use case scenario that is also
evaluated shortly in Sect. 4. A brief summary and an outlook to future work in
Sect. 5 concludes this contribution.

2 Related Work

In visual media we need algorithms to be able to classify a vast range of concepts.
According to Forsyth et al. [7], we can differentiate visual concepts in stuff
meaning materials (e.g. grass, road) and things meaning objects like cars or
persons. The concepts can be content-independent (i.e. author name), content-
dependent (e.g. texture, shape), and content-descriptive (semantics, shape is a
car) [8]. These visual and theoretical differences between annotations open up
a vast annotation space that lead to the development of a variety of different
annotation tools. Tools and applications vary greatly from e.g. game based web
applications like ESP Game [9] to fairly complex tools like the LHI annotation
tool [10] that includes sophisticated methods for graph based segmentation, scene
decomposition, and semantic annotation as well.

However, the usage of annotation models allows to cover a broad range of
possible annotation types that are often directly related to different use cases.
Specific use cases like video annotation or the verification and evaluation of
object candidates that were detected and localized by a trained detector are
described in the following paragraphs.

2.1 Model Based Annotation

Similarly to ViPER-GT [11] we apply annotation models to precisely define the
amount and scope of information that needs to be annotated in visual media.
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Models serve as a annotation template consisting of different geometric (e.g.
bounding boxes or polygons) and semantic components like text called model
elements [6].

The incorporation of such a model facilitates the workflow within the anno-
tation process while reducing the necessary input of information to constraint
properties. With regards to the annotation of objects and their position in an
image this might comprise actions like adjusting marker points, determining the
area of a bounding box or entering a textual caption. This procedure leads to a
specific and dependable structure of the annotated results making them compa-
rable even if the intellectual annotations are created collaboratively by multiple
workers with differing experience.

2.2 Video Annotation

The annotation of video sequences can serve different purposes and the creation
of a training or validation dataset for training object classifiers is only one of
them. Tools like Anvil [12], ELAN [13], or VCode [14] focus on the annotation
of speech or the coding of behaviour and interactions of actors. These most fre-
quently used video analysis tools are applied to many different research domains
like human-computer interaction, linguistics, and social sciences.

Another category comprises tools like Advene [15] and VideoANT [16] that
facilitate the sharing, communication, and comprehension of video content by
providing interfaces to comment, to discuss, and to link other media.

However, the most important category within the context of this contribu-
tion focuses on the aforementioned task of video annotation for the creation of
training and validation datasets. The subsequent tools differ greatly in presenta-
tion style and in the range of functionality, but share the ability to create spatial
annotations in videos.

VATIC [17] is a web annotation tool that can be used with Mechanical Turk1

in order to outsource annotation tasks. In comparison to other tools, it offers a
very reduced and easy to learn interface. After drawing a bounding box around
an object, it offers a brief categorization of the object class (e.g. person or car)
and allows to specify certain properties that for instance might be used to mark
an object as occluded. Object annotation over time is accomplished by the intel-
lectual masking of a small subset of frames and the automatic interpolation in-
between. To the best of our knowledge, the tool does not differentiate between
annotations that were created by hand or result from automated interpolations
while lacking frame-wise access, whereas a modification of previous annotations
may be challenging.

In contrast the Semantic Video Annotation Suite (SVAS) [18] offers a more
complex interface with semi-automatic annotation capabilities. SVAS uses a
automatic video preprocessing to detect shots, extract key frames and capture
image features. In the keyframe based annotation process the video is divided
into the detected shots. A SIFT based object and shot re-detection can be

1 https://www.mturk.com, 19.02.2015.

https://www.mturk.com
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applied to an intellectual object annotation in a keyframe to retrieve the spe-
cific object in other keyframes as well. An object tracking mechanism is used to
track the object in between. The described process can effectively minimize the
intellectual annotation effort assuming automatic annotation is accurate enough.
According to the authors, accuracy decreases if object has low textural informa-
tion, is small in size or moving, which is quite a common case in challenging
object recognition tasks.

The video annotation tool ViPER-GT can either be used for intellectual
annotation of video content or to view automatically generated markups. In a
similar way to VATIC, annotation can be achieved via an interpolation app-
roach that visualizes the intellectual annotations and interpolations likewise in a
timeline view while allowing the definition of annotation models. Displayed in a
spreadsheet view, it shows the current values of the selected frame like the loca-
tion of a bounding box. Unfortunately the support for different video formats
turns out to be minimalistic. Furthermore, interpolation proves to be slightly
cumbersome since it requires the navigation of several context menus and the
manual typing of frame numbers. Nevertheless, intellectually annotated frames
are highlighted in the timeline view and can be adjusted easily.

All the aforementioned tools contain similar components since they are used
to navigate in a video file, to display, or to employ some sort of annotation.
A video player component is often composed of a control bar that allows to play,
rewind and fast-forward the video and a graphical editor to create localized
annotations like bounding boxes in a displayed frame. Most tools also visualize
the occurrence of annotations over time in a timeline view by associating a row
with an object or coded item. Usually, a colored section in the row of the timeline
represents the time span of an occurrence. The linkage of timeline view and the
video player allows for an annnotation-based video navigation.

Annotating objects on a frame by frame basis is prohibitively time consuming
so that assisting mechanisms like linear interpolation, object tracking or even
the application of computer vision algorithms for semi-automatic annotation are
highly required. The mere availability of assisting mechanisms is not sufficient,
they need to be easy to use. If large amounts of objects needs to be annotated,
the tools must provide instruments to focus on the current work at hand and by
enabling the user to hide annotations or their representations in the interface.

2.3 Evaluation of Detection Results

The aforementioned video annotation tools can be used to create ground truth
data that is needed to automatically evaluate trained classifiers. But the creation
of accurate ground truth data can be prohibitively time and resource consuming
in large datasets on which evaluations are performed nowadays.

A convenient way to measure the quality of a trained classifier is to com-
pare results with annotated ground truth. However, the creation of the ground
truth is not always possible. With exemplary application to face labeling and in
accordance to Jain & Learned-Miller [2, p. 4] it can be stated that “[f]or some
image regions, deciding whether or not it presents a ‘face’ can be challenging.
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Several factors such as low resolution, occlusion, and pose of the head may make
this determination ambiguous.” These findings are especially considered to be
meaningful when dealing with large collections of video footage, where validation
data might not be available. When considering the exemplary case of detecting
frontal faces, the evaluation procedure boils down to a mere supervised reeval-
uation of all available face detections that were created with a certain classifier
repeating the simple but yet not always distinct binary question: “Is a frontal
face present in the shown image patch?”

This common situation demands different evaluation mechanisms that do
not always require large amounts of ground truth data. Detections need to be
scanned for false positives to assess the performance of a trained classifier and
enable their improvement. Similarily photo management software like iPhoto2 or
Picasa3 require the user to manually accept or decline the assignment of faces to
specific persons which is proposed by an integrated face recognition algorithm.

For instance in iPhoto, users can select an already defined person whereupon
the application retrieves and shows other similar faces from the dataset. Users
then may accept or decline proposed faces by clicking on them once or twice
respectively. This simple selection scheme allows a very fast evaluation of large
amounts of faces. Moreover, this interaction concept can be easily applied to the
evaluation of custom classifiers. It could also be regarded as a more concrete imple-
mentation of a more generalized scheme that assigns one of several predefined val-
ues (here accept or decline) to a specific object (in this case a detection). Hence,
the concept can be used for the annotation of relevant position-independent object
properties like occlusion or the color of objects. An application that incorporates
this kind of functionality should focus on an easy to use interface in order to allow
for rapid evaluation or annotation of potentially thousands of detections. Addi-
tionally, it should allow the user to customize the number and size of objects shown
at the same time on the screen in order to find an adequate representation that
is also simple to perceive to account for the large visual variations in classes and
properties of different objects.

3 System Description

This section investigates the structures of our two main components: The video
annotation component should enable the user to make use of predefined models
in order to grant fast object annotations in videos whereas the main objective
of the evaluation component consists in the validation of previously classified
objects or properties that might be used to improve the performance of machine
learning algorithms or to remove false-positives from data sets.

3.1 Video Annotation Component

In a first step we build a paper prototype of the video annotation component
afterwards the prototype was refined in a usability tests with four students (two
2 https://www.apple.com/de/mac/iphoto/, 19.02.2015.
3 http://picasa.google.com/, 20.02.2015.

https://www.apple.com/de/mac/iphoto/
http://picasa.google.com/
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Fig. 1. The video annotation component consist of three parts. The video player (A)
shows the annotations on the current frame. The model instance list (B) displays all
available objects and their current values. The timeline view (C) visualizes all contin-
uous annotations over time, differentiating manual from interpolated annotations.

domain experts). Although representing continuous media in interface mock-ups
appears as rather difficult task, the handling of the static interface elements was
effectively studied and led the omission of unused components. Most important
functionality hidden in context menus was externalised into buttons to facilitate
the usability.

Our proposed video annotation component (Fig. 1) consists of the three fun-
damental parts:

(A) The part of the video player shows annotations of the current frame. Col-
ors correspond with object representations in the other parts. The player
controls can be used to navigate within video. Besides the regular VCR
like functionality (play, jump to start/end) the video can also be navigated
frame wise or one can jump to the next intellectual annotation of a selected
object.

(B) The model instance list on the righthand side represents objects in a row
or block of a single color. The list shows all objects in the video file. While
colored rows represent objects that are annotated in the current frame, grey
rows represent the opposite. All rows can be expanded and collapsed to
reveal or hide all model elements. Model element values always correspond
to the current frame (like the position of a bounding box). Non changing
properties can be marked as static.
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Fig. 2. The evaluation component allows the fast validation of detection results. A small
subset of the detection results is shown in the center of the application including some
statistics about the current state of the evaluation process (bottom left). Users can
cycle through and assign the available classification labels to an image with a left
mouse click. In uncertain situations, a right mouse click may be used to pop up the
original image to display the surrounding context of the image patch.

(C) Similarly to the model instance list the rows in the timeline view correspond
to the annotated objects. The timeline further indicates the time spans in
which the object is annotated. A black line symbolizes an intellectual anno-
tation. The colored space in-between denote linear interpolations between
the reference points. The timeline view enables the user to switch between
annotation modes like the intellectual annotation inside the player compo-
nent and the interpolation inside the timeline between two or more manual
annotations. Only continuous model elements are shown in the timeline.
Timeline rows can be collapsed to view only the most relevant objects.

3.2 Evaluation Component

Similarly to the previous component, a paper prototype was developed prior to
implementation. It was tested with the same four users from above. Major results
showed that detections should be displayed separately and not solely as over-
layed annotated rectangles in the original corresponding image. Furthermore,
the assignment of the predefined options to the detections should apparently
and intuitively made visible. Therefore, we decided to allow switching trough a
given set of available options while continuously clicking on a detection result
that appears to be slightly similar to interaction scheme within iPhoto.

The evaluation tools main workspace (see Fig. 2) is a section in the middle
of the screen where the results are displayed in a rectangle. The number of
pictures N displayed at a time can be changed by using the slider. The lefthand
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Table 1. Results of our preliminary user study for the video annotation component in
contrast to ViPER-GT on the task to annotate pedestrians in a video sequence of 500
frames.

Tool Tester Time (mm:ss) Mean (Stddev)

Video annotation component #1 10:58 12:33 (04:28)

#2 08:05

#3 09:16

#4 16:02

#5 18:25

ViPER-GT #6 11:01 11:18 (01:53)

#7 09:35

#8 13:19

view contains thumbnails of the previous and next group of N image patches.
In order to start the evaluation process, a user has to select a classification
group that is derived from the the currently selected model. Consequently, the
first N images are shown for annotation within the main window. A simple left
click assigns the chosen label to the image patch. A right-mouse click can be
used to pop-up the original image yielding the highlighted detection inside. The
up and down arrows on the right side allow a group-wise navigation through
the data collection. Besides, we decided to add a statistical overview about the
distribution of the choices that have already been made on the bottom left
side, indicated by the length of horizontal color bars and the numbers shown,
respectively. Summarized information depict the selected model, the choice and
the progress as well.

4 Preliminary Evaluation

A small preliminary user study with eight participants (three female, five male)
was conducted for a performance comparison between our video annotation com-
ponent (five testers) and ViPER-GT (three testers). Participants were given a
brief introduction into the application and could familiarize themselves with the
interaction by applying several manual annotations and linear interpolations in
between, before starting the actual scenario, where they had to annotate three
walking persons in a 500 frame video clip that is provided by ViPER-GT.

The mean annotation time of video annotation component exceeded that of
ViPER-GT and therefore performed slightly weaker, but had the best comple-
tion time. However, annotation strategy and annotator motivation influenced the
annotation time greatly and are mainly responsible for the diverging completion
times (see Table 1). Especially motion turning points of objects or video segments
of no, less or irregular motion patterns usually compromise linear interpola-
tions and therefore reduce the accuracy and usability of straight interpolating
techniques.
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Ritter et al. [19] conducted a study that uses the principles of the second
component in the interactive part of last years evaluation of TRECVid Instance
Search4 [3], whereas an instance can be roughly denoted as the occurrence of a
specific object in a shot in the video footage. This main task consists in retrieving
up to 1.000 shots of given instance within the large archive of 464 hours of the
British soap opera BBC East Enders. This comprises 24 different categories each
resembling up to four instances that were given by sample pictures together
with a segmented binary image, a short text description and a sample clip file.
The automated detectors from the authors retrieved 1.000 classified instance
candidates for each category. Eight human annotators were given a period with
a maximum of 15 min to validate the specific object instances in each category
and eliminate false-positives. This work was achieved by using the proposed
approach yielding to an average completion time of 11 min per category.

5 Summary and Future Work

We presented two components to speed up the process of object annotation
in videos and the validation of large data collections with multiple thousands
of previously classified object candidates. Our preliminary evaluations showed
the potential usefulness of these approaches. However, larger evaluations with
more participants could be helpful to draw more reliable conclusions for the
video annotation component. Moreover, the presented framework could ben-
efit from the integration of semi-automated methods for object tracking like
block-matching within automatically detected shots. A combination with any
well-known object recognition descriptors like SIFT operators within a bag-of-
word approach [20] should prove effective in order to retrieve the object from
other shots of the video footage. Both components improve the ground truth or
the availability of object training samples that could at least be integrated as
feedback components into the machine learning workflow from Storz et al. [6] in
order to consecutively optimize already trained classifiers.
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Abstract. This paper shows how a persuasive interactive system can impact
community behavior. SweetBuildingGreeter includes an interactive display and a
gumball dispenser with environmental sensors. It provides media and tangible
rewards. It has been located in buildings’ public entry areas to encourage people
to be conscious of and to empower saving energy. What makes the system
ignored or engaging? The first experiment attracted participants to fill out a
questionnaire to dispense candy and display problems which could be fixed in the
building. Newcomers to the building filled out the questionnaire, but few returned
to do it again. The second experiment provided images of energy savings and was
effective at making people aware of energy issues, but it did not change their
likelihood of using the system. Soliciting people with sound was more effective.
This was especially true in a case where people had earlier negative experiences.

Keywords: Persuasive computing � Green technology ACM H.5.2 information
interfaces and presentation � UI styles � Input devices and strategies

1 Introduction

While incentives can cause behavior modifications [19] automated systems report suc-
cessfully changing behavior or beliefs [4, 7]. Human energy usage is substantial and is
implicated in global warming [12]. Indeed, 30 % of energy used by a building is caused
by people’s actions that could easily be modified or reduced in the building [20].

Can persuasion technology change people’s behavior and affect energy usage in a
community? We tested this with the SweetFeedback Reward System, a computer-
controlled gumball delivery system and environmental sensing platform [10]. It was
designed to be easily deployed on people’s desks throughout a building to create an
incrementally expandable sensor and feedback network. This paper uses the Sweet-
Feedback platform in public instead of the personal space use it was designed for.

Behavior change requires, among other things, a recognition that it matters. The
Fogg Behavior Model [6] predicts that the requirements for a person to perform an
identified behavior include (1) enough motivation, (2) the user’s ability to perform the
behavior, and (3) the need for a trigger in order to guarantee that people will achieve
the target behavior. All three factors should be present for targeted behavior to be
performed and learned by a person.

© Springer International Publishing Switzerland 2015
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1.1 Related Work

A number of research projects aim to perform persuasion technology with tangible
feedback. BinCam installed a camera underneath a garbage bin lid and uploaded the
photos taken onto Facebook whenever a user threw garbage into BinCam [22]. The
system worked to persuade users to engage in self-reflection of their waste management
and recycling habits through social media. The Chocolate Machine applied Ego
Depletion theory to show that people can be trained to resist eating by dispensing the
chocolate at scheduled intervals [13]. Utmi engaged students on campus to help with
exam grading tasks to successfully use a special public vending machine to give
tangible non-monetary feedback [9]. Utami attracted many students to resolve expert
tasks, and they performed better than a single student expert. Our work focuses on also
using tangible feedback, but also uses auditory and visional techniques to attract
participants.

Many previous studies have revealed the major challenges: how to entice
passers-by to approach the display, how to make them aware of the interactive features,
and finally how to motivate them to actively interact with it. The “first click” entice-
ment problem must be solved to achieve any of the other goals [3, 11, 14, 15]. To begin
addressing this problem requires understanding the nature of public engagement in-
teractives. A public display must work with a first-time user and a user that has seen it
before [11]. Passers-by are typically carrying out other activities [3]. Simply providing
attractive appearance, utility, usability, and likability may not be enough to draw
people to engage with it. Unlike other computing technologies, interaction with public
displays does not start with the interaction itself [15].

To get a person to engage, (1), they must notice the interactive, (2), they must see
the interactive as interesting to them, and (3), they must decide that they can interact
with it without fear of public embarrassment, intimidation, disrupting their intended
activity, or offending someone they are with [14]. They must then understand how to
interact and commit to interacting. Finally, they must follow though to get the value of
the interaction. Similar to this, Brignull & Rogers [3] defined three activity spaces in
respect to the flow of interaction within a crowd: peripheral awareness, where people
notice the display; focal awareness, where people engage in social activities associated
with the display, such as talking or gesturing, or in other words performing indirect
interaction; and direct interaction, where people actively interact with the display.

Several studies about how to improve making a public display noticeable and
enticing [14] showed text more effective than icons, color more effective than grey-
scale, and static imagery more effective than animation. Ju et al. [11] found that
physical gestures significantly attract more looks and use of an information kiosk than
verbal gestures alone. Oftentimes, the audience doesn’t seek the public displays
actively, but discovers it incidentally, which Dix [5] called “incidental interaction”.
Spatial configuration indeed matters; a public display is better put near traffic flow in
order to ensure a steady stream of people [15] and may trigger more incidental
interactions.

Peripheral awareness, regardless of how it is gained, has a significant impact on
people’s initial understanding of a public display. Interactive displays often fail to deal
appropriately with the social inhibition associated with interaction in public [15].
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“Display blindness” is a phenomenon related to audience expectation: if the audience
expects that the display shows uninteresting content, they tend to ignore it [8]. Another
phenomenon discovered by Kukka et al. [14] is “display avoidance,” when people
intentionally avoid looking at the display to avoid a deprioritized engagement.

Those phenomena are highly related to the social context. Akpan et al. [2] explored
the role of social context in the success of an interactive public display. The idea is
based on the notions of “space” and “place” [8]. A space is a physical, spatial structure
which affects humans’ activity and behavior. A place, on the other hand, attaches social
meanings, which may include understanding, experience, cultural expectations and
norms, and patterns of behavior. SweetFeedback first focused on the desk place. The
SweetBuildingGreeter tests it in a vestibule space. Past studies show how individual’s
interpretation of “place” instead of “space” to a large degree determined whether they
would actively engage with a display [8]. The most successful places to engage
passers-by were those where the social context supports “comfort space” or “license to
play” with the interactive. This is a challenge that SweetBuildingGreeter must face.

Previous studies have also explored various technical and social aspects regarding
engagement. The contribution of social context within space and place has shown
interactivity often relies on incidental interactions; however, “forcing” passers-by to
notice may fail to move people from being spectators to being active users [2]. This
limits the explorations as it may disturb the nature of interactivity in the place. Our
approach is to extend the goal of interaction in a space to appropriately engage one or a
few people [3]. Our work moves beyond screen color or/and content, attempting to
entice a passerby to view a display in a space. Can persuasive words and physical
feedback entice people to perform important altruistic community service?

How to engage passers-by in a public area, with the goal of helping save energy?
Our first model required a user to log in with a QR code on their phone, then close a
window to receive a candy reward [10]. It added steps and time to the simple act of
closing a window. An alternative might be a simple flag that flies into the hall attracting
attention to the open window more concretely. Could SweetFeedback be as concrete
and more rewarding?

2 The SweetBuildingGreeter Scenario and System

SweetBuildingGreeter system is divided into several components in Fig. 1. The system
utilizes the SweetFeedback reward system [10, 21], which is a gumball dispenser
device with an Arduino board. It runs a program to sense and react to the environment.
A client on a PC communicates between SweetFeedback and the supervisor server.
A server program makes decisions from a user’s behavior, environmental data, and
interaction. A web graphical interface presents information to the user (Fig. 2).

A PC complements the Arduino to add an interactive display, voiced comments, a
people-recognizing camera, and Bluetooth network communication. Processing.org is
used to write a Java program to manage the communication between the gumball
machine and the PC [18]. For example, when the server sends a capital B to the
gumball machine, the gumball machine sends calibrated sensor data to the server’s
database repository. This program reads sensors and manages the timing to give audio
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Fig. 1. The SweetFeedback reward framework.

Fig. 2. The small poster describes how to play with the system in just three steps.

Fig. 3. Screensaver comics to make people aware of energy
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or tangible feedback to users. When a user wins a reward, the program sends a capital
A to the serial port to control the dispensing motor. The server display might also show
rewards by an animation.

As well as the SweetFeedback sensors, the PC scans nearby Bluetooth-based
devices for identifying users and integrating a transportation app. OpenCV [16] is used
to interpret webcam data to detect the presence of a person or people. The camera
program was further developed to differentiate when to attempt to engage people by
applying blob detection. If it notices that there are more than two people, it does not try
to intrude or distract them. Without a model of peer pressure, our theory is that people
in groups are less likely to be interested or able to take their attention away from the
other people to be able or willing to actually focus on a building problem, especially
one that is trying to change their behavior.

SweetBuildingGreeter stores user and building models and behavior in a server.
The server is implemented in a Python Flask framework, and it provides several restful
API to client applications. A MySQL database stores user behavioral data. The feed-
back mechanism, environment problem detection, and verification is evaluated by this
server. Whenever a user fixes an environment problem, such as turning off the light, the
server knows it by acquiring the sensor data from the sensor data repository to check if
the problem still exists. Once the problem is solved, the server waits for the person to
go back to the gumball machine and rewards him or her with visual imagery, sound, or
candies. This application server also provides a webpage as a user interface (Figs. 4 and
5). Several iterations made a simpler and clearer interface, with user messages that are
easier to understand. The main view of the interface is comprised of a map diagram of
the building and a caricatured drawing of a gumball machine. The map diagram shows
the location of a problem with a blinking red spot, to let the user identify where to go to
solve the problem. Also, it visualizes the sensor data by showing people and light bulbs
on the map. The drawing of the gumball machine has speaking bubbles over it, asking
the person to do things or answer questions.

The sensor data from the gumball machine is stored in a local database, including
light data, temperature, sound level data and window open/close data. Furthermore, we
started with a third-party sensor repository from another research group to get all the
environmental information for the campus. They provided several kinds of restful APIs
for a variety of sensor data queries, especially for the real-time light sensor and motion
sensor data. Whenever the server needs to check for environmental problems, the
server checks the third-party sensor data repository and gets real-time data.

Fig. 4. The problem map
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2.1 Persuasive Application Design

“Turn off the light” was our example scenario to test our persuasive system. The server
program checks the status of local sensor repository and third-party sensor network
repository periodically and performs simple environmental diagnosis to verify if a light
is in correct state. If a motion sensor detects that there is no one in a room but the light
is on, the server program will show the problem on the map. We want passers-by to
notice the problems on the screen, use it to guide them to solve them, and get a reward.
When a user chooses a target problem and clicks the button, “Yes, I will take it”, our
server program begins to monitor the target light. When it detects the problem has been
solved, the server program sends a reward message. The server program will estimate
how long it takes for the problem to be solved (walking to the room to turn off the light
and walking back to the machine) after the button “Yes, I will take it” is pressed. It
senses with Bluetooth or time that the person is back and deliver the reward when
appropriate.

2.2 Questionnaire Application

When there is no pressing environmental issue in the building, the system teaches users
about their building, campus environment and energy use. The drawing on the side of
graphical user interface shows a question for passers-by (Fig. 5), with four possible
answers. If the user does not select the correct answer, we enable them to retry until
they get the right one. They then get rewarded with candy.

3 A Persuasive Behavioral Model

Initially, the SweetFeedback reward system was designed to be a personal persuasion
process. For use in a public space, it was deployed with a secured laptop, a cloth draped
stand, and a sign. OpenKiosk was installed in the laptop [17], which simplified the way
users interact with SweetBuildingGreeter’s web interface.

After several days of short experiments, we found that only a few people would use
the system. We thought maybe it was because they didn’t know they could use it or
how to use it, so we made a small poster describing the flow of the process (Fig. 3). It
attempted to attract people and show them that they are welcome to use the machine.

Fig. 5. The questionnaire
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The process was: (1) Arrive - touch the pad to dismiss the energy slideshow screen
saver; (2) Do - solve the environmental problem or answer the questionnaire; (3) Joy -
if 1 and 2 are done correctly, get the reward.

We then wondered if changing the content of the poster to tell people to try the new
system would make people curious about the new system and come to try it out. So we
waited for a few days and changed the previous poster to a new poster with a cute
gumball machine saying, “Try out the new experiment.”

The system provides motivations for users based on a behavioral model to persuade
energy-efficient behaviors; the gumball dispenser device will give candies as the major
reward if users follow the interaction flow for SweetBuildingGreeter. The biggest
changes in moving from a personal to a public persuasive system were motivation for
engagement, enough trigger and higher simplicity for the performance of persuasive
behavior. There was also a camera with an OpenCV program that can distinguish
between one person approaching or several people approaching. The gumball machine
tries to be noticed, to engage a person by triggering the voice on the laptop when it
detects them approaching.

In idle time, the kiosk display also showed motivational comics found from 9GAG
[1], Google, with the message of energy-saving and green technology, to motivate
users to think about their energy behaviors. These comics were more attractive to
passers-by than the screen saver that only displayed a simple message like, “Save
energy and get reward.” To better attract people, the screen saver was turned into a
comic slide show with images about energy saving and candy, and with words inviting
them to try it out by touching the trackpad (Fig. 3).

When the camera detects a passerby, the system would attempt to beckon them with
two different audio probes tested: “Help me!” or “Try out the new experiment and save
energy!” We added a voice to attract the person.

4 Experiments

The effectiveness of SweetBuildingGreeter in engaging people and persuading
energy-saving behavior was first tested at a small campus with about 300 people
including MS students, PhD students, staff, and visitors. A participant sees a visuali-
zation of the building’s environmental condition (Fig. 4); a bubble states how to solve a
problem. The supervising server monitors changes depending on the environmental
condition, and makes decisions about giving rewards. After the interaction, the par-
ticipant could fill out a survey to get more candy. The survey asked how participants
felt about the system, the least useful feature in the system, what got their attention to
interact, the rating of each feature, etc. We also spent a few mornings observing how
different interventions (slide show or voice) affected how many passers-by would
approach it. Finally, we conducted a user study and interviewed people about their
experiences with the system.
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5 Results

The system was deployed for 6 weeks. The data shows that in the beginning many
people were attracted to our system (Fig. 6). Engagement decreased as people were
repeatedly exposed to it, presumably because the novelty had worn off. The rate of
correctly answered questions improved over time, shown in Fig. 6. This indicates that
people did learn about their campus and building environment.

As the results show (see Table 1), version 1 and 3 did not attract anyone to the
system with a poster. Voice worked better in triggering the behavior, as we see in
versions 2 and 4; we succeeded in beckoning 2 out of 15 and 5 out of 20 passers-by
respectively to look at our system. Version 4 was the most successful at beckoning,
perhaps because it also said that there was a new experiment. Version 4 also had 3 out
of 20 passers-by not only look at, but actually interact with our system and complete
the process to save energy. These results show that the voice, a broadcast medium, is a
more powerful feature to beckon people than the poster.

All participants were asked to help us fill out a survey to provide their feelings and
suggestions about SweetBuildingGreeter; 16 were collected. Participants rated the
poster as the least useful feature. The blue bar charts show what did get their attention
(see Fig. 7). Surprisingly, most of the participants did not state that the voice had
attracted them. They stated that the slide show or the promise of candies had attracted

Fig. 6. New student first tried the system on 8/23. The number of wrong answers decreased
because people learned and shared the information. Usage also decreased.

Table 1. Attracting people U.S. Version 1: a poster only. Version 2: “Help me.” Version 3:
New poster without the voice. Version 4: “Try the experiment and save energy.”

Version Ignored Stared & walked Use Total

Ver. 1 16 0 0 16
Ver. 2 15 2 0 17
Ver. 3 20 0 0 20
Ver. 4 12 5 3 20
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them, when our data shows that it was the voice promising something new that brought
them to the system.

Our final set of experiments were performed with students in Taiwan. It included
versions 1, 2, and 4 (Table 2). All Taiwan students encountered a building problem (a
window that needed to be closed). 7 out of 23 passers-by took a look at our system in
version 1. More than half the passers-by looked at our system in versions 2 and 4. 4 out
of 20 passers-by in version 2 and 2 out of 30 in version 4 used the system to close the
window (Fig. 8).

Still, because they had previously not associated any opportunity they could do for
the building with the previous system, they may have thought they had already used the

Fig. 7. Blue bars: “What got their attention.” Red bars: “The least useful feature.” (Color figure
online)

Table 2. Attracting people Taiwan. Version 1: a poster only. Version 2: “Help me.” Version 4:
“Try the experiment and save energy.”

Version Ignored Stared Checked Total

1 15 7 1 23
2 2 13 5 20
4 8 15 7 30

Fig. 8. “Why did you use the Sweet Building Greeter today?” People said they wanted candy
but the beckoning sound making a request got them to come.
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gumball machine and didn’t imagine they would get anything new by taking time with
it again.

We then tried a new auditory message, “Try out the new experiment and save
energy.” Of 20 people, 3 actually came over and completed the process of turning off
the light in the other room. In this case, people who had not responded to earlier
systems responded to the attractor to change behavior and used it to solve a building
problem. One might see 3 of 20 as a low number, but it is not, for the goal of the system
is to solve simple problems that sometimes occur when people don’t take responsibility
for the building. We realized that in such things, the light or thermostat only needs to be
dealt with episodically.

6 Discussion

We have described a platform for increasing awareness of energy use and promoting
behavior to save energy in a public space. The system could use audio feedback that
sounds like candy being dispensed… or some other sound or stated affirmation instead
of candy, so as not to overwhelm users with too much candy in their experience.

Adding a camera that made something happen when someone arrived made a huge
improvement in people’s willingness to attend to the kiosk. The system evolved to
include a continually animating attractor that shows where the problems are in the
building graphically.

The addition of a quiz about energy use in the building and on campus succeeded in
attracting people.

Adding a slide-show of comics that would run between interactions made the
system more noticeable, but an audio attractor was the most effective beckoner to get
them to interact.

Our camera is designed to welcome people that are alone, but not people that are
together. We anticipate that such groups don’t want to wait around for one member to
go turn off the lights for others.

The system did make people consider the environment and learn about their
campus. A student saw a question asking about the motto of the campus. He turned to
his friends and discussed the meaning of the motto, even though he already knew the
motto.

The last experiment tested a subtle change to the audio beckon, from a request,
“Come over and help me” to an opportunity, “Try out the new experiment and save
energy.” This caused people who had already seen the system to stop and work with it.

7 Conclusion

The overall purpose of SweetBuildingGreeter is solving building problems, not
attracting every user. If the system is working correctly, the lights might be turned off a
few times a day by the system’s intervention. Statements of opportunity instead of
requests were crucial. The gumball machine was shown to be useful in many ways; the
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installation was a community focus that people used to learn about their campus and
become more aware of energy saving.

As we contemplate the many persuasive applications that have been built and
tested, we come to important questions of place and space. Which interactivities are
useful for a private desk experience and which are useful for a public experience? For
the desk environment, SweetFeedback includes a number of personal performance
monitoring and feedback applications. If the feedback occurs too often or requires a
person to engage too often it will be distracting. The public interface would most
naturally present different and social experiences. The SweetBuilding interface may
succeed by making everyone aware of its ability to remind them of group commitments
and a culture of energy savings. This experiment showed that audio beckoning was a
necessary part of this peripheral computing system’s mode of communication to attract
participants to interact with the system to save energy. Public interfaces for green
interaction can succeed at episodically engage while staying a focus of interest and
energy savings. We further show that even when tangible rewards are present, active
graphics and motivational sound are helpful at attracting users.
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Abstract. Graphs are commonly used to represent multiple relations between
many items. Ontology graphs implement the connections and constraints
between levels of interdependence between nodes; the nodes themselves being
the members of the data types. As part of a design-for-all approach, this paper
reports on the use of speech for ontology graph navigation and editing. The
graphs can be fully created by using voice commands only, essentially creating
large and complex ontologies by speech. The formative usability evaluation and
user involvement experimentation results revealed that the introduction of
speech, greatly enhanced specific parts of the navigation and improved the speed
of editing, especially for the trivial, yet time consuming tasks of editing large
and complex graphs.

Keywords: Speech � Ontologies � Graph editing � User interface design

1 Introduction

Graphical representation of complex relations between items has been used in abun-
dance in the recent years. Social graphs, in particular, may result in very large struc-
tures that deploy techniques such as zoom and pan and instant search for users to be
able to browse effectively [1, 2]. Ontology graph is one of several ways of authoring
and browsing ontologies, from a range that spans from list, trees and tables to 3D
representations [3]. To ensure the visibility of the relations between the entities and the
visual recognition of clusters, graphs are opted as an optimal means to visualise for
almost all (small to very large) representations.

Recently, graphs have been used as part of advanced web interfaces that were
designed for authoring complex ontology applications such as policy modelling [4]. As
the graphs become large, problem arise for users that need to view specific entities or
clusters. Depending on the size and complexity, ontology graphs may become too hard
to follow, especially during the authoring of the ontology itself. Taking a few steps
back, the new problem becomes proportionally larger as the size of the graph grows. In
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application-specific approaches like the one mentioned before, nodes have names that
can be as large as sentences. Adding new nodes and relations becomes cumbersome
even when the graphs are medium sized, as in Fig. 1.

This work implements and evaluates a speech-enabled navigation and editing
approach to enhance the user experience of authors of complex ontology graphs. The
following sections present the design rationale and requirements, the set of speech
commands that were implemented and the evaluation of the speech based interface
compared as part of a new two-modal solution from the initial traditional web interface.

2 Design Considerations

For our design, an existing web interface that was designed to author ontology graphs
was used [4]. The aim of the web authoring interface was to enable non-technically
proficient authors from diverse work environments (parliamentary assistants, policy
makers, crowdsourcing private sector, students) to create domains and policy models
with the data that will drive the collection of documents from news pages and social
media (Facebook, Tweeter), the sentiment analysis of the collected data sets and the
argument extraction. That information is then fed back to the authoring environment
for the fine-tuning and later extension of the models [5].

Figure 1 depicts a typical policy model authored and viewed on the aforementioned
web interface.

Fig. 1. Policy model ontology graph
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The authoring of a policy domain or model is through the same generic concept.
The author specifies the ontology domains by adding and editing instances of entities,
norms and arguments. These can be connected as to describe the relations between
them, essentially forming a graph. The simplest form for a vary small domain or model
is a tree. The aim of the web interface was to provide a seamless user experience to the
end users, yet enable them to create the envisioned ontology models. The high-level
requirements were selected from groups of users from crowdsourcing service provision
organizations and political bodies. The contextual framework for the interface speci-
fications has been identified and described by a list of policy model domain specific
items. The items include entities, sentiment and opinions, social and demographic
information, sentence level arguments from a range of traditional web and social
media-related sources, such as Blogs, Wikis, and Social Networks, namely Twitter and
Facebook.

The described web interface and authoring approach work very well, utilizing the
freedom of relation visualization of graphs to represent ontological structures like
policy models and domains. Specific techniques for graph visualization were deployed
in order to aide the users, such as zooming in/out and fast centering, panning, high-
lighting neighbouring nodes on node selection (Fig. 2). Additional non-graph related
issues such as the large node names were addressed by displaying the first 16 characters
of each node name.

Fig. 2. Highlighting a node and directly connected nodes
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However, as the authors progressed and created very large graphs, they reported
increasing difficulty finding the node they wanted to edit and clicking to it. Focus group
discussion of issues during the next round of design revealed usability issues that
directly relate to accessibility. This was evident also from previous studies that
explored usability and accessibility as part of the design-for-all methodology for
designing voice user interfaces [6].

3 Speech Interface for Graph Editing and Browsing

To address the usability issues above, the second round of the iterative design included
the decision to utilize state-of-the-art web speech synthesis and recognition [7, 8] in
order to improve the user experience with the ultimate aim to be able to provide a fully
speech-driven interface by the end of the lifecycle.

A set of voice commands was implemented over the functionalities of the web
interface in order to allow multimodal input to the system. All possible actions that the
policy model/domain ontology authors may perform were matched by the voice
interface. Two types of input were designed, the commands that initiate content-free
interaction with the interface and the ones that include actual content of the
model/domain, such as the title text of nodes. A slightly different look into the type of
interaction would be to categorize the input as (i) browsing/navigation functionalities
and (ii) editing/authoring functionalities. Speech recognition accuracy was more
challenging for the latter types of speech commands. Table 1 lists all the speech
commands as well as their description. The descriptions, where needed, refer to the
non-voice interface interaction for the purpose of direct comparison for the reader.

4 Experiments

Three distinct experiments based on the initial information derived from the user
requirements and the web interface prior evaluation round were set up. The purpose
was to ensure that the design-for-all approach could integrate with the speech en-
ablement and refine the navigation and editing processes in order to maximize the user
engagement and experience. Ten participants (age group 25–42) were asked to evaluate
the proposed approach. The aim of the first experiment was to evaluate the impact of
the speech based interaction for the graph navigation. The users were asked to verbally
search for specific domain entities and semantic tags in order to filter and sort specific
entities and relations of interest. They were also asked to use the traditional non-speech
enabled interface to achieve similar tasks. The second was to investigate how adding
new information and editing existing data could align with the user mental impression
of how a domain should be created. That task, being user/domain dependent, was
achieved by asking the participants to add new information and evaluate later whether
their selection and choices were optimal, considering the use of both speech and
non-speech actions that they had at their disposal.

The final experiment was the functional and non-functional usability evaluation,
involving both domain experts and casual mobile users. One of the main requirements
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Table 1. List of voice commands for graph editing

Command Description

Open domain Presents the user’s domains. Equivalent to the selection of the
action “Open Domain” in the model actions menu

Open policy Presents the user’s policies. Equivalent to the selection of the
action “Open Policy” in the model actions menu

New domain Presents to the user the new domain dialog. Equivalent to the
selection of the action “New Domain” in the model actions
menu

New policy Presents to the user the new policy dialog. Equivalent to the
selection of the action “New Policy” in the model actions
menu

Use model Presents to the user the reusable models window. Equivalent
to the selection of the action “Use models” in the model
actions menu

Preview *modelName Presents the graph of the model (domain or policy) matching
the “modelName”. If there is no model matching the
provided name a message is presented, if there is only one
the graph of the model is presented and if there are more
than one models matched an options dialog is presented
The modelName can be a word or a phrase. It is the same as
the mouse over the ‘bubble’ of the model action

Select node *nodeName Selects a node from the current model graph matched the
“nodeName” provided. If there is no node matching the
provided name a message is presented, if there is only one
match the node is selected and if there are more than one
node matches, an options dialog is presented to the user.
Same as clicking the node on the graph for the single result

Select option *option It selects the option number (integer) from an options dialog
presented to the user

Close options It closes the options dialog
New node Presents a new node dialog. The new node will be connected

to the selected node of the graph. Same as double clicking
on the canvas after a node is selected

Create Completes the creation of the new node and closes the add
node dialog

Edit node *nodeName Presents the edit dialog for the node matching the nodeName.
If multiple results the options dialog appears. Same as
double clicking a graph node for the single result

Update Completes the update of the node’s data and closes the edit
dialog.

English *text It changes the English text of an add or edit dialog
Access level *level Changes the access level of a domain or policy when the new

model or update dialog is open. Values can be ‘private’ or
‘public’

(Continued)
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Table 1. (Continued)

Command Description

Argument type *type Changes the argument type of an argument when the new
argument or update dialog is open.

Delete node Presents the deletion confirmation dialog for the selected node
Delete Completes the deletion of the node and closes the

confirmation dialog
Cancel Cancels current dialog or action
Connect to node
*nodeName

Adds a new link between the node selected and the node
matching the nodeName. For the single result case, it is the
same as clicking a node after another node is selected

Disconnect node *node1
from node *node2

Deletes the link between two nodes matching the node1 name
and node2 name. In case of multiple nodes matching the
user is presented an options dialog, holding the
combinations found. For the single result case it is the same
as double clicking on the link

Deactivate voice commands The system stops accepting voice commands

Fig. 3. The test policy domain graph for evaluation
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was to measure the impact of the speech driven authoring in terms of time, clarity and
acceptance. Figure 3 depicts the test policy domain that the participants were asked to
navigate and edit.

5 Evaluation

The participants evaluated the interaction between the traditional non-speech interface and
the speech-enabled (Fig. 4). Almost all opted to use speech for the search-related actions
expecting to locate the node of interest much faster than by navigating the graph. The
overall satisfaction feedback was overwhelmingly favorable for the speech modality,
especially for the find and select nodes actions. The reason was that the voice interface
enabled the users to search quickly and center the graph in on their selection. This was
particularly apparent for the nodes that had long title text. Editing functions such as the add
and delete node/relation were marginally easier through the use of both modalities, since
the users were able to use speech whenever they deemed as an easier path to their goal.

Lastly, the navigation of the graph itself, as a casual browsing task, revealed the
shortcomings of the absence of speech commands for the specific generic functionality.
No specific commands existed for zooming in/out or panning the graph, hence the users
reported that they would have preferred an innovative way to browse, hinting at further
research into this method.

6 Discussion

Based on the results of the experimenting with the speech recognition and synthesis
tasks, the design of the user interface has been extended to the speech modality that has
led to less complexity, as reported by the users. The visual modality was also polished

Fig. 4. Evaluation results for non-speech versus speech-enabled interaction
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to a more inviting and clear overview of the ontology domain graphs and special
features, such as highlighting of the nodes that contain text identified via spoken
search, were added. Further work is currently underway for the backend extension of
the services that are needed to fully implement the speech web API for the generic
graph view functionalities. Additionally, other functionalities that are commonly used
in graphs such as dynamic insets [9] may also be implemented into the speech API,
essentially allowing the user to preview the insets over the larger graph, while editing.
The results of this work are expected to enhance the design of the user interface to
support and sustain a multimodal approach to ontology graph authoring.
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Abstract. Fingerspelling is a manual system used by many signers for producing
letters of a written alphabet to spell words from a spoken language. It can function
as a link between signed and spoken languages. Fingerspelling is a vital skill for
ASL/English interpreters, parents and teachers of deaf children as well as
providers of deaf social services. Unfortunately fingerspelling reception can be a
particularly difficult skill for hearing adults to acquire. One of the contributing
factors to this situation is a lack of adequate technology to facilitate self-study.
This paper describes new efforts to create a practice tool that more realistically
simulates the use of fingerspelling in the real world.

Keywords: Deaf · Deaf accessibility · American sign language · Fingerspelling ·
Voice input

1 Introduction

Fingerspelling is a manual system used by many signers for producing letters of a written
alphabet to spell words from a spoken language [1]. Members of the Deaf1 community
in the United States use fingerspelling for proper nouns such as person and place names,
and for spelling loan words from other languages. An additional use of fingerspelling is
to convey technical terminology for which there is no generally accepted sign [2].

1 The term Deaf (“capital-D Deaf”) refers to the community that uses American Sign Language
(ASL) as their preferred language and share a history, cultural norms, beliefs and values in
common.
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1.1 Need for Fingerspelling Skill

Fingerspelling skill is important not just for members of the Deaf community, but is
essential for interpreters of signed language, parents of deaf children [3], teachers of deaf
children [4], and providers of deaf social services. Ninety percent of deaf children have
hearing parents [5], but when these children experience increased contact with finger‐
spelling, the result is a significant positive impact on their reading ability [6]. Further, in
a university setting, fingerspelling is useful for linking the instructor’s lecture with the
readings in the assigned text [7]. Additionally, it has long been considered a highly desir‐
able skill for vocational rehabilitation counselors working with Deaf clients [8].

1.2 Difficulty of Fingerspelling

Unfortunately fingerspelling reception (recognizing fingerspelled words) is particularly
difficult for hearing learners [9]. Due to this fact, many teachers of deaf children are not
skilled in fingerspelling [10], and rely on interpreters for this critical skill [11]. This is
often not possible due to the scarcity of educational interpreters [12], many of whom
are underqualified in fingerspelling [13]. Hearing interpreter training students regularly
mention fingerspelling reception as a difficult, if not the most difficult, skill to master
[14, 15]. Fingerspelling receptive skills are much harder to acquire than fingerspelling
production [16]. Even interpreters, who have already graduated from interpreter training
programs and have been hired at interpreter agencies, list fingerspelling as one of their
top training needs [17].

Why is fingerspelling so hard? The reasons are myriad but can be grouped into two
major categories. The first barrier has to do with the nature of fingerspelling itself. It is
not formed as a sequence of static letters, but as a smoothly changing movement where
the fingers never stop in their transitions from letter to letter [18]. As a result, the letters
in a fingerspelled word are rarely, if ever, perfectly produced. Coarticulation plays a
major role since letter handshapes are heavily influenced by preceding and succeeding
letters. Simply studying the static positions of the manual letters does not facilitate
recognition of a word from the smooth flow of the motion envelope [9].

The second barrier to fingerspelling fluency is the paucity of practice opportunities.
Textbooks recommend pair practice [19], but a practice partner will most likely be
another classmate. Unfortunately, a fellow student will not be able to produce finger‐
spelling smoothly or at fluent speeds [20]. Further, due to demanding schedules, it is not
always possible to schedule face-to-face practice sessions. These barriers can motivate
the typical student to seek options for self-study.

2 Options for Practice

Although technology has provided alternatives to paper-based fingerspelling texts [21],
each alternative has drawbacks. VHS video recordings of fingerspelling appeared in the
1980s, and the 1990s witnessed the appearance of DVDs designed for fingerspelling
practice [22]. For these media, the fingerspelled words were recorded and thus fixed. It
was not possible to create new words without incurring the costs of producing a new
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recording. Because the videos were recorded at low frame rates, motion blur was also
a problem, as was the lack of variation in the presentation order. As students studied the
same recording over and over again, it was not clear if they were improving their skills
or memorizing the recording.

In the early 2000s, an alternative to fixed, prerecorded media appeared on web sites
such as [23]. On these sites, students can use software to view a word as a succession
of snapshots, each displaying a single manual letter. The advantage of these sites is
extensibility. The site software can rearrange the snapshots in any order and thus produce
new words without incurring any additional cost. However, the static nature of the
snapshots is a problem. There is no connective movement between the letters. This limits
its utility as a practice tool since most of fingerspelling is comprised of the motion
between the letters, not the letters themselves [9].

A third alternative is 3D animation technology, which promises the extensibility for
new word formation while producing smoothly flowing motion, but it poses some chal‐
lenges as well. The lack of physicality in 3D animation complicates the situation. Unless
prevented, the thumb and fingers will pass through each other when transitioning between
closed handshapes such as M, N, T, S and A in ASL, as demonstrated in Fig. 1. This
requires a system to prevent finger collisions. Additionally, 3D animation requires simu‐
lating the flexible webbing between the thumb and index finger and mimicking the
complex behavior of the base of the thumb [24].

Fig. 1. Comparing physical motion with a naive animation for the transition from N to A

These complexities entail large computational requirements, and require significant
resources to render fingerspelling in real time. For this reason, some previous efforts sacri‐
ficed realism to gain real-time speeds by using a simplified 3D model that did not accu‐
rately portray a human hand and/or did not prevent collisions [25, 26]. Others sacrificed
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real-time responsiveness to maintain the realism of the model [27]. To address this,
researchers have developed a method to pre-render and organize the transitions in such a
way that the software can form new words that display natural motion while maintaining
real time responsiveness [28].

However, accurate and realistic fingerspelling movement is only the first step. Prac‐
tice software needs to offer appropriate user interaction to enhance the learning process.
When practicing, students need to be able to respond to questions and receive feedback
on their answers.

3 Previous Interaction Designs

In all of the previously-discussed technologies that offer interactive feedback, students
view a fingerspelled word and supply their answer by either selecting from a list of
choices or by typing. Neither of these interaction options accurately simulates real-life
situations where fingerspelling reception skills are needed. Consider the following
scenarios:

• When an interpreter is facilitating a conversation between a Deaf and hearing person,
the interpreter will be voicing the signing produced by the Deaf conversant. The
voicing, of course, will require that the interpreter recognize any fingerspelled words.

• When parents or teachers view a child’s fingerspelling, their response will be signed
and/or fingerspelled in return.

While it is true that a skilled interpreter will make use of context to eliminate possible
choices, this is very different from choosing an answer from a pre-created list of options.
Interpreters and other hearing people who converse with members of the Deaf
community need to recognize a word in order to voice it, but rarely is there a need to
vocally reproduce the word letter-for-letter.

Insisting on text input not only requires users to recognize the word, but forces them
to spell it correctly. Thus current software is testing not only a user’s receptive capa‐
bilities, but their spelling abilities as well.2 Keyboard input also introduces the possibility
of typographical errors [29]. These are not errors in fingerspelling reception but conven‐
tional software cannot make this distinction. Further, typing can be slow, especially on
mobile devices [30].

Teachers of ASL and interpreter trainers are aware of the shortcomings of evaluating
fingerspelling receptive skills through English orthography. An examination of national
certification procedures [31] shows that no testing procedure requires applicants to write
out words but instead assesses fingerspelling receptive skills through voicing or sign
production.

2 It is true that interpreters will need skills in English orthography to produce fingerspelled words
when signing the voiced discourse of a hearing person, but the skill we are focusing on here is
not fingerspelling production, but fingerspelling reception, which is the area of greater need.
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4 Exploring Alternatives for a More Natural Interaction Style

Most modern digital devices provide for speech input, permitting users to voice an
answer rather than type it. Researchers [32] have noted that speech is preferable for
typing character strings requiring more than a few keystrokes. Further, speech has the
potential for generating text more quickly than keyboard typing [33]. Speech input has
even more potential benefit when using hand-held devices where keyboards are small
[34]. A voice alternative for fingerspelling practice has several potential benefits:

• More focus on fingerspelling. The necessity of typing an answer after viewing a
fingerspelled word requires a user to shift visual attention away from fingerspelling.
The user’s mental effort is divided between typing a correct answer and attempting
to recognize fingerspelling. Voice input utilizes a separate channel, and the shift of
mental modes is much shorter.

• A shorter distance between user and answer. In the Keystroke-Level Model used to
model complexity of human/machine interactions [35], a vocal operator of speak is
modeled at 150 ms/syllable, but a manual operator of Type_in is modeled at 280 ms/
character. Given that each English syllable contains at least one and typically more
letters, there should be a shorter distance between a user and the answer when a
response is spoken.

• Closer modeling of real-world usage. Using speech more closely resembles the real-
life scenarios where fingerspelling receptive skills are required. Further, the interac‐
tion would more closely match the testing procedure of the national certification
agency and could potentially provide better preparation for the examination.

4.1 Design Considerations for Speech Input

Despite the potential benefits, the feasibility of using voice input hinges on the accuracy
of the automatic speech recognition engine. In addition to environment [36], major
factors affecting accuracy include

• Single speaker/multiple speakers. Speech from a single speaker is easier to recognize
because most parametric representations of speech are sensitive to the characteristics
of a particular speaker.

• Isolated words/continuous speech. Speech containing isolated words is much easier
to recognize than continuous speech because word boundaries can be hard to identify.

• Vocabulary size. Large vocabularies are more likely to contain multiple entries that
are difficult to disambiguate.

Because the majority of people will be practicing fingerspelling on a personal device
such as a phone, tablet or laptop, they will likely have established a user profile for
speech recognition. This facilitates the use of single-speaker recognition strategies.
Additionally, a response will consist of a single word, thus the recognition engine will
not be forced to identify word boundaries. Finally, the vocabulary size is a single word
which means that there will be no ambiguous entries in the vocabulary. Thus we have
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what appears to be the perfect confluence of single speaker, isolated word input and
highly constrained vocabulary.

However we found that spoken words which are similar to the fingerspelled word
were also being recognized as correct. For example, words such as “rendition” and
“perdition” were sometimes accepted as matching the fingerspelled word “condition”.
A vocabulary of a single word opened the door to an unacceptably large number of false
positives.

4.2 Evaluating Vocabulary Configurations

To determine the optimal vocabulary size, we set up a software test bed that could
simulate errors on the part of the user. The test bed exercised a commercial speech
recognition engine via a simple program that displayed a word, and prompted a user to
say it. After the user said the word, the program displayed a new word to pronounce.
No other feedback was given.

Unbeknownst to the user, sometimes the word displayed was not the word that the
speech recognition engine was expecting but was instead a similar word. Two words
were deemed similar when they had the same length and matched in initial and final
letters. We chose this definition based on coarticulation studies of fingerspelling [9,
18, 37], which indicate that the initial and final letters of a fingerspelled word are the
most distinct and most easily recognized. These studies imply that words deemed
similar by this definition can be easily confused when reading fingerspelling. This
definition was use to simulate the type of false positive discussed in the last section.

Five testers (three male, two female) used the test bed for two sessions each. Each
session consisted of 40 trials. Each trial involved viewing and speaking a single word,
for a total of 400 trials from the five testers. Half of the trials contained a simulated error.
Since the trials were randomized and no feedback given, the testers did not know which
words were considered errors.

The outcome is summarized as a confusion matrix [38] in Table 1. There was an
unacceptably high number of Type I errors, which corresponds to the test bed accepting
a simulated error as being correct. Thus the strategy of using a single-word vocabulary,
which is appropriate in a conventional interactive voice response (IVR) system or voice
menu, will not be satisfactory for this application, which requires greater specificity.
The approach of configuring the recognition engine to accept only one word would not
be satisfactory.

Table 1. Confusion matrix for a vocabulary size of one

Correct word Simulated error

Accepted as correct 192 (hit) 83 (Type I error)

Rejected as error 8 (Type II error) 117 (correct rejection)

Given the assumption that users will have already trained their device for voice input,
a second alternative would be to use the entire dictation vocabulary of the device’s speech
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recognition engine. The test bed was modified to use the large dictation vocabulary instead
of the single-word vocabulary, and the same testers used the new version for a total of 400
trials. The confusion matrix for this second alternative is shown in Table 2. For this config‐
uration, the number of Type I errors has dropped to zero, but the number of Type II errors,
which correspond to rejecting a correctly-spoken word, has risen to the point where this
configuration is also not an acceptable alternative.

Table 2. Confusion matrix for a large vocabulary

Correct word Simulated error

Accepted as correct 56 (hit) 0 (Type I error)

Rejected as error 144 (Type II error) 200 (correct rejection)

The third alternative would be to find a vocabulary size that is somewhere between
the two extremes. To evaluate this approach, the test bed was again reconfigured to use
progressively larger vocabularies of sizes {1, 6, 11, 21, 41, 81}. Words picked for the
vocabularies were again matched with the target word for length, initial letter and final
letter. Figures 2 and 3 contain graphs of the summary statistics for each of the six
vocabulary sizes. Figure 2 is a plot of the sensitivity (hit rate), and specificity (correct
rejection rate) of the confusion matrices and shows the inverse relationship between
sensitivity and specificity. The two curves cross near a vocabulary size of 11. The accu‐
racy curve in Fig. 3 clearly exhibits peak accuracy around a vocabulary size of 11 (the
target word and 10 distractors).

Fig. 2. Sensitivity and specificity plots
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Fig. 3. Accuracy plot

These results informed our design decisions for configuring the speech engine
vocabulary. The vocabulary for each fingerspelling trial contains:

• The fingerspelled word
• 10 distractor words chosen at random from among a list of words similar to the

fingerspelled word.

To maintain quick response times, we pre-computed a list of similar words for over
100,000 entries from the CMU Pronouncing Dictionary [39]. This did increase the soft‐
ware’s memory footprint, but since the dictionary size is still dwarfed by the size of the
fingerspelling video, overall size was not significantly impacted.

5 Results

We modified the previous version of Fingerspelling Tutor [28], which only had a
multiple choice interface, to offer a fill-in-the blank mode where students can either type
or speak an answer. We did not add a voice option to the extant multiple choice mode,
because its input is already very direct, being only a single tap or click. Also, the multiple
choice mode is not one that accurately simulates real-world usage, but instead acts as
an intermediate step for acquiring receptive skills [40]. Further, voice input could also
introduce speech recognition errors into a response format that is intentionally
constrained to help beginners avoid errors.

Speech input is more appropriate for the fill-in-the-blank mode because it more
closely resembles real-life usage. However, there are situations when typed input is more
appropriate such as:
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• in environments with high ambient noise,
• in situations where there is no acoustical privacy,
• or when user decides that keyboard input is preferable.

Thus the modified interface includes both the option to type or to speak the response.
Since Fingerspelling Tutor supports both physical and on-screen keyboards, we chose
to follow an interaction style that has the microphone attached to the textbox as demon‐
strated in Fig. 4. This both reduces the distance that a user has to move the mouse in
order to activate the microphone and makes it more visible in the interface.

Fig. 4. Screen shot of voice interface

6 Future Work

We are in the process of conducting usability tests to compare user performance and
preference of the newly-configured voice interface with the conventional keyboard
interface. In addition, we are looking to expand Fingerspelling Tutor for use in signed
languages other than ASL.
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