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Foreword

The 17th International Conference on Human-Computer Interaction, HCI International
2015, was held in Los Angeles, CA, USA, during 2–7 August 2015. The event
incorporated the 15 conferences/thematic areas listed on the following page.

A total of 4843 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 73 countries submitted contributions, and 1462 papers and
246 posters have been included in the proceedings. These papers address the latest
research and development efforts and highlight the human aspects of design and use of
computing systems. The papers thoroughly cover the entire field of Human-Computer
Interaction, addressing major advances in knowledge and effective use of computers in
a variety of application areas. The volumes constituting the full 28-volume set of the
conference proceedings are listed on pages VII and VIII.

I would like to thank the Program Board Chairs and the members of the Program
Boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2015
conference.

This conference could not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor, Prof. Gavriel Salvendy. For their outstanding efforts,
I would like to express my appreciation to the Communications Chair and Editor of
HCI International News, Dr. Abbas Moallem, and the Student Volunteer Chair, Prof.
Kim-Phuong L. Vu. Finally, for their dedicated contribution towards the smooth
organization of HCI International 2015, I would like to express my gratitude to Maria
Pitsoulaki and George Paparoulis, General Chair Assistants.

May 2015 Constantine Stephanidis
General Chair, HCI International 2015
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Thematic areas:

• Human-Computer Interaction (HCI 2015)
• Human Interface and the Management of Information (HIMI 2015)

Affiliated conferences:

• 12th International Conference on Engineering Psychology and Cognitive Ergo-
nomics (EPCE 2015)

• 9th International Conference on Universal Access in Human-Computer Interaction
(UAHCI 2015)

• 7th International Conference on Virtual, Augmented and Mixed Reality (VAMR
2015)

• 7th International Conference on Cross-Cultural Design (CCD 2015)
• 7th International Conference on Social Computing and Social Media (SCSM 2015)
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• 4th International Conference on Design, User Experience and Usability (DUXU

2015)
• 3rd International Conference on Distributed, Ambient and Pervasive Interactions

(DAPI 2015)
• 3rd International Conference on Human Aspects of Information Security, Privacy

and Trust (HAS 2015)
• 2nd International Conference on HCI in Business (HCIB 2015)
• 2nd International Conference on Learning and Collaboration Technologies (LCT

2015)
• 1st International Conference on Human Aspects of IT for the Aged Population

(ITAP 2015)
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1. LNCS 9169, Human-Computer Interaction: Design and Evaluation (Part I), edited
by Masaaki Kurosu
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edited by Masaaki Kurosu

3. LNCS 9171, Human-Computer Interaction: Users and Contexts (Part III), edited by
Masaaki Kurosu

4. LNCS 9172, Human Interface and the Management of Information: Information
and Knowledge Design (Part I), edited by Sakae Yamamoto

5. LNCS 9173, Human Interface and the Management of Information: Information
and Knowledge in Context (Part II), edited by Sakae Yamamoto

6. LNAI 9174, Engineering Psychology and Cognitive Ergonomics, edited by Don
Harris

7. LNCS 9175, Universal Access in Human-Computer Interaction: Access to Today’s
Technologies (Part I), edited by Margherita Antona and Constantine Stephanidis

8. LNCS 9176, Universal Access in Human-Computer Interaction: Access to Inter-
action (Part II), edited by Margherita Antona and Constantine Stephanidis

9. LNCS 9177, Universal Access in Human-Computer Interaction: Access to
Learning, Health and Well-Being (Part III), edited by Margherita Antona and
Constantine Stephanidis

10. LNCS 9178, Universal Access in Human-Computer Interaction: Access to the
Human Environment and Culture (Part IV), edited by Margherita Antona and
Constantine Stephanidis

11. LNCS 9179, Virtual, Augmented and Mixed Reality, edited by Randall Shumaker
and Stephanie Lackey

12. LNCS 9180, Cross-Cultural Design: Methods, Practice and Impact (Part I), edited
by P.L. Patrick Rau

13. LNCS 9181, Cross-Cultural Design: Applications in Mobile Interaction, Educa-
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and Cali M. Fidopiastis
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nomics and Risk Management: Human Modeling (Part I), edited by Vincent G.
Duffy

17. LNCS 9185, Digital Human Modeling and Applications in Health, Safety, Ergo-
nomics and Risk Management: Ergonomics and Health (Part II), edited by
Vincent G. Duffy

18. LNCS 9186, Design, User Experience, and Usability: Design Discourse (Part I),
edited by Aaron Marcus

19. LNCS 9187, Design, User Experience, and Usability: Users and Interactions (Part
II), edited by Aaron Marcus

20. LNCS 9188, Design, User Experience, and Usability: Interactive Experience
Design (Part III), edited by Aaron Marcus



21. LNCS 9189, Distributed, Ambient and Pervasive Interactions, edited by Norbert
Streitz and Panos Markopoulos

22. LNCS 9190, Human Aspects of Information Security, Privacy and Trust, edited by
Theo Tryfonas and Ioannis Askoxylakis

23. LNCS 9191, HCI in Business, edited by Fiona Fui-Hoon Nah and Chuan-Hoo Tan
24. LNCS 9192, Learning and Collaboration Technologies, edited by Panayiotis

Zaphiris and Andri Ioannou
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(Part I), edited by Jia Zhou and Gavriel Salvendy
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Life (Part II), edited by Jia Zhou and Gavriel Salvendy
27. CCIS 528, HCI International 2015 Posters’ Extended Abstracts (Part I), edited by

Constantine Stephanidis
28. CCIS 529, HCI International 2015 Posters’ Extended Abstracts (Part II), edited by

Constantine Stephanidis
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Learning and Collaboration Technologies

Program Board Chairs: Panayiotis Zaphiris, Cyprus
and Andri Ioannou, Cyprus

The full list with the Program Board Chairs and the members of the Program Boards of
all thematic areas and affiliated conferences is available online at:

http://www.hci.international/2015/ 

• Ruthi Aladjem, Israel
• Abdulaziz Aldaej, UK
• Martin Ebner, Austria
• Maka Eradze, Estonia
• Habib M. Fardoun, Saudi Arabia
• Mikhail Fominykh, Norway
• David Fonseca Escudero, Spain
• Mustafa Murat Inceoglu, Turkey
• Tomaž Klobučar, Slovenia
• Maarten de Laat, The Netherlands
• Edmund Laugasson, Estonia

• Birgy Lorenz, Estonia
• Ana Loureiro, Portugal
• Maria Mama-Timotheou, Cyprus
• Antigoni Parmaxi, Cyprus
• Christophe Reffay, France
• Nicos Souleles, Cyprus
• Sonia Sousa, Portugal
• Aimilia Tzanavari, Cyprus
• Stefan Trausan-Matu, Romania
• Johnny Yuen, Hong Kong
• Maria Zenios, Cyprus



HCI International 2016

The 18th International Conference on Human-Computer Interaction, HCI International
2016, will be held jointly with the affiliated conferences in Toronto, Canada, at the
Westin Harbour Castle Hotel, 17–22 July 2016. It will cover a broad spectrum
of themes related to Human-Computer Interaction, including theoretical issues,
methods, tools, processes, and case studies in HCI design, as well as novel interaction
techniques, interfaces, and applications. The proceedings will be published by
Springer. More information will be available on the conference website:
http://2016.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2016.org

http://2016.hci.international/ 

http://2016.hci.international/
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An Eye-Tracking Analysis of Spatial
Contiguity Effect in Educational Animations
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Abstract. The purpose of this study is to examine spatial contiguity effect on
multimedia learning with an instructional animation using eye-tracking. The
research method was experimental method and the study was conducted with a
user group consisting of 12 participants (6 female and 6 male). The data col-
lection tools were a demographic survey, a prior knowledge test, a retention test
and an eye-tracker. The collected data were analyzed using descriptive statistics
and non-parametric statistics including Mann-Whitney U Test. According to the
results there were no statistically significant difference in terms of learning
outcomes, total fixation time on relevant texts and images, fixation count on
relevant texts and images, and mean fixation duration on relevant images
between spatial and non-spatial group according to the research results.
However, mean fixation duration on relevant texts was significantly higher for
spatial group than non-spatial group. According to mean ranks on all measures
of eye tracking data, there may be tendency that participants in spatial group
spent more time and attention on relevant text as non-spatial group spent more
time and attention on narration and relevant images.

Keywords: Eye-tracking � Spatial contiguity effect � Educational animations �
Multimedia

1 Introduction

A multimedia learning material includes both words (spoken or printed) and pictures
(static graphics, illustrations, photos, animations or videos etc.). Multimedia learning
theory indicates people learn more when words and pictures are used together than only
words are used. This assertion has been developed based on dual channel, limited
capacity and active processing assumptions [7]. These assumptions are results of
cognitive science attempts for understanding how human brain works and how humans
learn.

Cognitive load theory seeks ways for efficiency in learning via trying to determine
how we can use limited human cognitive capacity and so, it provides some principles
for designing learning environments efficiently. According to Clark, Nguyen and
Sweller (2006) [3] cognitive load theory is useful for all instructional and learning
situations because it’s universal (can be applied to all instructional situations), provides
some principles and guidelines for instructional design, evidence based, helps for
efficient learning and leverages human cognitive learning process. Also the rationale
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for cognitive load is that “cognitive load depends on the interaction of… learning goals
and its associated content, the learner’s prior knowledge and the instructional envi-
ronment.” (p. 14) and so, it’s important to reduce extraneous load when novice learners
are dealing with complex content [3].

Cognitive load theory provides some principles for dealing with extraneous and
intrinsic load and increasing germane load. For reducing extraneous load, we can use
worked examples, completion, split attention, modality, expertise reversal, guidance
fading and goal-free form of problems cognitive load effects. For increasing germane
load, we can use variable examples and imagination effects of cognitive load [12].
These principles are also multimedia learning theory design principles [7].

Although, multimedia learning theory and cognitive load theory provide beneficial
implications to design multimedia materials, there are some limitations of these theo-
ries. Firstly, cognitive load theory accept cognitive load as work load and take no
notice of psychological effects of individuals’ beliefs, expectations, and goals to
cognitive load [9]. Second, theories depend on highly controlled experimental studies
[3, 7]. Mayer (2010) [7] indicates learning materials should be designed in a way
consistent with a research based theory that provides evidence for how people learn and
how to help people learn. At this point, eye tracking research helps to test multimedia
learning theory principles in a unique way. In fact, some researchers conducted studies
to test some of the principles and provided theoretical implications.

Boucheix and Lowe (2010) [1] tested signaling effect and their findings indicated
that visual signals guide learners’ attention and there is a strong link between eye-
fixations and learning outcomes. Another research result demonstrated a similar
relationship between signaling effect and attention but inconsistent link between eye
fixations and learning outcomes [4]. Also, Ozcelik, Arslan-Ari and Cagiltay (2010)
[11] revealed that signaled group’s performance is better than nonsignaled group’s on
transfer and matching test and similarly signaling guide attention. Differently, some
researchers tested the effect of prior knowledge in multimedia learning. They found that
experts spend more time looking at relevant areas of multimedia material than novices
and so, prior knowledge guides the attention [2, 5].

Schmidth- Weigand, Kohert and Glowalla (2010) examined modality effect and the
effect of pacing on learner’s attention. Research results revealed that there is spending
more time looking at relevant areas of an animation for animation-narration together
material than animation and on screen text material. There is no strong link between
eye-fixations and learning outcomes for slow or learner-paced presentation rate.
Similarly, Meyer, Rasch and Schnotz (2010) [9] indicated that there are no strong
effects of fast-to-slow or slow-to-fast pace on eye fixations, priming attention and
overall comprehension. Ozcelik, Karakus, Kursun and Cagiltay (2009) [12] examined
the effect of color coding on multimedia learning. Their results demonstrated that color
coding help to guide attention to relevant information and increased retention and
transfer performance.

The literature demonstrates that researchers studied attention on multimedia
learning with eye-tracking mostly. According to multimedia learning theory, split
attention occurs when the layout and the dependent information are presented in
separate locations or pages. So, learner needs additional mental energy to integrate the
separated information sources. It makes use of limited working memory capacity and
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increases extraneous cognitive load [3]. There are two kinds of split attention effect;
temporal contiguity and spatial contiguity. While presenting words and pictures at the
same time creates temporal contiguity, presenting corresponding word and picture next
to each other creates spatial contiguity [7].

Johnson and Mayer (2012) [6] examined spatial contiguity effect on multimedia
learning with eye-tracking. They found the groups that a multimedia material consistent
with spatial contiguity effect was presented made significantly more eye-movements
from text to diagram and diagram to text, and from text to the relevant part of the
diagram than the groups that a multimedia material inconsistent with spatial contiguity
effect was presented. Their results provided evidence that spatial contiguity effect helps
to integrate corresponding words and pictures and encourages meaningful learning.
However, they suggest to test this principle with instructional animations and materials
including different learning topics in further studies. Hence the aim of this study was to
examine spatial contiguity effect on multimedia learning with an instructional anima-
tion using eye-tracking.

1.1 Research Questions

1. Is there a significant difference between learning outcomes of spatial contiguity
group and non-spatial contiguity group after learning with an instructional
animation?

2. Is there a significant difference between eye movements of spatial contiguity group
and non-spatial contiguity group after learning with an instructional animation?

2 Methodology

2.1 Research Method

In this study, as a research method post-test experimental method with experimental
and control groups was used. Participants were assigned to two groups randomly;
spatial contiguity group and non-spatial contiguity group.

2.2 Participants

This study was conducted with a user group consisting of 12 participants (6 female
and 6 male). The participants were determined by convenience sampling method.
Ten participants were graduate students at the department of Computer Education
and Instructional Technology at METU, one of the participants was an undergrad-
uate student at the department of Linguistics at Ankara University and the other
participant had a B.S. degree from Chemical Engineering Department at Gazi
University.

An Eye-Tracking Analysis of Spatial Contiguity 5



The multimedia material used for the study was in English so participants were
selected in terms of this criterion. All the participants were Turkish native speakers but
they are good at English. Eleven participants had at least 65 score in one of the English
Qualifying Exams (KPDS, ÜDS or METU English Proficiency Exam) and the other
participant had his undergraduate education in English at his department at university.
Participants’ ages were between 25–30 years.

2.3 Multimedia Learning Material

A multimedia learning material including animations was used for this study. Two
versions of the material were used; consistent one and inconsistent one with spatial
contiguity principle of multimedia learning theory. The multimedia material was an
animation about schizophrenia treatment and side effects of the treatment (http://www.
explania.com/en/channels/health/detail/schizophrenia-treatments-side-effects) and it
was developed consistently with spatial contiguity effect. It was downloaded from the
web site www.explania.com that includes free educational animations about a variety
of topics. The web site allows visitors to embed animations into their own web sites or
use them for their own purposes. So, the author downloaded the animation and also
created an inconsistent version of animation in terms of spatial contiguity effect by
using Adobe Flash CS6 software. The animation was in English Language.

Figure 1 represents the version of animation that is consisted with spatial contiguity
principle of multimedia learning theory while Fig. 2 represents the inconsistent version
of the animation.

The animation covers general treatment and medication of schizophrenia and
possible side effects of medication. At the beginning of the animation, learners are
informed about the purpose of the animation. After the introduction, who decides the
treatment for schizophrenia and how he/she decides are explained to learners.

Fig. 1. Screen capture of animation with spatial contiguity effect
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Also, animation provides information about what treatment covers, differences between
old and new medication, positive effects and side effects of medication, what a patient
should do if he/she has any of side effects and the important points that patients should
pay attention during the treatment.

2.4 Apparatus

A computer, a headphone and an eye-tracker were used for collecting the participant’s
eye movement data during experiment. Eye tracker was Tobii 1750 Eye Tracker which
was integrated within the monitor.

2.5 Instruments

A demographic survey, a prior knowledge test and a retention test were used as data
collection tools. Demographic survey, prior knowledge test and retention test were
developed by the author. The instruments (demographic survey, prior knowledge test
and retention test) were reviewed by a physician, a clinical psychologist and a psy-
chologist that works in METU Health Centre to provide content validity. Also, an
English teacher reviewed the clarity of the language because of the instruments were in
English. The English teacher is a PhD student at METU as well. After that instruments
were pilot tested with a PhD student at department of Computer Education and
Instructional Technology at METU.

Demographic survey included questions about participants’ demographic infor-
mation such as age, gender, education, English Language level. Prior knowledge test
included 8 Likert-type questions about schizophrenia and side effects and participants
marked the appropriate statement from selections (I don’t know at all, I don’t know,
I somewhat know, I know, I know well). Retention test included 7 multiple choice
questions and 3 true/false questions about schizophrenia and side effects.

Fig. 2. Screen capture of animation without spatial contiguity effect
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2.6 Implementation and Data Collection

Firstly, each participant was tested individually by prior knowledge test and demo-
graphic survey and assigned randomly to one of two groups. Then participants watched
multimedia material for 3 min and 43 s while their eye movements were being recorded
by eye-tracker. After this session, participants had retention test.

2.7 Data Analysis

In data analysis, non-parametric test statistics was used because sample size was below
thirty. Participants’ prior knowledge test scores were analyzed with Mann-Whitney U
Test to compare if there was a difference between groups. Similarly, participants’
retention tests scores were analyzed with Mann-Whitney U Test to identify if there was
a difference between test results of each group. Furthermore, participants’ eye-fixation
data were analyzed with Mann-Whitney U Test to determine if there was a difference
between results of two groups. In all statistical analysis, significance level was taken
as 0.05.

For eye tracking data analysis, each participant recording firstly was divided to
19 scenes in terms of narration and relevant images and texts. Then, two area of
interests were determined on each scene in terms of relevant texts and relevant
images. After that, total fixation time, fixation count and mean fixation duration
calculated on Tobii studio for each scene and the results were calculated for each
participant.

3 Results

3.1 Results of Test Scores

A Mann-Whitney U Test was administered in order to compare experimental and
control groups’ prior knowledge on the subject matter. The test result demonstrated that
there was no statistically significant difference between two groups’ prior knowledge
on schizophrenia treatments and side effects (U = 14, p > 0.05). The results are
presented below in Table 1.

Two groups’ retention test scores were also compared by Mann-Whitney U Test in
order to determine if there was a significant difference between test scores. Analysis
results demonstrated there was no significant difference between two groups’ retention
test scores (U = 11.500, p > 0.05); however, spatial group’s test score mean (7.58) was
higher than non-spatial group’s test score mean (5.42). Table 2 demonstrates the
results.

Table 1. Mann-Whitney U test results of prior knowledge test

Groups N Mean Rank U Z p

Non-spatial 6 7.17 14 –647 0.517
Spatial 6 5.83
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3.2 Results of Eye Movement Measures

Eye movement measures were analyzed with Mann-Whitney U Test in order to
understand if there was a significant difference between spatial and non-spatial groups’
total fixation time, fixation count and fixation duration mean on both relevant images
and relevant text in two versions of the animation. Results were presented in terms of
total fixation time, fixation count and fixation duration mean.

3.2.1 Total Fixation Time
According to Mann-Whitney U test results, total fixation time on relevant texts was
higher for the participants in spatial group (6.83) than the participants in non-spatial
group (6.17). However, this difference was not statistically significant (U = 16,
p > 0.05). Table 3 demonstrates the test results of total fixation time on relevant text for
both of the groups.

Total fixation time on relevant images was higher for the participants in spatial
group (6.67) than the participants in non-spatial group (6.33); however, this difference
was not statistically significant (U = 17, p > 0.05). Table 4 demonstrates the test results
of total fixation time on relevant images for both of the groups.

3.2.2 Fixation Count
According to Mann-Whitney U test results, fixation count on relevant texts was higher
for the participants in spatial group (6.67) than for the participants in non-spatial group
(6.33). However, this difference was not statistically significant (U = 16, p > 0.05). The
results were the same as total fixation time for both of the groups. Table 5 demonstrates
the test results of fixation count for both groups.

Similarly, there was no statistically significant difference between two groups in
terms of fixation count on relevant images (U = 16, p > 0.05). However, fixation count
on relevant images for the participants in non-spatial group (6.83) was higher than for

Table 2. Mann-Whitney U test results of retention test

Groups N Mean Rank U Z p

Non-spatial 6 5.42 11.500 –1.090 0.276
Spatial 6 7.58

Table 3. Mann-Whitney U test results of total fixation time on relevant texts

Groups N Mean Rank U Z p

Non-spatial 6 6.17 16.00 –0.320 0.749
Spatial 6 6.83

Table 4. Mann-Whitney U test results of total fixation time on relevant images

Groups N Mean Rank U Z p

Non-spatial 6 6.33 17 –0.160 0.873
Spatial 6 6.67
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the participants in spatial group (6.17). These results were different for fixation count
on relevant images than fixation count for relevant texts. The results were presented in
Table 6.

3.2.3 Mean Fixation Duration
Another Mann-Whitney U test was administered to analyze mean fixation duration on
relevant text and pictures for spatial and non-spatial groups. According to results in
Table 7, mean fixation duration on relevant text was significantly higher for the par-
ticipants in spatial group than for the participants in non-spatial group (U = 3, p < 0.05,
r = 0.16). This result indicated that the participants in spatial group (Mean Rank = 9)
spent more time on relevant text than the participants in non-spatial group (Mean
Rank = 4).

However, mean fixation duration on relevant images was not significantly different
for the participants in spatial group than for the participants in non-spatial group
(U = 15, p > 0.05) and mean fixation duration on relevant images for non-spatial group
(Mean Rank = 7) was higher than the spatial group (Mean Rank = 6) according to
results in Table 8.

To sum up, test results for mean fixation on relevant images were totally different
than the test results for mean fixation on relevant texts. Participants in both of the
groups spent similar time on relevant images.

Table 6. Mann-Whitney U test results of fixation count on relevant images

Groups N Mean Rank U Z p

Non-spatial 6 6.83 16 –0.320 0.749
Spatial 6 6.17

Table 5. Mann-Whitney U test results of fixation count on relevant texts

Groups N Mean Rank U Z p

Non-spatial 6 6.17 16 –0.320 0.749
Spatial 6 6.83

Table 7. Mann-Whitney U test results of mean fixation duration on relevant texts

Groups N Mean Rank U Z p

Non-spatial 6 4 3 –2.544 0.011
Spatial 6 9

Table 8. Mann-Whitney U test results of mean fixation duration on relevant images

Groups N Mean Rank U Z p

Non-spatial 6 7 15.00 –0.561 0.575
Spatial 6 6
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4 Discussion and Conclusion

The aim of this study was to examine spatial contiguity effect on multimedia learning
with an instructional animation using eye-tracking. For this purpose, both eye
tracking data and retention test scores (learning outcomes) were analyzed. Results
revealed that there was no significant difference in prior knowledge between par-
ticipants in spatial and non-spatial groups. After watching the animation, the
participants in spatial group had higher scores on retention test than participants in
non-spatial group. However, this difference was not statistically significant. This
result was similar to Ozcelik et al.’s (2010) [11] research results involving signaling
effect and eye tracking, de Koning et al.’s (2010) [4] research results involving
animation, visual cues and eye tracking and Johnson and Mayer’s (2012) [6] research
results involving spatial contiguity effect and eye tracking. However, a transfer test
was not conducted in this study so it can’t be said that spatial contiguity effect is not
effective on learning.

Eye tracking data were analyzed in terms of total fixation time, fixation count and
fixation duration mean measures. Results revealed that total fixation time on relevant
texts and total fixation time on relevant images were higher for the participants in
spatial group than the participants in non-spatial group; however, this difference was
not statistically significant. These results differ from Ozcelik et al.’s (2010) [11]
research results; they indicated that total fixation time on relevant information (relevant
labels and relevant picture parts) was significantly higher for signaled group. However,
their study focuses on a different multimedia principle so the difference may be related
to this fact. Johnson and Mayer’s (2012) [6] research results indicated that there were
no significant differences between experimental and control group in terms of total
fixation times on relevant text and relevant pictures. These results were similar to the
results of the present study. Also, research results revealed that in both groups par-
ticipants had higher fixations on text than diagrams [6]. The present research results
have some similarities to this results. As mean ranks were examined, spatial group had
higher total fixation time on relevant text than relevant images. However, non-spatial
group had higher total fixation time on relevant images than relevant texts. Although
these differences are not statistically significant, it may be non-spatial group paid
attention to relevant images and narration in animation as spatial group paid more
attention to relevant text next to relevant images in animation.

Another eye tracking data analysis result indicated that there was no statistically
significant difference between two groups in terms of fixation count on relevant texts
and relevant images. However, fixation count on relevant text for the participants in
spatial group was higher than for the participants in non-spatial group as fixation count
on relevant images for the participants in non-spatial group was higher than for the
participants in spatial group. Similar to previous results of this study, the result is
different from Ozcelik et al.’s (2010) [11] research results. They found that fixation
count on relevant text and relevant pictures were significantly higher for signaled
group. However, this result considered that spatial group may have paid attention to
relevant texts as non-spatial group may have paid attention to narration and relevant
images again.

An Eye-Tracking Analysis of Spatial Contiguity 11



According to results in this study, mean fixation duration on relevant text was
significantly higher for the participants in spatial group than for the participants in non-
spatial group. This result is similar to Ozcelik et al.’s (2009) [12] research results
indicating average fixation duration was longer for participants using color-coded
material than for participants in control group. However, present research results are
different from Ozcelik et al.’s (2010) [11] research results; they found no significant
difference on mean fixation duration for both of the groups. Another research result was
that mean fixation duration on relevant images was not significantly different for the
participants in spatial group than for the participants in non-spatial group in present
study. This result is similar to Ozcelik et al.’s (2010) [11] research results.

In conclusion, there were no statistically significant difference in terms of learning
outcomes, total fixation time on relevant texts and images, fixation count on relevant
texts and images and mean fixation duration on relevant images between spatial and non-
spatial group according to research results. However, mean fixation duration on relevant
texts was significantly higher for spatial group than non-spatial group. According to
mean ranks on all measures of eye tracking data, there may be tendency that participants
in spatial group spent more time and attention on relevant text as non-spatial group spent
more time and attention on narration and relevant images. So more research is needed to
examine if such an assumption is true. Also, some researchers revealed that prior
knowledge guides the attention [2, 5] and this result may be examined for spatial
contiguity effect in further research.

In this study, there were some limitations in terms of number of participants,
subject matter, data collection tools and eye tracking data analysis. Using a larger
sample can allow to conduct more statistical analysis and obtain more generalizable
results for the future research in the same topic. In this research, only retention test was
used, but it is important to use transfer test and other performance tests to measure
learning outcomes accurately. In eye tracking analysis, mean fixation duration, total
fixation time and fixation count were used as eye tracking measures. Johnson and
Mayer (2012) [6] indicated that they used integrative transitions from text to image and
from image to text, text-to image transitions and corresponding transitions as measures
to analyze the eye tracking data. It seems using these measures can be effective to
analyze and interpret the eye tracking data in future research. This study was conducted
using an animation about schizophrenia and side effects. Further research is needed to
examine spatial contiguity effect on multimedia materials in different subject matters.
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Abstract. Multimedia content is increasingly being used in the context of
e-learning. In the absence of classroom-like active interventions by instructors,
multimedia-based learning leads to disengagement and shorter attention spans.
In this paper, we present a framework for using audio cues interspersed with the
content to improve student engagement and learning outcomes. The proposed
framework is based on insights from cognitive theory of multimedia learning,
modeling of working memory and successful use of audio in the film industry.
On a set of 20 freshmen engineering students, we demonstrate that the
systematic use of audio cues led to 37.6 % relative improvement in learning
outcome and 44 % relative improvement in long-term retention. Post-study
interviews establish that the associated students improved recall and engagement
to the presence of audio cues.

Keywords: Cognitive theory of multimedia learning � Working memory �
Audio cues � E-learning performance � Student retention

1 Introduction

Increasing use of technology in the educational domain has given rise to new models of
learning such as flipped classrooms [1], blended learning [2] and Massive Open Online
Courses (MOOC) [12]. Using multimedia educational content is a central aspect in all
of these models. This has in turn led to active research in the design of multimedia
instructional content [9], efficient ways of content delivery [3] and the effect of such
content on student engagement and performance [11]. The aspects of design research
encompass issues such as video production style, duration of a typical module, and
cognitive load of the content. Content delivery is being studied to understand how best
to cater to the diverse set of devices and be robust to lossless and variable-speed
delivery channels. Student engagement and performance is being studied by analyzing
various behavior parameters such as the time spent on lectures, interactions with peers
and instructor, performance on in-video quizzes and dropout rates.
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The use of multimedia in e-learning is however heavily skewed towards video
content [10]. Speech and audio content is used only for conveying information whereas
the potential use of audio for associative memory is largely ignored. Several studies
have shown that the attention span for an instructional video is only about 6 min [11]
further highlighting the non-engaging nature of current e-content. This is also reflected
in the poor course completion rates of several leading MOOCs [12].

In this paper we are interested in evaluating the role audio cues can play in
improving student engagement and learning outcomes in the context of multimedia
e-learning. We propose a framework for synergistic combination of audio cues and the
learning content. The theoretical underpinnings of the framework are based on cognitive
theory of multimedia learning, models of working memory and successful use of audio
in the film industry. While audio cues have been used in communicating emotions to
computers [13], for conversation visualization [14] and to aid people with disabilities
[15], ours is the first attempt to study the efficacy of audio cues in an educational setting.

The rest of the paper is organized as follows. In Sect. 2 we present the theoretical
motivation for the proposed framework followed by detailed explanation of proposed
audio-cue setup in Sect. 3. Experimental setup, results of user studies and discussions
are explained in Sects. 4–6 respectively.

2 Theoretical Underpinnings for Audio Cues

Authors in [8] have done pioneering research work in formulating the Cognitive
Theory of Multimedia Learning (CTML). CTML is based on three basic principles of
learning: C1 dual channels of processing for auditory and visual information, C2
limited processing capacity of each channel, and C3 active coordination of cognitive
processes. The theory of working memory [7] also supports dual channel by the
following postulation: M1: human brain system has two independent but intercon-
nected subsystems phonological loop for capturing speech-based information and
visuo-spatial sketch for capturing visuo-spatial imagery. The interconnection allows for
visual information to be represented as speech-like information using sub vocalization.

CTML further specifies five cognitive processes where relevant information is
selected from these two channels to form two independent models of the input message
followed by integration with the long-term memory (i.e., prior knowledge).

While there is extensive research study on the role speech plays in providing verbal
redundancy and facilitating dual coding in visual and auditory channels in the context
of multimedia educational content [5] there is no study on using audio cues to facilitate
coherent binding of information that is spread over time: an important aspect for active
coordination of cognitive processes. Authors in [10] surveyed 12 award-winning
instructional software products and came to the conclusion that sound is used largely
for instructional purposes and not to drive any associative learning.

Authors in [6] propose a Structured Sound Function (SSF) model for use of sound
in instructional content. Specifically, they mention that when sound is assigned to a
visual event, it should serve one of the five purposes: S1: connect to a past/future event,
S2: present a point of view, S3: establish a place, S4: set a mood, and S5: relate to a
character.
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One domain where sound is used very effectively is the film industry: be it to
enhance the narrative, to immerse in an illusion, to accentuate a mood, or to add
continuity across a number of temporal events. Authors in [4] make four recommen-
dations from the film industry for using sound in e-learning: F1: consider sound’s use
from the start of the design process, F2: identify key storytelling elements to be
amplified by sound, F3: capitalize on the way people listen to sounds, and F4: be
systematic about how sounds are incorporated. For F3, the authors suggest that the four
types of listening modes should be utilized: L1: reduced, where listener only pays
attention to the main qualities of the sound and incurs minimal cognitive load, L2:
causal, where the sound is associated with a descriptive category that could have likely
cause the sound, L3: semantic, where the meaning behind the sound is decoded (e.g.
Emotion in the spoken message), and L4: referential, where the sound evokes image(s)
of familiar things. L4 is particularly useful in the context of dual-channels of infor-
mation coding (C1).

Based on these findings, we build our framework as follows:
(The corresponding primary findings are mentioned in the parenthesis.)

(a) Identify important learning concepts to be retained based on applicability in
exams and future course work [F2].

(b) Study the coursework to identify which concepts talk across a multitude of lec-
tures and hence need a common binding [S1, F1].

(c) Identify concepts which, while not central, are good-to-know and can be rein-
forced through reduced listening [C1, C2, L1].

(d) Identify concepts which tend to occur together and/or can be most confusing
and hence should use audio cues which evoke very different associations [C2,
L3, L4].

(e) Identify events which can easily be connected with a visual image and identify
corresponding sounds that can evoke these images [C2, L4, M1].

It is important to base the usage of audio cues in educational multimedia content on
strong theoretical foundation as inappropriate usage may not only not enhance learning
but may act as one of the detriments to learning [4].

3 Audio-Cue Framework Applied to a Narrative

We are in the process of formulating a systematic audio-cue framework for two data-
intensive semester-long eleventh grade courses on Chemistry (which includes a list of
chemical reagents along with their reactionary properties towards each other) and
History (which includes major battles or events, the corresponding timelines, important
parties involved and the outcome) working closely with a local high school adminis-
tration. But to evaluate the efficacy of audio cues in learning outcomes and retention,
we first built the framework in the context of an imaginary narrative that draws on
basics of Mathematics, Physics and Chemistry. We also plan to use the insights gen-
erated from this study on the narrative to further influence the audio-cue framework
formulation for the courses.
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Here is a brief description of the narrative: After a long party, Marc, the main
character, has difficulty falling asleep and is hallucinating. In each episode of hallu-
cination, he goes on a new expedition with his friends: On one such expedition he
experiences zero-gravity free fall; on another, he has to navigate through a castle; and
in yet another, one of his friends is bit by a snake and the team has to create an antidote
through a combination of chemicals (purely fabricated combination using the products
commonly found in a kitchen whose combination can create effects akin to those
created by chemical reactions. Hence creating situation similar to a chemical reaction
(purely fabricated combination) while not creating any bias.

The narrative is divided into two different videos (part-1 and part-2) to simulate two
lectures on the same topic. Each video is about 4 min 30 s long in accordance with the
average attention span of video lectures [11]. Using the design principles mentioned in
the previous section, we first identified the highlights of the narrative that we would
like the students to remember and based on the kind of information or event, the sound
cues were pre-cued/post-cued or played simultaneously.

– Pre-cued: To hint listener about a forthcoming event.
– Simultaneous: to add more emphasis and clarity to an ongoing event by establishing

the place or the activity through the sound clip running in the background.
– Post-cued: To emphasize on the information that was just narrated and shown on the

screen e.g. names of people, numbers, scientific term.

Accordingly we formulated appropriate post-video questions. Two important charac-
ters in the narrative were assigned two distinct audio cues (high pitch vs. low pitch),
each important event location in the hallucinations was assigned an appropriate audio
effect (e.g., a long hallway had ‘echoes’, the free-flow event had ‘high speed wind
noise’), important concepts were preceded by a consistent audio cue (e.g., every
instance of acidity was associated with a consistent ‘burp’ cue). Appropriate chemical
reactions were peppered with corresponding likely audio effect (e.g., to evoke images
of strong repulsive smell, the audio of an uncomfortable cough was used, adding water
to a chemical compound had the sound of ‘water flowing through a tap’). The quiz
corresponding to the part-1 video had 10 questions: 5 had highlighting specific audio
cues associated with the likely answers whereas the other 5 had no cues. Similarly, the
quiz corresponding to the part-2 video had 10 questions, 6 of which had specific
associated audio cues. The questions were not in the chronological order of the nar-
rative to avoid likely temporal bias.

In the experiments described here we used the audio narration of the above nar-
rative with synchronized scrolling of the corresponding text on the video (similar to
closed-captioning but on full screen). We used such a setup for our current experi-
ments for two main reasons: (a) make optimal and synergistic use of the dual channels
[C1 and C2], and (b) in practical e-learning situations, we have very little scope of
adding relevant visual content to a video whereas audio cues can be inserted with
relative ease. Two versions of the videos were created: the Narration Only (NO)
version had no audio cues whereas the Audio-Cues (AC) version had audio cues
interspersed with the audio-visual narration. The visual message was exactly the same
in both the version.
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4 Experimental Setup

We recruited 20 college freshmen students (18−20 years old) for this study and split
them into two equal groups: the Narration-Only group (NO) and the Audio-Cues (AC)
group. The NO group was shown the NO version of the videos whereas the AC group
was shown the AC version of the videos. The students were informed about the end-
of-the-video quiz. They were also told that they have to answer more than eight
questions correctly, failing which they will have to watch the video and give the quiz
again. The part-2 video was shown only after the students passed the part-1 quiz. Each
student was presented the video on a 15-in. laptop computer along with a pair of
earphones in a quiet room. The students were asked to complete each attempt of the
part-1 quiz in five minutes and each attempt of the part-2 quiz in 10 min.

The questions were a mix of multiple choice, one word or one sentence, explan-
atory types. In the sentence long questions, marks were solely awarded on the mention
of one or two keywords. For easy recall, the questions were asked in the chronological
order (the order in which the events occurred in the narration).

The students were called in for a surprise quiz five days after they watched the part-
2 and were given the same quizzes as earlier. This was done to evaluate their long-term
retention (as per the forgetting curve, humans tend to forget nearly 80 % of the content
within 4−5 days in the absence of any revision). At the end of this surprise quiz, we
had an informal exit-interview with the students to gather their feedback on the entire
process.

5 Results

Figure 1 shows the average student performance across multiple attempts for the NO
and the AC group for part-1 and part-2 of the video narratives. As expected the
performance improves after every attempt. Students in the AC group show much better
performance than those in the NO group in the first attempt itself. The average per-
formance of AC group students combined across the two parts of the videos in the first
attempt is 11.7 whereas that of the NO group students is 8.5, which shows that audio
cues lead to a 37.6 % relative improvement in learning outcome. Moreover, students in
the AC group reach the passing criterion much quicker than those in the NO group: For
example, only 1 student in the AC group needed three attempts while there were 3 such
students in the NO group for part-1 video. In the case of part-2 video, 5 students in the
NO group needed 3 attempts to reach pass the quiz whereas all the students in the AC
group passed the quiz in the second attempt. The significant jump in performance of
AC students in the part-2 video as compared to that of the NO students could be
because of the multiplicative effect where the students ‘learn’ to optimally utilize the
audio cues. Further experiments are needed to validate the existence of such an effect.

As mentioned in Sect. 3, answers to only about 50 % of the questions had corre-
sponding specific audio cues. To test whether the improvement in the AC group
performance was only due to these ‘audio-cued questions’, we analyzed the question-
wise performance of the students in both the groups and across the two parts of the
video. Figures 2 and 3 shows the average number of correct answers by the students of
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NO and AC groups on audio-cued and non-cued questions for part-1 and part-2 videos.
Notice that while the AC group performs better on the audio-cued questions, their
performance on the non-cued questions is also better than that of the NO group. This
leads us to believe that the audio-cuing phenomenon has a positive effect on the overall
learning experience, which we term as the spread effect.

Figure 4 compares the average long term retention performance of students in NO
and AC groups in terms of number of correct answers to the two quizzes. While the NO
group answers about 12 questions correctly, the AC group answers about 17.3 ques-
tions correctly demonstrating a relative improvement of about 44 % in long term
retention due to the use of audio-cues.

Figure 5 compares the performance of the NO and the AC group students for
each of the 10 questions in the part-2 video quiz across multiple attempts. Each
question has two horizontal bars. The bottom bar shows the performance for the NO
group and the top bar show the performance for the AC group. The questions with

Fig. 1. Performance of students in the NO and the AC group on part-1 and part-2 video across
multiple attempts.

Fig. 2. Average number of correct answers by the students of NO and AC groups across
multiple attempts to (i) audio-cued questions in part-1 video (5 questions), (ii) non-audio cued
questions in part-1 video (5 questions).
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specific audio cues are indicated separately on the y-axis. Performance on all the
questions is improved by the use of audio-cues except for one question (question 3
from the top). This question asks the subjects to mention all the four ingredients used
to create the antidote for snake bite. This can likely be attributed to the high cog-
nitive load of recollecting multiple names. The other question with interesting
behavior is the top most question which has poor performance by the NO group but
substantial improvement by the AC group. This question asks the user to ‘name the
person who sobbed when Suzanne was bit by a snake’. The NO video only mentions
the name ‘Johanna’ whereas the AC video has a special audio cue assigned to this
character as well as plays ‘girl sobbing’ sound. These multiple cues helped the AC
group to easily recollect the correct answer.

Similarly, there was one question in the quiz of part-1 video to test if students
would latch on to secondary details that are provided only through audio-cues. The
question was ‘what is the castle door made of?’. The narration had no mention of the
type of the door and the audio cue had a creaking sound of a rusty iron door. None of
the NO group students could answer the question correctly, but 60 % of the AC group
students caught on to the audio cue in the first attempt.

Fig. 3. (iii) audio-cued questions in part-2 video (6 questions), and (iv) non-audio-cued
questions in part-2 video (4 questions).

Fig. 4. Average long-term retention performance of students in NO and AC groups in terms of
number of correct answers to the quiz questions.
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This has significant ramifications for instructional multimedia content in that subtle
associations (such as reminder of where a historic battle was fought) can be effectively
reinforced through appropriate audio-cues rather than having to spell those out in the
main lecture. Finally, as we conducted post-study interviews with the students, almost
all the AC students attributed their high performance to the audio cues. Several of them

Fig. 5. Performance of the NO and the AC group students for each of the 10 questions in the
part-1 and part-2 videos across multiple attempts. For each question, the bottom horizontal bar
represents the performance of the NO group and the top bar represents the performance of the AC
group.
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mentioned that it took them a while to make the connection that the audio cues are
reinforcing the important aspects but once they understood it, the part-2 video was
much easier to understand and remember.

Subjects with effects said that they could visualize the story by identifying the
sound cues and the Left or Right sound channel activation. For example sound of
crickets and sound coming from the Left channel helped them in creating an imagery of
the path took by Marc and answer the question- “Which direction did Marc turn in to
switch on the light?”. A few subjects also said that at times it was difficult for them to
concentrate on both narration and sound cues running simultaneously. All subjects
needed help to understand the meaning of the word ‘hallucination’. Students with
effects could better relate and understand the situation of hallucination in the narrative.
Subjects with effects could very well comprehend the situation of closed well and
concept of echo in their first attempt. When asked to identify the character sobbing,
subjects replied that the answer (Johanna - a girl) was obvious; however, they could not
tell why! The gender of the character was implicitly embedded in the listener’s memory
by the effect of audio cues.

6 Discussions

In this work, we presented our initial results on a framework for the use of audio-
cues in educational multimedia content. The framework is based on insights from
cognitive theory of multimedia learning, modeling of working memory and suc-
cessful use of audio in the film industry. We demonstrated that a systematic use of
audio cues can indeed improve student performance and engagement. We are cur-
rently formulating the use of audio cues for two semester-long courses: Chemistry
and History. We are conducting in-field studies to collate sounds that naturally occur
in classrooms and to identify their associations (e.g., sounds corresponding to tapping
of the chalk on the board or slapping the duster on the table to capture students’
attention, teacher’s footsteps for close monitoring, student murmur for classroom
discussion, etc.).

Further research on the retention capabilities of students shows that the capability to
recall content is a complex phenomenon. Most students may not be able to recall the
content visually presented to them but audio cues may serve as a brilliant medium to
provide hints, we can call them audio anchors. Audio anchors may serve as a great help
to students who are not able to answer the question presented to them in the right away
but are able to recall the answer once given a small hint or a head start in words. The
audio anchors will serve as an effortless memory anchor and will help in recalling the
content.

Our initial findings on use of audio cues for improving learning outcomes and
student retention have been encouraging. To conclude, our study shows that the answer
to the question raised in the title of this paper is in the affirmative!

Acknowledgments. We gratefully acknowledge Safinah A. Ali for all her help and assistance in
building our audio cue framework.
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Abstract. Motivation is the most important part in childhood education. Many
schools have invested a lot in information technology with the hope that it will
create some motivation in learning but there is no significant proof that it
worked. Augmented Reality may be the answer, since it provides children to
interact with virtual object while still in the real world environment. In this
research, we have created 3 AR experiments to prove the concept that AR can
motivate children in learning English. These AR experiments will concentrate
on writing, reading and conversation. Different AR techniques were used for this
purpose i.e. marker-marker interaction and user-defined target. The results agree
with the prediction that children really enjoy and eager to learn more.

Keywords: Augmented reality � Language learning

1 Introduction

Teaching English to children whose mother’s tongues are not English face many
difficulties due to differences in background, knowledge, and culture, but the most
important thing is the lack of motivation. Most children are not interested in learning a
new language. The obvious reason is that they see no need to learn new language. But
in reality, they cannot ignore the fact that English language is used as a mean of
modern day universal communication. For example, ASEAN community which will
start in 2015 shall use English as its official language and if the children cannot use the
language properly, then they will be at a disadvantage. To solve this problem, many
schools have invested in information technology for the purpose of using them as tools
to support learning especially English language learning. With the software, in the form
of Computer Aided Instruction (CAI), children can play and learn at the same time, this
makes them eager to learn. Due to the fact that the output from CAI is not interactive
and usually, they are in the form of routine 2D or 3D animation, after a while, the
interest dies down and not so many people use them anymore. In this paper, we have
proposed to use Augmented Reality to spice up English class in the hope of motivating
children to learn English. Augmented Reality (AR) is a live view of a real-world
environment whose elements are superimposed by computer-generated virtual objects
such as texts or 3D computer models. AR technology can be divided into 2 categories
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i.e. marker-based AR and markerless AR. Marker is the 2D figure that carrying out
information to be displayed on top of real space (Fig. 1).

For markerless AR, its applications can be grouped into 2 types: image-based AR
and location-based AR. Image-based AR needs specific labels to register the position of
3D objects on the real world image (Fig. 2). In contrast, location-based AR uses position
data such as data from GPS to identify the location (Fig. 3). In our work, we have
decided to use marker-based AR because we want children to learn not only by using
computer but also by interacting with real object as well. Besides that, by using marker-
based AR, there are many more ways that the children can play around with them.

Fig. 1. Marker AR [1]

Fig. 2. Image-based AR [1]

Fig. 3. Location-based AR [2]
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Due to the advancement of technology especially in the field of mobile technology,
AR is now available for everyone who has a smart phones or tablets. Up to now, there
are many applications of AR for education available in the market, but most of them
just display 3D objects or animations when look through mobile phones with suitable
software.

2 Related Work

Augmented Reality Technology has been applied to many areas in education such as
medical sciences, engineering, arts, and languages. The example of applying AR in
medical science is used as a tool for studying human anatomy [3]. This tool provides
visualization of bones and important organs in the abdomen. While the use of AR in
environmental studying can be done outside the classroom [4], the students can
investigate the real environment together with the use of virtual media.

AR can be used for helping children developing their skills and understanding the
lessons. Many researchers have investigated about the challenge and how to use
augmented in Education. Fan et al. [5] pointed out the significance of AR based
experiment in education and mentioned that AR technology will bring lots of new
features for experimental education. The paper also summarized the AR based
experiments in many subjects ranging from Medicine to Arts and Humanity. To apply
AR in language learning, Meda et al. [6] has developed a mobile based augmented
reality application that can detect English text and translate into Telugu language in real
time. Students can use this application for translating English text available in text
books and get appropriate Telugu meaning instantly. Barreira et al. [7] conducted the
experiment in comparing the use of Augmented Reality games (MOW: Matching
Objects and Words) and traditional teaching methods, for learning words in different
languages. The results indicate that children who used the Augmented Reality games
had a superior learning progress than those who used only traditional methods. For the
motivation in learning, the result from Serio et al. [8] has shown that the use of
augmented reality technology in learning environments had a positive effect on the
motivation of middle-school students in visual arts course. In our experiment, we will
design the AR games for English language learning to encourage Thai students to learn
the language.

3 Experimental Setup

In language learning, there are three areas that children have to conquer; namely
writing, reading and speaking. To motivate children in these three areas, designing
suitable augmented reality experiments have to be examined. Since we have decided to
use marker-based techniques, all these three experiments will be designed based on
markers.

In this experiment, Unity 3D game engine is used on Qualcomm’s Vuforia plat-
form. Unity is a fully integrated development engine which is used for creating games
and other interactive 3D content and Vuforia platform makes it possible to write a
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single native application that runs on almost all smartphones and tablets. In Vulforia,
marker can be defined into two categories: “frame markers” and “user-defined target”
(see Fig. 4). “Frame markers” are black and white squares with a code embedded
around the edge and “user-defined target” is the images or objects for things that can be
tracked by the software. In our experiment, markers in both categories will be used.

In the first experiment, motivate writing; we have designed the children to create
their own user-defined target i.e. an alphabet. If they write the alphabet correctly, then
that alphabet will become the “marker” that will display 3D object related to that
alphabet. In the second and third experiment, we have used the marker-marker inter-
action technique to help children enjoy reading and conversation. In reading experi-
ment, all the alphabets are markers, so when children put these alphabets together, if
the combinations mean something, then 3D animation of the thing related to that
meaning will appear above the markers. Same as in the third experiment except that in
this experiment, only two markers interact with each other and conversation related to
that interaction will appear.

4 Testing the Concept

We have made 3 experiments with different techniques to investigate how to motivate
children in early age i.e. primary school, Grade 1-5, in English learning. The first one
deals with how to improve children handwriting. The second experiment is about using
the techniques of marker combination to improve skill in word. And the last one is about
using AR in motivating English conversation. Details on each experiment are as follow.

4.1 Improve English Handwriting

In this experiment, children are encouraged to make their own marker by using their
own handwriting. If they write them nicely as an example, then it will become the
marker and 3D animation related to that alphabet will pop up on the screen of an iPad
or any smart phones which have suitable software. For this purpose, we have designed

 (a) (b)

Fig. 4. (a) Frame marker [9] and (b) User defined target [10]
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a pattern with alphabets writing guideline (Fig. 5), so that children can practice writing
an alphabet. For example, if a series of “W” or “w” is written nicely then a whale will
pop up and swim around (Fig. 6).

4.2 Improve Ability to Assemble Word

For this second experiment, we try to motivate English learning for children by using
the techniques of marker combination to form words. Children can mix any alphabet
they want and if it matches the name of any animal, that animal will pop up and start
doing some activity. For this experiment, we have made an alphabet card with the
picture of the alphabet as a marker (Fig. 7).

Using the marker-marker interaction techniques as a combination of marker in
proper order, we can get the new marker composed up to four alphabet markers
(Fig. 8). This new makers can display virtual object such as animal on top of the
markers. For example, if they put four markers representing b, e, a, r in this order, then
a 3D bear will pop up and start growling (Fig. 9).

Fig. 5. Alphabets writing guideline

Fig. 6. User defined target with AR effect
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4.3 Motivating English Pronunciation and Conversation

The third experiment is for children in higher grade, a marker-marker interaction
technique is used to form a conversation game. Markers can represent people or object
of interests such as food, place or household equipment. If one marker represents a
person, when we using a smart phone or a tablet to activate AR activity, then that
person will talk about himself or herself. If we put another marker that represents
another person, then they will start talking to each other. If we take the marker apart,
they will say goodbye to each other (see Fig. 10). If one marker represents a person and

Fig. 7. Alphabet card as a marker

Fig. 8. A new marker composed of four individual markers

Fig. 9. AR effect caused by combination of markers
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the other marker represents an object such as a microwave oven, then that person will
tell something that related to a microwave oven.

Children can learn English conversation or how to elaborate and even how to
pronounce words.

The idea of these experiments is to let the children interact with activities so that
motivation in learning will occurred. These activities can run on any smart phone or
tablet or PC, making them suitable for learning in class or at home.

5 Results and Discussion

We have selected a primary school in Nakorn si Thammarat province which located in
the southern part of Thailand for testing this concept. The participating children are
students in Grade four and five (Figs. 11 and 12).

For each experiment, the children were divided into two groups of ten students.
One group doing the experiment without knowing about Augmented Reality and the
other group were explained about what will happen if they did the experiment

Fig. 10. Conversation between two students

Fig. 11. Students with hand writing experiment
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correctly. The students in Grade 4 are selected for the hand writing experiment, a group
that knows what will happen seem to concentrate on completing the hand writing
exercise nicely while students in the other group want to finish the exercise by using
small amount of time. The average time spending on the first group is a little bit higher
than the other group but the percentage of perfection is also higher. The same results
also applied for the second experiment on word assembly. This indicates that the
motivation in learning is increasing. The students enjoy taking more time to study and
explore the result. For the third experiment about conversation, we only observe the
participation of the students and found that they do not afraid of making a conversation
in English. To conclude the results of three experiments, although it may not show
significant difference between using AR and non-AR to do the exercises, this may be
because hand writing exercise is easy for most of the students. We found that the
students who have no experience in using AR can learn to use AR tool very fast and
showing their enthusiasm to do the exercise carefully.
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Abstract. This study aimed to apply gesture-based cognition learning tech‐
nology to develop an educational training support system (G-NETS) for physical
assessment practicum. The processes of G-NETS system development can be
divided into two stages: user-centered design (UCD) development and system
verification. Eventually, the quantitative and qualitative analysis is conducted to
evaluate nursing students learning performance, attitude, cognitive load, and
technology acceptance. Results reveal that G-NETS can help the clinical nursing
instructors to access the learners’ information easily, to monitor the student’s
learning behavior in clinical courses, and to give them timely support and feed‐
backs accordingly. That in turn can reduce the percentage of mistakes and increase
the quality of clinical practicum learning process. In the future, this study can be
applied to clinical education, the training of new clinical nursing staff, other
subjects of clinical practicum training, which expand the beneficial results of
practical training and clinical teaching.

Keywords: Gesture-based learning · Natural user interface (NUI) · Clinical
nursing practicum · Cognitive task analysis · Clinical training support system

1 Introduction

Clinical nursing practicum is a critical clinical teaching unit for clinical nursing students,
especially in physical assessment practicum, which includes complex application of
combined knowledge with clinical skills [1]. In practicum courses, students would be
divided into different groups to conduct standard operating process in physical assess‐
ment practicum. Then, the clinical teaching instructors assist to correct their motions
and processes of physical assessment. However, clinical nursing instructors encounter
more challenges because of insufficient and lack of experienced assistants [2]. In such
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circumstances, it is difficult for clinical nursing instructors to build effective and highly
interactive support to nursing students in physical assessment practicum course [3, 4].
Therefore, how to improve these clinical difficulties has becoming crucial issues for
clinical nursing instructors [4–6].

Recently, development of gesture-based technology creates emerging opportunities
for instructors to provide students easier and more intuitive ways to interact with the
course contents in interactive learning environments than ever before [7, 8]. For instance,
Kinect [9], a motion-sensing input device developed by Microsoft for Xbox360, allows
nursing students to use their body motions, such as swiping, jumping and moving, to
interact with the content on the screen. Gestures play as an important roles of non-verbal
communication within demonstration and presentation tasks, which can support the
construction of a complete mental representation of the discourse content [10–12]. NMC
Horizon Project report indicated that gesture-based learning (for instance, Microsoft
Kinect, Nintendo Wii and Sony PlayStation Move) would be 4-5 years time-to-adoption
educational technology in higher education [7].

Therefore, this study aimed to apply gesture-based cognition learning technology to
develop an educational training support system (G-NETS) for physical assessment
practicum. G-NETS can be anticipate to help the clinical nursing instructors to access
the learners’ information easily, to monitor the student’s learning behavior in clinical
courses, and to give them timely support and feedbacks accordingly. That in turn can
reduce the percentage of mistakes and increase the learning quality of clinical practicum
students.

2 Development of G-NETS

For increasing the effectiveness of G-NETS in learning, the design concepts of G-NETS
system development take user-centered design (UCD) theory into consideration [13].
User-centered design (UCD) method is widely used in the practicum learning to facilitate
instructor-student interaction, instructor need various information support including
access student’s profile, monitor student’s learning behavior, on-line learning support
and immediate feedback [14–16]. This method has become increasingly prominent as
a model of instruction.

Following UCD development steps, we explored instructor’s teaching requirement
and contexts of physical assessment practicum through ethnographic study. Task anal‐
ysis was then conducted to confirm instructor’s teaching activities and analyze the
information processing in physical assessment practicum. To identify nurse’s decision-
making skills and cognitive process in physical assessment, cognitive task analysis
(CTA) [17, 18] is also employed to capture the knowledge that nursing students
perform complex nursing tasks, including patient’s medical record reading, physio‐
logical signals evaluation, pathological data collection, and situation summarization
and diagnosis.

After all, this study developed the gesture-based training support system (G-NETS)
based on the CTA analysis and the gesture interaction requirement. Visual Studio 2010
C# language, NET Framework 4.0, and Microsoft Kinect SDK is used for developing
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the system [9]. Eventually, nursing students were recruited to conduct a usability testing
for evaluating the overall performance of G-NETS. This study also collected the feed‐
back from in-depth interview of the nursing students.

3 G-NETS - Cardiovascular System Assessment as an Example

Clinical physical assessment course includes many clinical learning units (systems).
This study took cardiovascular system as an example. G-NETS comprise two modules:
module 1 for basic physical assessment practicum & module 2 for case simulation of
physical assessment. The nursing student firstly logs onto the G-NETS and chooses
module to practice. Then, G-NETS will show the purpose of unit and tasks need to
complete. In the cardiovascular system unit, the students will fulfill the following
purposes: (1) Identify cardiovascular anatomy; (2) Understand normal and abnormal
heart sounds; the (3) Identify the inspection results between normal and abnormal.

3.1 Module 1: Basic Physical Assessment Practicum

After reading the statement of purposes and related tasks in module 1, G-NETS will
randomly choose a set from the database of basic physical assessment practicum. Each
basic practicum set includes a series of standards assessment problems. The nursing
student will follow system guidance to practice the assessment problems step by step.
Followings are example problems:

Example 1: Identify the Position of Cardiovascular Anatomy. G-NETS will
randomly generate first type of problems, such as “Please point out the position of AO
in the cardiovascular anatomy?” The nursing students need to identify where the position
of AO in the cardiovascular anatomy is (see Fig. 1). They then move their hand to the
position of number and push the number button when they decide an answer. If the
answer is correct, G-NETS will go next item. If it is wrong, G-NETS will prompt the
correct answer. Then, the students need to practice the same problem again until the
answer are correct.

Example 2: Understand Cardiac Circle and Identify Normal and Abnormal Heart
Sounds. After passing the cardiovascular anatomy, G-NETS will show the cardiac
circle. When finishing the learning of cardiac circle, G-NETS generates second type of
problems, such as “Please indicate the position when you hear the normal and abnormal
heart sounds”. Again, the nursing students need to identify where the position of heart
sounds in the cardiovascular anatomy (see Fig. 2). They then will move their hand to
the position of number and push the number button when they think of an answer. If the
answer is correct, G-NETS will go next problem. If it is wrong, G-NETS will prompt
the correct answer. Then, the students need to practice again until the answer is correct.

When all testing problems are correct, G-NETS will present “Passing module 1.
Please go to module 2”. Through the processes, the student is able to familiarize with
complete steps and skills of physical assessment.
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3.2 Module 2: Case Simulation

Once the nursing students enter into module 2, the G-NETS chooses a case from the
scenario case database for practicing physical assessment. The students are guided through
the standard operating process (SOP) of physical assessment. The students has to judge
his/her answers according to the case information offered by G-NETS. The processes
includes five stages: (1) Read the patient history information; (2) Review the system of
body: such as Respiratory system, Gastrointestinal system, Hematological system, Geni‐
tourinary system, Musculoskeletal system, Neurological system; (3) Collect pathology
information using inspection, palpation, percussion, auscultation; (4) Diagnose the ques‐
tion from pathology information; (5) Determine the instance treatment according to the
given information. Following is an example of physical assessment case.

Step 0: Select a Case. Firstly, the nursing student selects a case from scenario case
database (see Fig. 3).

Fig. 1. Identify the position of cardiovascular anatomy

Fig. 2. Normal and abnormal heart sounds
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Fig. 3. Case selection

Step 1: Read Case Information. In the same time, the G-NETS will show the patient’s
information. In this case, patient’s information is, “Mr. Lin, 57 years old man, a manager
of a electrical company. He felt chest pain severely at meeting. He was sent to emergency
department for further management. You are his in charge student nurse, how do you
to collect the patient subjective and objective data to identify the patient’s problem and
give the nursing intervention immediately”. (See Fig. 4).

Fig. 4. Case background

Step 2: Review System of Body. The second stage will review the system of body. In
G-NETS, we adopt question & answer method to simulate the system review environ‐
ment. The G-NETS show the question like nursing expert, and then the nursing student
push the answer button to listen and present the patient answer. When finishing all the
question & answer items, students can practice and listen once again (Fig. 5).

Step 3: Collect Pathology Information. Like Step 2, to simulate collection of pathology
information, the G-NETS still adopt question & answer method. The G-NETS system
show the question like nursing expert, and then the nursing students push the answer
button to listen and present the patient answer. When finishing all the questions, students
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can practice and listen once again. (See Fig. 6) The pathology information includes
present history, daily activities, past history, family history.

Fig. 6. Collection of pathology information

Step 4: Diagnose the Question from Pathology Information. After finishing Step 1
to Step 3, G-NETS will generate a diagnosis question. The nursing student needs to
diagnose possible diseases from pathology information. They can move the answer
button in left side to the answer frame in the right side (see Fig. 7). When all the answers
are correct, the G-NET will present “Pass” and then go to next step.

Step 5: Determine the Instance Treatment According to the Given Information. In
this step, the G-NETS system show the instance treatment procedures like nursing
expert, and then the nursing students push the answer button to listen and review the
suggestion answer accordingly. When finishing all the procedures, students can choose
to practice and listen once again. (See Fig. 8)

After finishing all steps in module 2, the student then can learn other cases. When
finishing all cases in module 2, G-NETS will present “Congratulation”. Through this
method, the nursing students will learn how to make a physical assessment, that increases
the effectiveness of learning.

Fig. 5. System review
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4 Result and Discussion

To understand the results of G-NETS on physical assessment courses, two fourth- grade
classes of nursing department had been selected as subjects. The experimental group,
including fifty-one students, was guided by G-NETS to conduct physical assessment
courses, while the control group with forty-eight students was guided by the traditional
learning approach. All of the students were taught by the same instructor whose teaching
experiences for more than ten years. The evaluation tools in this study included learning
achievement test of exams, questionnaires of learning attitude, cognitive load, and the
acceptance of the G-NETS. Followings are experimental results.

4.1 Analysis of Learning Achievements

After the experiment, the data analysis comprises learning achievements, learning atti‐
tude, and cognitive load. For learning achievements, experiment result showed the
average score of experiment group is 71.88, and the standard deviation is 8.17. The
average score of control group is 64.30, and the standard deviation is 10.04. The result

Fig. 7. Diagnose the pathology question

Fig. 8. Instance treatment
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of individual t-Test shows the difference between control and experiment group is
significant(t = 4.13, p < .05). The result indicated the G-NETS’ Physical Assessment
guidance process is proven to enhance student’s learning achievements.

4.2 Analysis of Learning Attitude

For learning attitude, experiment result showed the average score of experiment group
is 5.09, and the standard deviation is 8.17. The average score of control group is 4.50,
and the standard deviation is 0.66. The result of individual t-Test shows the difference
between control and experiment group is significant (t = 4.73, p < . 05). The result
showed the G-NETS’ Physical Assessment guidance process is proved to enhance
student’s self-learning attitude.

4.3 Analysis of Cognitive Load

For cognitive load, experiment result showed the average score of experiment group is
4.01, and the standard deviation is 0.80. The average score of control group is 64.30,
and the standard deviation is 10.04. The result of individual t-Test shows the difference
between control and experiment group is significant (t = -5.02, p < . 05). The result
denoted the G-NETS Physical Assessment guidance process is proven to reduce
student’s cognitive load.

In summary, G-NETS is useful for improving student’s learning achievements and
learning attitude, and student’s cognitive load is also reduced. The gesture-based
teaching support system can not only enhance effectiveness in technology-mediated
cognitive processing but also improve the quality of the nursing course.

4.4 Qualitative Analysis

Besides above quantitative analysis, this study also initially evaluates the influence of
G-NETS on teaching and assessment performance using qualitative data analysis. We
randomly selected and interviewed with several clinical instructors and their course
students. The qualitative analysis includes the clinical instructor’s subjective experience,
opinions, and suggestions on G-NETS. Several instructors considered the gesture based
physical assessment could effectively enhance students’ learning motivation because of
its novelty. Most physical assessment course instructors recognized G-NETS’s positive
influence on student’s learning achievements, and would like to apply this system to
other courses in the future. However, some instructors questioned the G-NETS’
performance from the technical points of view. They considered the application of G-
NETS’ only focus on the course test and knowledge-based training, the teaching of main
technical movement (such as inspection, auscultation, percussion, and palpation) is
limited in current system. Therefore, they suggested G-NETS can be used as learning
support tools in the current training of technical course.

Specifically, most instructors agree G-NETS can effectively reduce the workload of
instructors. Instructors can’t take care of multiple students’ course practice when they are
placing in the physical course. Students can learn by themselves and increase their
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mastering of physical assessment course through G-NETS’ support. Additionally, G-NETS
allows students to sense the effectiveness of physical practice intuitively. G-NETS
increases student’s self-learning opportunity and motivates student’s self-challenging
capability. Some students reported the G-NETS could instruct them step by step, espe‐
cially for unfamiliar learning unit in the course. Although the G-NETS support has been
recognized as being effective, some students reported G-NETS is time-consuming because
the system allows them to proceed to next unit after they answer overall questions
correctly. This design is used for improving student’s mastering but also require them to
take time. Students also reported the G-NETS is too monotonous for them and needs to
increase some interesting design. Students also mentioned usability issue of the G-NETS.
They found the gesture system sometimes out of tune because it fails to detect the gesture
movement, which may reduce student’s learning motivation.

5 Conclusion

This study aimed to apply gesture-based cognition learning technology to develop an
educational training support system (G-NETS) for physical assessment practicum.
Results reveal that G-NETS can help the clinical nursing instructors to access the
learners’ information easily, to monitor the student’s learning behavior in clinical
courses, and to give them timely support and feedbacks accordingly. That in turn can
reduce the percentage of mistakes and increase the quality of clinical practicum
learning process. This research finding of this study can be applied to clinical education,
the training of new clinical nursing staff, other subjects of clinical practicum training,
to expand the beneficial results of practical training and clinical teaching. Future work
will attempt to account for, and evaluate the design of more context-aware
gesture-based educational training support system. In doing so, will validate broad
guidelines for the development of teaching support system for a range of nursing
educational settings.
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Abstract. This paper aims at developing a Chinese PCS Editing Processor with
Picture Communication Symbols (PCS), Chinese Text-to-Speech Engine and
recording engine to improve Chinese characters learners and learning environ‐
ment for the children of elementary school. The design of Chinese PCS Editing
Processor could reduce the complexity of making PCS teaching materials and
time for the elementary school teachers and parents. This assistive technology
design may have a range of convenient and efficient functions to support the
children throughout learning process.
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1 Introduction

Word identification is the essential skill to the process of reading [1]. The whole reading
process involves two separate but highly interrelated areas - word identification and
comprehension [2, 6, 8]. It requires readers familiar with letters of the alphabet and
phonemic awareness. If a reader has difficulties in automatic word recognition signifi‐
cantly, that will affect the reader’s ability to effectively comprehend what they are
reading [7, 14]. Development of phonemic awareness is necessary to learn how to map
speech to print. However written Chinese is a logographic orthography that differs
greatly from alphabetic writing systems. The orthography–phonology relationship in
alphabetic scripts is transparent. It is even harder for the text decoding difficulty readers
to develop Chinese phonological ability.

The dual coding theory referred to the idea that visual and verbal information are
processed differently and along distinct channels in the human mind, creating separate
representations for information processed in each channel [11]. The mental codes corre‐
sponding to these representations are used to organize incoming information that can be
acted upon, stored, and retrieved for subsequent use. Both visual and verbal codes can

© Springer International Publishing Switzerland 2015
P. Zaphiris and A. Ioannou (Eds.): LCT 2015, LNCS 9192, pp. 43–49, 2015.
DOI: 10.1007/978-3-319-20609-7_5



be used when recalling information [13]. Readers can facilitate two codes each due to
the different sensory experiences from which they originated to read. Reading materials
can also be presented in some other forms associated with texts to increase the efficiency
of readers’ recall and retention [3, 4, 10, 12]. Picture Communication Symbols (PCS)
are a set of colour and black & white drawings which are easy to learn by children with
little or no speech [5, 9].

With the development of digital technology, better texts in alternative picture and
vocal environment can be created for children with the opportunities of multi-sensory
interactions. In this paper, the Chinese PCS Editor was designed to provide children
with Chinese picture-based sentence construction environment. The children’s Chinese
characters learning efficiency can be increased through the scaffolding process in the
development of language abilities.

2 System Architecture

Based on Microsoft platform, the design of Chinese PCS Editor integrates PCS database
developed by Unlimiter for use in augmentative and alternative communication (AAC)
system [15], IBM ViaVoice Chinese Text-To-Speech Engine and Microsoft sound
recorder (Fig. 1).

Fig. 1. System architecture

Usually children have developed their own picture and vocal vocabularies before
they learn to identify word vocabularies. PCS database consisting of a core library of
more than 3,000 symbols provides users for developing their own PCS starting from
zero for certain needs to the Chinese characters with limited word identification
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capabilities. Chinese Text-to-Speech Engine converting Mandarin text into speech
allows users to use their computer to identify the Chinese characters verbally. Sound
recorder can be helpful to users as a memory aid and as an alternative to writing.

3 User Interface

The Chinese PCS Editing Processor consists of PCS Producer and PCS Editing Board
(Fig. 2).

Fig. 2. Chinese PCS editor

The setting of PCS Producer includes the number of input PCS plates and the speci‐
fied PCS setup. The choices of input PCS plates are divided into 2, 4, 6, 8 or 16. Users
could manipulate the “Query” function provided on the function bar of Chinese PCS
Editor to setup the specified PCS into one PCS plate (Fig. 3). For the unavailable PCS
in the PCS database, users could either input the text directly or add picture/photograph
by themselves for the PCS Editing Board further use.

PCS Editing Board is where the users write the sentences by dragging the target PCS
from the PCS Producer. The Chinese PCS Editor could save and open the PCS sentences
for users for later use and practice (Fig. 4).
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Fig. 4. Teaching materials making

Fig. 3. PCS database query
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As the output of speech is automatically produced by the Chinese Text-to-Speech
Engine, users could repeatedly select a PCS word or PCS sentences to listen. At the
same time, users could also express themselves through the PCS writings with the
spoken out from the Chinese Text-to-Speech Engine. Any PCS dragged to the PCS
Editing Board would be read out immediately to impress the users for learning purpose.

For any PCS in the PCS plate of PCS Producer, users could alter relative PCS words
from the PCS database by clicking the right button of mouse, such as replacing “ball”
with “basketball” (Fig. 5).

Fig. 5. PCS word alternations

In brief, Chinese PCS Editor works as a Word Processor with PCSs instead of words.
And it is totally a software solution for the assisted Chinese character learning. Users
could manipulate it easily in short time and make learning efficiently.

4 Benefits Evaluation

This Chinese PCS Editor was designed as a support for children in the learning process
of Chinese characters at one elementary school in Taipei. The posttest scores (M = .56,
SD = .19) were significantly greater than pretest scores (M = .39, SD = .20), F(1,
93) = 87.73, p < .001. Although there was no overall significant effect of tutoring
conditions on posttest scores, learning with Chinese PCS Editor produced significant
word identification and reading comprehension.
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5 Conclusion

There are three anticipated effects from the completion of Chinese PCS Editor for chil‐
dren in the learning process of Chinese characters as the follows:

1. Encouraging the special education professionals and speech language pathologists
developing digitalized PCS training materials. The operational interfaces of Chinese
PCS Editing Processor are simplified to reduce the learning curve for the expertise
users�

2. Providing easier use of learning environment. As using Chinese PCS Editor, the
additional connected hardware is no more needed in comparison with traditional
PCS drawing board.

3. Developing the potential of children with communication disorders for writing with
symbols. The PCS editing function of Chinese PCS Editing Processor would facil‐
itate children in the cognitive process of words, phrases, sentences and paragraph.

The Chinese PCS Editor for children with Chinese character identification difficulty tries
to scaffold the unfamiliar texts from their pre-established picture and vocal vocabularies.
While decoding the actual Chinese words, children could focus their attention on what
the text actually means. With the eased burden of decoding, children are free to think
about and gain. Children can thus derive more benefit from reading activities. Children
will have greater opportunities for independence than ever before with such design. The
design of Chinese PCS Editor could reduce the complexity of making PCS teaching
materials and time for the special education educators, rehabilitation specialist/therapist
and parents of communication disorders.
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Abstract. This paper presents four categories of learning analytics tools: dash‐
boards, ad hoc tools, tools for analysis of specific issues, and learning analytics
frameworks, and details the characteristics of a selection of tools within each
category: (1) Moodle Dashboard and Moodle default reporting tool; (2) Interac‐
tions and Teamwork Assessment Tool; (3) SNAPP, GraphFES and Moodle
Engagement Analytics; and (4) VeLA and GISMO. The study investigates how
these tools can be applied to the analysis of courses by using real data from a
course that made intensive use of forums, wikis, web resources, videos, quizzes
and assignments. The discussion that follows points out how the different tools
complement each other, and suggests the implementation of basic dashboards in
learning platforms and the use of external frameworks for learning analytics.

Keywords: Learning analytics · User interactions · Moodle · Student tracking

1 Introduction

The application of Information and Communication Technologies (ICTs) to learning
processes offers a new way to deliver instruction in face-to-face and distance learning.
The best example of this is the use of learning platforms, such as Learning Management
Systems (LMS). LMS give support to online and blended learning. In online and
blended learning, due to the lack of face to face interaction, instructors and course
coordinators need tools to track students. LMS register large amounts of information
about student interactions, but this information is usually stored in the LMS databases
as raw data, and thereby the extraction of meaningful information usually requires
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further processing [1]. The records in LMS logs store abundant information about
student and teacher interactions –as well as access to resources and system functions.
This information may give an idea of how and when students perform their assignments
and tasks, course engagement, etc. However, extraction of meaningful data and trans‐
formation of this information into actionable knowledge is a difficult task. New educa‐
tional disciplines, such as educational data mining, academic analytics or learning
analytics offer different but convergent perspectives, methodologies, techniques and
tools aiming to facilitate this transformation process.

Educational data mining includes a series of techniques oriented to extraction of
educational data through statistical machine learning and data-mining algorithms, for
analysis and solution of educational research issues [2]. Academic analytics takes a
different approach, focusing on the analysis of institutional data about students; there‐
fore, it has a stronger focus on institutional policy decision making [3, 4]. Finally, the
main goal of learning analytics is “the measurement, collection, analysis and reporting
of data about learners and their contexts, for purposes of understanding and optimizing
learning and the environments in which it occurs” [5].

From the above, it is patent that, although there are some differences between the
three disciplines, they have as a common objective the understanding of teaching and
learning in order to make informed instructional decisions oriented toward the improve‐
ment of learning processes [6].

There is currently a wide choice of tools that facilitate educational data extraction
and analysis for learning analytics purposes. A first broad categorization of these tools
would include [7]:

• Cross-platform and platform-specific general purpose dashboards. Dashboards
provide information about platform activity of the different learning agents –mainly,
students and teachers–, generally in a visual and condensed form.

• Ad hoc tools. The design and implementation of ad hoc tools seeks to perform
tracking and analysis of very specific types of information adapted to very specific
contexts.

• Learning analytics tools for analysis of specific issues. These tools aim to provide
information, and usually have very specific types of representation. It is also very
common that they offer cross-platform capabilities.

• Learning analytics frameworks and tools. The design of learning analytics frame‐
works is directed toward standardization of learning ontologies and their implemen‐
tation in different systems. They also pursue the exploration of student behaviors in
different educational contexts and offer the user customizable visual representations
of the information.

Taking into account the great variety of applications for learning analytics, this research
study aims to describe some of them, and apply and compare their results using a
common dataset from courses taught in a Moodle LMS. The results of this comparison
will highlight the usefulness, advantages and disadvantages of the different approaches
and perspectives, and how they can complement each other. This study has therefore
two differentiated parts: first, it introduces the different learning analytics tools that will
be analyzed, and then the empirical work will cover the results, including a comparison
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of the tools after analysis of datasets from existing courses. Finally, this study will wrap
up the conclusions about the results from applying the different tools.

2 Analysis of Tools for Learning Analytics

This research covers both cross-platform and LMS-specific tools. Different versions of
Moodle are required for testing of the different tools, as not all analytic tools are available
for all the versions of Moodle. Most of these tools analyze user interaction from LMS
log data. That means that most of the tools extract and transform data from the mdl_log
database table. Until version 2.7 each developer could potentially add their logs to this
table from an application, leading to log formats that could be “not standard”. This
problem is solved by the definition of a new log system in Moodle version 2.7. The new
log system gathers more detailed information about user interaction that the previous
system and, more important, it provides a standard API to write and read logs and
increase system performance. Both log systems may coexist in Moodle installations with
version numbers 2.7 and higher. Nevertheless, taking advantage of the new log system
capabilities requires an adaptation of the different tools, and some of them have not
updated to compatible versions yet. Therefore, the comparison presented in this study
entails the use of different Moodle versions –note that the main objective of this research
is to compare tools for learning analytics, not to address the problems related to how
logs are stored in Moodle. The following subsections describe and analyze the different
tools, according to the categorization showed in Sect. 1.

2.1 General Purpose Dashboards

Dashboards provide information about students or teachers activity in the platform, and
present it in an aggregated and visually rich form –mainly tables and graphs with varying
degrees of interactivity. Dashboards can be applied to different platforms [8, 9], or to a
specific one [10]. These tools are primarily focused on the description of the activity
carried out in LMS using very specific metrics, showing some relevant indicators at a
glance, but they do not generally offer further information about how those metrics relate
to each other. The main dashboard application for Moodle is Moodle Dashboard. There
are other dashboards for Moodle, such as LearnGLASS or GoogleAnalytics, but these
require adaptation and mapping of users’ accounts to external systems and/or hardcoding
Moodle source code.

Moodle Dashboard is provided as a block, and it allows users to graphically or liter‐
ally display the result of any query made in Moodle. When used in standard course
formats, the block gives access to an extra page that displays the data rendered for the
specified query. There are different options to visualize the information returned from
the queries: tables (linear tables, tabular tables and tree views), plots (line graphs, bar
graphs, pie graphs, and “doughnut” graphs), geospatial and map graphs, and timelines.
Moodle Dashboard may display the rendered data directly, but it may also combine with
other blocks to form a complex, highly customizable dashboard. It has powerful data
filtering capabilities, as well as a functionality to automatically generate data exports
[11]. Moodle Dashboard is supported up to Moodle version 2.5.
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Apart from Moodle Dashboard, the default Moodle reporting tool might also be
considered a dashboard. Moodle reporting tool facilitates analysis of information about
users’ interactions in the platform, in different contexts. The different contexts available
are site, course or activity, and the reports show information about user comments,
course activity (most active, courses with most enrolled users, highest participation),
LMS events logs (information of user’s interaction in the LMS) and live logs (interac‐
tions occurring at a specific moment), and graphs and statistics about users’ activity and
view/post actions. Further filtering of this information is possible. On a course and
activity level, it is also possible to gather information about course and activity comple‐
tion, time spent to complete an activity, and grading information.

2.2 Ad Hoc Tools for Learning Analytics

Ad hoc tools are designed to track or analyze very specific bits of information, and to
address a specific need in a very concrete context, with a set of defined constraints and
conditions. The main problem of these solutions is that they are generally neither flexible
nor scalable. This section describes two of these tools: (1) Interactions, a Moodle plug-
in that groups types of interactions for later analysis, and (2) a web service that facilitates
individual assessment of students in teamwork contexts.

Interactions is a plug-in that runs in Moodle versions 1.9 and 2.0 to 2.3. The plug-
in is installed as a reporting block that adds functionality to the default reporting tool,
with independent access permissions. Basically, Interactions adds a library that expands
that functionality –including filtering capabilities– by creating a MS Excel spreadsheet
with two different worksheets. The first one is an exact replica of the MS Excel file from
the log reporting tool. The second worksheet processes each record and assigns it to a
category within three different classifications (by agent, by frequency of use, and by
participation mode) [6]. Experts on Moodle and eLearning participated in establishing
the correspondence between actions and categories. The final output shows the total
number of interactions of each category for each user in the platform. Because the results
are already in Excel format, graphs can easily be derived from the output. Furthermore,
the format allows easy integration with statistical analysis tools such as SPSS. It is
noteworthy that the assignment of each record to any given category (a record can fall
into one and only one category for each classification group, but it may appear in all the
groups) is hardcoded in the processing library, and therefore any change to those assign‐
ments requires modification of the plug-in code.

The other tool is an ad hoc web service to assess student’s performance in teamwork
contexts. Building from Fidalgo-Blanco et al.’s [12] work, the web service proposes an
approach to validate data about interactions as predictors of individual performance in
teamwork contexts based on the Comprehensive Training Model of the Teamwork
Competence (CTMTC) framework [13]. CTMTC indicates how to collect evidences
from three sources: forums, cloud-based file storage services, and wikis. The system
extracts students’ interactions, enabling assessment of individual students and detection
of conflicts. The tool uses the Moodle Web service layer [14] and extracts data from
Moodle logs, focusing on forum posts and threads. It works in Moodle versions from
2.1 to 2.6 (its use in Moodle 2.7 or higher would require adaptation to the new log
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system). The tool allows choosing a forum within the course and then display the data
for the student interactions with their peers, and has three different view modes: forum-
based, team-based and thread-based. The tools gives information about the number of
total messages in the forum/team/thread, as well as the number of people registered (the
total number of team members), average participation of each student, the list of teams
and the total list of students with their respective of the number of messages, creation
dates of the first and last thread, list of threads (with the date of creation), and team
members and degree of participation. In addition, rules of action can be defined based
on thresholds set upon the number of messages [15].

2.3 Learning Analytics Tools for Analysis of Specific Issues

This set comprises tools of application focused on specific data and offering a very
specific type of representation. These applications have very particular functionalities,
and therefore they may or not fit institutional and personal needs. Some examples of
cross-platform tools in this category are LEMO, SNAPP, StepUp!, while LMS-tied tools
include Moodle Engagement Analytics, Moodle Learning Analytics Enriched Rubric or
GraphFES.

Our analysis will focus on two tools for social network analysis –SNAPP (cross-
platform) [16] and GraphFES (Moodle exclusive)–, which facilitates detection of
disconnected students and gives information about the social interactions in the class,
and Moodle Engagement Analytics [17], a Moodle block that provides information
about at-risk students.

GraphFES (Graph Forum Extraction Service) is a web service that connects to both
types of Moodle logs (legacy log and the new standard log) and extracts information
from all the message boards in a given course. All the information that GraphFES
collects is then processed to create three different graphs: (1) a graph including all the
messages added by all users and how they relate to each other (i.e., a map of all the posts
and how they are connected and organized in threads); (2) a graph connecting all the
users in the course based on who has read contents posted by others, and how many
times; (3) a similar graph to the previous one, but in which relations between course
users are based on who replies to whom. GraphFES builds the social network graph and
returns it as a .gefx file that can be opened in Gephi. The main idea behind GraphFES
is that social network analysis is best done outside of the learning platform, using SNA
specialized tools such as Gephi. Some advantages and applications of Gephi to the
analysis of higher education courses from a social learning analytics approach can be
found in [18, 19].

SNAPP (Social Networks Adapting Pedagogical Practice) [16] works as a book‐
marklet that extracts information from message boards in Sakai, Blackboard, Moodle and
Desire2Learn, and then builds up the resulting social network in a Java applet. There are
two versions of SNAPP (v.1.5 and v.2.1), and their functionalities are similar. SNAPP is
structured in tabs, the first three of which are interactive. The first tab shows the graph of
the social network from the interactions and allows the user to manipulate the graph by
filtering, applying different layouts to the social graph and selecting individual nodes –
nodes in SNAPP represent participants in the message board. SNAPP v.2.1 also displays
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a timeline of the messages posted in the forum. A second tab displays the values of the
number of posts per user in v.1.5 and the main social network parameters (degree, in- and
out- degree, betweenness and eigenvector centrality, and network density) in v.2.1.
Finally, the third tab allows exporting the graph in GraphML and VNA formats in v.1.5,
or writing annotations in v.2.1. (export capabilities are included in the first tab in v.2.1.,
adding the ability to export to.gefx format).

Engagement Analytics is a Moodle plug-in provided as a block that gathers and
shows information, in the form of indicators, about student progress. As the name
suggests, the block gives users insight on the level of engagement of a student, where
engagement refers to activities which have an impact on student success in an online
course. The block provides real-time (“live”) information about students’ interaction
with resources, and incorporates a set of indicators and a risk alerting algorithm. This
information may be useful for teachers to detect at-risk students and make decisions
about when to intervene in order to avoid student failure. The indicators included in
Engagement Analytics relate to student assessment, students’ participation in forums
and number student login frequency, and it is possible to assign each indicator different
weights to describe and model students’ risk of failure in a more customized way. Indi‐
cators comprise different items, and item weights can also be modified. This plugin is
available from Moodle 2.2 up to Moodle 2.7, and the plug-in allows extension of the
predefined indicators.

2.4 Learning Analytics Frameworks and Tools

The fourth category of tools includes applications and frameworks that can be applied
to several platforms or contexts to explore different aspects of learning using different
visual representations. Some examples of this kind of tools are SAM, VeLa or GISMO
(this analysis covers the latter two).

VeLA (Visual eLearning Analytics) [20] is a framework that uses web services to
extract information from LMS logs. VeLA provides different representations of the
information and displays it in an interactive way. For example, users can filter, search,
or change dynamically the representation of the information. VeLA offers four different
functionalities: (1) a semantic spiral timeline that facilitates tracking users’ platform
activity during specific periods of time; (2) an interactive semantic tag cloud that allows
users to analyze the most relevant terms and concepts used in a course; (3) a social graph
that shows users’ interactions; and (4) a tool to compare and establish relationships
among the data stored in the LMS and users’ activity. VeLA is supported by visual
analytics techniques.

GISMO is a graphical interactive monitoring tool that provides visualization of
students’ activities in online courses. GISMO is a plug-in available for Moodle versions
1.9.X and 2.X. that enables teachers to examine diverse information about students, such
as the course attendance, reading of materials, or assignment submission. GISMO
provides comprehensive visualizations that give an overview of the whole class, not
only a specific student or a particular resource. GISMO provides seven different visu‐
alizations: access overview, access to the course, access to resources, assignment over‐
view, quizzes overview, access to resources overview, timeline of access to resources
by student, and access to resources by student [21].
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3 Method

In order to assess how the different tools work, this study uses data of 119 students from
a Programming course at the Universidad Politécnica de Madrid. The course method‐
ology aims to promote teamwork between students. The use of forums, wikis, web
resources, videos, quizzes and assignments in the course is intensive, and therefore it is
an adequate test bed for all the tools detailed in Sect. 2. The main results from the
application of these tools are detailed next:

• Moodle Dashboard. The last version of the tool works properly for Moodle 2.5. We
have tested it in a Moodle 2.6, and no results are returned from a simple query. With
debugging mode activated, it is also possible to see an error, but no information is
shown. The tool may be not adapted to versions of Moodle higher than 2.5.

• Moodle default reporting tool displays more than 122640 log entries (111644 are
view actions, 9398 are actions to add resources and 821 are update actions). Detailed
but raw information about each action is displayed in a table, and it is possible to
export the results to a spreadsheet.

• Interactions. The plug-in does not work properly in Moodle versions 2.3 and higher.
However, because it only processes data from the Moodle log table, it was possible
to import the data directly via MySQL import and process data in Moodle 2.1. The
result is a spreadsheet, where it is up to the teacher or course administrator to create
graphs from the data to display information (see Fig. 1 for one example) and detect
abnormal levels of different types of activity. The data may also be analyzed with
statistical packages such as SPSS.

Fig. 1. Graphs created in MS Excel using data from interactions

• Teamwork assessment tool requires activation of Moodle web services. The tool
provides a list of links of course forums. After selection, it is possible to see the
participation in each forum, in a group, and individual participation. From this infor‐
mation it is possible, for instance, to know that those groups working in the mornings
(there is an specific forum for them) have published 4974 posts with an average of
81,54 per user, and also who is the person with more posts (192 messages in this
case). By inspecting a single group (group M9 in this case), the tool reports 990 posts,
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6 users, 183 short messages (less than 140 characters) and 807 long messages, 141,43
posts per user, and how participation is distributed between students (in this case,
between 13 % and 19 %) (Fig. 2). Further filtering on a per thread basis is also possible.

Fig. 2. Teamwork assessment tool showing information about participation of students in a
forum.

• GraphFES offers a front end that requires login credentials, the platform’s URL and
course ID. After activation of the web service and granting user permissions in
Moodle, GraphFES extracts all the information about forum activity from the Moodle
data log table via the web service, and creates two lists of nodes (messages and users)
and the relationships between them. The output consists of three.gefx files that can
be opened and analyzed in Gephi (we refer to [18] for more information on how to
use Gephi to perform social learning analytics). Figure 3 shows the three social
graphs, including all users and posts (i.e., not filtered and not using node attributes),
of the course.

Fig. 3. Social graphs of messages posted (9241), and read messages and replies among users
(124, including teachers).

• Version 2.1 of the SNAPP applet does not work properly in any version of Moodle,
and requires to configure security exceptions in Java Runtime Environment because
it connects to an external source to perform the analysis. In order to build the social
graph, the applet loads all threads in a forum and processes the HTML content. The
problem seems to lie in the building of the social graph, and no participants are
identified. Version 1.5 does not render any result for a message board either, but it
allows analyzing individual threads. Unfortunately, it only works in earlier versions
of Moodle (2.1), where it was not possible to restore the course data.

• Moodle Engagement Analytics aims to detect at-risk students. The setup for this study
assigned equal relevance (weight) to logins, forum participation and assignments.
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Figure 4a shows the results of the analysis (at-risk students are displayed in red, on
the left side). The tool detected 18 students at-risk (failure probability above 65 %).
Clicking on the name of the student shows a report explains why this person is
considered at risk (Fig. 4a, right side).

Fig. 4. Engagement block showing at-risk students, and the report of a specific student (left, 4a)
and report of actions in a specific forum in GISMO (right, 4b).

• VeLA uses Moodle log data, and it revealed that the message board threads were
used mainly to solve doubts, carry out the teamwork tasks, and publish news. This
tool also represents users’ interactions with peers and resources using force graphs.
VeLA is an integrated framework, which means that filters and selections can be
applied to all views at once [20].

• GISMO provides different visual representation of users’ interactions. The example
below presents the number of global actions in forums. Students’ read and write
actions are clearly distinguishable, and it is very easy to compare who has the most
read actions (979) or who has published most posts (259). GISMO can also show
students’ actions in a specific forum (Fig. 4b) and other activities and resources.

4 Discussion

From the analysis of the tools, we can observe their strengths and shortcomings. Never‐
theless, it must also be noted that the choice of tool will highly depend on the users’
needs. For example, Moodle’s default reporting tool offers a vast amount of information
and filtering capabilities, but the information it provides consists of raw data, and there‐
fore it offers very detailed information but it is not capable of providing meaningful
aggregated information about the courses. As an example, the tool cannot answer a
simple question like “How many students have not started a course yet?”, or more
complex questions regarding students’ progress in a course.

Theoretically, Moodle Dashboard could give an answer to these questions, including
visualizations of data (despite its lack of interactivity). However, this study could not
test Moodle Dashboard due to its extremely difficult configuration process and its
restricted compatibility with latest Moodle versions. Furthermore, Moodle Dashboard
lacks flexibility for customized queries and reports, which makes it necessary to use ad
hoc tools for particular purposes.

58 M.Á. Conde et al.



This study has explored two of these ad hoc tools. Interactions represents numerically
users’ interactions in a spreadsheet, allowing customization of graphs and facilitating
statistical analysis, and the Teamwork assessment tool has a web interface and focuses
on analysis and assessment of students’ participation in message boards. Both tools solve
very specific problems; however, their specificity makes it difficult to apply them in
other contexts or platforms.

The study also described tools designed to address specific issues: two tools for social
learning analytics (three, if we consider the social graph included in VeLA), and a tool
for students’ progress tracking and at-risk student detection. The main difference
between the first two tools is that SNAPP includes a basic social network analysis
module within the platform –note that SNAPP could not be tested with the study data
due to malfunctioning– while GraphFES allows performing a complete and more
detailed analysis using an external program. Regarding student tracking and at-risk
student detection, Moodle Engagement Analytics relies on predefined indicators, and
facilitates live monitoring of a course, which in turn allows teachers to take action when
the system detects at-risk students; a major drawback is that, despite allowing custom‐
ization of indicators’ weights, the indicators are not intuitive and addition of new indi‐
cators requires additional coding.

Learning analytics frameworks aim to overcome the limitations of the above
mentioned types of tools, and they integrate data, different functionalities and visuali‐
zations, and interactive data manipulation in one system. Obviously, learning analytics
frameworks do not adapt so well to specific tasks because of their general purpose design.
In a way, these frameworks could be considered some kind of advanced dashboard that
integrates information but that can also provide very detailed information about courses
and students.

As a conclusion, a qualitative analysis of the different tools included in the study
shows that it is necessary to add some learning analytics capabilities to LMS such as
Moodle within the same platform. For the sake of simplicity and compatibility, some
basic dashboard and alert system would fit this task without need for further user training.
Nevertheless, we show in this study how the different tools complement each other
adding new functionalities, and that a more insightful analysis of educational data
requires integration, complex visualizations and interactivity, for which learning
analytics frameworks are suitable tools. A focus on the development, flexibility and
stability of the LMS web service layer would be critical in order to facilitate implemen‐
tation of these frameworks. Furthermore, a by-product of a consistent web service layer
is the ability to use multiple existing external specific-purpose programs for analysis (as
illustrated by the case of GraphFES and Gephi) that can provide a deeper level of analysis
than some basic LMS plug-in.

Finally, we believe that the use of complex learning analytics frameworks is not
oriented toward students or teachers (whose needs should be covered by basic dash‐
boards). To reach their full potential, frameworks should also integrate institutional and
academic data, and be managed and operated by experts with a role of learning platform
analyst. Analysts would act then as “learning consultants” of the different agents in the
learning process (course coordinators, teachers, students).
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Abstract. This paper presents the evaluation criteria and process of the User
Centered Design (UCD) framework for m-learning application development.
Based on the proposed UCD framework we have designed and developed five
mobile learning applications for various sectors. The main aim of this paper is to
argue how the UCD framework as development methodology has been suc-
cessful in developing robust mobile learning applications. The UCD framework
for m-learning application assessments criteria is based on three evaluation
processes. 1. The acceptance of the application by target group (usability
assessments) 2. The user experience assessment of the target m-learning
application based on education components. 3. Qualitative research e.g. semi-
structured interview with developers, designers and the owner of the application.
The analysis of these assessments demonstrates varies aspect of the proposed
UCD framework functionalities and performance.

Keywords: User Centered Design � Usability assessments � Mobile learning
application

1 Introduction

Smartphones are the popular gadget among people nowadays, the penetration is
increasing with a fast pace [1]. Application development and usage for smart devices
become imperative almost in all sectors. Additionally, the numbers of mobile appli-
cations such as game, social networking, entertainment, personal and professional are
becoming part of our lives. These applications are however constantly competing users’
time and attention [2] for sustain usage and retentions. There are many factors ensures
the mobile application sustainability e.g. application usability and user experience [3].
A mobile application that needs to compete users’ time e.g. students is the mobile
learning application. Mobile learning application development is a complex activity as
firstly, many stakeholders and role-players [4] involved who have direct and indirect
impact on the application design, development and usage. Secondly, it deals with
learning and learners that required extensive pedagogical considerations [5, 6] which is
by nature a complex concept. Thirdly, the application is targeted for smart gadget
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which has many restrictions such as screen size, input and output medium etc. Fourthly,
the application must attach the users emotionally from user experience perspective [2]
and compete students time. As a result, we are dealing with a complex systems which
required appropriate methodology to cover all the complexities. The User Centered
Design (UCD) framework for m-learning application development [7] is proven suc-
cessful framework to design and develop a usable mobile learning application. This
framework puts intended users of the target application at the center of its design and
development. It is important to validate the methodology to make sure that the method
fulfilled the essential needs in addition to the usability and user experience. Over the
time many approaches has been proposed to validate the software development
methodology such as [8] or to select the best software engineering method to design a
complex system [9].

1.1 User Centered Design Framework for M-earning Application
Processes

The case studies which presented in this papers are based on the User Centred Design
(UCD) framework for m-learning application development [10]. The following figure
reveals the UCD for m-learning application development phases.

• User Study – This is done by applying methods such as questionnaires and semi-
structured interviews. In this phase, the designer aims to learn about the users’
existing means to handle their work related tasks.

• Data Analysis – Analysis of the data gathered from the user study phase. This
analysis consists of transcript coding of the user interviews [11], and description of
users’ tasks and environments [12]. The overall requirements for the target appli-
cation are identified in this phase.

• Idea Creation – By using affinity diagrams [13], actions and requirements created in
the previous phases are categorized. Use cases and scenarios are also applied as
design methods to create a description of the application concept to the target users.

• Product Concept – Scenarios are shared with 3−5 users for their feedback.
A scenario reflects the potential application concept. After the collected feedback is
reviewed, the designers conduct a short, semi-structured interview to learn about
users’ opinions about the application concepts and functionalities. Users’ feedback
is analyzed to validate the feasibility of the concept and to ensure that the users and
designers share the same understanding of the potential application. After validating
the concept through scenarios, developers are asked to design a low-fidelity or a
high-fidelity prototype based on the proposed scenarios. Finally, developers are

Fig. 1. User-centered design process for m-learning application development
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asked to perform usability evaluation of the prototype on users by applying Niel-
sen’s heuristic evaluation guidelines [14].

The UCD framework for mobile learning application is an iterative design method
which, mandates the users’ involvement in each development phases. This minimizes
the applications’ failures and error rates and maximizes the application’s acceptance as
an educational means by target users.

2 Methodology and Research Data

The parameters of the UCD Framework evaluation comprises of the analysis of the
case studies assessments’ result. The analysis of these assessments demonstrates var-
ious aspect of the framework functionalities and performances. The descriptions of the
utilized methods on each evaluation parameters are as follows:

1. Analysis of the Case Studies’ Usability Evaluation Results. The acceptance of the
application by target users group. (Usability assessments). The evaluation of
the usability will be based on ISO 9241 part 11 and part 304 which recommends the
measures of usability should cover: effectiveness, efficiency and Satisfaction.
General metric to measure the usability as quality metric success rate (Whether
users can perform the tasks at all) the measurements is based on the time a task
requires to perform the tasks, the error rates, and, users’ subjective satisfaction on
the application performance and functionality. In this test, we ensured that the
application follow the basic usability guidelines. In this phase, we often utilized the
Nielsen [15] heuristic evaluation guidelines to make sure that the application is
usable for the target users.

2. Metrics for Evaluating Educational Components. The usability and user experience
assessment of the target m-learning application based on the education components
(in press Journal). In this assessment, the m-learning application is assessed based
on Brusilovsky [16] educational components layers i.e. Presentation, Activities,
Communications and Administration. The assessments measures for example in
each layer the Adjustability, Delightfulness, Reliability and satisfaction based on
the predefined criteria. As an example of an assessment in the presentation layer we
measure whether the user is able to personalize and customized the application
based on his/her needs, the result of this part assessment indicates whether the
application supports the adjustability factor in the learning application. In this
phase, we evaluate the user experience and usability by asking users to perform
predefined tasks on the application. Table 1 presents the usability criteria and
guidelines [17] for M-learning application based on educational components. This
acceptance criteria defines the framework performance from the educational per-
spective as it measures how the application performs based on educational
activities.

3. Post Interview on Designers’ Experiences Regarding the Applied UCD Methods.
Qualitative research semi-structured interview with developers, designers and the
owner of the applications. The interview pursuit to get additional information about
the framework as development methodology itself. The questions like “how did you
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find framework to help the design and development the application?” or “how easy
it was to create the concept ”, “How many errors identified at the scenario phased”,
“Your overall impressions of the application development?” The analysis of the
data helped greatly to get inside on developers, researcher view on the
methodology.

3 Case Studies and the Measurements

The following case studies were developed and assessed during 2013−2015, except the
M-learning application for Java course, which was developed during 2004.

– Java Application. The aim of this case study was to analysis all phases of the UCD
framework performance. With the help of this m-learning application, students were
able to have access to Java course resources e.g. Lecture notes, assignments, and
feedback at any time any places. In addition, students were able to submit their lab
and home assignment through the m-learning application in case they had access to
an internet At the elicitation phase, users study was conducted with six students
(n = 6) and two staff (n = 2). Additionally, semi-structured interview and ques-
tionnaire were applied to learn how users handled the course related activities.
To analysis the collected data, we applied interview transcript coding [18]

Table 1. Usability criteria for m-learning application based on educational components

Components Usability
factors

Criteria

Presentation Adjustability Supports as a learning medium/personalization
Delightful Facilities and acceptance of the tool
Reliability Supportive for communication, and technology

adequacy
Satisfaction Perform the required task

Activities Adjustability Support the learner to perform the basic learning
activities

Delightful Support the learner to perform tasks without difficulties
Reliability Supports the learner to perform his task securely
Satisfaction Successfully performed his educational activities

Communications Adjustability Supports the performance of basic communication
related tasks

Delightful Facilities and acceptance of the tool
Reliability Supportive for communication and technology securely
Satisfaction Successfully performed his/her task securely

Administration Adjustability Support the learners requirements
Delightful Supportive for communication and technology securely
Reliability Successfully performed his/her task securely
Satisfaction Successfully performed his/her tasks
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After categorizing the related task and the actions, a scenario [19] was written and
shared with users for their feedback. Finally, application high fidelity prototype was
designed, developed which was ready to test.

1. Usability and User Experience Assessment. Two different usability evaluation
sessions were conducted, one for students (n = 6), and another for staff (n = 2) each
of which had distinct sets of tasks to carry out during the given time. The main tasks
that the users requested to perform were, to log in to the application, uploaded and
download the lecture materials in a different format, to receive, submit and provide
feedback for assignments etc. The assessment results indicated that users were able
to carry all the given tasks successfully. Despite the fact that this was the first
experience with the m-learning application that users ever had. They were very
excited to try the application in real life, even though, the cost of the data exchange
was relatively high for students. Users’ initial mental models of the m-learning
application were that they had to carry out all the educational activities via SMS,
this however changed as soon as they tried the applications with the test devices.
The users’ had appreciated the simplicity of the user interface of the mobile learning
application statements e.g. “I liked the application, easy to find the features, just go
the categories”. This had raised by several users especially during post-interview
session. Users specially had complained about the input medium as the keypad were
not convenient to write a long text as a result they preferred to use the application
mainly for reading.

2. Educational Activities Assessment. The users carried out the given tasks according
to the educational components of the criteria mentioned in Table 1, such as pre-
sentations e.g. users were able to download course materials such as lecture notes,
audio, and video etc. despite the fact, that the technology at the time did not support
many proposed functions. Similarly, as the presentation component, user were not
very delighted to uses the provided functionalities in activity component because of
the inconvenient input keypad. Nevertheless, users were delighted to receive
instance feedback for the submitted assignment. Users found the communication
functionalities very interesting, especially the capability to have direct communi-
cation capabilities with their peers and also teachers securely. Through the com-
munication component, users were able to send/receive SMS, email to individual
and group and also chat with teacher or classmate. Users find the email functionality
in the communication component very interesting as they do not need to search for
the course participants’ email separately including the course staff. Sending an
email to classmate and teachers become simple and easy with few clicks. Users also
were in favor with the functionalities of administration component. User’s had
considered this service as usable in their educational activities. Through this service
users were able to register for a course, register for the exam and check the credit
transcript.

3. Developer Experiments. Two groups of students carried out the design and
development tasks, the first group, consists of four students (n = 4) who had
previously studied usability related courses, they had the designer role in the pro-
ject. This group actually conducted the user studies both with students and staff.
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The second group was consist of two (n = 2) students, who had previous experience
in programming, they had the developers’ role. These two groups interacted con-
tinuously to achieve the potential goal. The team especially appreciated the sys-
tematic approach of the framework to achieve the goal. Additionally, the role
divisions were recognized as an asset in this framework by audience. Moreover, the
audience believed that having the scenario as a design methodology helped both
designers and developers to conceptualize the overall application themselves. They
showed their wiliness to utilize the methodology in future projects “I liked it, clear
and helpful to come up with the prototype” was heard repeatedly by developers and
designers.

– Adaptive Driving School. With this case study, we aimed to reassess the UCD
phases by applying all the steps defined in UCD framework. In this case study, we
designed, developed and assessed an adaptive mobile learning application for
driving license candidates. The development process and the application evaluation
result was presented and published in ICCA2014 conference [20]. This application
helps students to study, learn and assess the compulsory driving school theory
lessons on their smart devices. Additionally, the application provides mandatory
self-evaluation reports to instructors after each practical driving sessions.

1. Usability and User Experience Assessment. The prototype evaluation report indi-
cates that the application was easy to use and provides the essential learning
materials for driving school candidates. Users were especially satisfied that the
driving theory lessons were accessible at anytime and anyplace even during driving
sessions. The usability test was carried out at Haaga-helia UAS, with five potential
users (n = 5) and two instructors (n = 2). The test users were mainly novice users
meaning they have not had previous experiences on similar application for driving
schools. The usability report indicates that the application provides positive user
experience for our test users. Test users were able to carry the given tasks com-
pletely no savior errors appeared. The test results and the interview data revealed
that the test users were founded the application helpful and easy to use.

2. Educational Activities Assessments. The test was carried out based on the educa-
tional components criteria presented in Table 1. The presentation component, users
were able to carry their educational related tasks properly, despite the fact, that
some presentation features were not implemented. The application content and UI
was customizable based on students’ performance on theory lessons evaluation and
practical driving session reports. Moreover, the application supported multi-for-
matted content, e.g. audio, video etc. However, due to the technological inadequacy
and lack of development time caused the usability factor e.g. adjustability was not
able to test. The activity components, test users were satisfied with the clarity of the
tasks and knew what to do next. We were not however able to test the reliability
factor in this component. The communication component was implemented in a
simple communication between student and instructor, which the test revealed,
functioning properly. The administration component also followed the defined
criteria in Table 1 accordingly.
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3. Methodological Assessments. The interview that was conducted with designers and
developers indicates that they were satisfied with the overall result. They show their
satisfactions based on the fact that the framework reduced the application errors,
before the high fidelity prototype implementation, “We managed to find most of the
errors already in scenario review phase”. The designers were specifically happy
with the continuous consultant of potential users, which helped them to come up
with new features that they had not realized at the elicitation phase “we receive nice
to have features both in the scenario and in lo-fidelity”. The stakeholders were also
asked about their motivation for using the framework: “in the beginning using the
framework work was difficult, did not know what to do, but after the transcript
coding everything changed”. The main negative feedback, which we received from
developers was that this methodology required extensive user consultant, which
consume lots of time. The stakeholders e.g. the owners of the application were
happy with the overall results, “very surprised everything works with any errors we
tested the application with students and instructors”.

– Customer guide game
In this case study, we aimed to specifically test the framework proposed design
method. In this project, we developed a multi-platform mobile game application for
students and staff to learn the new premises and other important locations. We
applied scenario design to learn the potential user’s application preferences. As the
customer of the application provided us the requirements list, we mainly focused on
the design. The case study development process and the usability evaluation result
is submitted at CSEDU 2015 [21].

1. Usability and User Experience Assessment. As soon as the functional application
prototype was developed, we conducted a usability test with five test users (n = 5).
Unlike the paper prototype usability assessment, which users carried out predefined
set of tasks, in this testing users had a freedom to play the games. Users were,
however, asked to save the points, starts and stop different sessions. Despite
receiving visual design, graphical and sound improvements recommendations, the
test demonstrates that the application content and UI in general appeal users. Users
believed that the game has enough challenges only two test users (n = 5) demanded
that the game needs to be more demanding, these two test users were considered as
expert users. The most important issues that raised by all test users were the intu-
itiveness and easy to use UI and the game, in general. Moreover, the final concept
test results show that the scenario design and the first paper prototype identified the
majority of the errors and improvement recommendations. The product concept
phase the most of feedback were on the items that were not directly detectable at the
paper prototype phase such as graphics improvement or the sound effect.

2. Educational Activities Assessments. The presentation component was not fully
implemented in this prototype, even though, users were able to adjust the game
character. Another adjustability feature was not seen as an appropriate for the game.
Users were able, however, to create a profile, select a role image etc. The activity

68 A. Dirin and M. Nieminen



component in this case study required users only to play and explore the game
features, which all users done properly. Users demonstrated their delightfulness by
saying “wow, this is fun”. We did not implement the communication component as
a result, we did not have any feature to test. The administrations component sat-
isfied users as they were able to create, delete profile. Additionally, users showed
their satisfaction with this component, “I can see who played and what points they
achieved”.

3. Methodological Assessments. The author act as a thesis supervisor in this project, as
a result, there was constant involvement with all phases of the design and devel-
opment process. In addition, we had regular Skype meetings with the application
owner after each development phases e.g. scenario, lo-fi, and hi-fi evaluations. The
designer viewed the framework as a good method to achieve his goal. The designer
specially appreciate the scenario design “Scenario saved lots of development time, I
had plan to design an application and then check with users, now I see that users
needed game and not mobile application” or “Scenario helped me to see the kind of
game users preferred and wanted me to implement”.
The designer was interested to apply the framework, even though, at the starting
phase of the project, considered scenario design as a time-consuming step. The
designer, developer, and the customer showed their satisfaction with the overall
application concept. The main negative feedback that we received from developers
was that this methodology required extensive user consultant which consume lots of
time.

– mhealth Application. In this case study, we aimed to test all phases of the proposed
UCD framework. There exists a variety of mHealth applications, but none of them
combines essential professional tools for nursing. We tackled this problem in the
Finnish elderly house. We applied the UCD framework by conducting user study.
Together with 12 nurses, we first identified their profiles and their expectations on
work-related mHealth application functionalities. The results were utilized in con-
ceptual design of Context-Aware Nurse Assistant (CANA), which combines the
identified functionalities and provides context-sensitive services to consolidate
nurses’ work activities. The result of this case study is published at the ICUM 2015
conference [22].

1. Usability and User Experience Assessment. The analysis of data indicates that
hundred percent of the test users considered the application as unique and excellent.
Statement such as “I never ever thought that I can perform my work related tasks
with my mobile” was repeatedly heard from the participants. The surprising fact for
the researchers was that even the expert participants, i.e. those who were familiar
with smart devices, were surprised to see such an application in the field. This
indicates that the user data analysis and the concept development using the UCD
framework was successful.

2. Educational Activities Assessments. This case study was designed to provide ser-
vices for nurses on their job related activities. As this application is not considered
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as an educational application, so, the educational components cannot be fully
applied in this case study. But we have identified the following findings, the
communication component users were delighted to see that they have access to all
those who worked in the same departments at the same time “nice feature I don’t to
go to office and search for the other nurse in the department” or “I can see who I
can contact if I need help, great”. Similarly, the assessment results demonstrated
that users were able to carry their activities properly without any difficulties. We
assessed the administration component ourselves and realized that we were able to
see, search, print in addition to add, remove users.

3. Methodological Assessments. The discussion meeting was organized with those
who were involved in this case study e.g. application designers, developers, and
owner. The user study expert considered the application concept development
straightforward. The overall assessment of the methodology was positive e.g. “It is
an excellent method to design and develop an application without benchmarking”.
The application developers considered the methodology very effective specifically
as the whole team was involved in development. The designers rather see more
design guidelines on the mobile application development in the framework “I wish
we had design guidelines to help us to get the best user experience for the design”.
The designers most motivation factor was the continuous feedback from users,
especially the scenario design helped them very much to design the potential
application look and feel. According to the designers, scenario-design helped them
to conceptualize the final application. The designers promoted the scenario as a
strength of the proposed framework. The discussion notes indicate that all stake-
holders of the application are satisfied with the outcome “Good model to design
mobile application, I’ll apply the UCD framework on my next project”.

– Application for Tourism In this case study, a mobile application is developed
especially for outdoors’ athletics. With this case study, we aimed to test the UCD
framework idea creation and user study phases. The potential customer of the
application was the small tourism companies in Finland. Through this application,
the tourism companies were able to provide the outdoors activities maps as a web
service to their potential users such as kayakers. Additionally, the portal is designed
and developed for tourism companies to design content for their customers inde-
pendently. The details of the application and the development process with usability
test result was published at CSCEM2014 [23].

1. Usability and User Experience Assessments. The first field test happened by
kayakers on the Baltic sea by Kayakers. The application usability and functional
testing with kayakers had ensued that we re-design the initial product concept. The
hi-fi prototype was upgraded to a new hi-fi Beta version based on the collected
feedback, which was reassessed with users. The overall feedback that we received
was good and optimistic, phrases such as, “Very clear with colored arrows pointing
in the right direction”. Or “it’s simple and easy to follow”. In the third round of the
evaluation, we conducted additional usability test with fifty potential users (n = 50)
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of four tourism companies (n = 4). The overall test results indicate that users were
happy with the application performance despite the fact that several new features
have proposed by users.

2. Usability and User Experience Assessments. This was not an educational applica-
tion, as a result, the second assessment criteria was not directly applied. The main
activity component tasks were that the users had to plan routes in advanced which
done smoothly without difficulties. The admiration component also was imple-
mented properly, the tourism companies were able to provide proper services to
their customers.

3. Methodology Assessments. The overall result indicates that the UCD Framework
increased the touch point from a business perspective. “It helped us to find new
business needs”. The methodology helped very much to identify draw backs
through hi-fi testing “prototyping was good it save a lot of error fixing cost in the
productions” before developing the actual product concept. As a result, the
developers and the companies shown special attention to this capability of the UCD
Framework. The overall feedback on UCD was promising e.g. “regardless of the
stakeholders’ divers interest in the mobile application development the methodol-
ogy demonstrates that it covers all the stakeholders’ interest as the application fulfil
the potential users’ needs, as well as the company’s interest”. The developers and
designers found the methodology easy to use, and straightforward approach “sim-
ple, and easy to follow”. Directly jumping to design the prototype posed additional
prototype design iterations in the end they realized that was not a right approach “I
wish we use scenario first it could have saved us lots of development time”. The
outcome of the application had satisfied all the stakeholders, despite the fact, that
this process had taken time and extensive efforts to get the final concept “as a
tourism company owner I am very happy with the outcomes”.

4 Discussion

UCD framework for m-learning application development helped to design and
developed several case study applications for varies sectors. The nature of these
applications mainly was educational, but the presentation styles were various e.g.
game. We have conducted three different assessments to validate the framework 1. The
application usability assessment 2. The application assessed based on educational
component and finally 3. The framework assessment. The application usability
assessments have carried in several iterations, such as in concept design, low-fidelity
prototype, and product assessments. The framework assessment, however, carried out
at the final stage of the product development.

1. Usability and User Experience Assessments. The usability assessments of these
case studies revealed that in almost all cases, users were able to carry the predefined
tasks. Those case studies, which were developed as a mobile learning application,
we had predefined sets of tasks, so it was easy to statistically check the error rates
and tasks performance rates. But, in game application we did not have any pre-
defined tasks, but the users were asked to play the game and think aloud, the video
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analysis of the test sessions indicates that users were able to explore all the features
and functionalities of the game. The result of these cases studies, indicates that the
UCD framework was efficient enough to produce an application that satisfy the
essential needs. Additionally the tasks performance rates indicate that UCD
framework has resulted in application that easy to use by all users types e.g. novice
and expert. The errors rates also identified in these case studies were almost zero,
this demonstrates that the UCD framework in general is efficient enough to produce
effective, efficient and error free application.

2. Usability and User Experience Assessments. The actual analysis of the educational
components for each of these cases is huge, which is out of the scope of this paper.
The measurement and acceptance criteria are well suited to the mobile learning
application, but it is also valid criteria to assess other mobile application types e.g.
game. The overall assessments of the UCD framework from the educational per-
spective indicates that the case study applications provided adjustable, delightful-
ness, reliable with satisfactions to educational related components such as
presentation, activities, communications, and administration. In some cases, we
were not able to fully assess all components, either because of the technology did
not support or the prototype had lack of proper functionalities e.g. adjustability in
the presentation component in java application. The UCD framework promotes the
m-learning application design based on educational components. This has influ-
enced that our UI design and the development, as a result, we gained positive
feedback in our m-learning application assessment.

3. Methodology Assessments. The overall results of the case studies show that the
stakeholders e.g. designers and developers were skeptical with the UCD framework
at beginning of each project. This trend changed after the project progressed, we
received this types of feedback mainly from developers who like to code as soon as
they have the project idea e.g. in outdoor application we experienced that they
developed many prototypes just because they ignored the scenario design. Having
waiting to collect the requirements at the beginning were also considered as a waste
of time, which were not however, a valid claim e.g. in java, mhealth and adaptive
driving application we followed all the UCD framework phases, which took rela-
tively shorter time to design and develop the application high fidelity, compared
with the outdoor activity app. There were also recommendations for adding the
design guidelines for m-learning application development based on UCD frame-
work. This is also not feasible to the nature of each m-learning application is
different, which the design must follow the context and the content of the potential
application.

5 Conclusion and Future Work

We demonstrate that the UCD framework for m-learning application is an efficient
methodology for designing and developing the m-learning application. The case studies
were developed for various purposes and contexts, this indicates that UCD framework
support various application development contexts. The assessments criteria demon-
strated that UCD framework result robust application concept, which fulfill the
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essential needs. These case studies, however, were not assessed from pedagogical
perspective, as a result, assessing these cases from the pedagogical perspective is
important to see whether the application effects the learning process?
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Abstract. Rapid increase in the use of wearable technologies, especially
Optical Head-Mounted Display (OHMD) devices (e.g. Google Glass), suggests
potentials for education and requires more scientific studies investigating such
potentials. The issue of information access and delivery in classrooms can be of
interest where multiple screens and objects of attention exist and can cause
distraction, lack of focus and reduced efficiency. This study explores the
usability of a single OHMD device, as an alternative to individual and big
projection screens in a classroom situation. We developed OHMD-based pro-
totypes that allowed presentation and practice of lesson material through three
displays and two control options. We conducted user studies to compare various
feasible combinations of display/control mechanism using a series of evaluation
criteria, including enjoyment, ability to focus, motivation, perceived efficiency,
physical comfort, understandability, and relaxation. Our results suggest that
improved OHMD technology will have the potential ability to be effective in
classroom learning.

Keywords: Optical head-mounted display � See-through project glass �
Enhanced classroom education � User experiment

1 Introduction

Traditional face-to-face education has played a primary role in human cultural heritage
and development for thousands of years. Recently, emergence of wearable technolo-
gies, particularly Optical Head-Mounted Display (OHMD) devices such as Google
Glass, has changed the landscape of computing for the everyday person [13]. Projects
like “Mono-glass” [18], Google Glass for assisting in Parkinson’s disease [7], sur-
geons’ operation assistance [8], “Fitnamo” [10] and “Museum Guide” [15] reflect the
practical value of integrating OHMD technology into relevant fields.

This study was originally motivated by existing research on classroom performance
[1, 3], observation of classroom learning, and a series of informal interviews with
undergraduate students about the factors that could affect their concentration during
class. In a typical classroom scenario, students are provided with various visual sources
of information. Among them are big screens (projection screen), personal computing
devices, and face-to-face interaction with the instructor/presenter. The distraction
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caused by multi-orientation moving activity (switching attention to various sources)
can be one of the sources of reduced effectiveness of the classroom experience. Another
issue was the inefficiency caused by switching focus between the portable computer
(pc) display and the teacher’s projection display.

Based on the problems reported above, we focused on the usability of OHMD in
classroom situations. More specifically, we aimed to investigate if the use of a single
OHMD device, as an alternative to individual and big screens, can improve the learning
process. Considering the need for controlling the content on this single screen, we also
investigated the effect of user vs. presenter/instructor control in that process. In both
cases, the effects were studied using a series of evaluation criteria such as pleasantness,
ability to focus and effectiveness of learning.

Considering the research limitations and the familiarity with the learning content,
the researcher chose a Chinese language class (which was easier to design the lecture
material for) as the subject for the study. To make the study more pertinent, we focused
on higher education students, who are studying at a college level and above.

2 Related Work

Recent products like Google Glass and Oculus Rift are responsible for popularizing the
OHMD devices, but similar researches had been developed for a couple of decades.
The Land Warrior system [2], developed by the U.S. army over the past decade,
includes a heads-up eye display with an augmented reality visual overlay for soldier
communication. In 2010, TRAVIS Callisto [19] was made for troubleshooting and
training. The Motorola HC1 [4], which was released in 2014, was a fully speech
controlled system, but only offering basic applications such as document viewer.
Current OHMD based studies are focused in three fields: medical assistance, manu-
facturing and navigation.

Researchers have utilized OHMD to resolve medical problems for years. For
example, to help people who have difficulty with short-range activities due to losing
one eye, Toyoura et al. [18] implemented a pilot system called “mono-glass”. The
system is a wearable device, which has two cameras to capture images and then
reconstruct them for the healthy eye. McNaney et al. [7] presented a study on inves-
tigating the feasibility of utilizing Google Glass to help people who have Parkinson’s
Disease (PD). Muensterer et al. [8] explored the possibility of using Google Glass to
help surgeons in the operating room. Despite certain drawbacks, such as low battery
endurance, data protection, poor audio quality, and long transmission latency, the
authors indicated that there are benefits when integrating the device into surgery. Such
benefits include: maintaining attention, intuitive interaction, constantly accessing
related information when making decisions, and real-time external communication are
the positive aspects that doctors reported during existing studies.

Liverani et al. [6] presented a study on utilizing an augmented reality wearable
system called a Personal Active Assistant (PAA) (early prototype of OHMD) to
improve the overall integration between engineering design and real prototype man-
ufacturing, by providing features such as object recognition and operation instructions.
Shen et al. [17] developed an augmented reality (AR) system to support collaborative
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product design among members of a multi-disciplinary team. Ong and Wang [11]
presented a 3D bare-hand interaction in an augmented assembly environment to
manipulate and assemble virtual components.

The “museum guide”, demonstrated by Schiele et al. [15], used a see-through
display. Utilizing the ability of a wearable device to perceive, recognize, and analyze
objects and environments from a first-person perspective. Smart Sight, presented by
Yang et al. [22], was an intelligent tourist system that made use of multimodal inter-
action and wireless communication by providing voice command during touring.

With ability to link virtual and real worlds, many researchers have studied utilizing
augmented reality technology into education. The AR-Jam books [5] made by the
British Broadcasting Corporation (BBC), for instance, combined physical pages and
desktop interaction for children. The Augmented Reality Student Card, presented by
EI Sayed et al. [14], was designed to help students visualize different learning objects,
interact with theories and deal with information in a 3D format. Moreover, Shelton and
Hedley [16] presented a paper on using augmented reality for teaching Earth-Sun
relationships to undergraduate students.

Nakasugi and Yamauchi designed a wearable system called Past View [9], which
helped users acquire historical viewpoints. Osawa and Asai [12] designed a wearable
learning support system which was focus on outdoor education. Vallurupalli [20]
discussed the feasibility of using Google Glass for medical education. Wu et al. [21]
found that Google Glass was able to help simulation-based training exercises without
disrupting the learners’ experience.

According to the above literature, the following two sets of evaluation criteria had
been commonly used by existing projects, particularly in education: usability (comfort,
ease of use, enjoyment) and learnability (motivation, attention, relevance, confidence,
satisfaction, efficiency).

3 Experiment Design

With the intention of investigating if the use of a single OHMD device, as an alter-
native to individual and big screens, could improve the learning process, our main
objective in this study was to find answers to two research questions; (1) the help-
fulness of OHMD in classroom, and (2) identifying a suitable control mechanism for it.
With options for various combinations of display or control mechanism, a series of
possible scenarios existed in our study. In order to identify the potential issues and
effective ways of doing the user study, a pilot study was first conducted.

3.1 Pilot Study

We considered three possible screen options: the OHMD device, projection (or large
screen monitor) shared display, and personal computer (or any other common device
with personal screen). To control the content on screen, three mechanisms can be
considered: the teacher, the student, and a computer. The teacher-controlled method
corresponds to a traditional classroom experience. The student-controlled classroom is
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similar to cases where students receive hand-outs to view while following a lecture or
tutorial sessions where they perform actions on a computer following spoken
instructions. The machine-controlled option was imagined as a possibility where a
timer-based slideshow is used. Theoretically, the scenarios for user experiments should
include all the combinations of screen variables (OHMD, PC screen, and projected
display) and controller variables (teacher, student, and machine). Additionally, for
some cases, it was possible to have more than one visual screen or controller involved
in the scenario.

According to the pilot study, we found that the “machine control” scenario (app
materials moving forward automatically as time goes) was not appropriate for student
learning in a real classroom situation. Based on the pilot study, we decided to narrow
down the 3 x 3 study plan and make it into a series of doable scenarios as presented
below (Scenario D was machine-controlled and removed from the list):

• Scenario A: single projection display with teacher controlling
• Scenario B: single OHMD with teacher controlling
• Scenario C: single OHMD with student controlling
• Scenario E: projection display with teacher controlling & PC with student controlling
• Scenario F: projection display with teacher controlling & OHMD with student

controlling

3.2 Hypotheses

• H1. The participants’ responses will vary significantly over scenarios and criteria.
• H2. The evaluation criteria will be more positive in OHMD-based scenarios with

student control.
• H3. For specific tasks, participants will prefer the use of OMHD with their own

control.

3.3 Data Analysis Plan

We had the same sample group throughout the experiment, and measured the same
participants 5 times (5 experimental scenarios). In each scenario, we measured the same
usability criteria (enjoyment, motivation, perceived efficiency, understandability,
ability to focus, physical comfort, and relaxation).

We conducted a two-way repeated measures ANOVA test to examine H1. Nor-
mality of the sample was planned to be assessed by examining histograms of the
distributions, and examining the skewness and kurtosis of the distribution. Histograms
were to be evaluated for evidence of central tendency and for skewness and kurtosis
statistics.

We conducted one-way repeated measures ANOVA with Greenhouse-Geisser
correction and Post hoc tests using the Bonferroni correction to test participants’
responses on each criterion among scenarios for testing H2. Since the data was col-
lected by Likert scales questionnaires, non-parametric ordinal methods are more
appropriate. So we conducted a Friedman’s ANOVA and Wilcoxon signed-rank test
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with Bonferroni correction for the pairwise comparison to re-examine the results.
These two test method were used because Friedman’s ANOVA is the related non-
parametric method for repeated ANOVA, and Wilcoxon signed-rank test is the related
non-parametric method for paired t-test. Even though the ANOVA test was preferred in
presence of multiple variables, we added the Friedman’s ANOVA and Wilcoxon sign-
rank test as a measure of extra reliability of results.

We planned to collect participants’ reactions and feedback towards the exercise
tasks’ in each experimental scenario results by self-evaluations using the survey for H3.

4 Prototype Implementation

4.1 Hardware

Our prototype uses Epson Moverio BT-200 [19]. It is a pair of binocular digital
glasses that put a micro-projection display in each transparent lens. The goal of this
study is to test the applicability, particularly of a wearable device, within a language
learning class. For practical purpose, the device should be easy to wear. Epson’s
OHMD is small and comparatively light. Unlike Google Glass, Epson’s OHMD is
heavier yet still acceptable.

An Apple MacBook laptop was prepared ahead of the experiment. Participants
could view and manipulate the app which illustrated the class-related instructions on an
Android emulator during the experiment.

An Acer laptop was used to maintain the server program, and to run class app
demo which projected on the wall.

A Samsung Galaxy S3 Android phone was used for the teacher to remotely control
the content which projected on the Epson Moverio.

A BENQ W1100 projector was connected to the Acer laptop, and projected the
class app. The content of the display was controlled by the teacher during the experiment.

4.2 Software

Epson Moverio & Mobile Phone App. Epson Moverio was originally designed for
two functions: (1) allowing users to view the materials of the lecture either by manual-
control or by teacher’s control; (2) allowing users to do the exercise-tasks (listening,
reading, writing, and speaking exercises) either by manual control or by teacher’s
control. We designed three modules: “Text”, “Practice” and “Communication”, for
both Epson Moverio and Mobile control app.

The app layouts on the Epson Moverio and the mobile platform were similar.
Epson Moverio, which was “Student Side”, was manipulated by either participants or
teacher using the mobile phone. Samsung app, which was “Teacher Side”, monitored
students’ exercising performance.

Socket Communication Program. We used the android socket protocol to build the
communication between OHMD and mobile phone. As soon as the “Student Side”
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(OHMD) and “Teacher Side” (mobile phone) programs were launched, they created a
socket connection to the server independently. Once certain activity was initiated on
“Teacher Side”, a socket stream message was sent to the “Student Side”. Then “Student
Side” would do a relative pre-programed activity according to the socket stream
message that it read.

Desktop Simulation Apps.We used IntuiFace (http://www.intuilab.com/) and Android
emulator to simulated apps on projection screen and personal computer, respectively.

5 User Study Results

5.1 Participants Demographic Information

15 participants (8 males, 7 females) ranging in age from 18-36 years old participated in
the study. Out of 15 participants, 11 indicated they were native English speakers, and 4
were not. Majority of participants came with zero relevant background knowledge: 9
did not have much Chinese learning experience, 2 had half a year learning experience,
2 had one year of learning experience, and 2 had almost 2 years of learning experience.
Moreover, 3 subjects reported they had used a Head-Mounted Display before.

On a 7-point Likert scale (1 = very low, 7 = very high), participants generally rated
themselves having medium interests level in learning the main subject (M = 4.6,
SD = 1.9), the majority of the participants used mobile apps often (M = 5.3, SD = 2.1),
and most of them could make themselves concentrate in class (M = 5.1, SD = 1.4).

5.2 In-Study Scale Rating

We used a combination of parametric and non-parametric methods to analyze the data
and verify our hypotheses. Our analysis showed that participants did in fact respond
differently to changing the control mechanism or students’ viewing-screen, but no
significant change was observed in our evaluation criteria based on changing scenarios.

To verify the Hypothesis 1, a 5 x 7 within-subjects ANOVA was conducted on
participants’ agreement ratings, with scenarios and usability criteria as factors. An
alpha level of 0.05 was used in our data analysis results. Overall, it was observed that
scenarios and evaluation criteria did in fact have significant effect on the ratings, which
indicates that the participants did change their responses based on variables. This
suggests that the responses had a reasonable level of reliability and at least were not the
same when variables changed.

To verify the Hypothesis 2, a combination of parametric statistic method (repeated
measures ANOVA with a Greenhouse-Geisser correction and post hoc tests using the
Bonferroni correction) and non-parametric statistic method (Friedman’s ANOVA and
Wilcoxon signed-rank test with Bonferroni correction) were conducted toward the
seven evaluation criteria, respectively. We found that only physical comfort
(F = 17.555, p < 0.001) showed a statistical significant difference among five scenarios,
and that was not in favour of OHMD. Results summary is given in Tables 1 and 2.
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These suggested that scenarios in which students wore OHMD for learning
(B, C, F) elicited a statistically significant reduction on physical comfort perceptions
compared with the scenarios which did not (A and E); but there were no significant
difference of physical comfort among the scenarios with OHMD, or between the
scenarios without OHMD.

Table 1. Results of repeated measures ANOVA with a Greenhouse-Geisser correction toward
criteria.

Criteria Scenarios N Mean Std.
Deviation

Source F Sig.

Enjoyment Scenario A 15 5.33 1.113 Scenario
Greenhouse-
Geisser

2.370 0.079
Scenario B 15 5.13 1.125
Scenario C 15 5.67 0.976
Scenario E 15 4.67 1.291
Scenario F 15 4.73 1.033
Total 15 5.11 1.146

Ability to Focus Scenario A 15 5.47 1.552 Scenario
Greenhouse-
Geisser

1.423 0.253
Scenario B 15 5.20 1.568
Scenario C 15 5.20 1.474
Scenario E 15 4.73 1.438
Scenario F 15 4.53 1.302
Total 15 5.03 1.470

Motivation Scenario A 15 5.20 1.207 Scenario
Greenhouse-
Geisser

1.424 0.254
Scenario B 15 5.53 1.125
Scenario C 15 5.87 0.990
Scenario E 15 5.20 1.082
Scenario F 15 5.27 1.163
Total 15 5.41 1.116

Perceived
Efficiency

Scenario A 15 4.93 1.100 Scenario
Greenhouse-
Geisser

2.123 0.117
Scenario B 15 4.93 1.163
Scenario C 15 5.67 0.816
Scenario E 15 4.87 1.642
Scenario F 15 4.27 1.751
Total 15 4.93 1.379

Physical Comfort Scenario A 15 6.27 0.704 Scenario
Greenhouse-
Geisser

17.555 0.000001
Scenario B 15 3.67 1.397
Scenario C 15 3.80 1.612
Scenario E 15 5.87 0.915
Scenario F 15 3.67 1.496
Total 15 4.65 1.704

Understanda
bility

Scenario A 15 5.53 1.125 Scenario
Greenhouse-
Geisser

0.607 0.595
Scenario B 15 5.73 0.884
Scenario C 15 5.87 0.743
Scenario E 15 5.87 0.990
Scenario F 15 5.53 0.915
Total 15 5.71 0.927

Relaxation Scenario A 15 5.73 1.163 Scenario
Greenhouse-
Geisser

4.512 0.011
Scenario B 15 4.53 1.187
Scenario C 15 4.80 1.373
Scenario E 15 5.00 1.254
Scenario F 15 3.87 1.506
Total 15 4.79 1.407
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5.3 Post Quiz Questions

To verify the Hypothesis 3 and let participants evaluate the learning outcomes among
the five scenarios, we designed listening, speaking, writing, and reading exercises
based on the lecture materials.

According to results of average perceived difficulty level, helpfulness, comfort and
learnability of the tasks in each scenario, we did not a find significant difference in
dealing with individual tasks over the 5 scenarios. Some general observations are:

• Educational material and tasks were more suitable for listening and reading as
opposed to writing and speaking, regardless of scenarios.

• Student control would result in easier reading.

5.4 Post-Study Feedback

Post-study survey was considered as an extra source of information while the research
mainly relied on the analysis of the evaluation criteria. It consisted of only three open
questions: (1) overall, was there anything that made you feel uncomfortable during the
test? (2) which was your favourite learning scenario? (3) what would you improve
about the see-through head-mounted display interaction method for studying?

Question 1. Physical feeling was mostly considered to be the main source of
discomfort; and the eye-fatigue caused by wearing the OHMD for too long was another
factor that caused unpleasantness for participants. Participants generally reported that
looking at two screens was not an enjoyable experience, and they also reported that the
virtual screen size and prescription lenses should be customized. Noticeably, providing
a notes-taking option by the device was also identified as a potential need.

Question 2. We allowed participants to choose more than one scenario, most
participants favoured single OHMD with student controlling. Figure 1 shows the
results.

Question 3. Participants provided suggestions related to making the OHMD lighter,
providing customized vision for individuals, making the virtual screen adjustable,
improving the control pad, and using electronic stylus for writing practice.

Table 2. Results of Friedman’s ANOVA and Wilcoxon signed-rank test with Bonferroni
correction toward criteria.

Criteria N Chi-Square df Asymp.Sig.

Enjoyment 15 8.912 4 0.063
Ability to Focus 15 5.145 4 0.273
Motivation 15 6.070 4 0.194
Perceived Efficiency 15 7.915 4 0.095
Physical Comfort 15 37.790 4 0.00000012
Understandability 15 1.219 4 0.875
Relaxation 15 11.631 4 0.20
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6 Discussion

While the study did not show a significant difference in participants’ evaluation of
scenarios based on the given criteria, it did provide valuable insight into the use of
OHMD technology in classroom. In particular, the general comments did show that
participants overall favoured the OHMD as a single replacement for all screens, and
preferred a control system that provides certain level of flexibility and control by
students. While this was not enough to positively verify our main hypothesis (H2), it
suggests that the OHMD technology has the potential to satisfy the requirements and
achieve higher ratings on our evaluation criteria provided some conditions are met. The
verification of H2 showed that the only significant difference was in physical comfort,
in favour of not using OHMD. This and further inspection of results offer candidates
for improving the usability of OHMD, among them the comfort level and more
effective control interfaces are the primary items.

Physical Comfort and Technical Difficulties. It was observed that changing the
control mechanism while the display variable was constant, did not change the per-
ception of comfort, but with the same control system, OHMD was rated less com-
fortable than the projection screen. One can expect that this physical discomfort had
negative effect on the overall experience and could have resulted in lower ratings of
other criteria due to lowered general usability. Eye fatigue in addition to technological
issues such as lack of screen size-adjusting and prescription lenses, weight of the
device and inconvenient controls which can be resolved in near future are likely to be
the cause of OHMD-based scenarios’ inability in significantly improving the experi-
ence. Improving these issues is very likely to happen in future version of OHMD
devices and this will make the technology still an attractive option for research and
development in education field. Participants’ rating of OHMD for ability to focus was
not higher than the projection display either, which again could be explained by the
difficulties of using OHMD. Moreover, familiarity with more traditional mechanisms

Scenario A: single projection display with teacher controlling  

Scenario B: single OHMD with teacher controlling  

Scenario C: single OHMD with student controlling  

Scenario E: projection display with teacher controlling & PC with student controlling  

Scenario F: projection display with teacher controlling & OHMD with student controlling 

0

5

10

A B C E F

Number of 
Participants

Fig. 1. Participants’ feedback of favoured learning scenario
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and the learning curve associated with new technologies can also have a potential effect
on the evaluation, and make the scenarios look equal while the OHMD-based ones
could potentially be more effective and helpful.

Motivation and Enjoyment. The participants’ motivation and enjoyment ratings were
higher than other criteria in the scenario C (single OHMD with student controlling); we
did not find a similar pattern in other scenarios. This suggests that most of the par-
ticipants had positive attitudes toward using OHMD by themselves for educational
activities. The results of the post-study survey also verified this suggestion. Consid-
ering participants viewed and interacted with the same interface among five experi-
mental scenarios, the reason behind this variance should be due to the novelty of
OHMD and students’ desire to play with new technology, rather than the design and
implementation of class material software. Based on the experimental design and
statistics, we could conclude that the novelty of new technology affected the partici-
pants’ overall responses, but there was no evidence indicating how much novelty
affected the results.

Educational Features. Contrary to our assumption, participants’ responses to ability to
focus questions were not the highest when using OHMD. According to the statistical
analysis, people generally preferred scenario A (single projection display with teacher
controlling) as the most satisfying scenario for concentration when learning. This
suggested that participants’ ability to focus might not only be affected by wearing an
“eye-close” virtual screen at all times, but also by who controls the content or inter-
personal distractions during a learning procedure. Also we found that the ability to
focus rating was the lowest in the experimental scenario which involved projection
display and OHMD screen. Most of the participants were not comfortable with
switching their eye-focus between OHMD screen and teacher’s projection display. This
indicates that we need further research to figure out a better way for OHMD to improve
user’s concentration capability.

Other Considerations. Our experimental design was to have participants repeat the
same learning material 5 times. Participants may have gotten bored with the tests/
materials and stopped caring. So when planning the user study, we made three
decisions to minimize the possible negative effects. First, the participants were
informed of the experimental procedure and asked to answer the questionnaires
according to the related experimental scenarios as objectively as possible. Second,
participants completed the five experimental scenarios in randomized order so that
potential boredom and fatigue would affect scenarios in an unbiased way. Third, we
made the hypothesis H1, and conducted a two-way repeated measure ANOVA to
examine participants’ responses. The results for H1 verified that participants’
responses varied significantly based on changes to the experimental scenarios and
evaluation criteria. Therefore, we had enough reason to believe that boredom only had
a slight effect on the result.
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7 Conclusion

The study presented in this paper developed an OHMD-based prototype and designed a
user study in order to investigate the ability of OHMD devices as a single screen in the
classroom. The recent availability of wearable sensors especially OHMD devices,
provides an alternative that we aimed to explore.

According to the results, there was no significant difference between participants’
perceptive responses towards the enjoyment, ability to focus, motivation, perceived
efficiency, understandability, and relaxation among the five feasible scenarios. This did
not positively support our main hypothesis that OHMD-based approach is preferred but
suggested physical comfort as a main issue. Similarly, there was no statistical signif-
icant difference between control mechanisms but over various questions participants
showed a general interest toward having control over process.

However, participants’ feedback showed that they favoured OHMD as a single
screen, while their main complaints about it were related to physical comfort and ease
of control. Our results are encouraging for the OHMD-based solutions as they show
promise that by resolving some issues they can provide a more effective solution in
classrooms and replace the need for multiple screens with a single see-through option
with multiple control mechanisms. We believe the ergonomic design and hardware will
be developed as time goes by, which will make OHMD as comfortable as normal
glasses and so improve its overall usability. Although the research findings were not
decisive, the lack of support for OHMD can be explained by the technical and setup
issues that were discussed above. This suggests that research on usability of OHMD in
classroom should continue along with advancing the technology and customized
content development.
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Abstract. The native language of a foreign language learner can have an effect
on the errors they make because of similarities or differences between the two
languages. In order to provide effective error prediction and correction for non-
native English language learners it is important to identify their specific char-
acteristic error patterns that are influenced by their native language. In this
paper, we examine analyzing error detection scores to predict the native lan-
guage of an English language learner. 15 categories of error detection scores are
combined to create an error prediction score vector representation of each
sentence. The native language is predicted by training an SVM classifier with
the error vectors. The results are compared to an SVM classifier trained with just
word representations of the learner writing sentences.

Keywords: Native language prediction � Writing errors � SVM classifier

1 Introduction

As a result of increased globalization facilitated by the Internet, the number of foreign
language learners has increased. In particular, the numbers of people who speak
English as a second or foreign language are increasing. Graddol [1] suggests that 80 %
of communication in English is among non-native speakers. It has been estimated that
there are over a billion second or foreign language speakers of English, which is the
native language of only approximately 400 million people [2]. As many automated
correction methods are targeted at native speakers, there is an increasing need for
second or foreign language targeted tools to correct their characteristic errors.

The native language of a foreign language learner can have an effect on the errors
they make because of similarities or differences between the two languages. In order to
provide effective error prediction and correction for non-native English language
learners it is important to identify their specific characteristic error patterns that are
influenced by their native language. In our previous research into the prediction of
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writing errors in foreign language writing [3], we identified the differences and simi-
larities of error co-occurrence characteristics of learners who’s native language are:
Chinese, Japanese, Korean, Spanish, and Taiwanese. In particular, by error clustering
analysis we found that some languages were quite similar in their characteristics, such
as: Japanese and Korean, while others only shared a few common characteristics.

The writing error categories used in our research are based on previous empirical
studies on the writings of foreign language students in academic settings [4, 5].
A parallel corpus of original and corrected sentences was collected from the writings of
learners on the popular online language learning SNS lang-8.com. A randomly selected
subset of sentences from the corpus was manually categorized by hand into 15 writing
error categories. This subset was then analyzed to train and evaluate SVM classifiers
for each of the writing error categories [6–8]. The error category classifiers output a
score for 15 error categories is a vector representation of the analyzed sentence.

In this paper, we will compare the prediction performance of two SVM models: one
created by analyzing error category prediction vectors, and another created by ana-
lyzing word vectors. This can be thought of as comparing two different viewpoints: the
error category prediction vector viewpoint, and the word vector viewpoint.

2 Related Work

2.1 Native Language Prediction

Wong [9] analyzed learner writing with an extension of adaptor grammars for detecting
colocations not only at the word level, but also for parts-of-speech and functional
words. Classification was performed at the document level by parsing individual
sentences of the learner’s writing to detect the native language with the final prediction
based on a majority score of the sentences. Some notable characteristic features of
languages extracted by this method were also discussed.

Brooke et al. [10] suggested that the International Corpus of Learner English
(ICLE) corpus, which is commonly used in research into native language prediction of
learner writing, has problems that can lead to misleading performance evaluation. It
was argued that the problem stems from the way the corpus was built, and proposed
other methods and sources to collect data that might be useful in the task of native
language prediction. An evaluation was undertaken on data collected from a language
learning SNS, Lang-8.com, and it was shown to be useful for the task. In this paper, we
analyze data collected from Lang-8.com for the purpose of native language prediction
by writing error prediction vector.

In 2013, Tetreault et al. [11] organized a shared task on native language identifi-
cation of learners through analysis of their writing. A new corpus named TOEFL11,
which contains essays in English by learners from 11 different native languages and
was provided as the shared data set on which the participants conducted analysis. Jarvis
et al. [12] was a participating group with a high identification performance. A variety of
features were analyzed in the identification task, such as: word n-grams, parts-of-
speech n-grams, character n-grams, and lemma n-grams. An SVM classifier was trained
and the prediction performance was evaluated of several different models with varying
combinations of features.
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In this paper, we investigate the difference in prediction performance of an SVM
classifier trained with writing error prediction vectors and an SVM classifier trained
with basic word features.

2.2 Native Language Prediction by Error Analysis

Koppel et al. [13], investigated predicting a learner’s native language by analyzing
writing errors detected with MS Word and a Brill based parts-of-speech tagger in
addition to other features, such as: function words, letter n-grams, and rare part-of-
speech bigrams. They analyzed a sub-corpus of ICLE containing learner writings by
learners with the following native languages: Russia, Czech Republic, Bulgaria, France
and Spain. It was found that most classification errors occurred between writings from
Slavic languages. An overall accuracy of 80 % was achieved using all features.

Kochmar [14], predicted the native languages of Indo-European learners through
binary classification tasks preformed with linear kernel SVM. Compare to previous
studies a larger set of learner native languages were examined. These native languages
were divided into two main groups: Germanic and Romance, with intergroup predic-
tion performance accuracy ranging from 68.4 % to 100 %. The features analyzed for
prediction ranged from general words and n-grams, to different error types that had
been manually tagged within the corpus.

Bestgen et al. [15], investigated the used of error patterns in the identification of
the native languages of learners. They analyzed the manually tagged errors within the
ICLE. The 46 error types that have been tagged in the corpus were used to predict the
native language of 223 learner writings. Three groups of native languages were chosen:
French, German, and Spanish. They identified that using just errors as a predictor of
native language an accuracy of 65 % could be achieved. Discriminative error types for
the three native languages were identified by comparing the mean relative frequency
significance difference of each error category. They impact of proficiency on the results
was also examined and resulted in improved predictive discrimination between French
and German learners. In conclusion it is mentioned that it still remains to be seen if the
same prediction performance can be achieved through the automatic detection of
writing errors, instead of relying on manual classification by hand.

In this paper, we endeavor to investigate the prediction performance of automatic
error detection as a predictor of the native language of learners.

3 Data

The data for analysis in this paper was collected from lang-8.com, a language learning
SNS site. The target data was learner journals that were written in English and posted
on Lang-8 during the period from Oct 9 2011 to Jan 6 2012. A total of 57,776 journals
written in English were collected. Within these journals, there were 142,465 sentences
that had been corrected by native English speakers who are members on the lang-8.com
site. As the corrections are made at the sentence level, analysis undertaken in this paper
is by sentence units. The native and target languages of the learner were also collected
and each sentence was annotated with this information accordingly. An alignment
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algorithm was used to identify the corrected words within the sentence and were tagged
as either insert or delete and also generally as an edit. Figure 1 shows the sentence
distribution of the five main learner native languages who’s English journals were
corrected by a native English speaker. A large majority are Japanese natives who have
written 100,432 corrected sentences. The other main learner native languages are in
descending order: Chinese, Korean, Taiwanese, and Spanish, which each makeup more
than 2 % of the total sentences.

4 Error Prediction and Error Vector

In previous research [6–8], the authors have predicted 15 different writing error types
by SVM classifier. These errors were selected from a larger list of 42 error types in [16]
because of the frequency in annotated data. Table 1 lists the 15 writing error type
descriptions along with the original error category number.

In this paper, we predict the errors of sentences by SVM models that were trained
and evaluated using 10-fold cross validation. As a result of this evaluation there are 10
models for each writing error type. The prediction for each error type is made up of the
average of the 10 scores from the models. The predictions are then combined to form
an error vector representation for each sentence as seen in Fig. 2.

The distribution of predicted errors for each of the five main learner native lan-
guages is displayed in Fig. 3.

5 Trivial Biased Words

Initially an SVM model was trained to predict the native language of learners just by
analyzing the words in their writings, however the prediction performance was higher
than expected, so we investigated the characteristic feature words for each language.
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Fig. 1. Distribution of learner native languages
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An SVM model was trained for each learner native language by analyzing all of the
data. These models were analyzed to calculate and rank all of the feature words by
weight.

Feature words with a high positive weight are characteristic of that particular
learner group. In Table 2, the top 10 positive and negative weight feature words for
native Japanese learners of English are shown. Many high positive words are directly
related to Japan, were as low negative words are related to other countries. Therefore,
these words are trivial biased words that have been influenced by the nation or culture

Table 1. Predicted error categories

Category Description

2 Subject formation
3 Verb missing
6 Dangling/misplaced modifier
11 Word order
13 Extraneous words
17 Tense
19 Verb formation
25 Ambiguous/unlocatable referent
28 Lexical/phrase choice
30 Word form
33 Singular for plural
36 Preposition
37 Genitive
38 Article
42 Spelling

 

Fig. 2. The process of creating error vector representations of each sentence
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of the learner. The characteristic feature words for each learner native language group
also contained similar influences.

Other sources of trivial biased words included events that had occurred just before
the collection of data from the lang-8.com website (October 2011 * January 2012).
Table 3 contains feature words that we believe are related to the 2011 Tohoku
Earthquake and Tsunami that occurred in Japan.

To reduce the influence of trivial biased words and provide a fare comparison
between the proposed method of language prediction by error vector and the baseline
method of prediction by words, feature words with a high frequency distribution dif-
ference between the native language groups were removed. The relative standard
deviation for each word was calculated as follows:

Fig. 3. Distribution of predicted errors for each language

Table 2. Top 10 positive and negative feature words by weight for native Japanese learners of
English.

Top Positive 10 Top Negative 10

Word Weight Word Weight
north 1.0305 taiwan -1.2025
japan 1.0073 campus -1.251
tokyo 0.6735 soju -1.26
japanese 0.572 beijing -1.3393
peninsula 0.5502 pepero -1.3534
jong 0.5223 korean -1.522
kara 0.5032 kimchi -1.5315
kyoto 0.4653 l -1.7565
thailand 0.4447 korea -1.7737
algerian 0.4447 seoul -1.8214
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Where Eq. 1 is the term document ratio for the word w in language set l, and TF is
the term frequency and DF with the document frequency. The standard deviation and
mean of the term documents ratio between languages is calculated in Eqs. 2 and 3
respectively. Then finally the relative standard deviation is shown in Eq. 4.

A list of words ranked by RSD was manually checked for words that might identify
the culture or nation of the five main groups of native languages. Through these manual
checks it was estimated that words with an RSD of greater than 1.25 were trivially
biased towards one or more of the native languages. Figure 4 shows a plot of all words
ranked by RSD in descending order, with the horizontal line at 1.25 RSD representing
the maximum threshold for non-biased words used in the analysis of this paper.

6 Method and Results

To provide a fare evaluation of the two feature sets, the same method was used for
training and evaluating prediction performance of error prediction vectors and word
vector features. For additional comparison, we also include the prediction performance
for word vectors that contain all the words of the original learner writing, including
those that were identified as trivially biased in the previous section. For the word
vectors, the words of each sentence were vectorized as a bag-of-words model. The error
prediction vector consists of the values of 15 error prediction scores.

Separate SVM classifiers were trained for five different native languages across all
three data sets. The native language prediction performance of each of these classifiers

Table 3. Biased words in the model for Japanese native language learners

Rank Weight word

13 0.3602 earthquake
… … …

24 0.3093 radiation
… … …

42 0.2943 nuclear
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was evaluated by randomly sampled 10-fold cross validation, with 9:1 training to test
data ratio for each of the data sets.

A comparison of the prediction performance evaluation on all three data sets for
each of the five native languages is shown in Fig. 5. The prediction performance of the

Fig. 4. The RSD distribution of word frequencies between five native languages
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word vectors that include biased words is high, especially for writings by native Korean
learners. This would suggest that there are biased words that are highly characteristic of
native Korean learners. The word vectors that do not contain trivial biased words have
a prediction performance ranging from 36 % lower in the case of Korean, to 13 %
lower for Spanish. The native language prediction performance by error prediction
vector is higher than the performance of the unbiased word vector. However the
prediction performance for two out of the five native languages is lower than that of the
word vectors that contain all the words of the original learner writings, which we argue
is influenced by biased words.

7 Conclusion

In this paper, we evaluated and compared the prediction performance of error pre-
diction vectors and word vectors. Initial analysis indicated that the learner writing data
that was collected from Lang-8.com contained trivial biases, which were in the form of
differences in word use distribution due to the culture, location, and recent localized
events. A method for identifying and reducing trivial biased words was proposed to
alleviate the problem. SVM classifiers were then trained for three data sets: error
prediction vectors, word vectors without biased words, and word vectors containing all
the words from the original learner writing. The prediction performance for each data
set was then evaluated with 10-fold cross validation. The prediction performance error
prediction vectors were superior to the unbiased word vectors for all native languages.
However, word vectors containing all words including biased words performed better
in three out of five native languages.

In future work, we intend to examine in detail the results of our evaluation along
with comparisons to other methods and corpora. It is also necessary to perform a search
for optimal selections of error predictions to further enhance the native language
prediction performance.
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Abstract. The Open Academic Environment (OAE) is a new platform that
aims to support academic collaboration and academic networking. It allows
students, researchers and faculty to create knowledge, collaborate and connect
with the world.

Since authoring plays an essential part in academic activity, one of the most
powerful tools OAE provides is the collaborative authoring. It enables students
and faculty to create, share and collaboratively work on cloud based documents.
The features provided include coworker managing, real-time collaborative text
documentation, basic format editing and commenting.

The current OAE system is web based and it enables mobile accessibility
through responsive web design. More and more students and research work with
mobile devices these days. However the current mobile interface of for col-
laborative interfaces such as OAE has much room for improvement. The
interface has not been optimized for mobile device usability and loses some of
the essential features in both text editing and collaborative support when
accessed through a mobile device. Even basic documentation may require the
use of many different editing features. Collaboration support requires the
availability of features that enable tracking of others’ activity and that support
communication.

However mobile interface design for complex tasks has always been tricky
work. The smaller screen and limited input methods of the mobile device make
it difficult to fit in as many features as in desktop software or a full website.
Therefore, it is important to identify user needs and understand user activities so
that a designer can prioritize needed features and optimize their arrangements.
Better support for mobile devices will enable participation in academic col-
laboration whenever and wherever a person might be. This paper presents
research on user needs and user activities in mobile collaborative systems, and
efforts to design an alternative interface for OAE system.

Keywords: Mobile � Collaborative editing � Interface design

1 Literature Review

Writing/documentation or note taking is an important part in almost all academic
activities a lot of which is done collaboratively [1]. Collaboration helps students write
more efficiently and helps them improve writing skill [2]. In recent years, group wares
that support online collaboration have become increasingly available and widely used
[3, 4]. Several studies are investigating how well these tools support collaboration by
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employing different methods. Vallance, Towndrow and Wlz did evaluation and tests on
several such tools, both synchronous and asynchronous, in 2010. They compared
different functions that these tools provides and discussed their benefits and limitations.
Whether synchronous or asynchronous these tools can connect students to work better
than as individuals [4]. Another case study of an asynchronous collaborative tool
showed that web based collaboration can help people communicate in a more focused
and honest manner than in real life [3].

In 2014 the number of mobile device users exceeded the number of desktop users
for the first time. People now spend more time on their mobile devices than desktop
computers [5]. Though the use of mobile devices has not yet completely changed the
way that people learn and work as it has for gaming and entertainment [6], mobile
usability must be considered when providing any online service.

Current literature in collaborative learning rather sparse but has received increasing
attention over the last several years. Mobility is seen as a new opportunity for academic
activities since it provides more chances to personalize the collaborative process,
enhance social interactions, work more effectively and more autonomously, and col-
laborate with other peers at anytime and from anywhere, inside and outside the formal
collaborative working context [6]. Mobile devices also have the advantage of
increasing environmental awareness for the collaborators [7].

As send or receive text message is already the most common mobile phone activity
[8], reading and communicating on mobile devices does not appear to be a problem to
users. Writing an academic paper on a smart phone may be unrealistic, but current
mobile technology might definitely support activities such as note taking, group dis-
cussion, mind storming or informal collaborative writing.

There are some studies that discuss the technical approaches of collaborative
editing and maintenance of the document consistency [9]. On design and usability, the
problem researchers discussed most is the awareness of the group. Group awareness
refers to the knowledge of each other’s state and activity in a collaborative work [10].
Group awareness is a vital feature improving the usability of real-time collaborative
writing systems [11]. The most common and basic features for supporting group
awareness is to allow users to see coworkers’ activities and simple text messaging chat
tools. Color coding and work modification alert have also been suggested as other
important features.

In a mobile context it is harder to support group awareness. Users can only see
small parts of a document on a mobile device. More scrolling is required to move
around the page making it difficult for a user to get a full view of the document [12]. It
is also not possible for mobile device to provide a multitask interface as well as on a
large screen [13].

2 Review Existing Products

2.1 The Open Academic Environment Collaborative Writing Tool

The Open Academic Environment (OAE) system is web based and enables mobility
through responsive web design.
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The desktop interface (Fig. 1) provides coworker management and color-coded
authorship markings. It provides some basic format editing features and allows a user
to comment on the whole document. On the mobile interface (Fig. 2), many of the
features are folded or omitted.

2.2 Comparison to Other Products

Several current documentation and collaboration products were compared, focusing in
particular on their mobile accessibility and usability (Table 1).

While other products don’t provide mobile accessibility or mobile editing feature,
Google docs and MS office online put many of the desktop features into the mobile
app. Since people use tools differently in a mobile context more than simply providing

Fig. 1. The OAE collaborative writing interface on a desktop screen

Fig. 2. The OAE collaborative writing interface on mobile device
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a redused usability app compared to the desktop version is needed. Of the products
compared, none have features designed specifically for the mobile context.

3 User Needa and Design Criteria

3.1 OAE Users and Workflow Analysis

The OAE is a platform that aims to support academic collaboration and academic
networking. Thus the user group are students and faculty in an on-campus context. The
features of an OAE collaborative writing tool should aim at supporting on-campus
group working and collaborative learning.

Users were surveyed to better understand how they do academic collaboration and
what activities a collaborative writing tool should focuses on supporting. A chart of
group collaboration workflow is shown in Fig. 3.

The group collaboration workflow indicated that collaborative authoring is an
activity that could greatly improve group working efficiency.

3.2 Discover User Need in Mobile Context and Define Design Criteria

The user activities on collaborative writing tool on mobile device are likely to be very
different to those performed on a desktop. Though mobile devices are able to provide
effective reading and writing user experience, very little academic writing is done from
mobile devices. Users still prefer larger screen when they do formal authoring.

However a mobile collaborative writing tool could help users keep up with group
work and do informal writing such as note taking, brainstorming and commenting on
group work. A mobile interface may give more space for group awareness and com-
munication than trying to provide full feature of text format editing.

Table 1. The mobile accessibility and feature of existing products

Products Mobile accessibility Mobile collaborative features

OAE Responsive
web

view and edit Share; writing; basic format edition;
comment on the whole document

Google docs Web + app View on web
and
edit on app

Share; writing; format edition; comment on
selected text and on whole document;
real-time track co-worker activities

MS office online app View and edit Share; writing; format edition; comment on
selected text; need manually save and
refresh for keeping synchronization

ZOHO doc Web + app View only on
both web
and app

View documents; need manually refresh to
view coworkers edition

Only office none – –
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With all of this in mind, the following design criteria were defined:

• Allow user to access and edit the shared group document on mobile device.
• Provide enhanced group awareness to allow user keep track on the group activities.
• Improve the communication between co-works when working on the collaborative

document.

4 Design Schemes

Based on the design criteria, the following features are designed for the OAE collab-
orated writing tool:

1. IM Tool to Allow Users to Chat and Discuss While Collaboratively Editing
Documents. Simple text messaging is both the most commonly used communi-
cation method on mobile devices and on current collaborative writing products.
However on mobile devices, there is not enough space to show the chatting channel
and the document at the same time.

2. Color Coded Authorship Marking. This feature already exists on the current OAE
desktop web interface. It’s an easy and efficient way to show authorship and could
easily be integrated into a mobile device interface.

3. Track Co-worker Activities by Seeing Their Cursor Synchronously. This is the
core feature used by several existing products to enhance group awareness and it
also help in avoiding conflicts due to multi-user editing.

Fig. 3. Group collaboration workflow
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4. Comment on Selected Text. This feature is commonly available in existing
products. It allows users to communicate on certain parts of a document.

5. Scroll Bar to Indicate Each Users’ Position in a Document. In a mobile context,
the smaller screen only allows a user to see a small part of a document. More
scrolling is required and users find it harder to get a full view of the document. This
makes it even more difficult understand authoring activity if they are working with
others. It could be very helpful if the user had a way to be aware of others’ current
positions in the document and easily view those areas.

6. Simplified Format Editing Features. Format editing is a large component of
traditional documentation software. On a mobile device such features can add too
much complexity. Viewing a document on a small mobile screen makes it harder
and less meaningful to focus on document style and layout.

Mobile interface mockups incorporating these features have been designed for use in
future testing.

Figure 4 shows colored text background indicating authorship. The background
colors can be turn on or off by tapping the icon which is how this feature currently
works on the desktop OAE web tool.

A horizontal scroll bar is added above the text area, to show where other collab-
orators are working within the full document. The I-shaped cursor indicates the current

Fig. 4. The interface design with color coding off and on
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user, and the user could tap on the bar or drag the cursor to move it. This allows easy
exploration of the whole document. Tapping on the colored squares of collaborators’
positions allows a way to quickly view what they are doing within the document.

Figure 5 shows the dialogue of users that are currently online working on the
documents. The same colors are used in the cursor showing authorship marking, scroll
bar location and chatting channel. When there is a new text message in the chatting
channel, the chat icon flashes. The user can tap the icon to enter the channel and tap it
again to get back to the document.

Figure 6 show the how document comments are represented in the mobile interface.
The red line in the left marks that there is a comment associated with the adjacent text.
Tapping the red line expands or hides the comment.

5 Discussion and Future Work

A collaborative writing tool optimized has the potential to greatly improve collabo-
ration efficiency. The idea itself is a plus to the group synchronism, people could do
less distribution and combination, and make less confliction working with it [2].

Fig. 5. The users list and the chat channel
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In a situation where group members are together and work on a collaborative
document from a desktop/laptop, collaborative editing can work well. But when people
works at a distance or in a mobile context, the lack of group communication and
awareness become the biggest issue. This paper presents potential features of a mobile
collaborative interface designed to mitigate this issue. These features have yet to be
tested and future work includes further development of the design, implementation if
functional prototypes and testing with end users to measure the effectiveness of these
features at improving mobile collaboration.
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Abstract. Tablets, such as the iPad and Kindle, provide a portable platform for
children of all ages to explore various content through apps and interactive
books. The use of gestures provides a means of interaction that is intuitive to
children as a means of navigating apps or activating media-based content. The
tablet as a programming platform is unique in that the gesture-based skills used
in other apps are extrapolated and applied to computational thinking skills and
interaction with a robot, which maneuvers based on the child’s creation. This
paper describes the workflow and user interface design to facilitate Lego
Mindstorms NXT programming by children.

Keywords: Children � Mobile � Programming � User interface � Programming

1 Introduction

First notebook computers where viewed as a portable technology for children to use,
then tablets were introduced. The advantages of tablets over notebook computers are
the price, weight, and ability to use touch and gestures as the primary input mechanism
over the keyboard and mouse. Touching an item as a means of the exploration of
physical objects. Translating that into taps, pinches, swipes and other gestures has
enabled children to explore content on the tablet.

Creating content is also another avenue of interaction. Usually artistic creations are
associated with the type of content that children create, but content can also include
songs, video, and even interactive content. To extent the type of content and the means
of interaction, the pair of tablet-based project described in this paper are those of
robotics programs that run on Lego Mindstorms NXT robots. The software line is
called JBrick. JBrick for iOS enables children to create their own Lego Mindstorms
NXT program by dragging and stacking blocks of programming elements or structures,
an example of visual programming (as opposed to typing code).

Visual programming is a popular means of teaching programming to children.
Examples include MIT’s Scratch, Microsoft Kodu, and Lego Mindstorms’ own pro-
gramming language, NXT-G. The use of gestures, the tablet platform, and the extended
metaphor of blocks for portraying program structure in Lego Mindstorms NXT pro-
grams are the focus of the JBrick for iOS project.

The use of robotics such as Lego Mindstorms as a means of engaging children in
STEM (Science, Technology, Engineering, and Math) has been the subject of several
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classroom and outreach projects [1–3, 5]. For this work, the means of interaction using a
gesture-based, tiled approach is the main focus. Cartoid has been developed to enable
children to write simple programs and control devices such as LegoMinsdstorms robots,
but the program construction, based on Scratch, uses simple taps to select commands
that are stacked in a linear manner [7]. A tangible approach, as in Robo-Blocks [4],
requires physical blocks to construct a program as well as debugging the program. The
authors noted issues with some student’s attention, especially with young children.

The notion of blocks as a means of building programs is also used in the Lego
Mindstorms NXT-G environment. In the case of NXT-G, programs are built by con-
necting blocks along a horizontal line, as shown in Fig. 1.

The program, as in the case of other Lego Mindstorms programming environments,
is controlled with the keyboard and mouse. In the case of NXT-G, attributes are set in a
pane at the bottom of the window. The main window is often full screen, with the
attribute pane being at a significant visual distance from the program. JBrick takes a
vertical program building path, with attributes being visually near due to the smaller
size of the screen. The vertical approach is similar to MIT’s Scratch, as shown in Fig. 2.

Like NXT-G, Scratch is traditionally mouse-driven. However Scratch is used to create
animations and simple games. JBrick for iOS takes a different direction with block design,
as well as selection since the use of such narrow blocks in a tablet app would be difficult
for a young child to accurately select. More detail will be presented in Sect. 3.

2 User and Task Analysis

2.1 User Profile

Lego Mindstorms are popular in many classrooms. However, many classrooms have a
limited number of computers for children to use when programming. The smaller,
portable, and low-cost tablets can be a more affordable solution.

Fig. 1. Screenshot of Lego’s NXT-G software (cropped)
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Students, specifically children aged 7 and up, are the primary users of JBrick for
iOS. They will be the focus of analysis for this paper. Educators and parents are also
stakeholders as they will set up, and in the case of the classroom environment they will
oversee the use of several tablets and robots.

Based on observations from past robotics programming camp and FIRST Lego
League team participants, the user profile for a child user consists of:

• Age: 7 and up
• Education level: 2nd grade (US) or above, where the child can read and comprehend

5-6 word sentences; also at minimum basic addition and subtraction
• Visual Acuity: with correction 20/20 though up to 20/200 without correction
• Motor skills: Use of a finger or stylus (if motor impaired) for taps, swipes, etc. 2-

handed typing not needed
• Programming expertise: None required

Previous experience with 9-17-year old kids [8] has shown that students who are less
familiar or confidant with the keyboard have more issues creating and working with
their programs. Removing the keyboard and mouse hardware from the equation, as
well as enabling the student to control placement of the device when programming
offers more flexibility for physical and environmental differences.

The threshold for skill level is set low, as the programs created can be as simple or
complex as the student can design. The user interface itself was designed to work with
both younger and older students, with varying hand/finger sizes. These attributes
facilitate system usability.

Fig. 2. Screenshot of scratch program
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2.2 Programming Workflow

The goal is to make the JBrick and Lego Mindstorms NXT programming portable for
kids. The previous, desktop version of JBrick as well as other robotics programming
software runs on traditional desktop computers or laptops. The child’s workspace and
computing environment revolves around where the computer is placed.

The desktop version of JBrick’s programming workflow was the basis for the tablet
workflow in terms of the types of tasks to be completed (not the means of completing
these tasks). The foundational programming workflow is shown in Fig. 3.

Programming involves more than entering in code, but it includes the decision as to
what features or robot behaviors are desired/needed. Next, design is conducted in terms
of thinking algorithmically takes place. Then the process of mapping these requirements
to the language via the development environment takes over. The tasks of creating a
program, compiling the program, downloading the program to the robot, running
(testing) the program, then repeating the cycle as needed until the result is desired is
typical regardless of which programming environment used. The differences come out
in the user interface design, in order to meet user needs and support the workflow.

3 System Design

Due some external constraints, the system design has a client-server architecture. The
NXC (Not eXactly C) compiler that is used for JBrick runs on the PC. As such, the
compilation must be accomplished on a PC rather than the iOS device. As shown in
Fig. 4, the iPad sends the NXC program to the server. The server then compiles the
program and sends it to the Lego Mindstorms robot directly via Bluetooth.

In some respects, this technical limitation would be negative, but in using a Web
Service approach, many iPads can be managed from a single computer. As a web
service, the PC does not have to be in the same room (a feature to be developed in the
future).

Fig. 3. Programming workflow using JBrick
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4 User Interface Design

The primary tasks associated with the user interface are those related to creating and
revising a program. However the entire workflow will be presented.

Take note that the blocks have minimal text, in order to minimize cognitive and
visual overload. The size of the blocks is such that small fingers or adult sized finger
can interact with blocks easily. Volunteers with different hand sizes provided some
initial feedback on block interaction. Since the fingertip is a small size, the outline or
anywhere within the block is recognized and triggers block selection. The use of bright
colors and icons helps reinforce the type of blocks (and thus concepts used to program
the robot).

4.1 Creating and Editing a Program

JBrick for iOS runs on an iPad or iPad Mini as a meaningful amount of screen size is
desired as the program workspace. Single finger gestures are used and the number of
gestures is minimized in order to aid in ease of learning and memorability. As shown in
Fig. 5, programs are built using blocks. The blocks represent constructs, variables,
sensors, motors, etc. Sequential commands are laid out top to bottom in a vertical line,
while constructs such as if’s and repeats have blocks that are stacked within them to
indicate nesting and sequence. Each type of block has an associated symbol and color
to indicate the type (to help with readability and scanning the program).

Blocks are added to the program by selecting the type of block desired form the
menu at the left. Selection is in the form of a long tap, where the feedback is the
appearance that the block is lifted off of the screen (or floating on top of it). Upon
selection, the user drags the block to the desired position. Blocks that become the body
of a construct are offset in order to be distinguishable and to also to effectively use the
horizontal workspace.

When a block needs to be set in between two existing blocks, the child simply
places the block in between the blocks and releases their finger. After placement in the

Fig. 4. Overview of JBrick for iOS
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program, blocks can be moved by selecting them with a long tap (which picks up the
block visually) and then placing it where desired.

Deleting a block in a program occurs when a block is moved over the trashcan icon
in the far side of the screen. If the child tries to place a block in a location that is not
allowed such as out of the program workflow, the block will snap back to the menu
pane and audio feedback is provided.

The child sets any attributes (such as which motor to use or how many seconds to
move forward) by tapping the block and then selecting (and as needed entering the
value) for the desired attribute. The attribute menu, shown in Fig. 6, is reveals on the
right side of the screen only when a block is selected.

Fig. 5. Overview of JBrick for iOS user interface

Fig. 6. Overview of JBrick for iOS screen with attribute menu displayed
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As the program grows in length, the program flows down and the child scrolls the
screen up or down to navigate the length of the program.

The Attribute pane and the command pane slide in and out when the task demands
their presence, but the child can also swipe them in or out as desired. As needed a
secondary pane will slide out if the child needs to select an item form a list such as the
port for a motor. The labels used (e.g. Motor A) correspond to the labels used on the
robot itself.

The attributes and command names map to those used in the NXC language. For
the attributes, the use of A, B, and C are associated with the ported on the Lego
Mindstorms robot. The command names such as PlayTone (to play a sound) were kept
to enable students to then transition to the text-based NXC programming language.
Currently programs created on the tablet can be opened in the desktop versions of
JBrick or BricxCC.

4.2 Compilation and Downloading

The programs that the children create appear graphically, with the complexity of the
NXC code managed in JBrick. The programs created can always be compiled, so the
child can focus on computational thinking skills and problem solving.

Before the child can run their program on the Lego Mindstorms robot, the program
needs to be compiled into byte code and then downloaded onto the robot.

To initiate the compilation, the child taps the Upload button, which uploads the file
to the web service. The successful compilation feedback in the form of a sound and
message is provided. Then the student can initiate the downloading of the program onto
the robot by tapping Run. To initiate the program the child selects their program on the
Lego Mindstorms robot as shown in Fig. 7.

Fig. 7. Child selecting a program on the Lego Mindstorms NXT robot
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5 Evaluation

The workflow and the block design were developed incrementally, with user testing at
significant checkpoints development. Due to the need to get a diverse sample of
children, field tests were conducted as a public project demonstration event that was
attended by about 30,000 people. The tasks tested with users included:

1. Creating a simple program to allow the robot to move forward.
2. Edit an existing program to allow the robot to move as desired by the user.

The team tested the user interface with kids of all ages over the course of the day.
Children younger than 10, with little to no programming experience were of particular
interest to the team. That day 22 children fit this criteria. When a child asked to use the
app, a member of the team gave the child a quick overview of the software. Due to the
nature of the event, each child did not necessarily complete both tasks. Observations
noted the issues with identifying the purpose of the blocks (text, color, icons), how to
move blocks around a program, as well as how to add/delete blocks.

Given the nature of the field test, metrics like time to complete task and number of
errors were not gathered since the tasks themselves varied. The observations of the
children resulted in the following findings:

• Overall the children were able to easily select and move the desired blocks,
including adding blocks, moving blocks within the program (including nesting
logic), and to the trash.

• The icons selected to symbolize the type of block was clear and legible to the
children.

• Some of the background and text/icon color combinations need to be revised for
clarity due to legibility issues, especially on a smaller tablet screen (e.g. iPad Mini)

• Some children needed a couple of attempts to move a block within a section of
blocks (e.g. within a block of code in an if-then block). An additional source of
confusion for some children arose when a block needed to be moved to a part of the
program that scrolled down/up the screen.

• As setting variables is new to most children, that aspect of the workflow resulted in
initial questions, but setting variables and understanding their intent (e.g. angle to
turn) was straightforward.

6 Conclusions and Future Work

The refinement of the system and the addition of new features will move JBrick for iOS
forward. Further, user evaluation will provide feedback from a more diverse set of
children. Additional features desired include the use of constants to simplify the use of
constructs for novice programmers and the means to create custom methods. Additional
refinement of the user interface such as the simplification of parameter presentation and
server-side are also needed in order to improve usability for the student and the teacher.

An Android version of JBrick is desired, though a rewrite will be needed since
JBrick for iOS is a native app. Regardless, high-level design and algorithms can be
reused at the conceptual level.
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Abstract. This paper examines the effects of an asynchronous blog system on
speaking proficiency for EFL learners in Japan. The novelty of the system is its
incorporation of Web Speech API, which leads to higher performance compared
with the use of web applications for classroom purposes. On the basis of a
questionnaire survey conducted as pilot research, we demonstrate that the sys-
tem has potential to improve speaking proficiency and increases the motivation
of less motivated learners.

Keywords: Computer-Mediated Communication (CMC) � Voice blog �
Speech recognition � Speaking accuracy

1 Introduction

With the introduction of recent information technologies, many EFL instructors and
researchers are interested in how to implement new technology-based tasks in the EFL
classroom in order to have the most positive impact on language learning [1,2]. Since
Computer-Mediated Communication (CMC) technologies have become widespread,
there is a great potential for technology-based tasks to help learners develop their L2
oral performance [3]. Learner perceptions of how different technologies help to develop
L2 skills is a topic worthy of exploration since students will undoubtedly have different
reactions to such tasks [4].

This study constructs an asynchronous voice-blog system incorporating Automatic
Speech Recognition (ASR) techniques and examines the usefulness of the system for
English as a foreign language (EFL) learners in Japan. The choice of asynchronous
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CMC is methodological. It is generally agreed that synchronous CMC tools
(e.g., Adobe Connect and Skype) provide opportunities for real-time interaction and
negotiation of meaning [5]. On the other hand, asynchronous CMC is less face-threat-
ening, allows students to learn at their own pace, enables self-reflection, and affords
additional feedback opportunities. This paper focuses on encouraging less confident
learners to speak up in more authentic communication contexts with the help of ASR.

2 Merits of Asynchronous CMC

2.1 Two Modes of CMC

An increasing number of studies have been published concerning CMC over the last
two decades, and the findings of many studies support the use of CMC for language
learning. Research has shown that the use of spoken CMC technologies such as chat
rooms, voice blogs, and voice discussion boards can encourage student participation
and foster extensive oral production in the target language (e.g., [6, 7]).

Reference [8] reviewed a number of studies and concluded that (a) learners may
benefit from the practice in other contexts as well; (b) negotiation of meaning and focus on
form occur in online communication; (c) syntactic, pragmatic, and intercultural compe-
tence could be developed; and (d) online communication “is potentially a transformative
tool that each learner, depending on his or her own knowledge and agency, can use to
construct an identity as a user of the L2 beyond the classroom” (p. 13).

There are two modes of communication: text and voice. Research on text-based
CMC shows learners with speaking anxiety tend to choose text-based rather than voice-
based CMC. Reference [9] conducted questionnaire research and suggested that less
proficient students were more willing to choose text chat, complained when they had
voice chat, and expressed frustration when they noticed they could not speak as well as
they had believed. It is naturally suggested that such learners would prefer asynchro-
nous communication, because it would allow them sufficient time for task planning in
their language production. Reference [10] suggests the effects of task planning on text-
based production in asynchronous CMC. In this way, learners can plan and practice
what they say before uploading their recorded speech.

However, the problem is that learners cannot determine by themselves whether
their speech is intelligible and appropriate in text mode. Other advancements in
information technology are concerned with voice recognition. Most of the voice-
application software enables learners to practice speaking and listening even in non-
face-to-face environments.

2.2 Synchronous CMC

Regarding synchronicity, there are two types of CMC: synchronous CMC and asynchro-
nousCMC.Typical examples of synchronousCMCare Skype,Video-conferencing,Adobe
Connect, and so on. It is assumed that synchronousCMCpromotesmore equal participation
than face-to-face communication in discussions in the target language [11–13]. Some of the
important effects on linguistic and communication skills have been reported so far.

116 Y. Ono et al.



First, learners who have studied using synchronous CMC perform better in face-to-face
conversationwith regards to the amount of speech produced comparedwith thosewho have
studied using asynchronous CMC and without CMC [11, 14]. Learners who were trained
using synchronous CMCperformed better on an oral test than those whowere trained using
regular classroom instruction [15]. In particular, synchronous CMC use in task-based
communication is effective in promoting the use of communication strategies such as
negotiation of meaning [16] and feedback for repairing lexical and syntactic errors [17].
Synchronous CMC is expected to offer the potential to develop learners´ speaking skills in
communication with respect to repair moves, turn adjacency conventions, and discourse
coherence structures [18].

2.3 Merits of Asynchronous CMC

However, voice-based synchronous CMC (i.e., voice-chat) is a very difficult task for
less proficient EFL learners. This might be related to cognitive load. Reference [9]
conducted questionnaire research on the two modes of CMC (text versus voice) and
suggested that less proficient students were more willing to use text chat, complained
when they had voice chat, and expressed frustration when they noticed they could not
speak as well as they had believed.

It is generally agreed that the advantages of asynchronous CMC can be analyzed in
two aspects: ubiquitousness and preparation. Concerning the first aspect, [19] shows
the advantages of ACMC use in educational settings, such as allowing learners to study
anytime and anywhere, allowing learners to study at their own pace, promoting
reflective learning, and giving learners time to collect their thoughts before posting.
Moreover, synchronous CMC is not flexible in terms of time [20]; since learners
engage in “live” communication with their partners, they must schedule a specific time
for study. On the second aspect, asynchronous CMC provides learners with sufficient
time for reflection, which promotes self-correction and allows the learner to consider
their ideas while being conscious of grammatical accuracy [21], which has the potential
to reduce the foreign language anxiety of less-confident learners. On this point, [21]
suggests that high proficiency learners utter more than low proficiency learners in
synchronous CMC; in other words, learners tend to utter short sentences, which lead to
inadequate output for language acquisition; and learners feel considerable pressure to
utter rapidly.

2.4 Purpose of this Study

This paper assumes the merits described in the previous section and attempts to
enhance the quality of planning before posting. In so doing, this paper proposes a
voice-blog system that enables learners to practice pronunciation before posting with
the help of the ASR application. In the experiment that follows, we would like to show
that the speaking proficiency improved with regards to fluency and accuracy.

Voice-Based Computer Mediated Communication 117



3 Construction Backgrounds

There are two approaches to the place of speech recognition engines: server operation
or local operation, as illustrated in Fig. 1. Reference [22] demonstrates the difficulty
and limitations of using speech recognition software in classroom settings, namely,
network limitations and classroom noise. The latter factor may be solved by improving
the microphone tuning and increasing users’ practice.

Generally speaking, it is preferable to employ web applications for class man-
agement. The expected merits are (a) there is no need to download or install a local
application on each terminal, (b) students’ scores can be stored without any additional
treatment, and (c) there is no need to purchase or prepare the same number of items or
licenses as the institution requires. Admitting these benefits of web application, we
must bear in mind that the system is designed for use in educational settings, that is, in
both the classroom and for homework. All the machines must work perfectly in the
classroom, since mechanical errors discourage learners. The typical class size of a
Japanese university is approximately 40 students. In our institution, we have six
classrooms, each equipped with 48 wired desktop personal computers (PCs). This
means that the speech recognition server would have to process all the sound data from
approximately 300 terminals simultaneously if all the classes used the system at the
same time. Empirically, the server does not have the capacity to deal with such a large
volume of data. This paper explores the possibility of using a familiar web browser

Fig. 1. Issues: local applications or web application
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along with Web Speech API. This reduces the risk of overburden on the server
operation of speech recognition and failure in processing. Moreover, this option has the
potential to lead to easier congestion control in the network. In the following section,
we describe the system more concretely (Fig. 2).

Students write their comments in the textbox on the top part of the screen, as shown
in Fig. 3. Then, by pressing the “record” button, they record their voice, and the
recognized text appears in the box below. They can repeat this process until they feel
satisfied with the results. They can then post their best recording on the blog. All the
posts will appear on the instructor’s screen as shown in Fig. 4.

Fig. 2. System outline

Fig. 3. Input screen
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4 Experiments

4.1 Experiment 1: System Evaluation

Thirty-six first-year students at the National College of Technology in Japan participated
in the study. In general, they do not like studying English, particularly speaking English.
As their profiles, given in [23, 24] show, their learning styles are “bottom-up” and less
communicative; they do not speak until they feel that their sentences are perfect, for fear
of making a mistake. They studied English using the system for one week and discussed
two topics: “Resolutions for 2015” and “What are you doing now?”

A questionnaire was administered in order to explore the difference in awareness of
speaking anxiety between two modes, face to face and the newly developed CMC
system. Pre- and post-tests were administered to observe how participants felt about the
system. The questionnaire items asked the participants to rate their agreement on a
6-point Likert scale (Table 1).

Extremely high average scores were obtained for No. 1 “I think this system will
help me to speak English accurately” (M: 5.00, SD: .96) and No. 5 “I think this
system will be helpful for English study” (M: 4.92, SD: 1.08). Concerning No. 10 “I
agree with the system’s scores” (M: 4.25, SD: 1.40), it seems that the students were
content with the system’s scores, in spite of some recognition errors. This implies that
they were receptive to the system despite the issue of reliability in speech recognition
techniques (Fig. 4).

Fig. 4. Average scores
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4.2 Experiment 2: Proficiency

The second experiment is concerned with speaking proficiency. The class was con-
ducted in February 2015 for three weeks. A total of 33 students participated in the
study. They were required to repeat the sentence until the system recognized the voice
completely. Some students unfortunately gave up prior to completion and uploaded
incomplete sentences. Before the class, learners’ speech was recorded for analysis
using the recording function of the Computer-Assisted Language (CALL) classroom.
After the class, another self-introduction speech was recorded for comparative analysis.
The topic was “Self introduction” within 20 s.

The evaluation criteria were as follows: (i) General evaluation, (ii) Speech duration
in reading compared with the average speed of the model, (iii) Deviation from native
(Japanese) pronunciation, (iv) Consonant production, (v) Sharpness, and (vi) Smooth-
ness. All the scores were calculated by the “Original Bun-Kentei,” produced by
Prontest, a Japanese software company. The full score is 100 for each criterion.

The result of the t-test is given in Fig. 5 below, where three out of six criteria
showed significance (two-tailed). This result shows that participants’ pronunciation
improved with regard to the production of consonants and speaking speed, leading to
an improvement in general evaluation scores.

5 Discussion

This paper demonstrated that the new type of asynchronous CMC together with ASR
had an effect on motivation and proficiency. The Web SPI worked successfully on
Chrome browser, reducing the burden on the network and server. This has an important
implication as a more effective and economic alternative method, because this system is
easily applicable to a recent trend of Chrome PC or other Tablet PC. This system makes
up for the demerits of the EFL environment and helps the learners to practice their
pronunciation. Needless to say, the number of participants was small, the time spent on
this experiment was very short, and we cannot generalize the results to overall EFL
contexts. The reliability of ASR was also an issue. Some students seemed to become
bored when they could not make their speech recognizable and repeated the same

Table 1. Questions about the system and learner motivation

1 I think this system will help me to speak English accurately.
2 I think this system will help me to speak English fluently.
3 I think I will be able to speak English with more confidence.
4 I think I will feel inclined to communicate with others in English.
5 I think this system will be helpful for English study.
6 I feel inclined to use this system more.
7 I think that this system is interesting.
8 I was surprised at this system.
9 There are a lot of recognition errors produced by this system.
10 I agree with the system’s scores.
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failure of certain words. Although there are some limitations of the system being
properly incorporated in the class, this paper demonstrated that there are many pos-
sibilities to improve speaking proficiency using a very practical and applicable system.
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Abstract. The difficulty of students in learning logic and program-
ming languages leads the research of technological solutions to assist
in the teaching-learning process. Among these solutions, two common
approaches are robotics and graphical-based programming languages.
Researches indicate that these tools can aid learners to think system-
atically and develop computational thinking. Therefore, this work pro-
poses the Coffee Platform, which is composed by a Web-based block
programming environment and a smartphone as a robot controller unit.
This platform can be expanded to work with various mobile devices and
robotic kits. The Coffee Platform was applied in a classroom with the
aim of assessing the tool and its effects over students’ motivation. Results
indicate that the proposed solution can serve as a stimulus for students
and assist in understanding programming concepts.

Keywords: Teaching tool · Mobile robotics · Visual programming ·
Computational thinking

1 Introduction

Learning programming languages and logic in introductory disciplines of under-
graduate courses are challenging for part of the students. The difficulty is
attributed to several factors involving both the teaching and learning meth-
ods [4]. According to [4], learning programming languages is still tedious and
difficult because lectures are usually based on an expository approach (e.g. slide
presentations, diagrams, and texts) whilst studies indicate that other methods
as problem solving are more effective [2,4,13].

Different approaches and artifacts were proposed aiming at attenuating the
difficulty in teaching and learning programming languages and logic; among
other artifacts, graphic or script-based languages and robotic applications
(e.g. CALLY [12], N-Bot [1], and Lego Mindstorm1). Tools that use graphic

1 http://education.lego.com.
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languages as Scratch [11] assist students to think systematically and are avail-
able on the internet. On the other hand, according to [2], applications that have
tangible results typically stimulate students’ interests. Considering this demand,
there are other teaching approaches that use concrete artifacts. One example
is laboratory experiences and, in the case of computing students, experiences
involving robots [2]. And a closer look in the use of robotics, [13] proposed a
short course to introduce the practice of robotics in schools to provide students
with a real and continuous technological experience. Zanetti et al. [13] applied
Problem Based Learning (PBL) methodology, which suggests students to learn
while solving problems and, consequently, performing an active role in the learn-
ing process. Furthermore, students are encouraged to study autonomously, there-
fore, teachers play the role of facilitators for the resolution of the problem and
act as a subject consultant [7].

The application of robotics in teaching is not recent since there are well-
known tools. However, acquisition cost of these tools is not always affordable.
An approach that has been widely used in robotics is the replacement of the
microcontroller as the main processor unity by a smartphone [3]. The direct
benefits of this measure are the cost reduction and the ease to develop software
extensions. Examples of projects that explore this approach are Cally [12] and
N-Bot [1].

Usually, graphical languages and robotics are not applied together. In cases
they are, there are few low-cost and flexible platforms available [1]. This project
consists in assisting the development of the computational thinking (i.e. the
ability to solve problems logically and sequentially). The project also assesses
the level of motivation on students attending introductory computing classes,
by presenting an extensible platform called Coffee, which articulates graphical
languages and robotic platforms, controlled by a smartphone.

The evaluation of the Coffee Platform was conducted in an introductory disci-
pline to computing in which were enrolled students from different undergraduate
courses as Chemistry, Mechanical Engineering, and Electrical Engineering. We
adopted PBL as our learning process and provided a series of problems that
involved movement and use of sensors available in the robot. To further analyse
the effects from the platform usage we considered the motivation components
proposed by [9], which are: attention, relevance, confidence and satisfaction.

This paper is organized as follows: Sect. 1 presents the context of the inves-
tigation. Section 2 reviews similar studies and products. Section 3 describes the
development of the Coffee Platform. Section 4 reports the field study and Sect. 5
discusses the main findings from the experiment. Finally, Sect. 6 concludes.

2 Related Work

In this section, we review projects similar to the Coffee Platform. Table 1 presents
a general overview of works related to this project regarding aspects considered
relevant. Table 2 compares the robots used in the approaches.
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Table 1. General comparison between related work

Project
name

Robot
based

Smartphone
based

Allows
project
sharing

Programming environment
features

Scientific
publica-
tions

Scratch No No Yes Web-based block programming

environment. Game and

animation programming

[8,11]

Cally Yes Yes No Lack of the user programming
interface

Not found

N-Bot Yes Yes No Web-based block programming
environment

[1,3]

Lego Mind-
storm

Yes No No Block-based. Hardware
components programming

[5,6]

Romo Yes Yes No Uses a block-based sequencer. No
advanced programming
structures

Not found

Smartbot Yes Yes No Possibility to send commands to
the robot

Not found

Coffee Yes Yes Yes Web-based block programming
environment

-

Table 2. Comparison of robots between related work

Project Cost (US$) Main features

Cally Not found Robot has two mechanical arms and four wheels

N-Bot 14 Uses smartphone as the main processor. Engines controlled
by the audio channel. Possibility of adding sensors

Lego Mindstorm
EV3

350 Possibility to mount the robot in different ways through kit
parts. Possibility of adding sensors in the robot

Romo 129 Robot has human features on the smartphone screen. Uses
the smartphone camera. Possibility to control the slope
where the smartphone is positioned

Smartbot 238 Robot has human features on the smartphone screen. Uses
the smartphone camera

Coffee Variablea Uses the smartphone as the main processor. Engines
controlled by the microcontroller. Communication
between the smartphone and microcontroller through the
audio channel. Possibility of adding sensors in the robot

aThe cost depends on the robotic platform. In this project, it was used the robot from the
Programa de Educação Tutorial (PET), accessed in: http://petrobo.github.io/, which costs
around US$185. Others robots with microcontrollers can be find in http://www.robotshop.
com costing around US$80

The review indicates that there are similar works regarding education and the
use of mobile devices in robotics. However, there is not a platform that enables
the use of a robot and the publication and sharing of projects simultaneously.

http://petrobo.github.io/
http://www.robotshop.com
http://www.robotshop.com
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3 Coffee Platform

This section is organized in two parts: the project’s architecture which describes
the development of each computational system’s component, and the aspects
related to the users’ interaction

3.1 Architecture

The Coffee Platform consists of a smartphone, a Web programming environment
and an audio-serial adapter (as illustrated in the Fig. 1). There is also an external
component to the project but necessary to its complete execution: the robotic
platform, which is commanded by a smartphone.

Fig. 1. The employed robotic platform and the Coffee Platform’s general diagram.

The Web programming environment illustrated in the Fig. 2 is composed of
three blocks including: communication, a visual programming environment based
on Blockly2, and an account and projects manager that also provides resources
for users to share and publish projects. A project involves a visual program-
ming environment which enables users to program dragging blocks. The Blockly
library converts the graphical program to Javascript and the communication
sends this translation to the smartphone when requested.

The Web environment was assessed using the Web usability heuristics set
proposed by Rutter [10]. This assessment was held by the writers themselves,
and it indicated that the website is consistent in its content and is aesthetically
pleasing. Furthermore, this evaluation has shown possible problems regarding
the page’s compatibility for different browsers, contact information, copyright
related to Blockly and the webpage’s meta tags.

The smartphone presented in the Fig. 2 has its processing partitioned into
five blocks, as follows: audio output, encoder, main processing, sensors, and com-
munication with the Web environment. The communication block receives a pro-
gram from the Web environment and loads it on the main processing unit, which
2 https://code.google.com/p/blockly/.

https://code.google.com/p/blockly/
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Fig. 2. Left: Web application’s diagram. Right: Smartphone application’s diagram.

receives data from sensors. The main processing also determines the robot’s
action, encodes and send them to the robot’s microcontroller through the audio-
serial adapter as described in Fig. 1.

The smartphone application was developed using the Cordova framework3.
This framework is an expandable system because it enables a project’s compila-
tion without using the developer’s native programming language.

The presence of a microcontroller can be observed in the Fig. 1. This micro-
controller is attached in the robotic basis, and it was added to execute lower-level
routines, such as generate the DC motor’s control signal, control the wheel speed
and read the sensors from the robotic basis.

It was necessary to develop a plug-in for carrying the audio-serial commu-
nication. The other plug-ins, such as the one for accessing sensors, used the
default Cordova framework. The audio-serial adapter provides the communi-
cation between the robotic basis and the smartphone. Moreover, it uses the
smartphone’s P2 audio output which is the standard for current smartphones.

3.2 Users’ Interaction

The Coffee Platform provides the following features: (a) user account, (b) user
profile and project list, (c) create, edit, delete, share, and publish projects,
(d) download project list to the smartphone, (e) attach smartphone to the robotic
basis and (f) execute projects.

The need for some of the platform features were identified based on sys-
tems such as Scratch [8] for project sharing, Cally [12], N-Bot [3], Romo4 and
SmartBot5 for the use of a smartphone attached to a robot. Other features, as the
project publication in the main page, were proposed by the writers themselves.

3 http://cordova.apache.org.
4 http://www.romotive.com/.
5 http://www.overdriverobotics.com/.

http://cordova.apache.org
http://www.romotive.com/
http://www.overdriverobotics.com/
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The user interaction works as follows: initially, the user creates an account
and then access his or her projects through the page shown in the Fig. 3. In that
page the user can save or load other projects.

Fig. 3. Environment for block-based programming and list of projects.

In addition, in the Fig. 3 it is possible to observe a program based on the
Blockly library. That program makes the robot move forward until it finds an
obstacle fifteen centimetres ahead. If the robot finds it, the robot turns ninety
degrees to the right. As shown in the rectangle indicated by the letter “A”, there
is a panel where the user can access groups of blocks, such as mathematical,
conditional, and robot movements. The user can drag and fit blocks creating a
top-down execution logic for the program. Another feature is the project sharing
with other users or its publication in the main page through the menu indicated
by the rectangle containing the letter “B”.

Immediately after the user has saved a project, he/she is able to access his/her
account on the smartphone and load the Javascript code on the device. Then the
user can attach the smartphone to the robotic basis, connects the audio-serial
adapter and executes the selected program.

4 Case Study

This section presents the case study of the Coffee Platform’s and is organized as
follows: the platform’s presentation, an example of use, the questionnaires appli-
cation, the problem solving by students and the discussion about the platform.
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4.1 Dynamics

The Coffee Platform was applied in an introductory computer programming
course, at the end of the semester. The students were from different graduation
courses as Electrical Engineering and Physics, which implied in a variety of
previous experiences with programming and interests.

The activity included the participation of seven students, and it was con-
ducted on two different days with a interval of one week between them. Each day
presented a distinct scenario and, thus, each day revealed a different behaviour
on the students. On both days just one robot, located in front of the classroom,
was available for testing projects created by the students.

In the first day, classroom activities lasted two hours, and concurrently there
was a project delivery assigned by the professor of the course. This last activity
was not related to the use of Coffee. This fact divided the class among those
who had not delivered the project and those who were available to experiment
the platform.

The activity started with the presentation of the Coffee Platform’s goals and
features to the students. Moreover, a simple problem was exposed and solved
in class, making it possible to present the application’s features and the block-
based programming. The problem involved a simple route that the robot should
perform. The researchers presented an image of the route and the step-by-step
solution on the platform.

Right after the example, the students were informed that the participation
would be voluntary, and there would not be any kind of reward for that. Fur-
thermore, those who participated were invited to sign an informed consent form.
After that, students filled the pre-course questionnaire. Subsequently, other prob-
lems were presented so that they tried to solve them individually or in groups.
During the first day’s activities, there were some technical issues with the robot
that may have affected students’ impressions.

In the second day, the students were able to be fully dedicated to the platform.
The students who had little contact to the tool during the first day were able to
solve the initial problems. The resolution of complex problems such as making
the robot follow a black line or avoid obstacles was proposed for those who had
solved the basic challenges during the first day course.

After one hour of activities, the students were invited to answer the post-
course questionnaire and thereafter discuss about the tool. The discussion in
the classroom was important to gather information that would not be collected
with the questionnaires. These data aided to obtain more details of the students
impressions. In the second day, there were no significant technical issues.

In both days, the Coffee Platform development team sought to act as facili-
tators, and they instigated the students to develop their thinking skills without
giving immediate solutions to the students’ questions. The researchers sought to
focus on students’ learning and on their computational thinking development.

The Coffee platforms also provided a tutorial that was recommended when
students had some query regarding programming structures or operation of
blocks. This procedure characterizes the self-taught learning encouragement.
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However, some students experimented a trial and error approach. After com-
prehending the new knowledge, they applied it to solve the problem and finally
presented the solution to the facilitator in order to reflect about the steps taken.

One of the students’ knowledge deficiency noticed by the facilitators was
related to sequential thinking in a block program. For example, a student had
chosen all the blocks and the structures separately to solve a problem, however
he was not able to integrate them to solve it. In other situation, there was a
confusion about a boolean condition and the movement that the robot should
do whether that condition was activated. For these situations, the facilitators
identified the deficiencies and tried to correct the wrong concepts.

4.2 Questionnaires

A questionnaire inquiring about the motivational level of the students was devel-
oped based on the work of [9]. The applied questionnaire consists of two parts,
one applied before and another after the course.

The first part aims to outline the students’ profile, collect information about
their mobile devices and analyse some motivational components when the teach-
ing platform was introduced in the classroom.

The second part of the questionnaire captures some students’ motivational
components after the application of the teaching tool. The questions used the
Likert’s scale and covered motivational components i.e. Attention, Satisfaction,
Confidence, and Relevance. The students were also asked about their future
expectations involving programming and robotics courses.

4.3 Proposed Problems

For the elaboration of the problems, the features described by [7] were used. In
addition, tutorial guides were also made available.

The proposed problems involved computational thinking structures, such as:
sequenced instructions, control structures, and variables. The elaboration of a
list of exercises in the classroom was based in other experiments held by Robô
Fun!6 and [9].

The problems presented different levels of difficulty, and the most advanced
was challenging and complex because it involved several programming structures.
Some of them had multiple ways of solution. One of the examples used was the
problem in which the robot should follow a black line on the floor for which it
was found three distinct solutions before its application in the classroom.

5 Results and Discussion

This section presents the results obtained by the questionnaires the research
findings and the final discussion.

6 http://dainf.ct.utfpr.edu.br/peteco/2014/03/25/robo-fun/.

http://dainf.ct.utfpr.edu.br/peteco/2014/03/25/robo-fun/
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5.1 Questionnaire Results

The students’ responses regarding the motivational components in the pre and
post course are summarized in Table 3. In addition to the issues presented in
the table there were other questions that aimed to identify the students’ profile
(i.e. age, course in which they were enrolled at the university, and their smart-
phone characteristics). Next, it is presented some of the findings regarding each
motivational component.

Attention. In the pre-course questionnaire 14 % did not show indication of
attention to the use of robots in the classroom while others varied from neutral
to positive; on the other hand, in the post-course questionnaire, all questions
related to attention tended to neutral and positive answers.

Relevance. In the pre-course questionnaire, there was neutrality and dis-
agreement in the question: “I find Coffee useful in learning how to program”.
However, in the post-course, students answered only positively when asked about
the platform aid in testing the taught concepts.

Confidence. There was dispersion regarding the confidence of students,
especially when asked about the use of robots in the pre-course and the level of
difficulty of the presented problems. Another relevant point is that 86 % agreed
that the use of blocks in programming made the solution of the problems easier.

Attitude. Initially, the platform did not captivate all students: 43 % of the
students showed indifference in relation to its use.

Satisfaction. In general, there were positive answers since 86 % did not feel
bored or discouraged to use the tool, and only 14 % shown to be indifferent.

Future Expectations. As indicated, the students have divergent answers
regarding their expectations of taking other robotics and programming courses.

5.2 Research Findings and Discussion

The answers regarding the motivational components, in the pre-course question-
naire, indicate that the Physics and Chemistry students showed greater indiffer-
ence and even negativity when asked about the use of robots and of the Coffee
Platform. However, this negativity has changed after the activity.

The Chemistry student changed his opinion about the platform between the
beginning and the ending of the course. Initially, he strongly disagreed that
using robots to learn how to program caught his attention. In the post course
questionnaire, he turned neutral in this point. This indicates that it is possible
that the Coffee Platform aids in the motivational component “Attention”.

There was an overall improvement between the pre and post course for the
motivational component “Relevance”. That indicates that even those that shown
more resistance to use the tool, could find some relevant use for it.

Initially, some students did not feel confident in using robots to learn how
to program. This lack of confidence could be related to the absence of a cover
for the robotic platform to omit the electronic components. This possibility was
raised during the final discussion in class, and it would not be contemplated only
with the questionnaires and observations of the researchers.
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Table 3. Results of the questionnaires involving motivational components. E1: Strongly
disagree. E2 Disagree. E3: Neutral. E4: Agree. E5: Strongly agree.

Motiv. Com Stage Question E1 E2 E3 E4 E5

Attention Pre-course The usage of robots to learn how to

program grabs my attention

14% 0% 14% 14% 57%

Post-course The way Coffee was used to teach

programming helped to keep me

engaged

0% 0% 29% 14% 57%

Learning to program with a robot

stimulated my creativity

0% 0% 43% 29% 29%

Learning to program with blocks allowed

me to focus more in my learning

0% 0% 29% 29% 43%

The diversity of possible activities with

Coffee interested me

0% 0% 29% 43% 29%

Relevance Pre-course Using Coffee in class will help to learn

how to program effectively

0% 0% 29% 43% 29%

I find Coffee useful in learning how to

program

0% 14% 14% 43% 29%

Post-course I could relate the programming learning

with robots to my experiences and

expectations

0% 0% 29% 29% 43%

Using Coffee helped to test the concepts

taught in class

0% 0% 0% 14% 86%

Confidence Pre-course I believe that at the end of this course I

will have absorbed most of the taught

content

0% 14% 0% 43% 43%

Learning to program with robots is

intimidating to me

29% 29% 0% 43% 0%

Learning to program using blocks seems

simpler

0% 0% 29% 29% 43%

Post-course I could understand a little more about

the programming concepts using

Coffee

0% 0% 14% 43% 43%

The programming exercises were very

difficult

29% 14% 14% 29% 14%

The use of programming blocks made the

problem solution easier

0% 0% 14% 57% 29%

Learning to program and work with

Coffee was easy

0% 0% 43% 29% 29%

Learning to program with Coffee was so

abstract that it was hard to pay

attention in class

71% 29% 0% 0% 0%

Attitude and

Perceptions

Pre-course I look forward to using Coffee 0% 0% 43% 29% 29%

Satisfaction Post-course The way the Coffee was used to teach

programming left me bored /

discouraged

71% 14% 14% 0% 0%

Future courses

and expec-

tations

Post-course I intend to take more programming

courses

29% 14% 29% 14% 14%

I would not want to have to take more

programming related courses

14% 29% 29% 14% 14%

I would not want to have to take more

courses related to robotics

29% 0% 57% 0% 14%
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The lack of confidence in the pre-course was not reflected in the post-course.
Some possibilities raised by the facilitators’ observation and the final discussion
are: the use of the PBL and the students’ experience in the use of the robot.

When asked about the anxiety of using the Coffee Platform, three out of
seven students remained neutral. This demonstrates that the use of robots and
programming blocks do not imply curiosity and anxiety of all students. However,
it is worth mentioning that despite this indifference, none of them declared to
feel discouraged or disinterested while using the tool. Only one student remained
neutral in both answers.

The future expectations of the students were distinct and probably not
related to the use of the Coffee Platform. We hypothesize that there are two
factors for that: (a) the application in the classroom was not ideal. It would be
interesting that students could use the platform throughout the semester, there-
fore, consolidating their knowledge in programming with the aid of the platform.
This observation was also raised by a student in the classroom, strengthening
this hypothesis; (b) those who are indifferent to the use of the robots might not
always change their perspective regarding the subject. It should be noted that
the goal is not to get everyone to program professionally, given the diversity of
courses, but enhance the learning through a more motivating approach.

One of the most relevant comments in the discussion was the request that
platforms like Coffee to be used throughout similar courses. Students even
claimed that the tool was interesting to reduce the bias against programming,
and it could also aid in the comprehension of various course contents.

Another point in the evaluation of the platform is that the students did
not have any doubt concerning the Web page mechanisms, in other words, they
created accounts and projects prior to the presentation of these features.

The discussion held in the classroom allowed students to express their impres-
sions of the platform. It was clear the demand for an integrated simulator in the
Web page, so students could test the code before sending it to the robot. Another
request was the support of other textual programming languages

Statements of enthusiasms and the general class interest indicate that the
Coffee Platform has potential, and it should be applied and studied for an
extended period for the verification of the reported findings.

6 Conclusion

This paper presented the Coffee Platform, an education tool which relies in
block programming and robotics. The platform was applied in a classroom, and
through an evaluation based on students’ motivation and opinion, the platform
proved to be viable to classroom activities.

The Coffee Platform, in the way it was developed, allows its components to
be expanded. In the smartphone, it is possible to use other operating systems
by adding specific plug-ins. Furthermore, it is possible to replace the robotic
platform because of its loose coupling with the rest of the system.
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In a future research, the ideal environment for the adoption of this project
would be computer classes throughout the course, allowing computational think-
ing and, specifically, programming knowledge to be built gradually and assimi-
lated to other programming languages. It could also be added to the platform
features highlighted by the students in order to turn it more attractive.

For long-term applications, it would be interesting to analyse: the impli-
cations of the sharing and publishing of projects resources, adding periodical
monitoring, collecting logs, and including teacher’s evaluation since he/she has
great influence in the classroom environment.
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Abstract. The importance of an appropriate training is widely recognized in
the domain of emergency management. The goal of an efficient and effective
humanitarian emergency response can be better pursued, if responders are
appropriately prepared to address health, security and managerial concerns. In
this paper we propose the adoption of augmented reality mobile interfaces to
enhance the training efficacy for on-site crisis preparedness activities. The
system we propose originated from the idea to allow trainees to exploit AR
interaction and become quickly familiar with the mobile technology adopted
today in emergency response activities.

Keywords: Emergency management � Mobile interfaces � AR-based training
applications � Information sharing � Situation awareness

1 Introduction

Emergency management is a critical and continuously evolving research area, where
each single step to improve either methods or tools make a significant contribution
towards reducing human lives and resource losses. The awareness about this stimulates
professionals and researchers from the crisis management field to devote much effort to
define future research directions, whose results are in fact essential for drawing up an
agenda by public institutions and Civil Defence agencies to identify sectors where
investments could produce effective solutions.

The usage of Emergency Response Information Systems (ERIS) for the manage-
ment of activities meant to reduce the number of victims and damages and
restore quickly a safe situation, is largely promoted by several agencies, along with the
involvement of trained personnel for their immediate deployment. Besides traditional
sectors like geology, construction science, structural engineering, material science and
technology, information and communication technology (ICT) represents an across-
the-board sector that would contribute to enhancement in all aspects of crisis man-
agement. Currently, ICT already supports several aspects of crisis management and it is
paramount in some relevant activities that require promptness. Further ICT advances
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are required anyway, which could enable teams of practitioners to quickly make the
appropriate actions so as to further decrease losses both in terms of people and
damages [2]. Towards that goal, several research directions have been identified, all
sharing the observation that experiences of different actors and contributions from
relevant domains represent the only means to achieve stable and reliable solutions for
the crisis management [14].

In particular, the four phases of the emergency management process (preventing,
preparing, responding and restoring) have significantly benefited from the adoption of
integrated systems where procedures and standards are embedded within seamless
infrastructures. Moreover, relying on efficient organizational structures and effective
mechanisms for collaboration among operators represents a key factor when designing
an emergency management system. In particular, the emergency preparedness and
response phases include actions taken prior as well as during and after a disaster event
in order to reduce human and property losses. Such actions can be performed only if an
overall view of the evolving situation is available to those who make global strategic
decisions from a Command and Control Center or Centro Operativo Comunale (COC),
and to those who perform actions on the ground.

However, as argued by Jennex in [7], during a real situation where people are under
stress, the use of emergency information systems is often hindered by the lack of
familiarity with them. Unfamiliarity can notably impact the effective use of a new
technology in crisis situations. In this paper we propose a solution to the general
concern of training emergency responders so that they become familiar with the
adopted mobile technology and hence benefit from the enhanced situation awareness.
In addition to the continuous technical skill-upgrade required by the nature of the
humanitarian context, the importance of an appropriate training is widely recognized by
all the actors playing a role in the emergency domain. In particular, giving responders
information technology skills that help them to address health, security and managerial
concerns, represents a key factor to pursue the goal of an efficient and effective
humanitarian emergency response. Moreover, as shown in [5], enhancing the role of
the on-site operators can improve the collaboration among responders, and provide all
the actors with an increased situation awareness about the crisis evolution. Situation
awareness and shared mental models is gained when information is gathered from
multiple perspectives, acquired from the environment, or received by voice, or encoded
in artifacts [9]. Our proposal combines the pervasiveness of mobile technology, its
adoption for collaboration purposes with the intuitive interaction gained through
augmented reality, and its capability to engage and motivate trainees, also thanks to the
impactful visual cues provided by a visualization technique named Framy [12].
In particular, in this paper we propose an AR-based training system that, through two
different interactive visualization modalities leads the trainee within a scenario enriched
by a virtual content where data can be aggregated and associated with visual meta-
phors. By performing a set of suggested activities the trainee acquires familiarity with
the underlying technology both in terms of functionality and participation in the whole
decision making. As a matter of fact, he/she is immediately informed about the effect of
his interaction thus improving his/her situation awareness.

The remainder of the paper is organized as follows. Section 2 presents some related
research on training methodologies and techniques in the domain of emergency
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management. Section 3 recalls the technology, which underlies the AR-based training
system. In Sect. 4 we explain how the proposed training system works, describing its
adoption inside a realistic scenario of use during a training session. In Sect. 5 the
system architecture is described. Some conclusions are finally drawn in Sect. 6.

2 Related Work

The re-creation of realistic environments where emergency response simulations can
take place is considered paramount for effective training in emergency situations [4].
Jackson et al. [6] underline the importance of training activities that rely on realis-
tic operational or situational scenarios. They also highlight that by learning from the
effects of simulation training, crisis management agencies may gain better acquaintance
with respect to the preparation for actual event management. Such beliefs have greatly
encouraged the use of Virtual Reality to simulate crisis management activities as a way
to increase safety standards, while retaining efficiency and reducing training costs.
Similar benefits coming from the adoption of VR intelligent simulators have long been
experienced in the general field of education and training [8]. Compared to traditional
training techniques, the trainee becomes an actor of the simulated scenario and
improves his/her cognitive and spatial skills and understanding through practice.

Several systems have been proposed to assist emergency management teams during
training activities within immersive environments [10]. However, one issue with the
adoption of 3D virtual environments is that their construction is hard and in most cases
restricted to specific emergency situations.

Aedo et al. [1] have suggested as a solution the design of emergency services
training software tools for Emergency Planning, which are highly configurable, easy to
use, and capable of reproducing different scenarios. With their simulation authoring
system they emphasize the need to allow simulation designers to overcome problems
related to the complexity of 3D virtual environments and to represent realistic situations
and different action paths that can support the training processes. We fully embraced
this thesis and decided to investigate the use of AR technology as a way to increase
trainees’ engagement and motivation. The system we propose originated from the idea
to enhance the efficacy of existing training procedures allowing emergency responder
trainees to exploit AR interaction and become quickly familiar with the mobile tech-
nology adopted today in response activities.

3 Background

In this section we briefly recall the technology underlying the AR-based training
system we present, namely the information visualization technique Framy, the AR
mobile interface Link2U and the spreadsheet-mediated collaborative system developed
for the emergency management.

Framy was conceived to enhance geographic information visualization on small-
sized displays through qualitative synthesis of both the on- and off-screen space
[11, 12]. By displaying semi-transparent colored frames along the border of the device
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screen, users are provided with clues about the object and phenomena distribution.
Each frame is partitioned and colored with a saturation index, whose intensity is
proportional to the result of an aggregate function which summarizes a property of the
objects and phenomena located in the corresponding map sector either inside or outside
the screen. The higher the result, the greater the intensity.

Figure 1 illustrates a mobile device embedding Framy. The frame is partitioned into
8 yellow colored portions. The intensity of each portion is proportional to the number
of POIs located around the map focus.

As for Link2U, it is an integrated solution for mobile devices which combines the
potential of augmented reality with the ability to “communicate” of the social network
[3]. It is based on two different visualization modalities, namely MapMode and
LiveMode. The former is shown in Fig. 2(a), it corresponds to the classic two-
dimensional map view, where paths and geographic objects of interest are drawn on the
map. The latter is illustrated in Fig. 2(b), it exploits the augmented reality both
to improve users’ sensory perception about objects located inside the camera visual
field, and to provide visual clues of those located beyond that can be visualized as
aggregated data.

Fig. 1. An example of (on/off-)screen subdivision accomplished by Framy (Color figure online)

(a)         (b) 

Fig. 2. (a) MapMode visualization of POIs and users’ position. (b) LiveMode representation of a
user’s position.
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Finally, the work described in [5] represents a solution to some relevant require-
ments distilled during one of the earthquake simulation events that the Italy Civil
Defence Agency periodically organizes in seismic territories. The result consists of a
spreadsheet-mediated collaborative system that combines the advantages of mobile
devices with the high potentials of spreadsheets for supporting operators acting on
a wide geographic area and requiring advanced tools for geodata collection and
management. Figure 3 shows how quantitative and qualitative aspects of a situation can
be displayed and shared on the same device. In particular, Fig. 3(a) shows a spreadsheet
shared among on-site operators about census information of a gathering area. In Fig. 3
(b) the same information is summarized and visualized through the Framy visualization
technique.

In order to achieve the goal of our present research work, the above mentioned
visualization techniques have been combined and embedded into a unique application
to allow users of more complex systems to perform training sessions and acquire
familiarity with the underlying advanced technology. In particular, the Framy capa-
bility of synthesis may help on-site responders and decision makers working in critical
situations identify more convenient solutions which may not be directly seen from
elsewhere, and evaluate constraints not detectable from remote sensors. Moreover, an
overview of the surrounding world, captured through MapMode and then LiveMode,
can help users generalize or detail the content of a given space. Finally, the integration
of AR-based functionality can enhance users’ awareness about a situation and provide
them with an improved user experience.

In the next section we explain how the proposed training system works, describing
its adoption inside a realistic scenario of use during a training session.

(a) (b) 

Fig. 3. (a) the spreadsheet-based information and (b) the Framy view of it
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4 The Use of Augmented Reality to Improve
Trainee’s Experience

In [5] we described a contextual inquiry conducted in collaboration with the Civil
Defence Agency of the town of Montemiletto, in the South of Italy. We observed the
emergency management activities carried out during a simulation event and were able
to understand the importance of performing appropriate training activities through
periodic simulations. Indeed, each emergency plan ends with a validation phase aiming
at facing possible exceptions caused by both human factors and temporary objective
impediments. During that phase it is relevant to schedule targeted training activities
which may contribute to tune the involved parameters (residents, personnel and tools)
of the underlying protocol, by taking into account both general requirements by
national regulations and local availability and supply.

In the present section we depict a scenario illustrating how the system works when
it is used for training sessions addressed to the emergency responders. Basically, two
main categories of actors are considered, the designer of the simulation scenarios and
the system stakeholders. The first category comprises people involved in the design of
the simulation tasks with a deep experience in the field of the emergency management
and in the conception of related evolving scenarios, for training purposes. The system
stakeholder category includes people from the emergency response team, who have to
learn both the system functionality and the protocols for the emergency management.
The aim is to provide emergency trainers with a usable tool by which as many realistic
situations as possible could be simulated.

In the following scenario, the simulation event takes place in Battipaglia (Salerno),
a city in the South of Italy (Geographic coordinates 40.617 °N 14.983 °E). Basic
information about the simulated situation is initially shared among participants, as
follows. The territory is divided into 4 gathering area and 3 shelters. Each GA is
associated with three local responders. The decision on how to distribute evacuees
across the shelters is made taking into account the number of people to evacuate,
information about their family composition, the number of vacancies at each shelter
and the road status.

Once the simulation event is started, a configured map is deployed by on-site
responders/trainees, as shown in Fig. 4. The green line identifies the involved gathering
area (GA1) while the cyan area indicates the associated shelter. Red polygons highlight
seven crashed buildings. Some of them are also associated with a red cross which
identifies places where people have died or are injured (black and blue numbers,
respectively). The configuration map contains also the coordinates where roads are
interrupted and traffic must be redirected, a no-entry signal is used to illustrate those
interruptions.

Figure 5 shows an example of a see-through image appearing to the trainee.
Basically, in order to understand whether a building is damaged, the trainee should
reach it and verify its current status. To make the status of a damaged building
immediately evident, in the LiveMode modality it appears surrounded by a red line
filled by a semitransparent red color. Moreover, information concerning the building
and the associated GA is visualized on the left side. On the top, Building info
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summaries the current situation about people living in the building, e.g., 3 families, 10
persons, the number of the currently recorded ones, the number of missing people, and
finally, their health status, e.g., sane, injured or deceased. In this way, the trainee has an
immediate view of the situation and can perform the appropriate operations. On the
bottom, there is a general description of the gathering area he is managing, thus
providing him with a complete view of the emergency management plan execution.

Once the trainee has reached the building, he has to perform the actions expected by
the protocol. Each action is simulated on site and then it actually results in an inter-
action with the underlying system, such as notifying the building status and updating
any number about the Building info. In particular, he needs to check both the status of
the building and the condition of people living there (as shown on the top-left side by

Fig. 4. The configuration map at t0 time

Fig. 5. The building as it appears to the trainee when its status is changed to crashed (Color
figure online)
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the training software). In this case, the trainee can interact with the other software
components, namely Framy and the collaborative spreadsheet. Framy allows him to
identify the building on the map through the MapMode view. Then, he has to update
the new status. Moreover, he has to add information about the current status of resi-
dents starting from data shown in the AR-based LiveMode view. Figure 6(a) illustrates
the spreadsheet with which the trainee can interact in order to list residents and update
their status. Once he has completed the survey, his modifications immediately appear in
the AR-based LiveMode view and the area surrounding the building is set to green, as
shown in Fig. 6(b).

The usage of the AR-enriched LiveMode view along with the collaborative
spreadsheet and Framy allows the trainee to immediately provide the COC with
information about the current crisis evolution. Moreover, he is timely made aware of
the contribution he has produced within the task thanks to the prompt update displayed
on the screen. This aspect is fundamental to gain a more collaborative involvement by
trainees during the training session because it generates a greater situation awareness
and stimulates confidence in the new technology.

(a) 

(b) 

Fig. 6. (a) the spreadsheet for people status insertion, (b) the new AR-based view (Color figure
online)
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5 System Architecture

The client-server architecture on which the system is based reflects the dichotomy of
the actor categories: experts-server vs trainees-clients. In particular, this architecture
may be decomposed into several components. As shown in Fig. 7, some components,
such as SIRIO, are provided by third-party and are necessary for preserving experts’
knowledge and handling the current emergency management processes. In particular,
the server side consists of three modules fully interoperable with SIRIO. The first one is
addressed to the global management of the system, it integrates SIRIO with the other
modules in a single environment and distributes data among parts. The information
sharing is managed by the information sharing module (ISM) while the training
management is delegated to the training management module (TMM). Basically, the
ISM module captures the information generated by the SIRIO module in order to share
it with clients and, vice versa, it receives information by the clients and forwards it to
SIRIO to be computed. The TMM module works as a client even though it is located
on the server side, it is necessary to build scenarios for the trainees. It embeds a GIS
and allows to describe the evolution of the emergency in a real-time mode. In fact, the
changes applied to the emergency map are automatically sent to the ISM and then to
the clients. When they receive those updates, they manage them by using the VR
module located on the client side.

As previously stated, in order to contribute to the designers’ activities we developed
a GIS module (TMM) where it is possible to set a number of events for featuring
emergencies, such as the position of evacuees and the condition of some buildings.

Fig. 7. The use of the collaborative system during a simulation session
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An important characteristic of this system must be the ability to describe evolving
events made up of successive sub-events. To this aim, the system embeds a temporal
GIS where data consists of a spatial and a time component.

On the client side, the main components are Framy, the shared spreadsheet and the
AR module. As for Framy, a fundamental requirement is that the trainee should be able
to comprehend changes also in terms of temporal crisis evolution. Thus, colored frames
are used to represent comparative views of the same zone. This capability is important
from a training point of view to acquire a complete browsing experience useful to
improve responders’ familiarity with new technologies. Details about the aggregate
values associated to each sector, such as the number of POIs and their distances from
specified locations, may be required by tapping on the corresponding sector. The
prototype featuring the present version of Framy has been developed by using Google
API for the Android platform. It represents a framework specifically conceived for
geographic mapping visualization and allows users both to download maps from
Google Maps and to manage many typical GIS operations usually required from
navigation devices. Moreover, based on tactile input and non-speech sound output
as alternative interaction modalities, the prototype also offers a more appropriate
interaction for users who experience difficulties due to specific environmental
conditions [13].

The AR module exploits Link2U. Here, trainees can exploit both mobile devices
and laptops, which are commonly provided with an integrated camera for video-image
capture, a Global Position System (GPS) device to detect the position, a compass and
motion sensors to detect user’s point of view. In an AR-enhanced LiveMode view,
visual metaphors are superimposed on the image captured by the camera phone where
phenomena and objects of interest are visualized.

Finally, as explained in Sect. 3, the collaborative work is based on the shared
spreadsheets, where the communication between the central application SIRIO and the
mobile application exploits web services based on Apache Axis 2 and Apache Tomcat.
Further details can be found in [5].

6 Conclusions

Starting from a productive field trail acquired in the domain of the emergency response,
in this paper we propose an innovative approach to address the general concern of
training emergency responders, which integrates some recent results from the field of
information visualization, spatial data management and human-computer interaction. In
particular, in this paper we show how an advanced visualization technique embedding
visual summary metaphors could be integrated with AR functions in order to support
responders in acquiring familiarity with new technologies and thus be well prepared to
face health, security and managerial concerns in agreement with the protocol estab-
lished by the Civil Defence Agency.

The proposed system aims to make the trainee with a scenario where an emergency
situation is simulated. Through the interaction with a mobile device, the trainee is
requested to perform some specific tasks that might result difficult to perform during a
real situation where people are under stress. Such scenarios can be customized
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according to the skills of each trainee, thus bridging the gap between a specific tech-
nology feature and the responder who is going to use it.

An initial analysis of some demonstrator training sessions has confirmed that the
AR functionality supports trainees when building their personal mobile experience with
new technologies. They benefit from a shareable low cost “ubiquitous learning” thanks
to the pervasiveness of the necessary hardware. Moreover, the involvement of pro-
fessionals and volunteers in designing personalized training sessions reveals to be
important in order to obtain a higher level of matching between a virtual content and a
real emergency situation.
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Abstract. Previous research has found that in many cases, paper-based materials
are better tools than digital-based products for learning and memorizing words.
However, the advantage of digital media is that functions can be easily added. In
this paper, we demonstrate a new digital system for memorizing words that is
connected to the real world for each word. The use of this system is based on
taking photos in daily life. The system detects the squares in the photo taken, and
the square becomes the space for a word. We present a design and an evaluation
using a mock-up of the system.

Keywords: Memory · Learning words · Photo · Smartphone

1 Introduction

Recently, with the development of smartphones and tablet devices, analog devices like
paper are gradually being replaced by digital devices. Even in the academic sphere, tablet
devices are being actively championed as notebook and pencil replacements. For
example, in Saga prefecture, tablet devices are used at high schools [1], and for corre‐
spondence courses run by a major company for elementary schoolchildren, an original
tablet device has been adopted [2]. However, the effectiveness of these digital devices
compared with that of analog systems has not yet been widely investigated.

Some researches has compared the use of paper and digital media [3, 4]; however,
only the moment at which the user was actually using one of these two media was
considered. We previously researched the ability of a group of Japanese and German
subjects to remember words the following day, three days after learning and a week after
they first tried to memorize them [5, 6]. The results demonstrated that users who want
to learn in the short term would benefit from using digital media only if they had signif‐
icant experience using digital media. However, if a user wants to learn something over
the long term, paper-based learning materials may be better. Our research was based on
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testing with the flash card method for learning and memorizing. This method is very
popular among Japanese and German students.

We concluded that digital media was not so effective when the digital media product
was similar to the paper product. Therefore, to effectively utilize the features of the
digital media devices, the learning products need to be associated with the advanced
functions. For example, the camera device in smartphones is noteworthy, because
everyone has a smartphone with them, especially young people, who enjoy taking
pictures in daily life.

Also, in our former research, we came to the conclusion that the feeling of the paper
or the turning up of the card could contribute to memory retention. There is a mnemonic
from ancient times called the “memory palace,” which enhances memory by putting
information in a familiar place in the brain. With this method, people are able to organize
and recall information well, so, for that reason, many memory contest champions claim
to use this method [7]. We believed that this method could work not only in the brain,
but also in the smartphone through taking pictures. When the user takes pictures, the
pictures change into vocabulary flash cards, so the user can recall words such as, “in
place X there was word A.”

We have developed a new digital system for memorizing words that is connected to
the real world for each word. This system is based on taking photos in daily life. The
system detects squares in the photo, and the square becomes the space for one word. In
this paper, we talk about the design and evaluation using a prototype.

2 Überall System

2.1 Concept

Previous research has indicated that paper-based materials are better tools than digital-
based media for learning and memorizing words. However, the advantage of digital
media is that functions can be easily added. We developed a new digital system for
memorizing words, which is connected to the real world for each new word. To use this
system, users first take a photo. The system then detects squares in the photo, and this
square becomes the space for a word. There have been both books and learning systems
that use pictures to illustrate new words [8], but in our system, we use pictures from
daily life that are not consistent with the meaning of the words (Fig. 2).

We call this system Überall, which means everywhere in German. Any location can
be used to create a flash card when a photo is taken. It is speculated that users can
memorize more words using this digital media system. Überall is designed to make
learning fun. Most language learners these days take photos anytime and anywhere in
daily life. This is especially true in Japan, where taking photos is a normal everyday
behavior. People take photos of food, information on the street, or classroom shots.
Therefore, because taking photos is so common, this system should be easy to use. We
have chosen a German word for the name of the system, because the “Ü” from Überall
resembles a smiley face.
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3 Experiment

3.1 Überall Prototype

To evaluate the learning words system, we developed a prototype using POP (Fig. 3),
which is an application for simulating the screen transition on smartphones. With POP,
we could use many images, and users could also click on a part of the image and move
to other pages.

Unfortunately, POP is unable to work with the smartphone’s camera device. Because
of that, we used pictures that were taken previously, but the users needed to behave as
if they had taken these pictures. As Fig. 4 shows, at first the users only see the photo.
Then they press the button as if they are taking a picture and the photo changes to a
photo with words, which represents the mock-up of the smartphone’s camera device.

We developed 81 pages for this prototype. Fourteen photos were taken on the Keio
University campus in Shonanda, Japan. The developed pages were based on the 14
photos and contained photos, the same photos with words, a magnification of the words
and the main Überall screen.

Until the users looked through all the words once, they were unable to look back at
the previous word, so they could only go on the next word. Once all words have been
studied, then users can freely browse all other words.

3.2 Experiment

Twenty students from Keio University were selected as participants, with the equal
number of males and females. The average age of the subjects was 20.6 years, with the
youngest being 18 years and the oldest being 26 years. None of the subjects had eyesight
problems. The average duration of smartphone use was 44.1 months, with the shortest
being 20 months and the longest being 104 months. The average duration of PC use was
7 years and 4.3 months, with the shortest being 3 years and the longest being 12 years.
In Japan, children generally do not study English before 12 years.

3.3 Environment of Experiment

The influence of the application was investigated by testing how the students remem‐
bered the words on the following day, three days after and one week after. Therefore
the test was conducted several times to verify how well the students learned. We used
the iPod touch 4th generation, which has a 3.5 in. widescreen multitouch display and a
960 × 640 pixel resolution at 326 pixels/in. We used the font “MS P ����” for
Japanese and the font “Calibri” for English.

3.4 Flash Card Contents

In the prototype, the flash card set had 10 words in English and 10 words in Japanese.
As the users were Japanese, difficult ideograms were chosen for the test. In Japan, an
examination called the Japanese Aptitude Kanji Test is used to check student’s knowl‐
edge of Japanese Characters. For our test, we used ideograms that had the same level of
difficulty as that examination [8]. A phonetic symbol for the Japanese syllabary was
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added to ideograms. The English also had the same level of difficulty that a language
teaching company in Japan “Alc” gives definitions [9]. The level of the Alc English
words in the experiment is the advanced level over upper intermediate.

We developed a list of words with microsoft excel and randomly chose words both
in Japanese and English.

3.5 Process

In former research, subjects were given 2 min to learn 20 words using two different types
of media [5, 6]. However, subjects using Überall were required to do additional activities
such as taking pictures, i.e., this additional work depends on the motivation and the interest
of the individuals. We fixed the system so that the subjects could decide on the completion
time by themselves, and they had to inform us if they thought they had learnt all the words.

On the following day, three days after the initial learning period and a week after,
subjects received an email with a vocabulary test, which comprised 10 words; 2 words
belonged to the group of 10 that had already been learned in the Überall prototype, with
the remainder being new words (Fig. 5).

We set aside one week for the test period. We also tried a one month experiment,
but there were only small differences between the results a week after and a month after
memorizing the words. Psychologist Hermann Ebbinghaus did an experiment and
developed a “forgetting curve.” In the forgetting curve, there was only a 4 % difference
between recall after a week and recall after a month.

3.6 Questionnaire

After the subjects had used the Überall prototype, they completed a questionnaire. The first
part of the questionnaire collected personal data such as age, sex, and eyesight. The second
part was a confirmation as to whether the Überall prototype effectively recreated the work‐
ings of the camera device. For that we asked two questions: one about whether the subjects
had understood where the photos had been taken and the other about their impressions of
the quality of the photos. Subjects answered on a scale of 1–7. The third part of the ques‐
tionnaire asked subjects to give a free description about the use of the system.

When the subjects took the tests, we asked them how they recalled the information,
with “Only words,” “Words and some photos which came with the words,” “Words and
photos,” “Photos and some words that came with the photos” or “Only photos.”

4 Results

4.1 Experiment Scores

Each word was given a score of 1 point. The number of subjects was 20 and each subject
could have a maximum of 2 points. Therefore, the maximum score overall was 40 points.
The graph below presents the results with the average scores (Fig. 6).

The average prototype use time was 5 min 27 s. The shortest was 1 min 42 s and the
longest was 12 min 5 s.
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We first tested whether subjects chose words that they already learned, and conducted
an additional test to check whether they could memorize a phonetic symbol. One ideo‐
gram had been allocated an incorrect phonetic symbol, so we asked subjects how they
would read the word. The word used was “��,” which should be read “��	

(reirou),” but was given as “����(reisei)” in the experiment. 16 subjects answered
“����(reisei)” incorrectly as they had learned this using the prototype. The results
demonstrated that the subjects could memorize many words using Überall and that they
could recall these words well a week after memorizing them. From these results, then,
we can say that the Überall learning words system was successful.

4.2 Questionnaire Results

4.2.1 Recreation of the Memory Palace
People who use the mnemonic memory palace put information in a familiar place in their
brain. The subjects could recreate this type of memory system using the Überall prototype
on smartphones, and in this experiment, even though the subjects could not take photos
themselves, they could behave as if they had taken the photos. Therefore, we needed to
confirm whether it was possible to recreate the workings of the camera device. We first
asked whether subjects had understood where the photos were taken on a scale of 1–7,
where level 1 was “I could understand every place” and level 7 was “I couldn’t understand
any of the places.” All subjects answered with a 1 or 2, with the average being 1.3.

4.2.2 Connection Between the Photos and the Words
We asked the subject how impressive the photos were on a scale of 1–7, with level 1
being “the Photos were very impressive” and level 7 being “the photos do not give me
any impression.” The average level was 2.6, with most answers being between 1 and 5.

When the subjects took the tests on the following day, three days after and a week
after memorizing the words, we asked them how they had recalled the information. The
following table presents the choices and the responses. Many subjects chose the category
“Only words” or “Words and some photos which came with the words,” indicating that
they recalled the photos from the words. None of subjects said that they recalled the
words from the photos (Table 1).

Table 1. Information recall method

1 Day 3 Days 7 Days

Only words 10 13 16

Words → photos 9 4 3

Words and photos 1 2 1

Photos → words 0 0 0

Only photos 0 1 0
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4.2.3 Impressions About Überall
This part of the questionnaire was a free description. Some of the opinions given were
“I felt like I was putting words in my brain when learning the words, and this system
seems to put the words in a familiar place so I feel good about it,” “Mapping words in
daily life is interesting,” “The words came up in various ways, so I could learn words
enjoyably”, and “I was surprised that I could remember many words after only looking
at them once.”

On the other hand, there were some opinions such as “It may be better if the photos
were connected to the meaning of words” or “It was hard to remember when there were
2 words on a photo.”

5 Discussion

5.1 Relation Between Learning Time and Results

When we reviewed the results of those subjects who only got 1 point (max. 2 point and
the average point was 1.8 points) when learning Japanese, they were found to have used
the prototype for 4 min 2 s on average, which was approximately 1 min shorter than the
average use (5 min 27 s). We developed a table that shows the relation between the
learning time and the results. Five subjects who had used the prototype for a minimum
time were chosen (Table 2).

Table 2. Relation between learning time and results

5 subjects with
minimum time

Whole
subjects

Japanese 1 day 1.8 1.8

3 days 1.8 1.9

7 days 2 1.9

English 1 day 1.6 1.7

3 days 1.4 1.8

7 days 1.2 1.5

From this table, it can be seen that there are only a few differences. In short, the
learning time did not appear to have a large effect on the results. Firstly, the subjects did
not find the learning time very long, and one subject said he could learn easily.
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5.2 Relation Between Words and Places

A notable result was the way subjects recalled the information. Many subjects answered
“Only words” or “Words and some photos which came with the words.” When we
checked with the subjects who did not recall the words well, 4 out of 5 of these subjects
had chosen “Only words.” On the contrary, when we checked with the subjects who had
recalled the words well, almost all had chosen “Words and some photos which came
with the words.”

Admittedly there were some problems, for example, we did not ask them what
methods they had used to recall the words and photos, but supposed that they
recalled the places if they were unable to recall the photos. Nonetheless, the results
suggested that those subjects who had good recall had been able to connect the words
and photos well.

In addition, although we used pictures that had been taken previously, the users were
required to behave as if they had taken the pictures. We believe that if the subjects had
taken the photos themselves, the connection between the words and places could have
been better.

5.3 Comparison with Paper Flash Cards

We compared the Überall results with the results that we had from former research [5, 6].
These two approaches had similar subjects as the subjects came from Keio University.
The average age of subjects in this experiment was 20.6 years and the average age of
subjects in the former experiment was 20.1 years. Subjects from this experiment had a
longer experience in using smartphones, but a shorter experience in using a PC than the
subjects from the former research. Consequently, there was only a small difference in
experience with digital devices.

In our former research, we compared the use of paper flash cards with digital
flash cards. The results demonstrated that the subjects could recall more words in
Japanese or English when using the paper flash cards as a learning tool. However,
when we compared the results of the English vocabulary one day after, the points
scored for digital media were higher. We believe that this could happen if users had
many years of experience with digital media. During the following tests, having such
an experience did not appear to make any difference as the results demonstrated that
the paper flash cards were more effective. We compared the results using the paper
flash cards at first.

5.3.1 Comparison in Learning English
Figure 7 presents the average score for the results and the standard deviations. The
average score was gradually lowered when using the paper flash cards. The differences
between using the paper flash cards and using Überall were 0.6 on the following day,
0.75 after three days, and 0.8 points after a week.

154 R. Shimizu and K. Ogawa



We surmise that these results may be due to the additional information. The paper
flash cards have additional information such as the feeling of the paper or the turning
up a card, which can strengthen fixing the word in memory. However, Überall also has
additional information such as places and images of the places.

5.3.2 Comparison for Learning Japanese
Figure 8 presents the average score for the results and the standard deviations. The
average score increased a week after memorizing the words when using the paper flash
cards. However, when using Überall, the average score increased at three days after
memorizing the words and this level was maintained after a week.

While it is recognized that the data are insufficient to make sweeping conclusions,
it does seem that subjects could remember not only the words itself, but also the phonetic
symbols when learning Japanese, because 80 % of the subjects had answered with the
wrong phonetic symbol, which they had learned as part of this experiment.

5.4 Comparison with Simply Electronic Flash Cards

The results are presented in Fig. 9. In the graph, Überall is compared with simple elec‐
tronic flash cards. The appearance of the simply electronic flash cards is in Fig. 1 on
page 2. This version has a similar appearance to the paper flash cards but users could
only swipe the multitouch screen interface to see the next or previous words.

Fig. 1. Paper-based flash cards and its digital equivalent

Fig. 2. Scenes from using Überall
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Fig. 3. Überall prototype

Fig. 4. Representation of the working of the camera device in the prototype

Fig. 5. Test example
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Fig. 6. Score for Japanese and English by Überall
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Fig. 7. Comparison for learning English

The difference on the following day was small, but it can be seen that recall three
days after and one week after was significantly higher for Überall, indicating that Überall
is a more effective vocabulary learning tool than simply electronic flash cards. The
simply electronic flash cards have little additional information. As outlined, it appears
that additional information makes it easier to recall words.
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6 Conclusion

In this paper, we propose a new digital system, called Überall, to memorize words that
are located in the real world and are associated with visual clues from the associated
pictures. The prototype of Überall had been tested on 20 subjects.

When using Überall, users required more time for learning, because they had to take
pictures to make the flash cards. Nonetheless, through this experiment, it can be
concluded that Überall is both effective and enjoyable. The usefulness of Überall was
found to be better than that of paper flash cards.
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Fig. 8. Comparison for learning Japanese
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Fig. 9. Comparison with simply electronic flash cards
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The main results and conclusions that can be taken from this experiment:

• Users could memorize and recall words when using Überall irrespective of the time
they spent using it.

• When users could connect places and words well, they were found to have an effective
recall.

• Überall was found to be a better tool for learning words than paper flash cards.

In the experiment, we only used a prototype of Überall. When we develop the final
Überall version on the basis of the same concepts, users would be able to take their own
pictures and develop their own vocabulary learning lists. It is reasonable to suppose that
this real experience may be even more effective. Future work will focus on the use of
the final system to assess this supposition.

Besides our research intention to test the effectiveness of the final system, we also
intend to explore the following questions: “Is it better if words are related to pictures?”;
“How many words should be on one picture?”; and “What kind of place is effective?”.
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Abstract. The increasing popularity of distance education courses, including
Massive Open Online Courses (MOOCs), creates a demand for the production
of quality video-based educational material. In order to reduce the costs
involved in the production of video lectures, several researchers have investi-
gated alternatives for capture and access systems which automatically capture
lecture contents to generate corresponding video lectures. We also developed a
system for this purpose; however our system generates Interactive Multimedia
Learning Objects (iMLO) instead of a traditional (linear) video lecture. The
iMLO’s features and its interface are important issues for the development of the
capture and access system. Interface aspects, such as which are proper ways to
present content for users and which navigation facilities are more useful, are
distinctive requirements and may impact the user experience. In this paper we
present a novel design for the iMLOs which results from an evolution process
supported by feedbacks from the main stakeholders: students and lecturers. The
feedbacks have been acquired by analyzing the interaction of students with the
iMLOs in real scenarios. Based on these feedbacks, we have identified several
design implications. We present the proposed interfaces and proof-of-concepts
implementations and report lessons learned during the development of the final
design solution, which can guide other designers in the conception of new
iMLOs. The whole process is documented by means of Design Rationale.

Keywords: Multimedia learning object � Design solution � Design rationale �
Capture and access

1 Introduction

Although recording lectures is a common practice in many universities, the production
of quality video lectures demands a high operational cost (cameraman, video director,
editors and other audiovisual professionals). To reduce the operational cost, many tools
for automatic lecture’s capture were developed ([2, 4, 7, 11]). However, the majority of
the capture tools only records video/audio streams and generates, as a result, a single
video/audio stream, as a video lecture or a podcast.
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The classroom itself can be viewed as a rich multimedia environment where
audiovisual information is combined with annotating activities [1]. Furthermore, the
context of the class (e.g. the slide that is being presented, what the lecturer is saying,
where he is looking, etc.) and how the different audiovisual contents relate to each other
are also important. Such classroom experience and context are usually lost in a cap-
tured lecture. We developed a system to capture and retrieve lectures that aims to
minimize such loss. Moreover, instead of a single video stream, the system produces an
interactive multivideo iMLO that is made available for the students. From the iMLO,
the lecture may be reconstituted and explored in dimensions not achievable in the
classroom. The student may be able, for example, to get multiple synchronized
audiovisual content that includes the slide presentation, the whiteboard content, video
stream with focus on the lecturer, among others. The student has the option to choose
what content is more important to be exhibited in full screen and may also perform
semantic browsing using points of interest like slides transitions, spoken keywords, etc.

The set of features offered by the iMLO and its interface are key issues in the
system developed. In this paper we present a design solution for iMLO which has
undergone an evolution process supported by feedbacks from the main stakeholders:
students and professors. The feedbacks have been acquired by analyzing the log of
students’ interactions with the iMLO and from case studies carried out in real scenarios.
Based on these feedbacks, several interface elements were added to iMLO and eval-
uated. We report the design evolution for the iMLO, starting with a mockup interface,
passing through some proof-of-concept implementations until reaching the final design
solution. Thanks to experience of designing the iMLO, we are able to report some
learned lessons which may guide other designers in the development of innovative
learning objects. The interface evolution process is documented by means of the
Design Rationale technique [8].

In the next sections we present other iMLOs’ design solutions, a brief description of
the system developed, the case studies carried out, the interface design evolution and
learned lessons. We finish with conclusions and future work.

2 Related Work

In the work of Liu et al. [9], the iMLO is compound of a single video stream and a set
of slides that are not synchronized with the video. Students do not have autonomy to
choose the camera that gives them the best vie. Moreover, they cannot navigate by
points of interest, as allowed in the iMLO generated by our system.

ClassX is a tool designed for online lecture delivery [7]. A live lecture is captured
by a high definition camera split in several virtual standard resolution cameras. By
using tracking techniques, the most appropriated virtual camera for a given moment is
chosen. Students may choose a different stream from another virtual camera or even the
original high definition stream. A synchronized slide presentation is offered.

REPLAY [12] offers similar features to the aforementioned systems. In addition it
uses computer vision to recognize written words, and employs MPEG-7 to index the
videos. Although REPLAY allows more navigation alternatives than the previous
systems, it does not offer spatial navigation facilities.
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Other authors report iMLOs with more features ([2–5]), however, the authors did
not consider issues related to interface.

3 Capture and Access System

In this section we present a brief description of the system for capturing lecture-style
presentations. A more detailed discussion can be found elsewhere [14].

Figure 1 depicts an overview of tools and components that compound the system.
A lecturer goes to an Intrumentalized Classroom where he or she delivers a lecture. The
instrumentalized classroom contains physical devices, such as video cameras, micro-
phones, electronic whiteboard, slide projector, etc. Computers connected to the phys-
ical devices capture all data and store them as video and audio streams. Our system
allows to lecturer split presentation into modules. This is useful to better organize the
content of lecture. It also allows the lecturer to take breaks during the recording process
and the students to navigate in the modules of the iMLO.

When capture process is finished, captured streams are sent to the Lecture Server,
where they will be analyzed and engineered in an iMLO. By using computational vision
techniques, we extract contextual information from the streams, such as a slide transition
or when the professor interacts with an electronic whiteboard. We named this contextual
information as Points of Interest and they are used to provide semantic browsing on the
iMLO. By combining the video streams with the contextual information, an interactive
multi-video multimedia learning object is generated. This iMLO is stored on the Web
and can be integrated with a Learning Managing System (LMS).

The iMLOs are built using Nested Context Language (NCL), a language for au-
thory of hypermedia documents. NCL also support Lua scripts to implement features
that are beyond the media synchronization domain. Since NCL is a standard for iDTV
and IPTV [6], the iMLO can be presented at compatible set-top-boxes (STB). More-
over, they can be presented in HTML5-compatible browser thanks to WebNCL [10].

Fig. 1. System overview
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4 Case Studies

4.1 Pilot

This first pilot case study used an iMLO generated with the interface of the first proof-
of-concept (see Fig. 5(a)). The iMLO was presented to 10 students and 3 professors
which had the opportunity of interacting with the iMLO for how long they wished.
Afterwards, in an informal interview, we asked them to evaluate the interface. Feed-
back pointed out some enhancements on the interface and missing features like the
play/pause and stop buttons. Some users did not notice the possibility to view a video
in full screen. Users missed information about how long is the iMLO and the playback
current time. They also reported that navigation controls was taking too much space in
the iMLO interface.

4.2 Students in a Real Scenario A

We captured an educational presentation for an Analyze and Design of Algorithms
course. The resulting iMLO (see Fig. 5(b)) had duration of 49 min and was divided into
3 modules. The iMLO had three video streams: a camera focused in the traditional
whiteboard, slide projector’s output and a wide-shot camera. Users could navigate by
modules, closes, slides transitions and traditional whiteboard interaction. We logged
the interactions performed by the students. Sixteen students interacted with the iMLO
for more than 4 min (data from students that interacted less than 4 min were ignored).
Students were from presential modality of Computer Science and Computer Engi-
neering undergraduate courses. Through analyze of interaction data, we figured out that
students almost did not choose the wide-shot camera as the main video during play-
back. Moreover, in an informal interview, students said that missed the navigation by
time slider.

4.3 Students in a Real Scenario B

One professor captured a problem solving session for a Computer Organization course
in which he solved a total of 15 exercises. The presentation was organized into 12
modules, performing a total of 1 h and 18 min of content. Figure 5(c) depicts the iMLO
generated from the presentation. There are four video streams: slide projector output;
camera focused on the conventional whiteboard; camera focused on the slide projec-
tion; and wide-shot camera. Although the generation process allows orchestration of
videos (e.g., the automatic selection of which video stream would be presented as the
bigger video), we did not use this feature because the aim was to exploit the students’
interaction, forcing them to choose which would be the video to be presented in the
main window at each instant. Eighteen students interacted with the iMLO for more than
4 min. The average playback time was 59 min. The average number of interactions of
the students was 118.55. Students are from presential modality of Computer Science
and Computer Engineering undergraduate courses. We asked to the students to answer,
anonymously, a survey which was organized in three parts: (i) questions about the
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proposal of capture lectures, (ii) about their experience in interacting with the iMLO
and (iii) about iMLO’s interface.

Figure 2 presents which streams were more selected as the main stream in each
moment of module 1. Each line represents how many times a stream was watched in a
specific moment. Figure 3(a) summarizes the number of interactions of each category
performed by the students. Table 1 and Figs. 3(b), (c), and (d) present data collected
from surveys.

4.4 Professors

We invited 8 professors to record presentations. Seven recorded a lecture simulation
(without students); one captured a lecture with students. After a short explanation of how
to use the instrumentalized classroom, all lecturers could carry out the capture alone,
meeting the proposed self-service approach. Most of them did not modularize the pre-
sentation and record a single long module. The system generated iMLOs for the captured
lectures using the design solution depicted in Fig. 5(c). Each generated iMLO was made
accessible to the respective professor. After interacting with the iMLO, we asked to the
professors to answer, anonymously, a survey. The survey was organized in five parts: (i)
questions about the proposal of capture lectures; (ii) about the instrumented classroom
infrastructure, (iii) about the experience of capturing a lecture; (iv) about the user interface
available for control the capture process; and (iv) about the iMLO interface.

4.5 Summary of Results

Students and professor said that the generation of iMLO from the capturing of lectures
is relevant. Students also said the iMLO contributed in their learning and understanding
of the subject. However, Fig. 3(b) demonstrates that students think the iMLO should be
used as complementary material. The case studies were carried out with students that

Fig. 2. Main video over time
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are used to have classroom activities with the presence of professors. Students with
other educational background may have a different view about iMLO utilization.

The graphic in Fig. 3(b) also shows that students are unwilling in use interactions
statistics to evaluate participation. By the other hand, professors agree that users’
interactions with iMLO can be used for this purpose. A student declared: “Some access
statistics could be used to suggest the most relevant video or segments”. When asked
about how they felt interacting with the iMLO instead of with a professor in a class-
room, most students declared they were satisfied. This result may appear contradictory
with the previous statement that iMLOs should not replace the instructors. However,
even if a student, especially one that does not interact with professors in classroom,
feels satisfied to be in control when interacting with the iMLO and taking advantage of
its facilities, he or she still feels safer with the professor presence in classroom.

A student declared “I really liked the multimedia lecture, especially be able to move
backward and listen to an explanation again. The different videos are cool. I believe it
suits to help and not to replace the professor, because it is complicated (almost
impossible!) to make questions or to ask him to talk more about a subject”. Other
students’ answers also state that they enjoyed being in control and be able to performed
both temporal and spatial navigation.

(a) Interactions by category. (b) Uses of iMLO 

(c) Uses of iMLO (d) Temporal Navigation 

Fig. 3. Data from survey and log
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When asked about the iMLO interface, students’ answers pointed out positive
feedback. Among the adjectives available to characterize the interface, most students
choose “intuitive”, “satisfactory”, “efficient”. Professors’ answers were similar. They
also highlighted some interface elements, such as the time slider and the possibility to
put the most important video in detail. This answer can be confirmed by consulting the
graphic in Fig. 3(a), which shows that 60 % of the users’ interactions were performed
in order to select the main video; while 14 % were navigation by the time slider. Note
that the time slider was an element of design suggested by users’ feedback.

When asked about the relevance of the navigation mechanisms, as shown in the
graphic of Fig. 3(c), the users pointed out that timeline (time slider), modules, slides,
interaction with computer and with the traditional and electronic whiteboard are rele-
vant. Navigation by professors’ close and by keyword, spoken or written were con-
sidered indifferent by the students. Since students interact with an iMLO which did not
have navigation by keywords, students may not have understood the concept. More-
over, the lecture style may not favor closes as point of interest, given that the educa-
tional presentation was focused on the traditional whiteboard and on slides. For
professors, all but silent intervals options were considered relevant.

We asked to the students to classify the videos presented by the iMLO in order of
importance. The most important video were the traditional whiteboard camera, followed
by the slide projection capture and by the camera that frames the slide projection. The
fourth position went to the PC screen and the last position went to the wide-shot camera.
This result is consistent with the graphic presented in Fig. 2, in which the most watched
videos were the traditional whiteboard camera and the slide projection capture. Note that
students pointed out the camera that frames the slide projection as one of most important
videos, but they almost did not select it as the main video. This may suggest the video is
important, but as secondary video most of the time.

We listed some features that could be added to the iMLO and asked to students and
professors to pointed out which are relevant. As the graphic presented in Fig. 3(d)
shows, the more relevant features are the module menu, bookmark segments and the
offline playback of the iMLO. The other features also had a positive acceptance, but
some students considered them as indifferent, which suggest these features are sec-
ondary. Note that despite annotation was considered a secondary feature, bookmark —
a type of annotation — was considered relevant. This suggests that students prefer to
use simple forms of annotation. For professors, all the listed features are relevant.

Table 1. Video importance ranking
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5 Design Solution Evolution

Figure 4 depicts a mockup interface designed to meet both temporal and spatial nav-
igation requirements for the first iMLO version. There are four different synchronized
video streams; one of them is the main or bigger video. The other three videos (see
Fig. 4(a) right) can be promoted to main video by clicking over them. In addition,
clicking over the main video put it on full screen (see Fig. 4(b)). A user can navigate by
modules (see Fig. 4(a) left-bottom) or by points of interest. There is also a button (see
Fig. 4(c)) to open the overview interface. In the overview interface, there is a timeline
representation of the iMLO with icons for each point of interest. By clicking on the
icon, the presentation is moved to the instant in which the point of interest occurs.

We implemented a proof-of-concept for the iMLO using NCL. We have considered
alternatives for NCL, such as HTML5, SMIL and flash platform, but the choice for use
NCL was taken because it is a powerful language for media synchronization and it is
under active development. Moreover, our previous experiences suggested that iMLO’s
initial requirements were covered by NCL. Figure 5(a) depicts a screenshot from a
proof-of-concept implemented in NC. We noticed that are necessary three buttons for
points of interest navigation: (1) move forward the next point of interest; (2) move
backward the previous point of interest; and (3) return to the beginning of the current
point of interest. We also found out that the overview interface is trick to be generated
and implement in NCL, so we discarded this feature in this implementation.

We carried out pilot case studies (i) (detailed in Sect. 4) and used the feedback
pointed to perform some enhancements in the interface. Figure 5(b) depicts a screen-
shot of iMLO redesigned based on these feedbacks. We added the play/pause and stop
buttons which are necessary for Web environment, differently from iTV environment
where these buttons are present in the remote control. We also added a button to the full
screen feature. The users also pointed out the need for information about how long is an
iMLO and the current time they are watching. In response, we added a timer in the
interface with the current playback time and total module duration. Since NCL is a
language for media synchronization, it would be complex to implement a timer in pure
NCL and we opted to use a Lua script instead. We opted to favor the content rather the
control interface. The different navigation indexes (module, slides transitions) share the
same next, previous and return buttons. There is a control similar to radio buttons in
which the user set which index she wishes to navigate by.

(a) Multiple videos (b) Full screen (c) Overview 

Fig. 4. Mockup interface
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We carried out the case study (ii) in a real scenario. Although the iMLO offered
innovative forms of navigation, the students complained about the absence of time
slider. In response, we implemented another proof-of-concept prototype, depicted in
Fig. 5(c). It was not trivial to implement a time slider component in NCL and Lua as
reported elsewhere [13]. Moreover, note that there are indications in the time slider for
the points of interest. The time slider with these indications replaces the overview
interface from the mockup (Fig. 5(c)). We carried out the case studies (iii) and (iv) with
professors and students in a real scenario.

After analyzing the data collected from the users’ interactions log and from surveys,
we designed the mockup interface depicted in Fig. 5(d). The new mockup interface has a
status bar (top). The title bar holds information about the iMLO’ name, the current
module’s name and how many modules the iMLO has. The status bar also has three
buttons, one for advance to the next module, one for return to the previous module and one
to open the module menu. The module menu is another interface with the name and
information of all modules. The user can access any module from the module menu
interface. In addition to the play/pause, stop and full screen button, the new mockup
interface brings annotation buttons. Via annotation buttons, a user can bookmark seg-
ments or add a time-synchronized text comments. These annotations are represented in the

(a) 1st proof-of-concept implementation. (b) 2nd proof-of-concept implementation

(c) 3rd proof-of-concept implementation. (d) Final Design Solution. 

Fig. 5. Design solution evolution
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time slider like points of interest. There is also a button for enable or disable the main
screen auto-selection based on points of interest. There is a plus button which allows users
to choose other types of points of interest rather the four default types available in the
interface, which are the more relevant suggested by the case studies: slides transition,
traditional whiteboard interaction, electronic whiteboard interaction and computer inter-
action. When a user moves the mouse near a video’s bottom border, a video options menu
will be displayed. This menu holds buttons for put the video as main stream (however,
clicking over the video does the same), for put the video side-by-side with the main video
and for replace the video with other available content such as other video stream. The four
default video streams are the more relevant suggested by the case studies.

The design decisions taken during the iMLO’s interface project, which had as input
the stakeholders’ feedbacks, are summarized in the Design Rationale diagram depicted
in Fig. 6. Under a white area are the solutions presented in the 1st proof-of-concept
implementation. Areas shaded in light gray indicate the solutions added in the 2nd
proof-of-concept prototype. Areas shaded in dark gray indicate solutions added in the
3rd proof-of-concept implementation. The solutions shown in the other areas corre-
spond to the final design solution.

6 Lessons Learned

As result of the experience shared with students and professors during the elaboration
and build process of the iMLO’s design solution, we present some learned lessons that
may guide others designers in the conception and implementation of multimedia
learning objects.

They are: (1) Students and professor enjoyed to be in control of the learning object
playback. The navigation mechanisms that most promotes this control is the time
slider; (2) Students and professors liked multiple videos interface proposal and high-
lighted the possibility of choose one video to see in more detail as the main video or in

Fig. 6. Design rationale diagram - what should be offered in the interface of an iMLO?
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full screen; (3) Video size and position should be flexible to meet the needs of users (or
the content itself); (4) The content is the more important, so the control interface must
be minimalist; (5) Semantic navigation, such as by points of interest, appears to be a
relevant requirement; (6) Plotting the points of interest in a timeline representation
allows users to get an overview of presentation and a visual feedback of its organi-
zation (e.g. a user can see how many time the professor spent on each slide); (7) Offer
information about the iMLO duration and the current playback time are important
requirements to professors and students; (8) The full screen button should be visible
and intuitive; (9) The points of interest pointed out as more relevant for lectures
focused in whiteboard and slides presentation are: slide transition, interaction with the
whiteboard and interaction with the PC; (10) Silence intervals appear not to be relevant
as point of interests; (11) Students are favorable to add annotation facilities into the
iMLO, but they prefer simple annotations such as bookmark; (12) The video captured
by the wide-shot camera appears not to be interesting for students. However, it still can
be useful in scenarios in which the lecturer needs to show interactions that the other
cameras are not able to capture accordingly and; (13) Some users can consider some
videos captured unnecessary. However, it is important that all captured video are
present in the iMLO. A possible strategy is to occult such videos, but leave cues of their
existence in the interface.

7 Conclusion

In this paper we presented the evolution of a design solution for multimedia learning
objects. The evolution was guided by case studies performed with students and pro-
fessors. The feedback provided several design implications in the iMLO interface, such
as the most relevant videos and navigation mechanisms. The results obtained from the
case studies have allowed us to report some lessons learned during the design process
which can guide other professionals. The case studies also suggest that students are
comfortable interacting with the iMLO instead of a professor in a classroom. However,
they are unwilling to replace the classroom experience and prefer to use the iMLO as a
complementary material. Students and professors also gave positive feedback about the
iMLO’s interface. In addition, design elements suggested by users, such as the time
slider, were well evaluated. This may suggest that the design solution is on the right
direction. We plan to implement a proof-of-concept for the last mockup interface and
carry out new case studies which should consider other scenarios, such as distance
education or middle school students. Studies about usability and accessibility of the
iMLO are also of especial interest.
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Abstract. This paper describes a new method of automatic error detec-
tion in Computer Assisted Language Learning (CAPT) system. The
method combines linguistic knowledge and modern speech technology.
Our HMM classifier trained from annotations of linguists is not only
capable of classifying correct and wrong phonemes, but also can tell how
wrong an error phoneme is pronounced. Phone errors in L2’s speech, like
phoneme substitution or distortion are detected with high accuracy, and
at the same time, corrective feedback with multimedia support, which
demonstrates how exactly error phonemes should be pronounced, is also
generated.

Keywords: L2 pronunciation errors · Automatic error detection ·
Feedback

1 Introduction

In recent years, second language (L2) learning has become more and more popu-
lar to meet the need of communicating and integrating with a foreign community
or society. However, learning a second language takes time and dedication, not
only from learners, but also from teachers, hence both face-to-face and 7/24
personal online language learning are very expensive. A large and still growing
number of computer assisted language learning (CALL) in the market has shown
a clear trend: language learning is going to be web-based, interactive, multimedia
and personalized, so that learners are flexible as to times and places for learning.

Modern technologies allow computer to beat human teacher in many aspects
of language teaching like building up vocabulary and checking grammar, but
not in training pronunciation, although many attempts have been made. Some
industrial CALL applications are applying automatic speech recognition (ASR)
on learners’ speech and trying to infer existence of errors from the confidence
value in recognition result. This yields results with low accuracy because no
specific model is trained to deal with all possible errors, hence is far less effective
than traditional classroom teaching. Researches have been made to investigate
or enhance how pronunciation errors can be automatically detected, including
c© Springer International Publishing Switzerland 2015
P. Zaphiris and A. Ioannou (Eds.): LCT 2015, LNCS 9192, pp. 175–186, 2015.
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building classifiers with Linear Discriminant Analysis or Decision Tree [1], or
using Support Vector Machine(SVM) classifier based on applying transformation
on Mel Frequency Cepstral coefficients (MFCC) of learners’ audio data [2,3].
These methods either involve complex training process or have conditions in
usage, such as targeting at a special second language, hence haven’t been used
in current CAPT systems yet.

We develop our method by studying the most common use case in CAPT:
A learner firstly listens to the gold standard version of a sentence read by a native
speaker, then tries to imitate what he/she has heard, and at last is reported
how good he/she has spoken, in a comprehensive way. This means the sentence
and also the correct phoneme sequence are known to the system. The system
should also know all possible errors that could happen in this sentence, if such
information is previously given to or continuously learned by the system. In our
approach, we firstly gather learners’ data and have them annotated by linguists
(Sect. 2). After analyzing annotated data, we set up classifiers to distinguish
not only correct and wrong phonemes, but also in which way a phoneme is
false pronounced. Thus, by applying a model trained with gold standard plus
learners’ data, our HMM network produces fine classified results, which contain
information for generating corrective feedback (Sect. 3). In our experiment, we
are able to detect pronunciation error at phoneme level with 98.4 % recall and
94.6 % precision (Sect. 4). Since our method targets at the use case in CAPT,
integrating it into existing CALL applications is discussed at the end.

2 Corpus and Tools

2.1 Corpus

L1 background of learners can affect the pronunciation errors they make in
second language learning [4]. In order to locate the errors precisely, separate
models for different L1-L2 pairs should be trained. To test our method, we
target on German learning British English.

1506 sentences are chosen from LinguaTV1’s database, read by both native
british female and male. Among these, 96 sentences, which cover most of the
common pronunciation errors, like pronouncing /z/ as /s/, are then read by 14
female German learners at different English levels. 10 sets are used for training
the error detection model and 4 sets are used for testing.

2.2 Annotations Tool

Pronunciation errors in speech data from learners are annotated. We extend
MAT [5] as shown in Fig. 1 and focus only on phoneme errors, which are:

– Deletion: a phoneme in a word is removed while pronouncing.
– Insertion: a phoneme is inserted before or after another phoneme.
1 www.linguatv.com.

http://www.linguatv.com
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– Distortion: a phoneme is pronounced is a distorted way.
– Substitution: a phoneme is replaced with another one by the learner.

In case of insertion and substitution, the phoneme, that the learner inserted
or substituted with, is also annotated. Token ‘−’ or ‘+’ used to indicate if the
phoneme written in ‘spoken’ column is inserted before or after the original one.
By distortion, annotators are asked to mark how a phoneme is distorted. Fol-
lowing are summarized ways of distortion that annotators use:

– Tongue needs to be slightly further forward.
– Tongue needs to be slightly further back.
– Mouth needs to be slightly more closed.
– Mouth needs to be slightly more open.
– Lips need to be rounded.
– Lips need to be unrounded.
– Mouth needs to start slightly more open.
– Mouth needs to start slightly more closed.
– Tongue needs to start slightly further back.
– Tongue needs to start slightly further forward.
– Lips need to be rounded at the end.
– Vowel needs to be longer.
– Vowel needs to be longer and tongue needs to be slightly further back.

Fig. 1. With extended MAT, annotators can easily mark in which way an error
phoneme is distorted.
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3 Pronunciation Error Detection

The core of our method is to train a language model using HTK2 for phoneme
recognition. As a preparation of the training, errors found by annotators are
classified. Then a model can be trained from correct and error phonemes. Before
recognition, a grammar, which takes consideration of all possible errors that can
appear in the given sentence, is generated. By passing the grammar and model,
and also learner’s audio to the recognizer, we can identify possible errors in
learner’s audio and also retrieve information for feedback from the recognizer’s
output.

3.1 Error Classification

After annotation, distorted phonemes are categorized by their ways of distortion
and represented by new phonemes. For example, phoneme /A:/ in word ‘are’ can
be distorted in two ways: either “Tongue needs to be slightly further forward.”
or “Tongue needs to start slightly further back.”, so two new phonemes, A1 and
A2, are created to represent wrongly pronounced /A:/. We use a database to
keep track of all errors and integrate the database into MAT, so every newly
annotated error is automatically classified and stored.

3.2 Language Model Training

The standard training for a phoneme recognition model using HTK is adapted
to training a pronunciation error detection model, as shown in Fig. 2. The audio
data contains both gold standard data and learners’ data. Gold standard data
are handled in the same way as a normal training for phoneme recognition. As
for learner’s data, in order to keep the diphone and triphone information of error
phonemes, we adjust the labels to make them represent the actually pronounced
phoneme sequences. The output of MARY phonemizer is modified according to
what type of error the corresponding audio file contains, which can be retrieved
from the annotation.

– for deletion, the removed phoneme in learner’s speech is also removed from
the output of the phonemizer;

– for insertion, the inserted phoneme in speech is also inserted before or after
the target phoneme, based on the annotation.

– for substitution, the annotated phoneme, which is actually spoken by the
learner, replaces the original one.

– for distortion, the newly created distorted phoneme replaces the original one.

For example, the sentence “I’ll be in London for the whole year.” should have
the right labels as (in MARY phoneme representations)

I’ll be in London for the whole year.
A l b i I n l V n d @ n f O r D @ h @U l j I r

2 http://htk.eng.cam.ac.uk/.

http://htk.eng.cam.ac.uk/
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audio
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MARY phonemizer

trained model

Fig. 2. Process to train a language model that detects pronunciation errors

If a learner swallows /d/ in ‘London’, pronounces /O:/ in ‘for’ with backward
tongue and replaces /D/ with /z/ in ‘the’, the following labels are generated and
used for training:

I’ll be in London for the whole year
A l b i I n l V n @ n f O2 r z @ h @U l j I r

During training, distorted phonemes are treated the same as normal ones
and are also added to phone dictionary. Both gold standard and learners’ data
are send to iterations together so the trained model has information of inserted
and removed phonemes, and is also able to deal with the differences between
right phonemes and distorted ones.

3.3 Grammar Generation

To run phoneme recognition, HTK needs a grammar which defines the possible
phoneme sequence of an input audio file. We generate grammars from the dis-
tribution of errors stored in database and texts that learners read. Taking the
sentence “I’ll be in London for the whole year” as example, firstly, the correct
phoneme sequence is retrieved from MARY phonemizer and surrounds with ‘sil’,
which represents the silence at the beginning and the end of the sentence. The
grammar looks like

(sil A l b i I n l V n d @ n f O r D @ h @U l j I r sil)

Next, all possible errors made by learners in the same sentence are applied to
the grammar, in this case, there could be errors in words ‘London’, ‘for’, ‘the’
and ‘year’, after this step the grammar is:

(sil A l b i I n l (V |A |O) n [d] @ n f (O |O2) r (D |z) @ h @U l j (I |I1)
[(r |A)] sil)
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At last, we observe errors in diphones and triphones and add them to the gram-
mar too. These include errors in the same word in other sentences, and also
errors with phonemes from other sentences that have the same pre and post
phonemes as appeared in the target phoneme sequence. In this case the only
other error found is in word ‘be’, so the final grammar is adapted to:

(sil A l b (i |i1) I n l (V |A |O) n d @ n f (O |O2) r (D |z) @ h @U l j (I
|I1) [(r |A)] sil)

Unlike training language model, grammar is generated based on the incoming
text in runtime of error detection, and compiled to a word network before HTK
can use it in recognition.

3.4 Error Detection

The process of automatic pronunciation error detection is illustrated in Fig. 3.
Phoneme recognition is performed using HTK with the trained model, adapted
dictionary, generated grammar and extracted features. The recognition result is
a phoneme sequence, which is then compared to the correct phoneme sequence
generated from MARY phonemizer. If they are identical, no error is made in
learner’s pronunciation; if not, possible pronunciation errors can be traced from
the difference between the two sequences in a simple way:

text

recognized 
phoneme sequence

trained model

features

dictionary

grammar

correct phoneme 
sequence

audio

MARY phonemizer

feature extraction

error database

sequence 
identical?

sequences are identical

not identical

No pronunciation
error is detected.

Unmatched phonemes are
 possibly mispronounced.

Fig. 3. Workflow of automatic error detection.

– if a distorted phoneme, e.g. I1, appears in the result, the original phoneme is
distorted by the learner.

– if a phoneme from the correct sequence is missing, inserted or replaced in the
result sequence, a deletion, insertion or substitution error can be inferred.

3.5 Feedback Generation

Finding out the errors is not the final destination. Intuitive feedback is needed so
that learners know not only where the pronunciation errors are but also how to
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correct them. The advantage of our method is that these corrective information
are retrieved at the same time as errors are detected. For example, if ‘O2’ is found
in word ‘for’ in learner’s pronunciation, we can show the annotation, from which
this distorted phoneme is categorized, directly to the learner, and in this case
it’s “Tongue needs to be slightly further forward.”. Or, if ‘London’ is recognized
as ‘l O n d @ n’ instead of the correct ‘l V n d @ n’, we can tell the learner
that he pronounces the first ‘o’ like /O:/ in ‘often’, but it should be like the /2/
in ‘cut’.

Simply displaying texts as instruction to learners is insufficient. Example
of how exactly the error phoneme is pronounced, is needed. However, playing
the gold standard version of the error word or sentence to learners is not enough
either, because they may not be able to perceive the difference between the error
phoneme and the correct one due to their L1 background [6]. In our evaluation
system, we use a new way of feedback: the learner’s own voice.

For each phoneme, we find out two words that are pronounced correctly from
the voice data of a given learner. E.g. for /2/ we have ‘coming’ and ‘utter’. The
words are chosen in the way that they have the target phoneme in different
location and with different combination with other phonemes, and better repre-
sented by different letters. For /2/, ‘but’ + ‘cut’ is not a good choice, neither is
‘but’ + ‘utter’. Next, audio clips for each phoneme and its two example words
are extracted. We also record some clips from native speaker. They are used for
generating the final feedback. For example, if ‘l O n @ n’ is in the recognition
result instead of ‘l V n d @ n’, the learner is presented with the a window as
in Fig. 4. If she clicks on ‘London’ on the first row, the gold standard version
of ‘London’ is played. If she clicks on the /2/ on the second row, the following
concatenated audio is played, where /2/ and London are extracted from gold
standard voice, other underlined text are clips from the learner and the rest are
pre-recorded audio prompts. We extract audio clips of phonemes and words by
using the forced alignment information from trained model (for gold standard
voice) and phoneme recognition result (for learners’ voice). And the text is also
displayed on screen.

Fig. 4. A window showing learner’s pronunciation error in our evaluation system. The
background color of the phoneme shows what type of error the learner has made: green:
no error, yellow: deletion, red: substitution, pink: distortion and purple: insertion (not
presented in this example) (Color figure online).



182 R. Ai

“You pronounced /2/ in London like /O:/ in ‘all’ and ‘door’. It should sound
like /2/ in ‘coming’ and ‘utter’. Please try again.”

Similarly, if /d/ and /O:/ are clicked, the following texts are displayed and
corresponding audios are played:

“You missed /d/ in ‘London’, it should sound like /d/ in ‘deny’ and ‘good’.
Please try again.”

“There is a little problem with the /O:/ in ‘for’, it should sound like /O:/ in
‘all’ and ‘door’. Tongue needs to be slightly further forward. Please try again.”

In this way, learners are explained how to pronounce a phoneme correctly, in
a way they are surely able to: by recalling how they used to sound it right in
other words. Learners can perceive the difference between correct and wrong
phonemes better, if they compare their own voices rather than comparing their
voice with the gold standard [6].

4 Evaluation

We evaluate two contributions of our method: the performance of error detection
and the effect of feedback. Precision and recall of our error detection method are
evaluated objectively. We also apply progress evaluation to test if and to what
level the automatic feedback can help language learners.

4.1 Precision and Recall

We run automatic error detection using the trained model on 4 sets of sen-
tence, which have the same texts as the sentences used for training but read
by 4 new learners. The results are then converted to extended MARY ALLO-
PHONES XML data with the same format as the annotations, so that they
could be opened with the annotations tool for double-checking. Following are
the results of comparing the generated data and the annotations, i.e. comparing
errors detected by the system and errors found by annotators (Table 1).

Table 1. A statistic of the error detection result. True positive: actually detected
errors; false positive: correct pronounced phonemes detected as errors; false negative:
errors not detected.

True positive False positive False negative Total Recall Precision

Deletion 46 0 4 50 92% 100%

Insertion 17 0 1 18 94.4% 100%

Substitution 1264 14 2 1266 99.8% 98.9%

Distortion 745 102 26 771 96.6% 88.0%

Total 2072 116 33 2105 98.4% 94.6%



Automatic Pronunciation Error Detection and Feedback Generation 183

The result shows very high precision and recall for error types as deletion, inser-
tion and substitution. In fact, the four deletion errors, which the system fails to
detect, never appear in the training data, e.g. for the word ‘central’, the phoneme
/r/ is removed by one of the testers. Substitutions are also detect very accurately.
German tends to make the same substitution errors when speaking English, like
replacing /D/ in ‘the’ with /z/, and /z/ in ‘was’ with /s/. There are no new substi-
tution errors in test data. Detecting distortions is not an easy task. In the 745 found
errors, 114 of them are false categorized although they are successfully detected as
distortion, e.g. the system returns “Tongue needs to be slightly further back.” but
the annotator thinks “Tongue needs to start slightly further back.”

Despite a relative low accuracy at detecting distortion, we think the method
is feasible for industrial CAPT applications, and we believe that the accuracy
will raise if more training data is provided.

4.2 Feedback Evaluation

To use learners’ own voice data as feedback, we are facing a dilemma: before a
learner can pronounce a phoneme correctly, his/her correct voice data for this
phoneme is not available. This problem becomes especially crucial when dealing
with distortion because for some phoneme, beginners couldn’t even pronounce
them correctly only once, e.g. /@/ at the end of ‘number’ or ‘year’. In this case,
we only display the annotator’s hint as text, e.g. “Mouth needs to be slightly
more open”, to check if the learner manages to correct the pronunciation.

In our experiment, testers follow the scenario described in these steps:

1. Learner chooses a file with error and is presented with the window as in Fig. 4.
But at this time, clicking on the error phoneme only displays feedback as text.

2. Learner could click on the gray words on the first row to play the gold standard
as many times as she wants. When she thinks she gets the information in the
feedback, she press Record and speaks the whole sentence to the microphone
again. Automatic error detection process runs again and presents the learner
with a new window. In this window, clicking on error phonemes not only
displays text but also play audio, as described in Sect. 3.5.

3. If there are still errors shown in the new window, the learner can play the
audio and check the text until she thinks she’s able to correct the left errors,
and then record again.

4. Another window should then show if the learner is able to correct all her
errors.

Two of the four test learners took part in the experiment and the result is
shown in Table 2. By deletion and insertion, it’s helpful enough to display the
text information to make the learners realize what they missed or inserted. The
only case that require a second time was a mistake: the learner did pronounce
/s/ in ‘months’, but in the first time correction she focused on the /s/ and didn’t
pronounce the /T/ before it clearly enough.

The case with substitution is interesting. We think there are three types of sub-
stitution. The first is like replacing /z/ with /s/ in ‘Please’ or /v/ with /f/ in ‘of’,
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Table 2. Statistics showing how feedback help learners correct their pronunciation
errors.

Total Corrected after viewing text Corrected after listening to audio

Deletion 20 19 20

Insertion 6 6 6

Substitution 641 430 608

Distortion 338 104 125

the cause of which might be that learners forget the spelling rules. If prompt texts
such as “like /z/ in ‘zero’ ” or “like /v/ in ‘very’ ” are given to learners, they under-
stand instantly what the right pronunciations are. In learners’ first attempt, most
of this kind of substitution and those that were made by mistake were corrected.
Example words play here an important role. Both learners have error with replac-
ing / @Ú/ with /O/ in ‘most’. The learner with example word ‘blow’ and ‘over’ suc-
ceeded in correcting the error by only reading the textual feedback, while the other
learner with ‘hotel’ and ‘go’ had to hear her own pronunciation of these two words
to make successful correction. The second type is similar with the first, only that
the original phoneme does not exist in learners’ mother tongue, and is replaced
with an existing one, e.g. /T/ with /d/ in ‘This’. The difficulty here is that a learner
may not know how to pronounce it and makes no correct pronunciation on this
phoneme, and hence no correct audio template can be generated. If this happens,
our feedback won’t work. The learner has to be taught systematically how to pro-
nounce it. The third type is more in the way of a distortion, the error phonemes are
distorted too much that they become another phoneme, e.g. replacing /æ/ with
/e/ in ‘exactly’ or /2/ with /a/ in ‘number’. These errors are hard for learners to
correct but after hearing their correct version of the same phoneme in other words,
a large amount of them can be fixed.

The result shows that our feedback is not so good at helping to correct
distortion errors as with other error types. Learners were able to correct around a
third of the errors by changing their mouth, tongue or lips according the textual
instruction. Playing audio wasn’t helping much. We also notice that learners
could distort a phoneme in her second attempt, although the same phoneme
was correct in her first try. Our conclusion with distortion is that it’s caused
by learners’ habit or accent, and might be hard to correct at once. In fact,
distortion is still acceptable as long as the error phoneme is not distorted into a
new phoneme, because learners may not even be able to perceive the difference
between the correct phoneme and their distorted version, and will feel confused
or discouraged if they are told that they pronounce wrongly every time they try
to correct.

5 Conclusion and Discussion

This paper presents a method that automatically detects pronunciation error
in learners’ speech and generates corrective feedback. The methods targets at a
very common use case in CAPT: Learners try to imitate a sentence after they
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listen to the gold standard, and wait for the system to tell them if they pronounce
good enough. After training with annotated data, our system is able to detect
phoneme errors like deletion, insertion, substitution and distortion with high
accuracy, and provides feedback that could significantly help learners to correct
their errors.

The model, which we trained with only voice data from 10 learners, already
has good performance. In industrial usage, if learners allow their voice data to
be collected, a more capable model can be expected.

Several aspects about feedback can be adjusted or improved in industrial
systems:

– For learners that just start to use the system, there is no information about
which phonemes they could pronounce error-free. In this case, words from
learner’s mother tongue could also be used as example words, if they con-
tain the target phonemes. This could be an option for advanced learners too
because they know how to pronounce their native words better.

– Extra video tutorial can be prepared for particular difficult phonemes such
like how to pronounce /æ/ and /e/, /@Ú/ and /O/, etc. When errors with these
phonemes are detected, leaners can choose to watch corresponding video to
learn the pronunciation systematically.

– It might make sense to distinguish beginners and advanced learners. Distortion
errors are only displayed for advanced learners. Beginners should focus on
those errors they could easily recognize and fix, like deletion or substitution.
If they can’t perceive the difference between the right phoneme and their
distorted version, they won’t be able to correct them and will be discouraged
at last.

– Annotators should also provide hint of articulation to some substitution errors
happening between similar phonemes such as replacing /æ/ with /e/. In this
case, the hint should be “Mouth needs to be slightly more open”. Although
the hint will not be used for categorizing distortion because no new phoneme
is created, this information is helpful to the learners to correct such type of
error.

Future work will seek to raise the precision of detecting distortion by studying
the confidence value in HTK phoneme recognition result. The work of integrating
this method into existing CALL application has already started.
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Abstract. Feedback is a core aspect of all the known psychological perspectives
about cognition and learning and it has been an important aspect in machine-
mediated education since the days of Sydney Pressey’s teaching machines. This
article reviews four computer-based concept mapping tools, that claim to provide
feedback to the learners, w.r.t three research questions: (a) what type of feedback
does the software use?; (b) does the feedback provided adheres to a specific model
found in the literature and if so which one?; (c) are there any controlled experi‐
ments or in-class studies that give account of the efficiency of the feedback
provided by the software?

1 Introduction

Concept maps [1] are the product of mapping one or more categorical propositions.
These propositions are composed of two classes, known as the referent and the relatum,
and a term, representing a binary or dyadic relation. Graphically, these elements take
the form of nodes and labeled directed arcs, respectively. The nodes represent concepts
or ideas within a subject area or domain, and the labeled directed arcs are binary relations
which explain how two concepts are related. They have been applied to enhance both
individual and collaborative learning, and there is strong evidence that their use is asso‐
ciated with increased knowledge transfer and retention across several instructional
conditions, settings and methodological features [2, 3].

However, despite their graphical simplicity the construction of concept maps is
complex and difficult for students, especially for newbies. Consequently, learner support
or feedback is recommended. For instance, some researchers such as Cimolino et al. [4],
have found that when students start out badly, with incorrect propositions, they tend to
continue with further incorrect propositions until the map is grossly incorrect. In partic‐
ular, feedback is a core aspect of all the known psychological perspectives about cogni‐
tion and learning (see [5] for a thorough discussion of these perspectives) and it has been
an important element in machine-mediated education since the days of Pressey’s
teaching machines [6, 7]. Moreover, from a review of 12 meta-analyses that have
included specific information on feedback in classrooms (based on 196 studies and 6972
effect-sizes), Hattie [8] found that the average effect size was d = .79 which places
feedback among the top 10 influences on educational achievement.
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From a human-computer interaction (HCI) perspective, there are three facts that under‐
line the importance of feedback, at least when it comes to educational software. First, an
information technology savvy generation, defined by the terms digital natives, homo
zappiens, Net generation, iGeneration, Google generation, etc. (see [9] for definitions and
references), which really understands what they are doing with information technology
and, use it effectively and efficiently does not exist. In a review of the literature, Kirschner
and van Merriënboer [9] found that learners do not really have deep knowledge of tech‐
nology, and what knowledge they do have is often limited to basic office suite skills, e-
mailing, text messaging, Facebook, Wikipedia and surfing the Internet. Social media, such
as Blogs and Wikis, is used as a passive source of information and not as a tool for actively
creating content, interacting with others, and sharing resources.

Second, the assumption that providing learners with control over the learning tasks
they work on fosters their self-regulated learning skills and results in personalized
learning trajectories [10, 11] is false. Most students do not reflect spontaneously on their
learning processes [12] and consequently have difficulty in controlling and regulating
their own learning. In particular, there is solid evidence, especially for computer-based
learning environments, that students, particularly novices who lack prior knowledge of
the learning tasks, do not apply and acquire self-regulation skills merely by engaging in
self-regulated learning, but rather need additional support such as prompts or tutoring
that stimulate them to reflect on their learning processes [9, 13, 14].

Third, the constructivist hypothesis that people learn best in an unguided or
minimally guided environment is false. Following Kirschner et al. [15] this mini‐
mally guided approach has been called by various names including: discovery
learning, problem-based learning (PBL), inquiry learning and constructivist learning.
However, there is not a clear body of research using controlled experiments indi‐
cating that unguided or minimally guided instruction was more effective than guided
or direct instruction. In fact, controlled experiments almost uniformly support
direct, strong instructional guidance rather than constructivist-based minimal guid‐
ance during the instruction of novice to intermediate learners [15–17].

Several conclusions can be reached from these facts:

1. Students are not highly effective at managing their own interactions with the tech‐
nology and, should not be trusted to be in control of these interactions.

2. The ubiquitous presence of technology in the lives of the learners has not resulted
in improved information retrieval, information seeking or evaluation skills.

3. When it comes to reflecting and regulating their learning, students need additional
training or instructional support.

4. Learners should be explicitly shown what to do and how to do it, especially when
dealing with novel information.

In this sense, this paper analyzes four computer-based concept mapping tools that claim
to provide some form of feedback and guidance for the learners [4, 18–20] addressing
the following research questions: (a) what type of feedback does the software use?; (b)
does the feedback provided adheres to a specific model found in the literature and if so
which one?; (c) are there any controlled experiments or in-class studies that give account
of the efficiency of the feedback provided by the software?
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The rest of this paper is structured as follows: In Sect. 2, some of the definitions,
purposes, typologies and models of feedback are addressed. In Sect. 3, the four concept-
mapping tools are analyzed. Finally, in Sect. 4, some conclusions and future work are
stated.

2 Feedback: Definitions, Purposes, Typologies and Models

Although feedback is highly cited in the learning and performance literature, there
is a plethora or definitions, typologies and models. For instance, Mason and
Bruning [21] define feedback as any message generated in response to a learner’s
action, while Mory [22] states that it is information presented to the learner after any
input with the purpose of shaping the perceptions of the learner or any message or
display that the computer presents to the learner after a response. More recent defi‐
nitions include the following: (a) information provided by an agent (e.g., teacher,
peer, book, parent, self, experience, computer) regarding aspects of one’s perform‐
ance or understanding [23]; (b) information communicated to the learner that is
intended to modify his or her thinking or behavior for the purpose of improving
learning [24]; (c) post-response information which informs learners about their
actual state of learning or performance in order to regulate the further process of
learning in the direction of the learning standards strived for [25].

When it comes to establishing the aim, goal or purpose of feedback, the literature
presents a similar scenario. Mason and Bruning [21] state that feedback should help and
guide learners to identify errors, become aware of misconceptions and regulate their
learning. Mory [22] asserts that feedback should help learners on the correction and
analysis of errors, with a predominant focus on all the metacognitive variables (e.g.,
reflection) involved in this process and should also keep students motivated. Hattie and
Timperley [23] claim that the main purpose of feedback is to reduce discrepancies
between what is understood, what is aimed to be understood (i.e., the learning goal(s))
and performance. Shute [25] maintains that the main purpose of feedback is to direct
learners in order to increase their knowledge, skills, and understanding in some content
area or general skill (e.g., problem solving). Narciss [24] declares that the goal of feed‐
back is to contribute to the regulation of a learning process in such a way that learners
acquire the knowledge and competencies needed to master learning tasks.

There is not, either, a unified typology of feedback. Mason and Bruning [21] provide
a typology as well as Vasilyeva et al. [26], Shute [25] and Thurlings et al. [27]. Because
of the lack of space, only the typology of Shute is presented as it has several similarities
with the one’s of Mason & Bruning and Vasilyeva et al. In particular, Shute classifies
feedback, based on its complexity, in the following way:

1. No Feedback. It refers to conditions where the learner is presented a question and
is required to respond, but there is no indication as to the correctness of the learner’s
response.

2. Verification. It is also called “knowledge of results” or “knowledge of outcome.”
It informs the learners about the correctness of their responses (e.g., right–wrong,
or overall percentage correct).

Feedback in Computer-Based Concept Mapping Tools: A Short Review 189



3. Correct Response. It is also known as “knowledge of correct response.” Informs
the learner of the correct answer to a specific problem, with no additional infor‐
mation.

4. Try Again. Also known as “repeat-until-correct” feedback. It informs the learner
about an incorrect response and allows the learner one or more attempts to answer
it.

5. Error Flagging. Also known as “location of mistakes.” Error flagging highlights
errors in a solution, without giving correct answer.

6. Elaborated. General term relating to the provision of an explanation about why a
specific response was correct or not and may allow the learner to review part of the
instruction. It may or may not present the correct answer.

7. Attribute Isolation. Elaborated feedback that presents information addressing
central attributes of the target concept or skill being studied.

8. Topic Contingent. Elaborated feedback providing the learner with information
relating to the target topic currently being studied. May entail simply reteaching
the material.

9. Response Contingent. Elaborated feedback that focuses on the learner’s specific
response. It may describe why the incorrect answer is wrong and why the correct
answer is correct. This does not use formal error analysis.

10. Hints/Cues/Prompts. Elaborated feedback guiding the learner in the right direction,
e.g., strategic hint on what to do next or a worked example or demonstration. Avoids
explicitly presenting the correct answer.

11. Bugs/Misconceptions. Elaborated feedback requiring error analysis and diagnosis.
It provides information about the learner’s specific errors or misconceptions (e.g.,
what is wrong and why).

12. Informative Tutoring. The most elaborated feedback, this tutoring presents verifi‐
cation feedback, error flagging, and strategic hints on how to proceed. The correct
answer is not usually provided.

There are several models of feedback in the literature [21, 25, 27]. The most simple is the
one proposed by behaviorism, where feedback acts to provide a reinforcing message that
would automatically connect responses to prior stimuli—the focus being on correct
responses [21, 27] and where the cognitive architecture of learners is not taken into count.

The rest of the models in the literature, as Mory [22] points out, propose a more
elaborated examination of feedback that takes into account how feedback affects
cognitive engagement with tasks and how engagement relates to achievement. One of
the most cited models is the one proposed by Butler and Winne [28], which tries to
understand the process of self-regulation as it relates to feedback. This model is shown
in Fig. 1, and considers self-regulation a recursive process of interpreting information
(i.e., feedback) based on beliefs and knowledge, goal setting, and strategy applications
to generate both mental and behavioral products [22].

Another proposed model in the literatures is the one of Hattie and Timperley [23]
depicted in Fig. 2. This model. According to these researchers, feedback must
answer three major questions asked by a teacher and/or by a student: Where am I
going? (What are the goals?), How am I going? (What progress is being made toward
the goal?), and Where to next? (What activities need to be undertaken to make better
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progress?). How effectively answers to these questions serve to reduce the gap is
partly dependent on the level at which the feedback operates. These include the level
of task performance, the level of process of understanding how to do a task, the
regulatory or metacognitive process level, and/or the self or personal level (unre‐
lated to the specifics of the task).

Fig. 2 Hattie & Timperley’s model of feedback

Perhaps, the most recent model is the one by Narciss [24]: the Interactive Tutoring
Feedback model (ITF). Narciss’s model views feedback as one of several basic compo‐
nents of a generic feedback loop. However, when regulatory paradigms from systems
theory are applied to an instructional context, in which learners are provided with

Fig. 1 Butler and Winne’s model of self-regulated learning
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feedback by an external feedback source (e.g., teacher, peer-student or digital instruc‐
tional medium), two interacting feedback loops must be considered (see Fig. 3): the
learner’s feedback loop and the feedback loop of the external feedback source. Addi‐
tionally, the model takes into account that the effects that an instructional activity can
have are determined by: (a) the quality of the instructional activity (e.g. scope, nature,
and structure of the information provided, and the form of presentation); (b) individual
learning conditions (e.g. prior knowledge or level of competencies, meta-cognitive
strategies, motivational dispositions and strategies) and (c) situational conditions of the
instructional setting (e.g., instructional goals, learning content and tasks).

Fig. 3 Narciss’ interactive tutoring feedback model

With the exception of the behaviorist model, the rest of the models in the literature,
as Mory [22] points out, belong to the Information Processing perspective [5] on cogni‐
tion and learning. Consequently, most studies have been carried out from this perspec‐
tive. Although it is outside the scope of this paper to search and discuss these models,
given that constructivist approaches tend to avoid feedback and guidance as much as
possible [18, 19], the existence of such models must be scarce. In the next section, the
feedback provided by the four computer-based concept mapping tools mentioned in the
introductions is analyzed.

3 Computer-Based Concept Mapping Tools

Nowadays there are a lot of tools supporting different activities with concept maps.
However, as Anohina and Grundspenkis underline [29], most of them only provide
functions such as concept map construction, navigation and sharing, but do not analyze
the learners’ concept maps and do not provide appropriate learner’s support in terms of
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feedback and help. In the following, four concept mapping tools, that claim to provide
feedback for learners, are presented and analyzed in a chronological order.

3.1 Chang, Sung, and Chen’s Concept Mapping Tool

The tool developed by Chang et al. [18] supports two kinds of learning strategies for
students to construct concept maps. One of them is the ‘construct-on-scaffold’ version,
which provides an incomplete expert concept map with some blank nodes and links/
relations. The students then select concepts or relations from the concept or relation list
and fill in the appropriate blanks in the scaffold with these selections. In particular, the
tool has a hint button, which can be used on demand, and that gives hints to students
according to the comparisons between student and expert concept maps. The hints are
presented in a partial proposition type, such as [Meiosis result in ???]. Additionally,
there is an ‘expert concept map’ button which is enabled when the students have worked
on constructing their maps for over 30 min.

To test their concept mapping system, the researchers carried out and experiment with
forty-eight seven-grade students (N = 48), 23 females and 25 males, selected from three
classes of one junior high school in Taipei. All the students were studying their second
semester course of General Biology. Each class was randomly assigned to one of the
following concept map construction groups: ‘construct-by-self’ using the tool, ‘construct-
on-scaffold’ using the tool, and ‘construct by paper-and-pencil’ without the tool.

The experiment employed a pre-test post-test control group design. A one way
ANCOVA was conducted on the post-test scores of the three groups. Pre-test scores
were used as the covariate to control the potential differences in the students’ biology
knowledge. In particular, the ANCOVA revealed significant differences between the 3
groups: F(2,44) = 3.79, p < .05. A Post hoc analysis using Fisher’s Least Significant
Difference (LSD) test indicated that the ‘construct-on-scaffold’ method had a better
learning impact on students than the ‘construct-by-self’ and ‘paper-and-pencil’ ones.

3.2 The COncept MaP ASSessment Tool (COMPASS)

COMPASS [4] is a web-based concept mapping that supports the elaboration of assess‐
ment activities employing various mapping tasks such as the construction of a concept
map from scratch (“free construction” task) and the completion and evaluation of a
concept map using an available list of concepts/relationships (“concept-relationship list
completion/evaluation” task). In particular, after the learner has completed the assess‐
ment activity, COMPASS activates the diagnosis process for (i) the identification of
errors on the learner’s map according to a predefined set of errors (see [4]), based on the
similarity of the learner’s map to the teacher’s one, and the qualitative analysis of the
errors, (ii) the qualitative diagnosis of learner’s knowledge, which is based on a prede‐
fined classification of errors (see [4]) which concerns the identification of unknown
concepts, incomplete understanding and false beliefs, and (iii) the quantitative estima‐
tion of learner’s knowledge level on the central concept of the map and subsequently
on the assessment activity, which is assigned to one of several characterizations: Insuf‐
ficient (Ins), Rather Insufficient (RIns), etc.
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Furthermore, the tool provides a “Visual Feedback” option and an “Interactive Feed‐
back” option. If the learner selects the “Visual Feedback” option, COMPASS graphi‐
cally annotates the errors on the map, if any, following the proposed error categorization.
In the student selects the “Interactive Feedback” option, COMPASS activates a process
denominated “Knowledge Reconstruction + Refinement (KR + R)” which aims to
provide feedback, tailored to each individual learner in order to support the reflection
process, to tutor and guide the learners and subsequently to enable them enrich/recon‐
struct their knowledge structure.

In particular, the “KR + R” process incorporates informative and tutoring feed‐
back components (ITRFC) and combines a stepwise presentation (see [33]) of these
components with a multiple try strategy. The ITFC include (i) an initiating question
(IQ) consisting of the learner’s belief, and a prompt to think of the concepts included
in the proposition and to write any keywords describing the concepts, (ii) specific
error-task related questions (E-TRQ), (iii) tutoring feedback units (TFU) relevant to
concepts/relationship included in the concept map, and (iv) the knowledge of correct
response (KCR).

To evaluate the efficiency of the tool, 2 studies (N = 6) where carried out. The first
study investigated whether the design of the E-TRQ, as the only source of feedback,
helped learners to identify, reconsider and correct their error appropriately. The second
study researched whether the E-TR and the TFU helped learners to identify, reconsider
and correct their error appropriately. No inferential statistics and no control group where
employed in these studies. The results showed that E-TRQ alone helps students, espe‐
cially those with knowledge level above average, in revising their beliefs and refining
their knowledge. In cases of students with low knowledge level, these improved their
performance after the TFU + E-TRQ were provided and they identified and corrected a
considerable number of errors.

3.3 The Verified Concept Mapping System (VCM)

VCM [19] is intended for explicit mapping tasks that have been carefully defined by an
instructor or teacher. For example, the teacher might provide students with learning
resources to study and then ask them to construct concept maps that capture their under‐
standing of that material. In particular, VCM allows students to focus on the concept-
mapping task as long as they need to complete it. Then, when the learner is ready for
feedback, he or she moves to the analysis phase and the system displays both a learner
model and some suggested elements for checking.

Feedback is provided by checking for expected propositions and, for any missing
proposition, VCM produces a message intended to help the student check her or his map.
The messages are previously encoded by the instructor or teacher. For instance, if an
expected proposition “Concept1 link1 Concept2” is missing, the teacher might code a
message asking the student to consider ways to connect “Concept1”. If the teacher
anticipated a misconception in the form “ConceptA linkA ConceptB”, the message
might ask the student to check this proposition. Examples of messages are: where should
concept x be in the hierarchy? what is the definition of x? can you change the link
between concept x and concept y?
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A qualitative evaluation of the tool was carried out using a think aloud approach with
four university level students (N = 4) coursing their first year of Computer Science. An
experienced tutor was asked to perform the experiment so that input could be gained
from one person at expert level, but independent of the design team. The mapping task
involved scalability, a topic that is quite conceptual and hence suited to concept mapping.

The students spent between 1 and 2 h on the task, while the expert only spent 30 min.
One student failed to complete the task and found it a frustrating experience. None of the
students (or the expert) appeared to spend much time reading the supplied reading mate‐
rial. Nor did they make reference to it as they attempted to construct the map. Moreover,
students used the analysis phase somewhat differently from what it was originally
intended. Rather than wait till they had completed the map and then do the analysis, they
used this facility at regular points through the mapping activity. They would do a part of the
map, then stop and run the analysis to get feedback on the partially completed map.

3.4 The Intelligent Knowledge Assessment System (IKAS)

IKAS [20] is a system developed with the following goals in mind: (a) the promotion
of process-oriented learning by supporting assessment focused on the process of
knowledge acquisition by students; (b) to promote students’ knowledge self-assess‐
ment; (c) to support teachers in improvement of study courses through systematic
assessment and analysis of students’ knowledge. Following Anohina-Naumeca et al.
[20], the usage scenario of IKAS assumes that a teacher divides a course into several
assessment stages. A stage can be any logically completed part of the course, for
example, a chapter. For each stage, a map is created by specifying relevant concepts
and relationships among them in such a way that a map of particular stage is nothing
else than an extension of the previous one. During knowledge assessment, a student
solves a task corresponding to the assessment stage and after the submission of his/her
solution the system compares the student’s and teacher’s maps and generates feedback.

According to Lukasenko et al. [30], only one type of feedback is provided to students
during the solving of a task: checking of a proposition. The idea is that a student points
out his/her created proposition and the system checks its correctness. In case of incor‐
rectness the system presents explanations of both concepts involved in the proposition.
After the submission of a task a student’s map and a window with quantitative and
qualitative data is provided. Quantitative data is a set of numerical indicators aimed to
inform a student about his or her performance and degree of achievement in a given
task. They are interpreted by the student and no explanation or pedagogical remarks are
provided. A qualitative description is a text summary which explains a student how well
he or she has mastered concepts in a given task. A text summary points out concepts
which require revision. In the student’s map relationships are colored in different tones
according to their correctness. The student can acquire detailed information about each
relationship by clicking on it. In this case contribution of all parts of a relationship
(linking phrase, type, direction and placement of concepts) to the correctness of a rela‐
tionship. Lukasenko et al. [30] provide screenshots of this functionality.

Starting from 2005 all IKAS prototypes were evaluated in different courses by asking
students to fill-in a questionnaire after solving a set of tasks. No other type of evaluations
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was carried out. In particular, these questionnaires allowed gathering student opinion
about concept maps as knowledge assessment tool and the functionality of IKAS. For
instance, during evaluation of the first three prototypes, students always found that it
would be helpful to provide more informative feedback and to improve the system’s
response to user actions.

In the next section the analysis of the tools w.r.t. the research questions stated in the
introduction is discussed.

4 Conclusions and Future Work

For the first research question, Chang, Sung and Chen do not declare the type of
feedback they use in their tool. Nonetheless, it is clear that they use hints/cues/prompts
at a basic level and do not provide the elaboration complexity considered in Shute’s
typology. COMPASS is in the same situation but it can be inferred that it provides:
basic hints/cues/prompts (i.e., IQ and E-TRQ), correct response, topic contingent (i.e.
TFU) and Bugs/misconceptions (i.e. E-TRQ). VCM only uses basic hints/cues/prompts
while IKAS has correct response as well as topic and response contingent feedback.

Most of the reviewed tools do not adhere, explicitly, to a specific model of feedback.
Only COMPASS proposes a feedback framework of its own: the Adaptive Feedback
Framework [31]. Only Chang, Sun and Chen, and COMPASS provide evidence of the
effectiveness of the feedback provided. Nevertheless, although Chang, Sung and Chen
report that feedback makes a difference w.r.t to achievement, they fail to assert how
important the difference is in terms of effect. The evidence provided by COMPASS is
severely limited, as no control group was included in the study and only descriptive
statistics were used.

In sum, with the exception of COMPASS, the feedback strategies of the rest of the
analyzed tools seem to have been designed by intuition and, without taking into account
the large body of literature about feedback, in the field of Educational Psychology.
Nevertheless, the most important finding of this article is the lack of methodologically
sound studies that prove the efficiency of the tools. There is a big software engineering
effort, but without appropriate studies the effort amounts to nothing and the field does
not advance. In a time where educational interventions with an effect size below .40, are
deemed as not worth the effort [8], carrying methodologically sound studies, as well as
including what is currently known [32] about psychological constructs such as feedback
and motivation, is a necessity. More so if we consider that recent meta-analyses have
shown that the impact of technology in learning has an average effect size of 0.33 [33].
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Abstract. From a previous review of state of art regarding to forma-
tive e-assessment is determined that researches are mainly addressed to
learning environments and intended learning outcomes. Formative type
takes advantage of both, peer review and teacher feedback. Teacher feed-
back when students are solving the assigned tasks has not been suf-
ficiently explored because research has focused in contexts based on
asynchronous learning technologies. Thus, in this paper is proposed a
model aimed to enhance teacher feedback by means of synchronous
detection of student difficulties during evaluation execution. The research
experiment—composed by the model implementation and an evaluation
questionnaire design—is focused on proving model capability for detect-
ing difficulties. According to attained results is concluded that this model
is able to detect early students difficulties when formative assessment is
executed. The future work will be mainly addressed to propose a research
for determining if the model can complement formative e-assessment
environments.

Keywords: Learning technologies · Computer-assisted assessment ·
Formative e-assessment · Student difficulties detection · Evaluation exe-
cution · Time-assessment feedback

1 Introduction

Learning technology (LT) refers to a wide range of technologies that can be used
to support learning, teaching and assessment [1–3]. In particular, the study of
assessment processes taking advantage of capabilities offered by LT is known in
the literature as Computer-Assisted Assessment (CAA) [4]. In this case CAA will
be focused on formative e-assessment, i.e., the set of activities supported by LT
that enable learners and teachers to monitor learning, and to use the information
generated to align subsequent learning and teaching activities [5,6]. Regarding
to formative e-assessment support LT arises as a powerful tool because feedback
delivered by teachers may be enhanced during evaluation processes. However, a
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suitable feedback when the evaluation is being executed is subjected to capacity
for fast detection of student difficulties [7].

This research is aimed to early detection of student difficulties when the
assessment is performed. Early detection is important because feedback of teach-
ers can be opportunely provided even in large groups of individuals [8]. As a result
of proper feedback students speedily may correct misconceptions and thus, to
be guided toward learning objectives. In this context, LT becomes an aid for
detecting difficulties due to its capabilities for fast collecting and processing of
evaluation information [5]. Hence, the information extraction gathered from the
educational resources delivered to learners is streamlined, the fast processing
lets expand feedback capacity of teachers while their workload is reduced, and
assessment experience is improved by means of multimedia possibilities.

For early detection of difficulties when formative assessments are executed
is necessary to take into account multidimensional issues [8,9]. We consider that
among the most important of such issues are highlighted the next three: The
identification of proper information to determine performance of students who
are being evaluated, the methodologies definition for analyzing and process-
ing of obtained data, and the most convenient selection of LT bearing in mind
that hardware and web services are steadily lowering the price. It is also neces-
sary to prevent difficulties caused by the inadequate task design and the usabil-
ity of LT [10,11]. Although the CAA has been studied from multiple research
approaches still remains a gap regarding to the opportune detection of difficul-
ties associated to evaluation [12].

From a previous review of state of art regarding to formative e-assessment
we can infer that research is mainly addressed to learning environments and
intended learning outcomes [12,13]. Both, peer review and teacher feedback arise
as support to reinforce the formative effects of assessment and learning. How-
ever, teacher guidance when students are solving the assigned tasks has not been
sufficiently explored because research has focused in contexts based on asynchro-
nous communications (e.g., via text or menu-driven systems). In document at
hand is proposed a model aimed to detecting student difficulties within a context
where feedback delivered by teacher may be supported by synchronous commu-
nications. For instance, we may refer to a context where teacher feedback is not
suitable because formative task—subjected to fixed time and place—is being
solved by a large number of students.

The model is divided into components that we have classified as the most rel-
evant for evaluation development. On one hand, the component division enables
to sample meaningful information throughout the evaluation process in order to
detect student difficulties. On the other hand, from component-based approach
can be independently dealt other key issues of the process, e.g., the require-
ments for establishing human computer interaction, the proper application of
capabilities offered by LT, and the use of different educational resource kinds.
According to attained results by means of an implementation we can infer that
model is able to detect student difficulties when tasks are being solved. However,
the proposed experiment in this paper is not adequate to determine if formative
purposes are improved by feedback from teacher.
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In previous paragraphs we have defined the research scope. The remainder of
this work is organized as follows: in Sect. 2 is presented the conceptual model for
detecting student difficulties when formative e-assessment is being performed.
In Sect. 3 is proposed the research experiment by means of the model imple-
mentation and the questionnaire design of the test. In Sect. 4 are presented the
experiment results and the work discussion. In Sect. 5 are made known the con-
clusions and the future research work.

2 Proposed Model

This model can be understood as a complement to traditional activities reported
at formative e-assessment state of art. Bearing in mind the complexity associated
to formative e-assessment process, for establishing a synergy between LT capa-
bilities and evaluation is necessary to make use of modeling. Thus, in Fig. 1 is
presented the proposed model for early detection of the learners difficulties when
formative e-assessments are executed. The conceptual structure of the model is
mainly constituted by three components: teacher, evaluation and student. Addi-
tionally, the model is complemented by including both a module that represents
the source of educational resources and the teacher-student feedback flow.

Delivering of formative tasks and the continuous obtaining of apprentices
responses are executed by the student component. When teacher assigns a new
task this component handles its distribution among learners. Subsequently this
part of the model must guarantee permanent interaction between the student
and the assessment educational resource. From this interaction are periodically
sampled each set of student responses entered to assigned tasks. Finally, answers
are organized and delivered to evaluation component.

The condition of assessment is established by the evaluation component from
the sampled student data. The performance of each student is determined by the
comparison between collected answers and the task solution information. In this
case the comparison term is used to allude the set of techniques implemented
to determine the student performance. For example, some comparison-based
algorithms are useful for reviewing closed question whereas semantic analysis
algorithms are applied to open-ended questions [14]. After responses processing
the obtained results are sent to the teacher component.

Summarizing, the processed data and the selection of educational resources
are actions performed by the teacher component. On one hand, this component
presents—in an understandable format for teacher—the outcomes that define
the evaluation state. Therefore, based on LT capabilities, the information may
be summarized by a proper interface design that would take advantage of color-
based abstractions, percentages, images, among others. On the other hand, the
teacher component provides the means to select the task type and the required
responses for comparison process. For selecting tasks again the teacher interface
is proposed as a convenient tool because it enables to set up a signal that contains
the student list and the resource information.

Additionally, a representation of an educational resource source has been
included in the model as a complement. A task assignment signal contains the
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Fig. 1. Model proposed for early detection of the learner difficulties in formative e-
assessments. The conceptual structure of the model is constituted by three components:
teacher, evaluation and student.

identifiers of stored resources and the list of students tied to formative activity.
In fact, when the signal is released towards the source, both the task and the
task solution information are sent to the student and evaluation components,
respectively. The source-based abstraction offers an advantage for implementing
the model because it can be easily substituted, for example, the source may
represent a repository that contains some learning objects addressed to formative
e-assessment [15].

In short, the model performance is focused on maintaining a continuous infor-
mation flow from the learner towards the tutor. Flow information is constructed
using constant sampling of the student responses. The flow is completed when
processed information is provided to the teacher for detecting and assisting of dif-
ficulties arisen from evaluation. Indeed, student attendance is improved because
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the teacher feedback is enriched by means of LT capabilities for processing data.
In this case the feedback has been differentiated from the LT-based detection
core for indicating that assistance may be applied in other contexts, e.g., face-
to-face environments or virtual systems supported by synchronous tools.

3 Experiments

We have proposed an experiment aimed to prove the model capability for detect-
ing student difficulties when formative e-assessments are performed. The exper-
iment is mainly composed by the model implementation and the evaluation
questionnaire design. Both are described below.

3.1 Model Implementation

The implementation is achieved by considering a set of technological tools that
were selected bearing in mind the model components proposed. In Fig. 2 is pre-
sented the correspondence between the theoretical components and the imple-
mentation tool set. The model was initially implemented using three applications
of Google: Gmail, Drive and Sheets. Additionally, an Android mobile application
was developed by us for enabling system-teacher interaction.

In this case students use personal computers for interacting with the system,
whereas teachers use a mobile device. The monitoring of assessments is initi-
ated when application is linked to each task and then the functioning model
described in Sect. 2 is followed. Regarding to the student component, question-
naires and answer acquisitions are enabled by means of spreadsheets. For com-
parison process the evaluation component is based on the power processing of a
mobile device and the task solution information stored in a spreadsheet. Finally,
the teacher component uses the application interface and a spreadsheet for rep-
resenting the assessment summary by an abstraction based on color variations.

3.2 Questionnaire Development

The test consisted of ten questions. For assessment we select two types of ques-
tions: Multiple Choice Questions (MCQs) and Open-ended Questions. On one
hand, we have considered the use of MCQs as a suitable assessment approach
because computer capabilities can be utilized for rating the marked responses.
In addition, MCQs provide a quantitative measurement regarding to student
abilities and a wider scope of application for different kinds of content and objec-
tives [16]. On the other hand, the use of open-ended questions is justified because
these are excellent for measuring high level cognitive learning and overall sub-
ject understanding. These types of questions are often more applicable to real
life situations.

Taking into account that feedback must improve assessment process, the
evaluated concepts were interconnected by an increasingly difficulty level.
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The feedback delivered during evaluation execution is aimed to correct the defi-
ciencies and reinforce student concepts for subsequent questions. The test was
carried out in a common physical place equipped with all LTs necessary for
model application. In that way, when the system detects some student difficulty
the teacher may deliver face to face feedback. This experiment matches with the
situation mentioned in Sect. 2 where formative processes may be supported by
synchronous tools.
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Fig. 2. Proposed model implementation. The model was implemented using three
applications of Google: Gmail, Drive and Sheets. Additionally, an Android mobile appli-
cation was developed for enabling system-teacher interaction.
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4 Results

In Fig. 3, the results of the test are summarized. From the previously alluded
questionnaire a four Colombian students group of final year of high school were
evaluated. This questionnaire was designed to assess basics of differential calcu-
lus. Closed questions were formulated as quantitative response problems whereas
open-ended questions were addressed to qualitative evaluation of concepts. In
this case the questions 1, 2, 4 and 5 are open-ended type and the remaining ones
are closed type.
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Fig. 3. Summary of the test results. Learning regarding to basics of differential calculus
was evaluated in a four student group. For each question, the number of assists that
required each student was counted. Questions 1, 2, 4 and 5 are open-ended type and
the remaining ones are closed type.

The results show that all students needed support at least once. However, by
means of model implementation it was possible to deliver the appropriate feed-
back during the evaluation time. The evaluated concepts interconnected by an
increasingly difficulty level and the teacher feedback were useful for students who
failed a question, to approve the subsequent one in almost all cases. Finally, the
teacher may also use these results to identify the students who have difficulties
that need to be reinforced.

5 Conclusions and Future Work

According to attained results we can conclude that model implementation is
able to detect early the students difficulties when formative assessment is exe-
cuted. However, determining if the model is useful as a complement to evaluation
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processes is beyond the scope of the posed test in document at hand. Therefore,
the future work will be focused on proposing a research, aimed to determine if
the model can complement formative e-assessment environments.

In addition, from multiple concepts—both theoretical and practical–
concerning to the model proposed, we can explore other research fields. First
of all, an inquiry field that would be worth to explore is the application of the
model to enhance the group learning. Also the division by components offers
an advantage for the model because the overall performance of the implementa-
tion can be enhanced by research independently performed in each of the model
parts. For instance, a sophisticated semantic algorithm analysis for analysing
open-ended questions may be easily integrated into the model implementation.

Acknowledgements. The research presented in this paper was partially funded by
the Cyted project 513RT0481. It was also carried out under grants provided by the
Ph.D. scholarship Programa Nacional de Formación de Investigadores “Becas Colcien-
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Abstract. Ontologies represent an efficient way of semantic web application on
e-learning and offer great opportunity by bringing great advantages to e-learning
systems. Nevertheless, despite the many advantages that we get from using ontol‐
ogies, in terms of structuring the data, there are still many unresolved problems
related to the difficulties about getting proper information about a learner’s
behavior. Consequently, there is a need of developing tools that enable analysis
of the learner’s interaction with the e-learning environment. In this paper, we
propose a framework for the application of Business Intelligence (BI) and OLAP
technologies in SMEUS e-learning environment. Hence, on one hand, the
proposed framework will enable and support the decision-making by answering
some questions related to learner’s performance, and on the other hand, will
present a case study model for implementing these technologies into a semantic
e-learning environment.

Keywords: E-learning · SMEUS · Ontology · OLAP · Data analysis

1 Introduction

E-learning platforms are widely used by higher education and other research-oriented
institutions to enhance the efficiency of institutional services related to teaching and
learning, and to improve quality of teaching. Nowadays, many of the e-learning systems
available on market lack in specific functionalities for the creation and delivery of
dynamic, modular learning paths that match the knowledge needs in a contextualized
(according to learner’s current activities) and individualized (according to learner’s
experiences, competences profiles, learning history and personal preferences) way [1].

Ontologies represent an immense opportunity by bringing great advantages to e-
learning systems. Their implementation is seen as a better solution for organizing and
visualizing didactic knowledge, and for this knowledge to be shared and reused by
different educational applications. The usage of ontology represents an efficient way of
semantic web application on e-learning [2]. This is reflected on the realization of ontology-
based description for the learning materials or the knowledge base. Additionally, semantic
notations are added for each learning object. In terms of organizational aspect, ontology
application allows the categorization of learning resources in personalized learning forms,
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which are being accessible to the students upon their request, depending on their profile and
need to learn. In this way, the needed learning resources are easily identified, and the
access time to the learning resources is reduced. Even though ontologies and semantic web
can solve, among others, the process of structuring data in e-learning environments, yet
there are many other problems to be addressed and solved. In order to support the innova‐
tion process in a e-learning platform on getting proper information about a learner’s
behavior, we extend our previous work [3] to apply business intelligence techniques to the
SMEUS e-learning system. Accordingly, on one hand, the proposed framework will enable
and support the decision-making by answering some questions related to learner’s perform‐
ance, and on the other hand, will present a case study model for implementing these tech‐
nologies into a semantic e-learning environment. SMEUS is a semantic e-learning system
that we have developed to focus on and address the issues of integrating ontological prin‐
ciples with        e-learning standards, and to show how semantic concepts can bypass the
problem with unstructured educational data and different techniques of knowledge repre‐
sentation.

The rest of the paper is organized as follows. Section 2 reviews about the related
work. The process of designing the business intelligence solution and the connection
with SMEUS is represented in Sect. 3. In Sect. 4 we provide some valuable results.
Finally, we conclude the paper and give some future research issues in Sect. 5.

2 Related Work

The literature reports some works in order to solve mentioned problems in e-learning
systems. Some tools such as MATEP [4], GISMO [5] and Sinergo/CoIAT [6] have been
proposed. However, the researchers in these works are not incorporating any type of
semantic aspects and BI tools to help track, measure and analyze the activities performed
by learners. There are also some works performed on ontology and BI analytical appli‐
cations in [7, 8] by implementing ontology to find appropriate data from different sources
and semantically integrate the needed data into OLAP cube. Furthermore, tools like SBI
[9], BIKM [10], SEWASIE [11] are worth mentioning.

There are also several case studies of using educational data mining in Moodle course
management system to identify and analyze the learner’s behavior. Authors in [12, 13]
try to answer some of these questions by identifying related indicators and by offering
tools that allow analysis and interpretation of results through data warehouse and OLAP
technologies. To increase both efficiency of the university services related to teaching
and learning and to improve its overall quality, they propose frameworks for applying
business intelligence in e-learning platforms. Nevertheless, the authors provide models,
which are out of the ontology based semantic web technologies scope and they lack to
address the explicit definition of conceptualization on a specified domain and assembling
learning objects.

3 Towards an BI Semantic Model

Semantic web supports the innovation process in a learning environment, having the prop‐
erty for data creation and management that are machine understandable. Semantic web also
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possess all the properties for creating and reusing the e-learning materials and contexts,
enabling the enhancement of metadata linked with e-learning materials and expanding the
current potentials of e-learning systems. The e-learning field involves many process
resources, such as LOM (Learning Object Metadata), SCORM (Shareable Content Object
Reference Model), RDF (Resource Description Framework), XML, OWL (Web Ontology
Language), etc. LOM includes metadata for learning objects and represents a standard for
educational management system and learning objects. Learning objects are digital contents
or entities deliverable online, having the property of being reused in different contexts, for
learning, education or training. Ontologies’ usage in educational systems may be
approached from various points of view: as a common vocabulary for multi-agent system,
as a chain between heterogeneous educational systems, ontologies for pedagogical
resources sharing or for sharing data and ontologies used to mediate the search of the
learning materials on the Internet [14].

With regards to e-learning, semantic web ensures a technology where the learning
object is [15]:

• Described with metadata – due to the distributed structure of RDF, description can
be expanded and consequently new description can be added. This allows a creative
use of content in a new way.

• Annotated – each identified resource by URI can be annotated with personal notes
and links by everyone.

• Extended – the structured content with XML is allowing multiple versions to exist.
Successive changes in the content can be executed with the help of RDF schemes,
allowing private, grouped, or author versions of a certain document. The versions
history is represented as a tree with known and unknown branches, which can be
traversed with special version tools.

• Shared and communicated – to anyone who has expressed an interest in such content.
Since the metadata are expressed with standard format, which is independent of basic
schemes, even simpler applications can understand portions of complex RDF graphs.

• Certified – there is no reason why only big organizations should certify learning
resources. Individuals, such as teachers, should certify learning contents as a quali‐
tative learning resource, which is suitable for a certain educational work.

3.1 System Structure and Design

Our prototype SMEUS is developed to be used as an innovative system for knowledge
retrieval and other e-learning aspects, including online testing. The system structure is
presented in Fig. 1. As integral part of the system are design interface, system metadata,
description of learning contents and learning methods. Within the interface design, we have
developed special options for testing, online consulting and at the end, we propose a
semantic representation of learning, by applying ontology. The semantic character of
learning or the semantics of the learning object includes our proposal for describing
learning materials within ontology domain. This provides us with a semantic representa‐
tion of the content by adding semantic notation to each learning resource. The ontology is
used for identifying the structure of learning module and defining the needed vocabulary
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for the student to conceptualize the learning modules. Another ontological approach is
introduced for learning materials, which is part of the systems metadata. Here, we included
also the system access alternatives, results registering and the communications.

Fig. 1. System access functionalities

The section with description of learning contents includes some options where we
store syllabi of subjects and learning materials. The learning method section includes
self-testing for students, which is an option of preparation for them before they are
subject to the real examination.

With SMEUS we aim to go beyond limitations that some e-learning application have.
The semantic learning character class includes the knowledge of learning theory,
language, scientific discipline, auxiliary technology, etc. Each of these can be connected
in many ways with fields of ontological modeling. If we consider the scientific discipline,
the content here is distinguished by type and level. In the content type, we may have:
rules, processes, procedures, concepts, etc. whereas in the content level, there may
appear the levels of content complexity, i.e. basic, average and advanced level.

In order to focus the learning expectations or results towards the improvement of
understanding the learning material, the learning models, goals and contents should be
structured or defined with an adequate pedagogical methodology. Regarding the auxiliary
technologies, they support the presentation technique of learning contents with different
technology, such as, ontologies, metadata and learning object warehouses (see Fig. 2).
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Fig. 2. SMEUS ontology

3.2 Designing the BI Solution

The objective of a business intelligence process is to refine business data and information
into useful and valuable knowledge and intelligence for decision making [16, 17]. There
are several proposed definitions in the literature about process steps and models in
implementing BI. However, in this work we follow the idea proposed by [18], who
proposes a lifecycle model as shown in Fig. 3. The first activity to create a BI solution
is the requirement specifications phase. In this phase, a document is produced with
example analytical questions and desired reports that would provide the needed elements
for building the data warehouse schema. This document involves questions related to
the time students are spending to read or view learning materials, which learning
resource they like to visit and use more, how often they use collaboration tools etc. The
second step or activity is dimensional modeling. This encapsulates designing a dimen‐
sional schema, which is based on the analysis of business requirements and consists of
a central fact table and its related dimensions.

212 F. Dalipi et al.



Fig. 3. BI lifecycle [18]

An example of a developed schema in our project is shown in Fig. 4, which contains
details about learning activities.

Fig. 4. Facts table schema

After the dimensional schema is designed, we start and define the development of
ETL (Extract-Transform-Load) processes. During this phase, we also apply common
data preprocessing tasks such as data cleaning, user identification, session identification,
path completion, transaction identification, data transformation and enrichment, data
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integration and data reduction. Once these steps are completed, we use SQL Server BI
edition for multidimensional analysis.

3.3 An Architecture for Semantics and BI Integration

In order to increase both flexibility and performance of e-learning environments, we
propose a framework for applying BI in semantic e-learning environments. The work‐
flow scenario of our model is given in Fig. 5.

Fig. 5. Proposed workflow scenario for semantics and BI integration in e-learning environment

This model is based on the idea of web-based systems that integrate two information
sources: (1) from OLAP browser, which extracts data from data warehouse, and (2) from
the document management system, which enables access to the unstructured data in
documents database. Considering the sensitive nature of the educational data in terms
of privacy, especially those from the testing results, the heterogeneous character of the
data on one hand, and to keep the global ontology updated on the other hand, we propose
that ETL process to be executed two times. Firstly, for data warehouse creation and
secondly, prior to integrating data into the global ontology. The process of data extrac‐
tion and access control for the documents will be coordinated from the document
management system, which will support RDF based metadata, thus, we use the global
ontology.

The global ontology, which is an indispensable part in our model, contains the global
data model and the mappings of metadata from document management system and
metadata that are generated during the second process of ETL. In addition, it includes
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other information about learning objects. Many of the objects that are located in educa‐
tional data warehouses are used for extracting various documents of the same nature.
These objects can easily be created or updated; even at the first ETL process, prior to
the data warehouse creation.

4 Results

Based on the suggested analytical questions that were established in the first step of the
BI lifecycle, we generate several reports that would help us to answer them. We exam‐
ined and analyzed the activity of 865 students over the 15 week spring semester of 2014.
The conducted research provide instructors various reports related to different aspects
of the learners/students behavior, by giving them the possibility of assessing learner’s
performance and progress. These reports using the proposed model provide information
for different aspects of the student behavior, such as, the time they spend for reading or
viewing learning materials online, participation in online collaborative activities and
virtual classrooms, information on how frequently students do online self-testing, read
and write messages, etc.

By referring to these reports, part of which are demonstrated in Fig. 6, we can
conclude that 86 % of student spend their time with reading or viewing materials, but
the majority of them is using this option at the end of the semester or before the exam
session. Concerning the participation to collaborative activities, such as forums and
messaging, on average more than 69 % are using this application, and this option is most
heavily is used during weekdays. Around 14 % of students spend less than 30 min a
week with online testing within the first weeks, and this percentage increased in weeks
to come. During the 10th week of the semester, around 73 % use online testing, and in
remaining 5 weeks this percentage grows to 87 %.

This explains the fact that as the exam session is approaching, students become more
aware for their preparation and try to do online self-testing more frequently. From the
teacher’s perspective, by using such information, they can adopt different learning
methodology of uniform distribution of teaching assignments during the semester to
improve performance of students in terms of avoiding the accumulation of student’s
works or activities for the end of semesters.

The results of our study will give the teachers the availability to assess and track
even more the student performance and to monitor the existence of certain user activity
trends, for instance when to expect to have more participants in virtual classrooms, more
online tests, discussions in forums, exchanged messages, etc. Hence, it is also easily to
predict when to consider the system maintenance.

5 Conclusions and Future Works

In this paper, we presented an approach of application of BI tools in semantic e-learning
systems to analyze and monitor the learner’s behavior and performance. The ontology
we presented is used to design an e-learning system and to play a significant role in
representing different educational concepts. Our framework demonstrate the idea how
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ontology or semantic concepts can bypass the problem with unstructured data, and
different techniques of knowledge representation; and the idea of solving the lack of
analytical and reporting tools in LMS, providing the instructor with detailed reports
about students progression and performance.

In the future, by enlarging the number of students involved in this analytical study,
we consider applying data mining techniques to extract more patterns and rules to
enhance our analysis on learner’s performance. In addition, having in mind that BI
solutions have started to advance into the Cloud, we plan to adopt and extend SMEUS
to be a semantic and cloud-based business intelligence solution.

Fig. 6. Different generated reports
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Abstract. This paper is based on the principal bases defined in the theory of
communication of McLuhan and the principles of David Ausubel. We want to
propose a system that allows teachers to perform a methodology based on
meaningful learning and a continuous evaluation system. We take McLuhan’s
theory of communication as a process of creating curricular programs and turn
the theory of knowledge into one based on meaningful learning. Therefore we
perform a methodology to be explored by students, and teachers could develop
their work through exploration within the teaching-learning process.

Keywords: Educative systems � Cloud computing � Web Services � Systems
architecture � Students curriculum � Educative curricula

1 Introduction

In this paper we describe an adaptation of McLuhan [2]. So we proceed from the need
of teachers for a process of evaluation and for qualification in new methods, and
through the exploration of student work within a system of continuous evaluation. The
following sentence is the reason we decided to start this research: “I do not explain
anything. I explore”.

The work and ideas of Herbert Marshall McLuhan (1911–1980) obtain more force
and effect in science communication and social behavior within the framework of the
mass media with each passing day. His most notable works are The Gutenberg Galaxy
(1962), The Global Village (1989) and essays such as “Joyce, Mallarmé and the Press”
or “Laws of the Media”, all included in the McLuhan anthology. Essential Writings
(1998), and The Gutenberg Galaxy popularized his ideas about the media, and for
McLuhan, the culture that is just based on the book has been completed.

A premise of education is that it must adapt it to its society; we hear from the media
companies’ terminologies such as Society 2.0 and Society 3.0, based on the definition
of information systems. In this research we aim to use these societies by following
McLuhan and communication technologies adapted to the educational world. Thus we
have developed a specific and concrete methodology based on technological influences
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and the transmission of content. That is, the classroom becomes a transfer of content,
and use McLuhan teaching-learning sentences:

• “The medium is the message”.
• “Restructuring of the contents”.
• “In a pre-alphabetic world, words are not signs.”
• “We return to the acoustic space”.

Also, we must consider student assessment and personalized follow-up. The teaching
methodology uses these premises to improve the student’s work in the classroom. Thus
through the acquisition of knowledge, it can be argued that by receiving meaningful
learning as taught by David Ausubel [2], meaningful learning becomes focused. For
this reason we use a translation of McLuhan as the basis of self-sufficient reception
learning. Thus, we will use the full potential of students and information technology.

2 State of the Art

We have to consider the creation of this platform from two points of view: (1) from the
viewpoint of the teachers’ work in preparing classroom activities; and (2) from the
students’ evaluation process of exploring the objectives achieved in the contents
developed by the student through meaningful learning. According to McLuhan, the
influence of communication technologies on the content they transmit is a wholly
generic synthesis of thought. McLuhan’s theory is based on the laws of communication
[1] and patterns of communication [3]:

• The medium is the message: McLuhan adopts the concept elaborated by anthro-
pology, according to which instruments and tools are considered to have been
created as extensions of the human body. Now everything is immediate, repro-
ducible, and combinable; there is no longer a place for everything and a time for
every event. The time and space make the means for us, but also we ourselves are
able to manipulate them.

• Restructuring of the Contents: Our perceptions have shaped the way we understand
and think. These effects are so important that they cause distinct stages in culture.
From here, McLuhan, in a historical perspective, describes three eras of humanity,
which are: oral communication, written communication, and the electronic or global
village.

• In a pre-alphabetic world words are not signs. This refers to the first stage of
humanity, an era in which the only means for the transmission of messages is the
spoken word. There are no procedures for the storage of information beyond human
memory. Humans of the pre-alphabetic era had a world-view that placed great
importance on the sense of hearing. The ear prevailed over vision, which created a
conception of an inclusive world. With alphabetic writing came a move from a
culture based on oral, direct communication, favoring an emotional type relation-
ship, to another in which abstract rationality prevails. It is a visual activity, not only
hypertrophying the sense of sight, but also distorting the harmony of the proportions
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of the five senses. The written culture has unstructured relationships that kept the
senses different. McLuhan wants to highlight that texts favor abstract rationality,
seeing things and the world as a process, the ability to discern and classify those
complex units, used first, within the group.

• We return to the acoustic space: time and space merge into the current physical on a
space-time continuum, which brings us to the notion that humans cultures had in
past, and still maintain communities not influenced by Western culture. Audiovisual
media require the presence of transmitters and receivers in two spaces, but not in a
time unit. Written communication does not require either temporary ownership or
space, and fosters an enabling environment of abstraction. Broadly speaking, the
main feature is that it relies on involvement, simultaneity, discontinuity, and space-
time, and tends to develop at work by defragmentation and political participation by
television. It should also be noted that it imposes a new electronic interdependence
and a new concrete and immediate relationship, which not only detribalize, but also
recreate the world in the image of a global village.

• I do not seek, I find: it is precisely the ability to see reality as multisensory that
McLuhan proposed as a mechanism. The tetrad, taken as a whole, is the manifes-
tation of how the human mind operates. This is similar to the semantic mechanism
that makes the trope known as metaphor. This provides the shifting of a hidden
background to the foreground of perception. The scientist, immersed in the visual
world (sequential, linear, logical) asks questions concerned with reality and acts
consistently. Conversely, the browser enters an area of complexity, not knowing
what to find. It cannot have a logical plan of discovery. It must be delivered into the
complexity with all senses alert.

Once we have described the usefulness of the media, we must first think of a teacher as
a communicator. In addition, we must apply this methodology to other developing
methodologies of teaching in the classroom. In this case we turn to the didactic
methodology of David Ausubel, meaningful learning. In meaningful learning, ideas are
substantially related to what students already know, and new knowledge is closely
linked to the previous ways it is used to be performed by:

• The learning content is potentially significant, i.e. it must be able to be learned
significantly.

• The student must already have the concepts used in a preformed cognitive structure.
Thus, in this way the new knowledge can be linked to the previous one. Otherwise,
the assimilation fails.

• The student must demonstrate a positive attitude toward meaningful learning. They
must demonstrate a willingness to relate the learning material to cognitive structures
that they already have.

Meaningful learning requires finding out what the students and teachers know already,
which determines the working of the methodological strategy, but not the purpose,
content or sequence of the curriculum.
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3 Application and Adaptation of the Methodology

At this point we will try to give an overview of what type of methodology would be
necessary to use McLuhan’s theories for meaningful learning. On the one hand we
establish the basis for a theory of knowledge and meaningful learning. The process of
learning is based on information technologies. Therefore we adapt the phases and the
teaching-learning process of McLuhan, as we have an amply demonstrated starting
point, discussed and dealt with in the world of communications. McLuhan’s phases
must follow some specific steps within the child’s process of learning, and must be
adapted first to the educational environment and analyzed within the whole educational
world. In this case, moving the steps or phases that McLuhan sets within the educa-
tional system will allow for meaningful learning. The steps we have to take into
account are:

• The medium is the message: we need to create a system that is an extension of the
classical teacher’s notebook, which picks up his notes and the classroom activities,
centralizes his administration, and also enables a communication channel for the
teacher with parents, students, other teachers, and other members of the educational
community.

• Restructuring of Content: The work of teachers and students towards meaningful
learning leads to the creation of content. Therefore the work on the content must be
allowed to modify through a system that allows the creation of content from content
made before, which is a time-saver for teachers.

• In a pre-alphabetic world, words are not signs: At the present time and in the
present educational world, educational content focused on the internet is a given;
society has advanced in some points of view from the book. For years the only
educational content at the disposal of both teachers and students was textbooks and
teachers’ notes, but now we all know this has changed.

• We return to the acoustic space: The transmission of the content in this case is
done from three points: on one hand the teacher transmits the content, and the
student learns from that content; this entails a relationship with the outside world
which is implemented by the ICT and communication with other students; thus we
have to emphasize improving collaborative work in the classroom and facilitate this
type of work in the classroom.

• I do not seek, I find: In this section we understand that teachers and students
develop their work to meet their needs on the internet. This is done through an
initial search and easy navigation through the material. On the other hand the
teacher performs an evaluation process by scanning the contents.

Adaptations or creations of methodological aspects need to be moved to ICT. That is,
ICT methodologies for educational environments are necessary for the teaching-
learning process, and also to present curriculum content, students’ work, and integra-
tion. A methodological adaptation requires a process of previous research. As seen in
the above description, we need a system that allows us to develop different parts of the
required methodology, and also allows an operation in ICT environments.
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In Fig. 1, the green color shows the different parts of the teaching-learning process;
these parts have been worked on in previous research [5, 7, 8]. The educational con-
tents are structured and cataloged to order achieve aims and educational skills. From
these contents, work activities are performed, correcting these teaching contents.
Evaluations of activities within a continuous evaluation process are necessary elements
for the teaching-learning process. That is, we need documentation of educational
content and organization of the work, as done by the teacher [4]. In this way, teachers
have a system that allows them to manage educational content based on the teaching-
learning process.

As we can see, the process of evaluation in the teaching-learning process is per-
formed continuously throughout the process. This requires restructuring of the evalu-
ation process. We need to modify the teachers’ workbook according to the students’
work in their notebooks, and in turn restructure the students’ activities in terms of their
progress in achieving the objectives and the basic skills. These are evaluated in the
activities of the students, and, as we have developed in other research, this is achieved
by treating the educational curriculum as part of the curriculum or history of student
learning [5, 6]. The curriculum and the educational curriculums of the students are fully
linked, as students develop their curriculums to arising from curriculum education
laws. This also involves the modification of both the activities prepared by the teacher
and of the exercises and the work done by students.

4 Design Patterns

We have described the adaptation or creation of teaching methodology, justified by
prestigious authors and including the use of ICT, where the method and methodology
in developing a formula that allows the inclusion of ICT in the classroom-to-classroom
education curriculum is implemented [7].

In this section we discuss design patterns. This is done from the point of view of the
structure of these design patterns as developed in the thesis [8], where patterns are
developed. In this first application of the method, we develop patterns generically, by
indicating a first group and then from discussion and debate in scientific forums

Fig. 1. Teaching-learning process diagram
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developing the contents thereof. This can be done because of our research background
in the application of ICTs to the classroom. In this methodology we have isolated the
following patterns:

• Curricular Patterns: These patterns are responsible for establishing the relation-
ship between the different elements of the teaching-learning process. These are
focused with the aim of establishing the evaluation of the student in the process.
This pattern also includes necessary elements that are defined by the contents,
activities and evaluative elements, including objectives and competencies. These
elements have a relationship with each other in defining the evaluation, making it an
evaluation rather than a memo. It will be well-defined according to the score of each
of the parties, evaluating the students through the level of achievement of each of
the objectives of each of the core competencies. These are not patterns; they are
statements of curricular pattern corresponding to the evaluation. In this way we can
modify the states over time, taking into account the parameters defined above for
the group of students in the teacher’s programming. Setting the minimum and
maximum for the students to perform allows for paying attention to diversity in the
case of students who do not meet the minimum or are above the maximum, thus
serving students who are above or below the level of achievement of objectives.

• Restructuring Pattern: This pattern makes a break in the process of teaching and
learning. Thus the teacher can make a modification of the process. It is a pattern that
performs a state change in the curriculum pattern, and thus achieves a curriculum
adaptation or modification to enhance the strengths and weaknesses of students. In
addition, it allows the achievement of the objectives.

• Interaction Pattern: These patterns are intended for the creation and modification
of activities for teachers. Additionally, this should facilitate collaborative work in
the classroom and internet search information by students. As a result, this facili-
tates the consultation of information that teachers leave prepared for the perfor-
mance of their activities. These interaction patterns are also used to edit the objects
with which students and teachers work together in the classroom with patterns to
share information, to add specific objects to other objects’ modification, and to
provide educational objects and patterns designed to share information among
members of the class and the teacher.

Educational patterns are focused on areas that teachers need to do their work in the
classroom. In this way we combine and integrate these patterns into an architecture that
supports these features.

5 System Architecture

Cloud systems allow the integration of services and functionality in a single workspace.
The users can develop their work and the system allows flexibility and growth
according to the appearance of new features. These aspects make cloud systems ideal
for inclusion in application platforms and educational environments, as these require a
multitude of services that allow their proper functioning, and the system can develop
according to new situations and the requirements of teachers.
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Curriculum systems in the cloud are a reality. Where some research give the
integration of various systems in the cloud [8], it is possible to integrate environments
defining these new services and educational methods within the systems themselves.

Figure 2 shows how the system allows integration with other systems, in this case
by integration of services, which allows access to the systems that provide the
resources, linked and indexed with the official curricula. From the organizational point
of view, integration is important for creating users with educational ERPs within public
administrations. The Web Services can perform this integration of different systems,
which is by specifying a standard allowing the integration of these systems. The cloud
“cEducative” is the core of this research; this cloud defines a workspace for users of the
system, in this case teachers and students. Teachers conduct their activities from the
workbook that includes programming, which consists of activities and curriculum
elements as defined above. These activities comprise the student workbook, in which
students solve problems and work with activities by editing patterns. An important
aspect is the user interaction in classroom-to-classroom education. We define a space of
interaction for users, in which, from patterns and editing of objects, students can
perform collaborative work in the classroom, and editing these objects leads to the
successful completion of the relevant activities [9, 10].

We are therefore faced with the same system, where the interaction takes place
between the devices themselves that make up the micro cloud. Figure 3. Shows the
different parts that make up this architecture. Figure 3 shows the different parts that
compose that architecture.

We conducted a hybrid cloud on the device that consists of the following parts. On
one side, there is all the logic storage, where, through a database SQL Linte for mobile
devices, this database performs database operations. On the other side we have a
storage repository for objects, which can store either objects in XML format or the
serialized object itself, and a file system for the application where the necessary files

Fig. 2. System architecture
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would be stored. The communication service comprises a programming package. This
receives data from the device itself and tails synchronization and external engagement.
These queues allow processing of information in the device asynchronously or syn-
chronously, depending on the type of information being processed. The sternal queue
receives data from other devices that make up the cloud micro, and should have a
higher priority to allow interaction between devices in the micro cloud and the passing
of information to each other.

These services facilitate communication device interaction in the cloud and allow
its use in classroom education. The need to treat these devices independently facilitates
the creation of activities by students and staff working in the classroom. It also sim-
plifies the maintenance process and the integration with other devices, such as tablets,
computers, or smart TV, which pupils and teachers may have at their fingertips.

6 Conclusions and Future Work

In this article we have adapted a method using ICT, as we have seen the necessity of
adapting a method not using ICT to take ICT into account. This will allow us to further
integrate these systems and also enable them to be used by members of the educational
community more intuitively and to apply them more closely to the reality of their work,
because sometimes teachers do not have the applications that allow certain method-
ologies, or that allow them to suit their own methodology.

Fig. 3. System architecture in the micro-cloud
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Future work will be the creation of a distributed system interface that allows this
architecture to make these patterns in the cloud, and allows the flow of information
between the various objects that make up the activity regardless of which user is
working on the object.
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Abstract. One of the most important discussions in artificial intelligence is the
modeling of human behaviors in virtual environments. The factors such as
personality, emotion, and mood are important to model human behaviors. In this
paper, we propose a computational model to calculate a user’s desirability as one
of the most important factors which in determining the user’s emotions. The main
purpose of this research is to find a relationship between personality and emotion
in virtual learning environments. The model has been evaluated in a simulated
virtual learning environment and the results show that the proposed model formu‐
lates the relationship between personality and emotions with high precision.

Keywords: Personality · Emotion · User’s status · Desirability

1 Introduction

The goal of Human Computer Interaction (HCI) is to make computing systems more
useful and usable. To achieve this goal, computer interfaces should be able to recognize
and track users’ behaviors (Zeng et al. 2009). Identifying a user’s status enables
machines to understand his/her needs and react to them accordingly (Trabelsi and
Frasson 2010). Until now, several studies have been carried out to consider human
characteristics in human computer interaction. Rosis and his colleagues (2003) imple‐
mented a ‘realistic’ 3D embodied agent called Greta. The affective components of
personality and emotions were located in the agent’s mind component. This component
simulated how emotions are triggered and decayed over time based on the agent’s
personality. Egges and his colleagues (2004) implemented a generic model for person‐
ality, mood, and emotions in a conversational virtual humans. The model could update
the emotion and mood considering the history of emotion and mood using linear regres‐
sion. Also, Mehdi and his colleagues (2004) attempted to develop a model that comprises
emotion, mood, and personality factors. The model considers personality as a parameter
that defines the threshold of the appearance of emotions and mood as a filter for moder‐
ating the intensity of the emotions. They applied the model in a virtual reality training
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tool for firemen. The results show that the fireman agent can reproduce the stress emotion
felt in a real emergency fire incident. Moshkina (2006) presented an integrative behavior
framework for affective agent called TAME. TAME combined personality traits, atti‐
tudes, mood, and emotions to generate affective behaviors. Moshkina evaluated the
TAME framework in a human-robot application. The results show that affective
behavior provides many benefits such as ease of use and pleasantness of interaction. In
2008, Dang and Duhau (2008) proposed a generic model called GRACE (Generic
Robotic Architecture to Create Emotions). They combined the OCC model and Lazarus-
Scherer theory for its emotion component, and used MBTI for its personality component.
In this model, the intensity of an emotion is related to the personality type. Fatahi and
her colleague (2010) designed a model of personality and emotion that was used in an
E-learning framework. The results of the model evaluation showed that the presence of
the intelligent agents with same features as humans increases the learning rate. Santos
and his colleagues (2011) used artificial intelligence agents that have personality,
emotion, and mood in a group decision-support system. Their goal was to improve the
negotiation process through argumentation using the affective characteristics of the
involved participants. Kazemifard and his colleagues (2011) presented a new compu‐
tational emotional model that maps the environmental events and agents’ actions into
emotional states to generate human like decision-making behavior. Hwang and Lee
(2013) used Fuzzy Cognitive Map (FCM) to represent causal relationships between a
user’s personality and the target system. They ran several scenarios in which they
showed that a user’s personality has relation to the personality of the target system. In
addition, FCM helped them to predict a human’s personality but they didn’t consider
the human’s emotion.

It could be observed that all of the recent researches focus on modeling the emotion
and personality in artificial intelligence agents by using FFM as a personality model.
Most of previous studies did not use computational modeling in their researches,
however there was some studies which used the computational modeling, but they was
not able to identify and predict user’s neither the emotion nor personality.

The novel contribution of this study is in proposing a computational model to predict
users’ emotions based on his/her personality. We presented and evaluated this compu‐
tational model, which uses the OCC and MBTI models, in a virtual E-learning envi‐
ronment which showed desirable performance.

2 Psychological Principles

2.1 Emotion

Many studies have proven that emotion affects reasoning, memorizing, learning and
decision-making (Damasio 1994; Chaffar et al. 2007; Kort and Reilly 2001). Also, these
studies show that the learner’s emotional state influences his/her performance and it is
an important factor in learning environments so should be considered in user modeling
(Chaffar and Frasson 2004).

There are many psychological model for emotion modeling in computer science.
One of the most famous of these is the OCC model (Ortony et al. 1988) that is employed

228 S. Fatahi et al.



in many studies. It is a computational emotion model that applied in artificial characters.
The OCC model has three branches. The first branch includes the emotions which are
consequences of the events faced. These consequences are obtained according to the
desirability or undesirability level of the events compared to the agents’ goals. The
second branch includes the emotions that are results of agent actions based on approving
or disapproving relative to a set of standards. The third branch consists of emotions that
are the consequences of the agent’s which either like or dislike his/her goals compared
to the agent’s position and attitude. The OCC model calculates intensity of emotions
based on a set of variables. The variables are divided into two groups: global and local.
One of the most important variable to calculate first branch emotions is desirability. In
this research we use the OCC model and we try to calculate desirability variable based
on finding its relationship with personality dimensions.

2.2 Personality

Personality comprises thoughts, feelings, desires and behavioral tendencies that exist
in every person (Hartmann 2006). Each psychologist presents a different classifica‐
tion of personality based on his/her research. Jung’s type theory specifies three
dimensions: Extraversion/Introversion (E/I); Sensing/Intuition (S/N) and Thinking/
Feeling (T/F). In 1920, Kathrin Briggs and Isabel Myers Briggs (Schultz and Schultz
2008) added another dimension to Jung’s typological model and presented the MBTI
personality model. A further fourth dimension is Judging/Perceiving (J/P) (Pittenger
1993). MBTI uses four two-dimensional functions based on Jung’s theory. Sixteen
personality types result from mixing four two-dimensional functions. For example,
people in ESTJ group are all extravert, sensing, thinking, and judging. Based on
MBTI theory, every person has instinctive priorities that specify his/her behavior in
different conditions (Retrieved from http://www.myersbriggs.org/my-mbti-person‐
ality-type/mbti-basics/). Although there are many models of personality in the liter‐
ature, MBTI is the best-known tool used to determine personality. According to the
Center for Applications of Psychological Type, MBTI is the most commonly used
personality inventory in history; approximately 2,000,000 people use MBTI for their
personality detection every year. Moreover, the validity of the MBTI model has been
widely recognized (Kim et al. 2013). Also, MBTI is the most popular method to
specify the personality type in learning environments especially in E-learning envi‐
ronments (Hall and Moseley 2005; Niesler and Wydmuch 2009; Haron and Salim
2006). Since we design our model in a virtual learning environment, it seems that
MBTI is the best choice.

3 The Proposed Model

In this paper, our focus is on designing a computational model that identifies a user’s
status based on factors which include personality and emotions. It is noteworthy that
people with different personalities express different emotions to deal with an event.
Figure 1 shows the general view of the model showing the relationship between person‐
ality dimensions and emotion.
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Fig. 1. General view of the proposed model

The personality module includes four dimensions of MBTI that generate sixteen
personality types which influence emotions. The relationship between personal goals
and personality (Reisz et al. 2013; Salmela-Aro et al. 2012) is used to model the impacts
of personality on emotions. This module helps us to determine a user’s personality and
her/his goals based on the personality.

The emotion module is based on the OCC model in which the consequences of events
are obtained according to the desirability or undesirability level of the events considering
the users’ goals. The event database includes many events that happen which affect
users’ emotions.

3.1 Calculating Desirability

To calculate desirability of an event, the following steps should be taken:

• Determine the user’s personality
• Determine the user’s goals based on his/her personality using the MBTI model
• Determine the importance value, i.e. the weight, of the user’s goals
• Determine the relationship between personality type of the user and the event
• Determine the relationship between events and goals

In this method, the goals and their importance are shown as vectors named Goals and
G, respectively (Eq. 1):
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(1)

In which, gi is the importance of Goali. To show the impact of events on goals, an
Impact matrix is used. Each element of the impact matrix is the impact degree of the ith

event on the jth goal; where m is the number of events and n is the number of goals (2):

(2)

The desirability of each event can be computed as follows (Eq. 3):

(3)

3.2 E-learning Environment Example

To show the effectiveness of the proposed model, we applied it to an E-Learning envi‐
ronment. A few events and goals in an E-Learning environment are considered and the
model is used to predict students’ desirability.

To determine the goals, we used Ames (1990) theory in which students are divided
in two groups: mastery motivational orientation and performance motivational orienta‐
tion. In this study, we have focused on performance motivational orientation group.
When students have performance motivational orientation, they believe that perform‐
ance is important and want to show that they have abilities. They feel successful when
they please their teacher or do better than other students, rather than when they learn
something new. When these students experience difficulty, they are not likely to increase
their effort because this shows lack of ability. As they are primarily motivated by
extrinsic factors (grades, parent approval, etc.), they are also called extrinsically moti‐
vated. There are three goals for performance motivational orientation students. These
include: please the teacher and parents, do better than other colleagues, and show a high-
level of competence.

To determine the relationship between personality and goals, we used MBTI studies
to define a mapping between MBTI personality types and these goals (Durling et al.
1996; Higgs 2001; Jessee et al. 2006; Vincent and Ross 2001). In general, ENFJ, ESTP,
ESFJ, ENFP and ISFP types include goals that cover the goals for performance moti‐
vational orientation in learning environments (Table 1).
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Table 1. Relationship between MBTI Personality types and Goals in learning environments

As mentioned before, people with different personalities show different emotions in
facing an event so that each event has a different degree of impact on each personality.
To test our model, five events are considered. In addition, based on experts’ recom‐
mendation, that the influence of each MBTI dimension on each event is defined
(Table 2).

Also, based on the expert’s knowledge we determined the relationships between the
students’ goals and personality dimensions (Table 3).

Table 2. Relationship between MBTI dimension and events in virtual learning environments

Event E/I T/F S/N J/P

Provide a correct response to
the exercises

– T – –

Finish the proposed activities – – – J

Receive appreciate help E – – –

Do not ask for help I – – –

Low effort E – – –

Table 3. Relationship between MBTI dimension and students’ goals

Goals E/I T/F S/N J/P

Please the teacher and
parents

– F – –

Do better than other collea‐
gues

– – N –

Show that has a high level of
competence

– – N –

Finally, we designed a cognitive map to show the relationship between events, user’s
goals, user’s personality and emotions variable in virtual learning environments (Fig. 2).
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Fig. 2 The cognitive map in learning environments

Based on Fig. 2, desirability of a user is calculated according the following (4)
and (5).

(4)

(5)

4 Results

To evaluate the proposed model we simulated a virtual learning environment which
includes 580 agents with different personalities (ISFP, ESTP, and ESFJ with 118 agents
each, 115 agents with ENFP, and 111 agents with ENFJ personality type). The agents
have different goals based on their personality types and different level of knowledge
which is set randomly based on a normal distribution. The five mentioned events happen
randomly in the simulated environment and the agents respond to them and their emotion
changes accordingly. An agent’s response depends on its knowledge and personality.
The simulated environment records the desirability of the agents based on Eq. 4. Also,
the level of desirability for each agent is labeled by an expert. Finally, the weights of
the cognitive map (Fig. 2) are learned from these data for each personality type. Weight
of each layer are reported in Table 4. According to our proposed model, we expect
weights with positive or negative values for each personality. For example in the ESFJ
case, we expect weights which are related to E, F and J to be positive and weights which
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are related to T and N dimensions to be negative. Table 5 shows the accuracy of the
weights for each type of personality based on our expectation.

Table 4. Weights of cognitive map for evaluating the proposed model

Personality Weights of Layer 1 Weights of Layer 2

ESFJ W11 (Thinking) = −1.25
W12 (Judging) = 0.24
W13 (Extroversion) = −0.68

W23 (Feeling) = −0.32
W22 (Intuition) = −1.06
W21 (Intuition) = −1.11
W22 (Introversion) = −1.91
W23 (Extroversion) = 1.89

ENFP W11 (Thinking) = 0.50
W12 (Judging) = 0.52
W13 (Extroversion) = 1.33

W23 (Feeling) = 0.59
W22 (Intuition) = 0.34
W21 (Intuition) = 0.39
W22 (Introversion) = −0.22
W23 (Extroversion) = 0.24

ESTP W11 (Thinking) = 0.38
W12 (Judging) = 0.18
W13 (Extroversion) = 0.60

W23 (Feeling) = −0.34
W22 (Intuition) = −0.45
W21 (Intuition) = 1.20
W22 (Introversion) = −0.42
W23 (Extroversion) = 0.18

ENFJ W11 (Thinking) = 1.34
W12 (Judging) = −0.37
W13 (Extroversion) = 1.23

W23 (Feeling) = 0.66
W22 (Intuition) = 0.37
W21 (Intuition) = 0.69
W22 (Introversion) = −2.09
W23 (Extroversion) = 4.02

ISFP W11 (Thinking) = −0.72
W12 (Judging) = −0.74
W13 (Extroversion) = −0.23

W23 (Feeling) = −0.52
W22 (Intuition) = −0.16
W21 (Intuition) = −0.06
W22 (Introversion) = 0.86
W23 (Extroversion) = −2.09

Table 5. Accuracy of the weights for each type of personality in train mode

Personality Percent accuracy of weights

ESFJ 75 %

ENFP 75 %

ESTP 75 %

ENFJ 75 %

ISFP 88 %

We consider another dataset as a test dataset and evaluate the map with obtained
weights. Results are reported in Table 6.
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Table 6. Accuracy of the weights for each type of personality in test mode

Personality Percent accuracy of weights

ESFJ 87.97 %

ENFP 89.16 %

ESTP 90.87 %

ENFJ 88.39 %

ISFP 87.80 %

5 Discussion

This paper aimed at modeling the relationship between emotion and personality in
calculating user’s desirability. Results in Table 5 show that our hypothesis in Tables 2
and 3 is correct. Based on psychology studies, we designed a cognitive map as shown
in Fig. 2.

We consider a positive relationship between dimensions I in the MBTI test and “Do
not ask for help” in events group. Since the introverted people are more interested in
working alone, they refuse to ask for help from other people. In contrast, extroverted
people have many tendencies for teamwork so we expected there is a positive relationship
between “Receive appreciate help” and E dimension. Also, extroverted people, who tend
to be fast in doing tasks, act quickly and sometimes without thought do not have high
effort, and according to expectations, there should be a positive relationship between “low
effort” and E dimension. The judging people prefer a systematized life and they care about
activities which they can do on time so we expect there is a positive relationship between
“Finish the proposed activities” and J dimension. Thinking people have a tendency for
everything to be ideal then we expect there must be a positive relationship between
“Provide a correct response to the exercises” and T dimension.

In the second layer, we expect personality type shows its effect on the user’s goals.
Feeling people are encouraged by others and so other people can affect their feelings.
Also, feeling people cares about what others say and there should be a relationship
between them. Intuitive people like to be different from other people so there should be
a relationship between N dimension, and “Do better than other colleagues” and “Show
that has a high level of competence”.

After evaluating the proposed model with train data set, the results in Table 5 confirm
our proposed model. For example for the ISFP type (Introverted Sensing Feeling
Perceiving), we expected the weights related to the first layer (e.g. T, J and E) would be
negative. Results in Table 5 confirm this.

In the second layer, according to ISFP type, we expected a positive value for F and
I dimensions and a negative value for N and E dimensions. Results in Table 5 show the
four weights are correct and just one of them is wrong.

Table 6 shows the percentage of weight correctness in the cognitive map designed
for evaluating the proposed model in test mode.
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It is plainly visible that there are a wide range of variables in determining user’s
desirability and many factors affect a user’s emotion; nevertheless our results seems to
be valid. The proposed model shows that we have found a significant correlation between
emotions and personality using the OCC and the MBTI models.

6 Conclusions

In this paper we presented a general computational model for emotion and personality in
humans. We used the MBTI model for personality and the OCC model for emotion
modeling. This research focused on the personality and emotions of a user to calculate the
user’s desirability. We evaluated the proposed model in a virtual learning environment.

The most significant contribution of this paper is the introduction of a new compu‐
tational model for determining users’ desirability, based on the evaluation of events.
Also, results show that our hypotheses on the relationship between emotion and person‐
ality is correct with high precision.

In future, we will add a mood module to model the relationship between mood,
emotion, and personality.
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Abstract. This paper presents a recommendation engine I have developed for
an online drill system. The engine provides suitable quizzes for users, helping
users learn effectively. The paper describes the features and effects of the recom‐
mendation engine.

Keywords: E-learning · Recommendation engine · Online drill system

1 Objective

I have developed an online examination (e-learning) system that includes practice drill
functionality and a recommendation engine that recommends appropriate quizzes for
each user automatically. The objective of this paper is to discuss the research background
and the effects of the recommendation engine.

As shown in [2], the positive effect of an online drill system itself is confirmed.
Further progress can be achieved by enabling each user to receive customized informa‐
tion by developing a recommendation engine that can provide appropriate quizzes for
individual users. First, we aim to understand the background more precisely.

Second, the ongoing use of the online drill system in courses has prompted the
implementation of a recommendation engine. We aim to prove the effect of the recom‐
mendation engine by using the data of the courses.

This paper reviews the significance and background of the research, provides the
specifications of the recommendation engine, and then analyzes the recommendation
engine’s effects.

2 Background and Significance

This section describes the background of this research by describing the benefit of a
recommendation engine’s implementation in a drill system. The significance of the
research derives from this benefit. Describing the use of the recommendation engine
also sheds light on its significance.

People often read small paperback books of drills, while they commute to work. T.
Iitaka stated that web applications for drills designed for mobile phones can be used
instead of books [2]. Hence, the web application I have developed has drill functionality.

Recommendation engines recommend appropriate information based on preserved
data. Some recommendation engines simply recommend popular information such as
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articles that many people have evaluated. However, proper recommendations must be
customized for each user. Therefore, simple recommendation systems cannot provide
each individual user with appropriate and personalized information. An algorithm that
measures similarity is required to provide appropriate information. The proposed system
recommends articles evaluated by other users with similar tendencies.

However, as shown in Fig. 1, measuring similarity often takes a significant amount
of time. The requirement that recommendation data be updated periodically, e.g., once
a day, interferes with real-time recommendation.

Users 

System with recommendation engine

Answer Questions

Result Data

Measure Similarity

Recommendation 
Data

Recommend 
Quiz

Punctual recommendation 
of appropriate practices

 consumes considerable time.

Fig. 1. Recommendation engine problems based on similarities

Consequently, recommendation engines often recommend articles that users have
already read and do not need to read again. To address this problem, Iitaka has suggested
the use of a “restriction list,” which can be generated as quickly as a simple recommen‐
dation [3]. Both the simple recommendation data and the “restriction list” can be created
using simple SQL. Here the “restriction list” is a list of quizzes that users have completed
correctly; thus, these quizzes need not be attempted again.

Consequently, recommendation engines with “restriction lists” have been included
in the proposed quiz system. The effects of the recommendation engines have been
analyzed briefly [7] (Fig. 2).
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Users 

System with recommendation engine

Recommendation 
Data

Recommend 
Quiz

Answer Questions

Creating Restriction
List (Real Time)

Result Data

Measure Similarity (Execute
periodically)

Optimize Recommendation 
Data

Fig. 2. Recommendation engine with restriction list

Now, the detailed features of the recommendation engine are described. As shown
by [7], the basic data of the recommendation engine are the following.

(1) Data regarding evaluation on quizzes
(2) Flag data (Users can check quizzes that they want to try repeatedly)
(3) Answer data (These data tell us whether a user has given the correct answer)

The system can provide simple recommendations from (1) and (2). In other words, (1)
and (2) identifies popular quizzes. Each type of data (1–3) can provide similarity based
recommendations.

Similarity data are calculated periodically from data (1), (2), and (3), using Pearson’s
and Tanimoto’s correlation coefficients. The similarity data are optimized in real time
and provided as recommendation data. Recommendations from data (3), in particular,
can predict which quizzes are needed for specific users to reinforce the users’ learning.
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Administrators of the system use the web page shown in Fig. 3 for periodical calcu‐
lations.

Fig. 3. Web page for creating similarity data

The program executed from this web page runs as a background program. Hence,
the creation of similarity data does not interrupt normal system use.

The recommendation data (recommended quizzes) are shown on the following
pages.

(1) Users’ top page
(2) Special page for personalized training
(3) Page after answering a quiz

As shown in Fig. 4, two different recommendations are shown on the user’s top page.
One is a list of popular quizzes. The other is a list of quizzes recommended based on
similarity.

There is also a special page for personalized training, shown in Fig. 5.
Furthermore, various lists of recommendations are shown on the page that appears

after answering a quiz. The page shows whether the user’s answer is correct. The correct
answer and explanation are also shown on this page. Users can evaluate and check the
quiz on this page (The system allows users to try only checked quizzes repeatedly). This
page can show a list of quizzes, when the user has answered incorrectly. Users who have
given incorrect answers to the quiz that has just been attempted tend to give incorrect
answers to the quizzes on the list. Different lists are also shown when users check or
evaluate the quiz just attempted. Users who check the quiz also tend to check the quizzes
on the list displayed. Users who evaluate the quiz also tend to evaluate the quizzes on
the list displayed (Fig. 6).

A recommendation engine that provides personalized information can be
expected to be beneficial for higher education in general, because, as is often said,
personalized education is increasingly needed for higher education [13]. Hence, this
research must be significant, because such a recommendation engine can enable us
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to achieve personalized education for effective e-learning. However, statistical anal‐
ysis is required to prove this significance. Detailed analysis of the effects of the
recommendation engine is required. The next section shows the detailed analysis.

Fig. 4. User’s top page

Fig. 5. Special page for personalized training
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3 Methods

This section provides the statistical analysis of the recommendation engine based on the
data from two courses in which the e-learning system is implemented.

The e-learning system with the recommendation engine is used in some Japanese IT
classes. The classes prepare participants for a Japanese IT qualifying exam (i.e., IT
passport). The effects of the recommendation engine are assessed in terms of the satis‐
faction and score of the periodical examinations.

Table 1 shows the course data.

Table 1. Course Data

Participants Participants
taking exam

Course 1 144 129

Course 2 150 127

As shown in Table 1, Courses 1 and 2 have 144 and 150 participants, respectively.
First, we check the satisfaction of the participants.

As shown in Fig. 7, more than 60 % of participants in both courses answered that
the recommendation engine was useful. In Courses 1 and 2, 68 % and 67 % of partici‐
pants, respectively, considered the recommendation engine useful.

Second, we estimate the effect of the recommendation engine using statistical anal‐
ysis, with data drawn from the periodical examinations held in July 2013. Each exami‐
nation consists of 40 questions previously set for the IT Passport (Fig. 8).

Now, we examine the basic data of the examination.

List of recom-
mended quizzes

Fig. 6. Page that appears after answering a quiz
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As shown in Table 2, skewness and kurtosis of scores in both courses are below 2.0.
Hence, we can deal with the data distribution as a normal distribution. The average score
of participants who used the recommendation engine is higher than that of the partici‐
pants who did not. The average scores for Course 1 and 2 were 27.4 and 24.2, respec‐
tively. The users of the recommendation engine in Course 1 received 28.9 on average,

Useful
35%

Somewhat 
useful
32%

Neither useful 
nor useless

16%

Somewhat 
useless

1%

Useless
1%

I did not 
use it
15%

Course 1

Fig. 7. Course 1 satisfaction

Useful
35%

Somewhat 
useful
32%

Neither useful 
nor useless

16%

Somewhat 
useless

1%

Useless
1%

I did not 
use it
15%

Course 2

Fig. 8. Course 2 satisfaction
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while the average score of the users who did not use it was 25.8. The users in Course 2
received 25.3 on average, while the average score of users who did not use it was 23.4.

Table 2. Results of examinations

Course 1 Average score 27.4

Standard deviation 6.6

Skewness −0.6

Kurtosis −0.1

Number of users 69

Average score of users 28.9

Standard deviation of users 6.20

Participants who did not use the recommendation engine 61

Average score of participants who did not use the recommen‐
dation engine

25.8

Standard deviation of participants who did not use the recom‐
mendation engine

6.80

Course 2 Average score 24.2

Standard deviation 6.8

Skewness −0.1

Kurtosis −0.6

Number of users 54

Average score of users 25.3

Standard deviation of users 6.22

Participants who did not use the recommendation engine 73

Average score of participants who did not use the recommen‐
dation engine

23.4

Standard deviation of participants who did not use the recom‐
mendation engine

7.10

Users of the recommendation engine in both courses received higher average
scores. However, the statistical significance of the result is not perfectly confirmed,
when we check the difference between users and non-users with the t-test. Only the
difference in Course 1 was statistically significant (t(127) = 2.17, p < 0.001). The
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difference in Course 2 was not statistically significant (t(125) = 1.53, ns). The differ‐
ence is statistically significant only in the course in which the average score is relatively
high. This tendency recurs in many courses.

This analysis suggests that the recommendation engine is more effective for rela‐
tively skillful users. The recommendation engine might be more effective in creating
personalized recommendation data for users who use the drill system itself more often.
Because the recommendation engine requires data for calculating recommendation data,
users must use the drill system often. The average score is higher if the users use the
drill system more frequently. Therefore, it is natural that the recommendation engine
shows a clear effect only in Course 1, in which the average score is higher.

We must examine the use of the drill system to test this hypothesis. If the users in
Course 1 used the system more often than the Users in Course 2 did, it is natural that
the difference is statistically significant only in Course 1. First, we look at the basic data
regarding drill system usage.

As shown in Table 3, there are 116 users in Course 1 out of 144 participants. More
than 80 % of the participants in Course 1 used the drill system. There are 150 participants
in Course 2 more than in Course 1. However, there are only 104 users in Course 2. Only
69.33 % of participants in Course 2 used the drill system. More important are the
frequencies of drill system usage. Users in Course 1 used the drill system 219.8 times
on average, while users in Course 2 used it only 148 times on average.

Table 3. Basic data of drill system’s use

Course 1 Number of users 116

Utilization rate 80.56 %

Usage count 219.8

Standard deviation 368.53

Course 2 Number of users 104

Utilization rate 69.33 %

Usage count 148.05

Standard deviation 217.23

The hypothesis is confirmed to some degree. However, the assertion of this section
is reinforced if the drill system was more effective in Course 1.

As shown in Table 4, the average score of users of the drill system in Course 1 was
28, while the average score of the participants who did not use the drill system was
21.92. The average score of users in Course 2 was 24.38, while the average score of the
participants who did not use the drill system was 23.5. Users in both courses tend to
receive higher marks than the participants who did not use the system. However, the
difference between the users and the other participants is remarkable in Course 1, in
which the difference was more than six points.
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Table 4. Comparison of average scores

Course 1 Average score of participants who
did not use the drill system

21.92

Average score of users 28

Course 2 Average score of participants who
did not use the drill system

23.5

Average score of users 24.38

As mentioned previously, it is natural that recommendation engines based on simi‐
larity are effective only when the systems that provide data for them are used frequently.
Reliable similarity data can be created, only if there are sufficient data. The analysis of
the data of Table 4 might be telling us that this phenomenon is occurring. Therefore, we
can conclude that the recommendation engine is effective.

4 Discussion of Results

This paper described a recommendation engine for an online drill system that I have
developed. The background, the features, and the effect of the recommendation engine
were explained.

The paper revealed a weakness in popular recommendation engines, which cannot
provide appropriate real-time recommendations. Providing recommendations based on
similarity consumes too much time. However, the recommendation engine described in
this paper overcomes this weakness by using a “restriction list.”

The statistical significance of using the recommendation engine was then confirmed.
However, there are various algorithms that can create recommendation data. Conse‐
quently, there are many types of recommendation data, and we must consider the differ‐
ences among these different types. However, there is currently insufficient data for such
an analysis. In the future, we must gather more data to enable effective analysis of the
difference.
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Abstract. This paper describes a project that reviewed the usabil-
ity of existing Educational Technology Application Programming Inter-
faces (EdTech APIs). The focus was on web-based APIs and the portals
through which these are offered to developers. After analysing the state of
art with regard to existing EdTech APIs and after conducting a literature
review on API usability, a survey was circulated among developers and
CTOs of EdTech organisations. The results of the aforementioned three
steps were triangulated and resulted in usability guidelines for EdTech
APIs. The contribution of this project is twofold: firstly, the production
of a concrete set of EdTech API usability guidelines and, secondly, their
implementation in a proof-of-concept a portal for two different EdTech
offerings.

Keywords: Usability · API · Programming

1 Introduction

Application Programming Interfaces (APIs) are an important component in soft-
ware development. They allow for code modularity, reuse, and separation of con-
cerns. With the advancement of web-based applications, web-based APIs have
an even more prominent role, and have even been described as “the glue of the
web”. While traditionally API usability has been studied in the context of devel-
opment environments (IDEs) for desktop computers, research on web-based API
usability is, to date, rather scarce. Moreover, APIs for Educational Technology
(EdTech APIs) are even less often the subject of research with regard to their
usability.

Web-based APIs are different to traditional APIs, not necessarily in struc-
ture, but primarily in the way they are offered. Dedicated portals are built to
offer access to and document an API for developers. Online documentation and
offering of APIs present unique usability challenges.

In addition, EdTech APIs present challenges specific to the domain of Edu-
cation. For example, the variable utilisation of the hosting servers of an API is
different in the case of EdTech as typically peak load will occur during a brief
c© Springer International Publishing Switzerland 2015
P. Zaphiris and A. Ioannou (Eds.): LCT 2015, LNCS 9192, pp. 249–260, 2015.
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period of time, such as an examinations period. Other challenges include the
increased need for transparency and data privacy. Another important aspect is
that educational software applications are usually being developed by a combi-
nation of software and content developers; the case of subject-matter experts
participating in the development process is not common in many fields, but in
education content developers have to either prototype an application of verify
its pedagogical appropriateness.

For the aforementioned reasons, it is necessary to treat EdTech API usability
specially, as the domain-specific usability issues in a web context call for separate
investigation.

2 EdTech APIs

In the Learnovate Centre, we partner with around 50 well-established EdTech
organisations1. With regard to APIs that are EdTech domain-specific, we have
identified the following recurring issues:

High scalability for short periods of time. Some of our partners need to
scale their API usage for a brief period of time, usually during state exams.
In some occasions the server utilisation has reportedly reached 200 ∗ n of
the required number of servers n for a period of only two days, while the
utilisation during the rest of the year was ranging from n to 2 ∗ n.

Geo-location of cloud servers. Other Learnovate partners have a legal oblig-
ation to locate student data within the country they reside, which is not
always possible with large sparsely located cloud server farms.

IP Protection. Other requirements concerning Intellectual Property and Data
Protection may consist of a combination of institutional policies and legal
obligations. Example of such requirements are the following:
— Universities require restriction on cloud usage.
— Requirements for ISO 27001 and other security certification.
— U.S. Safe Harbor agreement.

Overall, the aforementioned requirements consist barriers to API adoption.
Moreover, the often requirement of a combination of two or all three of the
above in EdTech enhances the domain-specific barriers to EdTech web-based
API adoption.

3 Traditional API Usability

This section presents previous work around the usability of APIs. Since web-
based APIs are a more recent advancement, most previous work assumes that
developers have typically downloaded a Software Development Kit (SDK) and
are using an IDE to write their code. Thus, this section describes usability issues
around the use and documentation of APIs in IDE environments and not in inter-
active web consoles. Interactive web consoles will be discussed in the following
section.
1 http://www.learnovatecentre.org/membership/our-members/.

http://www.learnovatecentre.org/membership/our-members/
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3.1 Identifying Usability Issues

Many different approaches have been taken in the study of API usability. One
study [28] has correlated posts on bug-tracking systems with different API usabil-
ity factors; the percentage of posts for each factor is presented below:

1. Missing feature — 43.5 %
2. Correctness — 31.1 %
3. Documentation — 27.3 %
4. Exposure of elements — 10.3 %
5. Memory management <9%
6. Function parameter and return <9%
7. Technical mismatch <8%
8. . . . similar smaller issues include Naming, Callers perspective, constructor

parameter.

While the percentage of each category of bugs does not necessarily imply its
importance, it is shown sufficiently that API usability affects the final software
product. Thus, it is of concern to the developer and the end user alike. Apart
from requests for missing features, the high percentages of bugs around the
correctness and the documentation of an API show that features that are poorly
communicated are causing poor development despite their usefulness.

A different approach exists in [11]. The team of this research project con-
ducted interviews with developers about the barriers to adopting an API, in
order to identify any usability issues that may occur. Since reported usability
issues may differ from actual ones, workshops were conducted with developers
in order to validate the reported issues while developing a piece of software.
Below is an ordered list with encountered usability problems:

1. Documentation
2. Conceptual correctness
3. Callers perspective
4. Complexity
5. Data types
6. Leftovers for client code
7. Error handling/Exceptions
8. Consistency and conventions
9. Method parameters and return type

10. Factory pattern.

While results are similar in both the case of workshops and interviews, some
differences exist. Specifically, interviews also mentioned Naming, but it was not
encountered in workshops.

Another finding was that consistent error messages across various error types
can be beneficial for developers and enhance greatly the usability of an API.
Eight error types have been grouped and identified in [1,2], e.g. Structure error,
Consistency error, etc.

Apart from identifying API usability factors, previous work has also investi-
gated ways to improve the usability of APIs, and is presented below.
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3.2 Improving API Usability

While the best way to design a usable API is to produce and follow guidelines
that ensure its usability [12]2, it is also important to provide to developers the
appropriate tools that will help them understand and use an API.

A number of API classes and methods usability factors, which focus on API
improvement, has been identified in [19] and is listed below.

– High number of classes is negative, re-structuring in sub-packages is beneficial
– Constructors are easier than factory methods
– Distinctive names should be used
– Parameters per method should be as low as possible
– Knowledge of domain and programming exp equally useful
– Few concepts (classes/methods) lead to high learnability.

One proposed way to improve API usability is to evaluate it automatically using
Complexity Metrics and Visualizations [7]. To achieve this, a tool called Metrix
has been built in order to evaluate Bandi et al. metrics, like the sum of Ban-
dis complexity metrics for a class and the number of classes with a particular
complexity.

Other approaches use text analytics to improve API usage within IDEs; for
example, Jadeite uses a wordcloud-like experience to improve documentation
by showing which calls are more frequent [22,25]. This helps identify calls that
are otherwise similar. Consider for example the call /system/student and the
call /system/class/student: it is highly probable that a new developer would
want to use the one that has already been used the most by other developers.

Finally, other ways to make APIs more developer-friendly are colour cod-
ing, tooltips in code editors/IDEs [8,20], or diagrams [27] that help developers
understand the mental model of the API.

However, while these tools improve greatly the usability of APIs that are
typically part of an SDK (so that metadata to produce tooltips or diagrams
are readily available), web APIs have additional challenges that need to be
addressed.

4 Findings

4.1 API Usability Survey

Literature Review Findings. The table below presents a triangulated list of
usability factors, compiled by combining the factors listed in the literature of
the previous section. We anticipate that these issues are not specific to EdTech.
Documentation, correctness, and low complexity, are the three factors that were
persistent throughout (Table 1).

2 For example, see: https://github.com/WhiteHouse/api-standards and http://guides.
rubyonrails.org/api documentation guidelines.html.

https://github.com/WhiteHouse/api-standards
http://guides.rubyonrails.org/api_documentation_guidelines.html
http://guides.rubyonrails.org/api_documentation_guidelines.html
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Table 1. This table shows the difference between the perceived API usability issues,
as described in interviews, and the actual ones, identified in a workshop.

Workshops Interviews

1. Documentation 1. Documentation

2. Correctness 2. Naming

3. Complexity 3. Correctness

4. Data types 4. Complexity

5. Error handling 5. Data types

6. Factory pattern/Constructor 6. Leftovers for client code

7. . . . Others, encountered <5 % of the time

Developer SurveyResults. In order to specify EdTech-specific usability issues
and factors, we conducted a survey across CTOs and developers of our industry
partners (n = 11, k = 49). The ease of integration into an organisation’s existing
technology stack, the API performance, and its availability, were the technical fac-
tors that were described as essential (see Fig. 1). Concerning non-technical factors
(see Fig. 2), as most important were described the API meeting the organisation’s
needs, transparency as how data are stored and processed, and the data privacy pol-
icy of the service.

Fig. 1. The importance of technical factors that affect the adoption of APIs according
to replies from CTOs and developers of EdTech industry partners of Learnovate. The
survey was sent to Learnovate’s k partners, and n replied (n = 11, k = 49).

From the results of this survey, we conclude that policy issues around Data
Protection are a sine qua non for EdTech API adoption. As such, these pol-
icy issues should be considered as tightly coupled with API usability and
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Fig. 2. The importance of non-technical factors that affect the adoption of APIs accord-
ing to replies from CTOs and developers of EdTech industry partners of Learnovate.
The survey was sent to Learnovate’s k partners, and n replied (n = 11, k = 49). Policy
issues around data protection are especially important in Educational Technology.

investigated under this prism during the design and development of an API.
In addition, it is important that portals offering EdTech APIs are transparent
in describing these policies—this and other portal-related usability issues are
described in the following section.

4.2 EdTech Portal Survey

The adoption and use of new software can be positively influenced through
early experimentation with the software, the internalising of structures and cul-
tures surrounding its use, and progress validation as it is being used [5]. In
scenarios where the software is not already in use within an organisation the
additional factors of software discoverability and clarity in software capabili-
ties need to be addressed. In the case of web-based APIs these challenges are
addressed in part through discovery services such as the API Directory pro-
vided by ProgrammableWeb3. However, increasingly there is a growth in API or
developer portals to enhance the enrolment and on-boarding of developers.

Although API portals do exist for educational technology it was found
that the majority of them were either simple documentation pages (Engrade4,
Khan Academy5) or were only open to select partners and affiliates (TurnItIn6,
Knewton7). In light of this in order to understand common trends across API
portals 18 portals were identified through web searches that offered web-based
APIs (Table 2).

3 http://www.programmableweb.com/apis/directory.
4 https://wikis.engrade.com/engradeapi.
5 http://api-explorer.khanacademy.org/.
6 http://turnitin.com/en us/integrations/overview.
7 http://www.knewton.com/partners/.

http://www.programmableweb.com/apis/directory
https://wikis.engrade.com/engradeapi
http://api-explorer.khanacademy.org/
http://turnitin.com/en_us/integrations/overview
http://www.knewton.com/partners/
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Table 2. API Portals Surveyed.

Organisation Industry

Aylien Software/Text analysis

Berkeley Education

Clever Education

Edgar Online Finance

Klout Social media

Marvel Entertainment

Mendeley Education

MusicGraph Entertainment

Nike+ Fitness/Clothing

Overdrive Media/Publishing

Pearson Education

Rovi Software/Entertainment

Rubix Software/Computer vision

Tomtom Automotive/Mapping

Transport for London Transport

USA Today Media/News

Yellow Pages (Canada) Advertising/Directory Services

Yummly Nutrition

Within these portals we assessed how they facilitated early experimentation
and the internalisation of structures. The assessment of progress validation has
more relevance within large software teams where mentors with prior experience
exist [5]. Its consideration in the context of API portals is a future direction for
this research.

Early experimentation with web-based APIs requires readily available access
to the functioning APIs and access to documentation. The following factors were
identified as potential barriers to early experimentation:

– Access to documentation without signup
– Complexity of the signup process
– Availability of a cost-free pricing tier
– Availability of interactive documentation.

Of the portals surveyed all provided access to API documentation allowing
developers to begin planning integrations without committing to a particular
API. Although documentation goes part of the way to enable experimentation
it still relies on the developer technically integrating with the API before real-
istic queries can be made and responses received. In order for this to happen
in all cases except one (Clever) the developer has to signup to the portal in
question.
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Fig. 3. Usability metrics of the surveyed API portals. Above, interactive documenta-
tion is increasingly common. Below, the number of required fields to sign up varies
greatly; complexity can be a barrier to adoption.

The use of interactive documentation is increasingly common in API portals
(see Fig. 3). Such documentation allows developers to make live API calls from
within the portal where the submitted fields and responses are documented. By
allowing developers to test real world queries to an API without the need to write
any code, early experimentation is encouraged through interactive documen-
tation. Examples of common interactive API documentation are Swagger UI,
Mashery IO Docs, 3Scale Active Docs, and Mulesoft RAML API Console.

The complexity of the signup process is seen as a barrier to experimentation
and it is desirable to simplify the process. As a simple indicator, the complexity
of signup was determined by the number of form elements (e.g. text fields, check
boxes, drop downs, etc.) that had to be read and completed (see Fig. 3). The
median number of form elements was nine with the minimum being four as
required by Mendeley (first name, last name, email, password).

Four portals also provided OAuth sign-in for using other services, removing
the need to complete a registration form and further easing signup. However,
only one portal (Marvel) offered several service logins (Facebook, Google, Yahoo,
Twitter, Marvel).

Two of the portals did not allow online signup as they only provided access
to approved partners or affiliates (Nike+, Yellow Pages (Canada)).

5 EdTech API Usability Requirements and Guidelines

As an output of our research we produced the following guidelines, and designed
a portal which incorporates these guidelines.
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Fig. 4. (a) Colour-coding the structure of a call at an interactive console can improve
the legibility of the documentation and, thus, the learnability of an API. (b) A bar
that visualises the amount of calls on that method helps distinguish it from similar
ones (Color figure online).

API Packaging Related. These guidelines are related to API Packaging. API
designers and developers are encouraged to use them; please note that guidelines
marked with an asterisk {∗} are EdTech domain specific (Fig. 4).

– * Domain knowledge balances lack of programming experience
– * Data Processing should be transparent
– APIs should be generic enough, that is decoupled from specific applications
– Sub-packaging is better than large categories
– Fewer method parameters is better
– Categorise error messages consistently.

API Portal Related. Other usability aspects that affect API usage and are
related to the portal that offers the API are listed below. As above, guidelines
marked with an asterisk {∗} are EdTech domain specific (Fig. 5).

– * Explain the API’s Data Protection policy (or how it may facilitate an appli-
cation’s policy)

– Provide an interactive console documentation system
– Visualise the popularity of a method call
– Colour code to improve learnability
– Represent visually the API’s structure.
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Fig. 5. A diagram that represents the structure of an API helps developers understand
its mental model. Visual learners benefit especially from this representation, as API
documentation is typically in text form.

6 Conclusions

In conclusion, after reviewing the API usability literature, surveying EdTech
CTOs and developers, and surveying API portals, we created a concrete set of
eleven guidelines that facilitate usable APIs for EdTech applications. While most
of the guidelines hold for each and every API, some are specific to the EdTech
field.

Moreover, we have designed and implemented a portal that offers EdTech
APIs and implements the above guidelines. However, other aspects of the portal
are still under development, thus public access is still not available (contact us
for details).
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Abstract. This paper discusses Ontological Design (OD) to support creative and
insightful thinking in the increasingly customised modern world, specialised for
augmented reality interfaces. The motivation was built upon IBM’s suggestion
that capitalising complexity enables creativity, and the latter is the single most
important leadership competency to deal with the increasing world complexity.
Thus, OD simplifies the customisation processes and reduces anxiety when comes
to challenging digital literacy for computer aided learning (CAL) skills. In a
mixed reality modern world learners need to constantly adapt to changes into
information, knowledge, signification and meaning, skills and competencies. This
requires or enables cognitive plasticity bringing back the initial educational target,
learning to learn. OI is based on the mediated ways the tools are used to enhance
our senses and mind and the interaction as well as the influence our world view.

Keywords: HCI · Ontological design · Immersive experience · Creativity ·
Computer aided learning · Cognitive plasticity

1 Introduction

Our world has been changed dramatically in the ways we think, work, learn, read, commu‐
nicate, play, have fun or collaborate. The Internet of Things is creating a new global
network and the human perception finds hard to grasp and adjust. Education is behind the
current transformations the humans and the environment is going through. As Nicolas Carr
illustrates in his book [1], possibly Google makes us stupid and perhaps there is much more
to say about the ways the Internet is changing us. As we enjoy the Net’s bounties, we are
sacrificing our ability to read and think deeply. He started a discussion about Internet’s
intellectual and cultural consequences as for many centuries human thought has been
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shaped by ‘tools of the mind’; the alphabet, maps, printing press, clock, and the computer.
Our brains change in response to our experiences. Neuroplasticity or brain plasticity refers
to synaptic plasticity and non-synaptic plasticity, this means to changes in neural path‐
ways and synapses which are due to changes in behaviour, environment, neural processes,
thinking, emotions, as well as changes resulting from bodily injury [2]. Therefore, the
technologies we use to find, store, and share information can literally reroute our neural
pathways. For example, the printed book served to focus our attention, promoting deep and
creative thought; however, the Internet encourages scanning and scattered small bits of
information from many sources. Scanning and skimming evaporate our capacity for
concentration, contemplation, and reflection. Such chronic distraction, and taking into
account our brain’s plasticity, aid in losing our abilities to employ a slower, more contem‐
plative mode of thought; thus, the better we are in multitasking the less prolonged, focused
concentration and in result, we are less creative in our thinking.

Currently, there are no propositions towards the continuously new capabilities
needed and acquired to deal with changing complexity. Furthermore, existing
working and educational models are collapsing and a need to fill the gap is urgent.
ICT, the Web and open source software extend our senses and capabilities. These
targets are incorporated into interface design fitting systems into the ways we func‐
tion. From face-to-face conversations with more than 1,500 CEOs worldwide aiming
at capitalising complexity, an IBM report [3] suggests that creativity is the single
most important leadership competency to deal with the increasing world complexity.
As the tools enable us to expand our perception and learning we exchange knowl‐
edge, skills and competencies by being inter-dependent and inter-collective organ‐
ising ourselves into small groups, communities and social networks. A Computer
Aided Learning Community is a social aggregation that emerges in online courses
when enough people carry on progressive dialogues for the purpose of learning via
new idea generation for the individuals and the groups. Learning occurs by
containing different levels en route for members’ engagement and practice whereas
the group or the community evolves including the artefacts used within a cultural
practice. Eventually these artefacts carry a substantial portion of our specific prac‐
tices and professions heritage. Thus, users’ early participation in a kind of design
that enhances the immersive experience with the environment, and the learning envi‐
ronment in particular can be also associated with the overall cultural life.

2 On Creativity and Cognitive Plasticity for CAL

Detailed research or review of our act of perception is currently missing. One reason is
that the technology is not advanced enough so that researchers can study the brain in
depth. Also, instead of considering perception intact and accurate based on the ways the
brain receives sensory stimuli as concrete and solid matter, we may enhance the right
brain hemisphere functionality in order to receive data processed and envisaged in and
delivered to our awareness differently. As the brain is our main tool for examining
physical reality, in order to determine the validity of our perceptions, we need to study
of our brain’s physiology, and in particular the ways both parts of the brain receive and
perceive sensory stimuli. The retinex (combination of retina and cortex) theory of vision
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posits that the brain’s cortex compares the data it receives and creates an appropriate
visual perception. Our visual perception requires a kind of reasoning process, not just
retinal stimulation [4]. Our brain is working hard to create a classical perception that is
useful mostly for practical purposes. The left-brain/right-brain dichotomy or, more
accurately, processed versus unprocessed data, and the mechanism by which we form
perception may provide a solution. The dichotomy suggests that classical-level percep‐
tion is partly constructed by our judgmental left hemisphere. The perception of the
suppressed but unbiased right hemisphere is more in line with quantum-mechanical
principles. Our classical perception may be just an approximation of the actual realty
out there. The left hemisphere is objective, analytical, logical or classical whereas the
right one is informational, holistic, continuous, subjective or quantum mechanical. Our
world has been built based mostly upon the left brain functionalities which makes our
abilities and competences inadequate for the new century. Perhaps more attention, study
and research to the right brain functionalities and abilities are needed, moving from the
individual self-perception to a more unified perception of our world. Based on the theory
of entanglement borrowed from quantum physics, both parts of our brains can function
as a unity much faster providing more accurately perception of reality. This approach
requires reconsidering the whole educational and corporate system as they function at
the moment [5].

Insight is any sudden comprehension, realization, or problem solution that involves
a reorganization of the elements of a person’s mental representation of a stimulus, situa‐
tion, or event to yield a nonobvious or non-dominant interpretation [6]. Insight occurs
(a) when a simple solution breaks an impasse or mental block initially fixated on an
incorrect solution strategy or strong but ultimately unhelpful association; (b) when the
solution suddenly intrudes on a person’s awareness when he or she is not focusing on
any solution strategy, (c) when an insight pointing to a solution occurs while a person
is actively engaged in analytic processing but has not yet reached an impasse, and (d)
when a person has a spontaneous realization that does not relate to any explicitly posed
problem. The neural basis of insight is anchored in the hemispheric differences. The
right hemisphere contributes relatively more to insight solving than to analytic solving,
whereas the left hemisphere contributes more to analytic solving than to insight solving.

A new kind of consciousness arise, a quantum total one [7]. Creativity is divided
into inner creativity, the evolution and transformation of the Self, and outer creativity,
the design and development of a product. Also, quantum theory can provide approaches
to explain the human brain infinite trajectories to manifest perceptions of reality and
suggests that creativity is an evolutionary process that requires unconscious processing.
There are two realms of reality, potentiality and actuality. Collapses produce dependence
co-arising of experience and creativity is a phenomenon of consciousness manifesting
new possibilities anchored in brain plasticity as it chooses from quantum possibilities.
It is therefore based on discontinuity, non-locality of ideas already existing in the human
brain and the entanglement phenomenon; this is the holistic view that is all is part of
one system. Such gestalts refer to the collections of separate fragments, the breakthrough
pattern of a single significant whole. In fact, the entanglement phenomenon explains the
potential for non-locality and discontinuity as non-local correlations of synapses rear‐
range the neuron pathways. This is idea generation, the Eureka! experience, creative
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insights or the quantum leap arise. As such, perception requires memory and memory
requires perception, however, creativity requires changes in the brain’s sub-structures
responsible for memories and representations of experience. Therefore, humans’ expe‐
riences intuitive insights turn into new meanings in older or newer contexts.

Learning results in the change of thinking, understanding and behaviour that can be
measurable compared to specific indicators before the learning intervention. If the
learning experience is enhanced, then learning is deeply experienced and thus, acceler‐
ated. To create such an immediate and rapid learning intervention, pedagogical and
learning design is necessary so the coordination of both the learning activities (including
associated educational content) and the group learning experience as such can occur and
converge.

Based on the assumption that creativity is related to the idea generation caused by
nonlocal quantum consciousness, the creativity techniques in this section are related to
the broader perception of the world and the insights production in a larger community,
compared to the individual and the group as in the previous sections.

In the era of the internet of Things, where all devices are going to be connected on
platforms to enable communication and interaction with not only other people but also
with the environment surrounding us, learners and educators are called to enable capa‐
bilities in an increasingly complex world. Humans are now participants in smaller or
bigger groups, communities and networks connected with the associated and evolving
tools and need to deal with complex mazes of information, communication patterns,
strategic and critical thinking for information utilization and meaning making. Creativity
inspires and empowers the mind with innovative ideas. For such a state to exist, a moment-
by-moment awareness of our thoughts, feelings, bodily sensations, and surrounding
environment is needed. Mindfulness, awareness, concentration or sentiment suspension
aids in being continuously present and immerse with experience which in turn enables
our brain plasticity. Such openness facilitates creativity by drawing the self away from
its personality encasement and absorption, detaching from the physical, emotional and
mental aspects of the personality. The development of the abstract mind and thinking
makes it possible to see the broader structures underlying outer events. Life and circum‐
stances are seen anew and not realized before developing intuitional insight to input in
everyday life and production.

3 Mixed Reality in CAL

There are many different ways for people to be educated, which include classroom
lectures with textbooks, computers, handheld devices, and other electronic appliances.
The choice of learning innovation is dependent on an individual’s access to various
technologies. Virtual Reality (VR) and Augmented Reality (AR) are technologies that
can dramatically shift the location and timing of education. The use of VR and AR in
education can be considered as one of the natural evolutions of computer-assisted
instruction (CAI) or computer-based training (CBT) [8]. Augmented Reality (AR) is
a technology that allows computer-generated virtual imagery information to be overlaid
onto a live direct or indirect real-world environment in real time. AR is different from
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Virtual Reality (VR) in that in VR people are expected to experience a computer-
generated virtual environment. In AR, the environment is real, but extended with
information and imagery from the system. In other words, AR bridges the gap between
the real and the virtual in a seamless way [9].

The last decade showed how production activities have been split and segments
localized in some specialized countries while customers have been involved into the
design processes. New technologies suggest that learners have to be creative, active
innovators developing new services and products, new production and social processes.
Technological waves as rapid change of technologies are becoming more frequent and
shorter, so that IT expert must evaluate quickly how each wave gives opportunity for
new individual, social or business applications. As an example beside may others, the
Internet of things is a giant coming wave opening the web to astonishing possibilities
in situation awareness as added social reality.

During the last two decades VR and AR have been experimentally applied to school
environments, although not as much as classic methods of education and training [10].
Augmented Reality (AR) builds upon virtual layers that overlay superimposed on phys‐
ical reality (such as for use in simulated retail and training environments), where
customized messaging and applications requires positioning and orientation of visors
and displays and other objects.

Moreover, the existence of mixed reality (MR) technology which is powerful and
compact enough to deliver MR experiences to not only corporate settings but also
academic venues through personal computers and mobile devices can make several
educational approaches are more feasible [9]. Devices such as wireless mobiles, smart
phones, tablet PCs, and other innovations in electronics are increasingly ushering MR
into applications which offer a great deal of promise, especially in education.

Professionals and researchers have striven to apply MR to classroom-based learning
within subjects like chemistry, mathematics, biology, physics, astronomy, and other
K-12 education or higher, and to adopt it into augmented books and student guides [9].
However, AR has not been much adopted into academic settings due to little financial
support from the government and lack of the awareness of needs for AR in academic
settings [11]. It is estimated that simple AR applications in education will be realized
within a few years.

Mixed reality can make education more productive, pleasurable, and interactive. MR
can engage a learner in several interactive ways, which before where not possible, as well
as can also provide each individual with one’s unique discovery path with rich content from
computer-generated 3D environments. It has been shown in previous research works that
mixed reality can be focused on simplicity and ease of providing education, so that learners
can accept knowledge and skills with 3D simulations generated by computers or other
devices. MR can support the efficiency of education in academia by providing information
at the right time and right place and offering rich content with computer-generated 3D
imagery. MR may be helpful where students take control of their own learning and thus
could provide opportunities for more authentic education and training styles. MR-based
systems offer motivating, entertaining, and engaging environments conducive for learning.
Except this, MR in education is attractive, stimulating, and exciting for students and
provides effective and efficient support to the learners.
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Virtual and augmented reality is not appropriate for every instructional objective.
There are some teaching scenarios when VR can be used and some when it should not
be used. For example the use of VR is suggested when a simulation could be used,
teaching using the real thing is dangerous/impossible/inconvenient/difficult, interacting
with a model is as motivating as or more motivating than interacting with the real thing,
travel, cost, and/or logistics of gathering a class for training make an alternative attrac‐
tive, etc. On the other hand, VR is not suggested to be used when no substitution is
possible for teaching/training with the real thing, interaction with real humans, either
teachers or students, is necessary, using a virtual environment could be physically or
emotionally damaging.

Research on educational applications of mixed reality show the potential value of
MR in the educational process. The use of MR can help the educator to enhance their
courses and provide multiple perspectives for engaging learners into active learning.

4 Ontological Design for Cognitive Plasticity in Mixed Reality

Ontological Design refers to the cycle of designing and developing systems based upon
the interaction between us and the tools and vice versa. Such design is not fixated but
rather agile, responsive and evolving acquiring information from the surrounding
environment to adjust the software to the individual user’s needs. Ontological Design
implementation improves the Human Computer Interaction for the human to human
interaction based on existing databases as well as gathering, interpreting and inte‐
grating information via users’ interaction on both individual and collective level. In
this way, the design aims at serving individuals’ capabilities and visions to deal with
the increasing complexity of the world. OD is directed towards Computer Aided
Learning (CAL) systems based upon solid educational and technical design principles
for associated platforms to be designed and developed aiming at creating active partic‐
ipants and producers of the educational content and knowledge.

The Perception-Action Model (PAM) is a process-based suggestion on empathy
made by [12]. According to PAM, attended perception activates subject’s representa‐
tions of the state, situation and object, and that activation of this representation auto‐
matically primes or generates the associated autonomic and somatic responses, unless
inhibited. PAM suggests that levels of empathy can be associated to levels of awareness,
reconciliation, vicarious learning or effortful information processing. On balance, both
the neuropsychological and psychophysical data support this distinction. They claim
that critical results were either statistically inconclusive (because they consisted of
negative evidence) or based on a suspect “calibration” procedure. Correction (‘calibra‐
tion’) of illusion effects is critical for comparisons across stimuli, studies, and tasks [13].
PAM proposes that vision-for-perception and vision-for-action are based on anatomi‐
cally distinct and functionally independent streams within the visual cortex. It comprises
a set of core contrasts between the functional properties of the two visual streams,
capturing broad patterns of functional localisation suggesting that should reject the idea
that, according to the two streams hypothesis, the ventral (visually guided behaviour)
and dorsal (guidance of actions and recognizing where objects are in space) streams are

266 N. Lambropoulos et al.



functionally independent processing pathways. Using tools to enhance empathy and
awareness of the Self and Other may lead to the next skill level of shared intentions,
feelings and thoughts for common goals, desires and beliefs in CAL.

Ontological Design for CAL is applied for solutions related to complex, ill-structured,
and agile, scope creep problems and situations, according to the following principles: (a)
facilitating situated human cognition in an attempt to address complexity; (b) provide
tools which expand the capacity of cognitive plasticity; (c) make a careful analysis of the
implicit assumptions of the system and limit competing values; (d) understand social
structure and context, (e) view breakdowns as creative design opportunity; (f) use digital
medium to narrate a transmedia story; (g) engage features from game mechanics such as
play, competition, challenge, quests, choices, surprise, curiosity, association, flow and
expression; and (h) make visible the effects of interaction between the human and the
world mediated by the particular tool for computer enabled mechanics, such as VR, AR
and MR.

5 Creative Immersive Experience for Computer Aided Learning

Creative learning experiences are a way to think about what a learning intervention might
be (i.e. – its design) in the context of desired end goals and outcomes. This can then
inform our technological choices within multiples real and mixed reality contexts. Crea‐
tive Immersive Experience aids in:

1. Promoting cognitive plasticity in action by activating multiple reality perceptions
2. Reducing transactive cost by enabling multiple associations in real-time to occur
3. Orchestrating learning teaching and learning pathways convergence including

learning activities coordination and knowledge building for signification
4. Providing direct fit between educational tasks, methods and tools

VR, AR and MR enhance the experiential learning to develop new creativity compe‐
tencies based upon the agile cognitive plasticity and rapid knowledge acquisition in such
rich learning environments. HCI Education (HCI-Ed) is the design, evaluation and
implementation of systems and tools from a user/learner-centred perspective and the
study of major phenomena surrounding them. In HCI-Ed both inclusive and participa‐
tory User-Centred Design (UCD) and Learner-Centred Design (LCD) are utilised. UCD
is that the system should have the capability in human functional terms to be used easily
and effectively by the specified range of users, given specified training and user support,
to fulfil the specified range of tasks, with the specified range of environmental scenarios.
Whereas UCD focuses on making users more effective, LCD focuses on making learners
more effective by utilising pedagogical frameworks. Pedagogical Utility is the degree
to which the functionality of the system allows the learner to reach his/her learning goal.
Pedagogical Usability should question whether the tools, contents, interfaces, and tasks
provided within the e-learning environments can support e-learners. Pedagogical
Usability utilises guidelines and principles to bring together the pedagogical and tech‐
nical CAL targets. Lastly, Pedagogical Acceptability refers to the previous compatibility
as well as the degree to which the system is compatible with learners’ motivation, affects,
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culture and values. HCI-Ed works through a framework with seven iterative and non-
linear stages, as follows:

1. Context & Learning Values - Hypotheses
2. (Iterative) Design – Requirements – User Modelling
3. Evaluation with user groups/experts
4. Development
5. Evaluation with user groups
6. Re-Design & Development
7. CAL Study & Research based on Final Tool Release

The process follows the suggested instructional design model ADDIE (Analysis,
Design, Development, Implementation and Evaluation); however, it incorporates the
initial context and learning values as initially defined before actual design.

Although user modelling has been implemented for adaptive systems, it can
provide initial profiling for other systems, as it describes the process of building up
and modifying a user model towards user’s/earner’s specific needs. The specific data
needed are gathered by initial profiling questions and identifying users’ preferences
via observing and interpreting their interactions with the system. User modelling
supports the constant evolution of technologies and services as it evolves on user
abstract models that are easy to understand by systems making appropriate for
multi-disciplinary educational design. The Model-Based Education System Design
Environment notations (eLearniXML & eLearniCNL), which contains several and
different models (Task, Domain, Platform, Environment, Context, and Presentation)
and these models can be divided and classified into different ways based on multiple
criteria. The Model-Driven Development specifies three models on a system, a
computation independent model; a platform independent model and a platform
specific model. Existing user modelling standards (e.g. IMS-LIP for eLearning)
provide the learning quality assurance checklists. Model-based Distributed User
Interfaces are usually anchored in the international standard ISO 9126 (ISO 9126-1,
2001) for quality assurance. The ISO 9126-1 software quality model identifies six
main quality characteristics, namely: Functionality, Reliability, Usability, Effi‐
ciency, Maintainability and Portability. User modelling is taken one step further by
also profiling the user based on human-human and human-computer interactions.
User/Learner eXperience (U/LX) is considered to be a vital part in HCI for evalu‐
ating the Graphical User Interface as well as the Distributed User Interfaces.

Unambiguously, Adaptive VR, AR and MR have to be evaluated empirically to
guarantee that the collective intelligence really works. In HCI-Ed flexibility demands
are explicit for human computer interaction, including the adaptivity system capabilities
for Ontological Design:

1. Evaluation of reliability and external validity of input data acquisition
2. Evaluation of the inference mechanism and accuracy of user properties
3. Appropriateness of suggestions
4. Change of system behaviour when the system adapts based on characteristics
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5. Change of user behaviour when system adapts based on characteristics
6. Change and quality of total interaction to conform with characteristics
7. Triangulation for rich, valid and timely recommendations

The last evaluation step can only be interpreted correctly if all the previous steps have
been completed. Especially in the case of finding no difference between an adaptive and
a non-adaptive system the previous steps provide hints at shortcomings. The results of
such a layered evaluation are much better to interpret and give more exact hints for
failures and false inferences than a simple usability evaluation.

6 Concluding Remarks and Future Work

This paper described the need to consider both the brain cognitive plasticity and crea‐
tivity when utilising Virtual or Augmented Reality in Computer Aided Learning. In
order to capture users’ perceptual pathways, Creative Immersive eXperience (iX) is
incorporated into the common Human Computer Interaction design and development
cycle. Our computer tools are used to reduce our everyday complexity. Such world
increasingly complex environment, rapid adaptability is necessary. Enhancing forward
thinking is therefore essential for the learners to harness this complexity to their
advantage [3]. Therefore the proposed Ontological Design for Creative Immersive
Experience to utilise to empowered and enabled the processes needed to achieve such
engagement with the world. Furthermore, such creative engagement can exploit and
catalyse such complexity with inherent power to invent new perspective and assump‐
tions and create new models geared to an ever-changing world. A fundamental objective
of HCI research is to make systems more usable, more useful, more accessible and to
provide users with experiences fitting their specific background knowledge and objec‐
tives. The challenge in an information-rich world is not only to make information avail‐
able to people at any time, at any place, and in any form, but specifically to say the
“right” thing at the “right” time in the “right” way. User models are defined as models
that systems have of users that reside inside a computational environment.

New technologies such as Adaptive VR, AR and MR tools in particular can forward
and accelerate thinking and also support problem solving processes as well as creative
thinking and insight functioning in complex, ill-structured, plastic and ever changing
and agile contexts. Ontological Design can optimise and sustain long term user and
changing needs through emotional and physiological engagement in Immersive Expe‐
rience for better user engagement in the creative flow.
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Abstract. Sixteen students took a test that included a Flexilevel stage and a
standard Computer Based Test (CBT) stage. The results were analysed using a
Spearman’s Rank Order correlation and showed a significant positive correlation
(rs = 0.58, p <=0.05). This was taken to provide support for the notion that it is
possible to provide shorter Flexilevel objective tests that are as efficacious as
CBTs. Implications that this finding may have for the use of the Flexilevel Test
in mobile learning contexts is discussed.
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1 Introduction

There has been increased interest in the use of the Flexilevel Test [6, 7] in Higher
Education contexts [2, 3, 5] due to its potential to personalize educational experiences.

This study is part of a programme of research aimed at understanding how the
Flexilevel Test may be applied in genuine educational contexts and an increasingly
important part of our educational context is mobile learning and assessment. This
brings new challenges to the work, particularly in terms of supporting students in
attending to cognitively demanding tasks such as formative assessments in a mobile
context which itself imposes significant cognitive load [8].

However, the case for supporting mobile learning and assessment is compelling,
both from pedagogical and practical perspective [2, 17], for example learners are often
under significant time pressure and, given appropriate opportunities, can make use of
short periods of time to engage in their studies [17].

In principle, one of the possible benefits of the Flexilevel test is the ability to
present fewer items in a test than a standard Computer Based Test (CBT) approach yet
still obtain a comparably accurate measurement of a test-taker’s proficiency [20]. This
is something that the authors have also found in a simulation study [14]. The potential
to provide shorter tests is of interest, since it may provide an opportunity for educa-
tionally useful experiences in a broader range of contexts as noted above [2, 17].
Further, it may provide these opportunities whilst mitigating some of the challenges to
deploying formative assessments in a mobile context. As such, it is of interest to

© Springer International Publishing Switzerland 2015
P. Zaphiris and A. Ioannou (Eds.): LCT 2015, LNCS 9192, pp. 271–278, 2015.
DOI: 10.1007/978-3-319-20609-7_26



investigate whether or not this effect can be reproduced in a genuine educational
context. This study is intended to investigate the extent to which shorter Flexilevel tests
may provide comparably accurate measures of a test-taker’s proficiency as a CBT in a
summative assessment.

2 The Flexilevel Test

The Flexilevel Test was first proposed by Lord [6] as a paper-based test. One of its aims
was to tailor the test difficulty level to the proficiency level of individual test-takers.
This is an important difference between the Flexilevel Test and traditional CBTs as in
the case of the latter, all test-takers are presented with the same set of test items.

The Flexilevel Test is a fixed branched test that supports the personalization of
objective tests by presenting items to test-takers depending on their performance. It
represents an approach to adapting assessment that is less resource intensive than other
forms of adaptive testing, for example approaches based on other pyramidal approaches
[20] or Item Response Theory (IRT) [6, 7].

A Flexilevel Test requires a set of 2n-1 items where n is the number of items to be
presented in the test. Test items are ranked in order of difficulty. There are different
approaches to ranking the items; for example the use of expert calibration or calibration
from an existing set of test-taker responses from preceding tests. In the work reported
here, an existing set of responses from a previous test and the formula shown below,
adapted from Ward [19], were used to calculate the difficulty of individual items in
which np is the number of test-takers who answered the item correctly and nr is the total
number of test-takers answering the item.

D ¼ 1� np
nr

� �
ð1Þ

After the difficulty of each item was calculated, items were ranked from the easiest
to the most difficult.

A Flexilevel Test usually begins with the presentation of the item of median diffi-
culty, typically an item with a difficulty of 0.5. If test-takers answer the item incorrectly,
they are presented with the next available easier item. If they answer the item correctly,
they are presented with the next available more difficult item (as shown in Fig. 1).

Once the true ability of a test-taker is reached, subsequent patterns will show an
increasingly large range of difficulty between the items selected, as illustrated in Fig. 2.

Typical stopping conditions for the test are when the number of items to be
administered have all been presented to the test-taker or the duration of the test has
been reached, whichever happens first.

3 The Study

In this study, a test of 40 items was presented to 18 online distance learning students on
an undergraduate Computer Science programme of study as a formative assessment.
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3.1 The E-Assessment Application

It was necessary that the Flexilevel Test would be made available online, as the
participants were geographically dispersed. A web application using HTML5, Java-
Script and CSS on the client side and PHP and MySQL on the server side was purpose
built for this reason.

The e-assessment application supported two different item selection algorithms: a
traditional CBT and a Flexilevel Test. Test items were selected from the database and
presented individually; this is consistent with the need for the Flexilevel algorithm to
select an appropriate item depending on the performance of individual test-takers.
Figure 3 shows how the user interface contained minimal information and gave no cues
to the approach, CBT or Flexilevel, being used.

3.2 Methodology

The test presented in this study was part of the formative assessment of a group of 18
first year online distance learning Computer Science students. The test related to their
knowledge and understanding of internet technologies and, in particular, ASP.NET.

The test was presented to students online via the web application introduced earlier.
It was invigilated by a remote live invigilation service to ensure students were not

Fig. 2 Example patterns for different proficiencies (from Betz and Weiss, 1975)

Fig. 1 The Flexilevel Test Structure (adapted from Betz and Weiss 1975)
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accessing materials that were not permitted during their test. It was limited to 40 min
and contained 40 items overall. The test items had gone through calibration using data
from the performance of an earlier cohort of students.

An initial stage outside of the scope of the study, but relevant to the coverage of
topics in the module, was presented first for every student. This stage contained 10
items. Then, the examinees were randomly assigned to one of two different groups.
Half the participants were assigned to Group 1, and the second half to Group 2.
Group 1 was presented with Flexilevel followed by CBT, and Group 2 was presented
with CBT followed by Flexilevel. Both the Flexilevel and CBT stages covered ASP.
NET and for the students there was no distinction between these two test stages. The
Flexilevel and CBT stages consisted of 10 and 20 items respectively.

3.3 Results

Table 1 shows the range of the scores obtained and the mean score for each stage of the
test. It can be seen that the scores for both of the stages ranged relatively widely. The
responses from two participants were removed from the analysis as they did not
complete one or more test stages.

Fig. 3 Screenshot of the user interface of the application, showing the presentation of an item
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A Spearman’s Rank Order correlation was run to determine the relationship
between the CBT and Flexilevel scores. It showed a significant positive correlation
(rs = 0.58, p <=0.05) between the scores achieved by students in the Flexilevel and
CBT test stages.

These results provide support for the notion that the Flexilevel approach to
e-assessment can provide comparable results to a standard CBT test whilst only pre-
senting half the items.

4 Discussion

There are practical issues to address given the application of the Flexilevel Test in
mobile contexts that have not applied to the desktop and classroom contexts of studies
conducted by the authors so far (for example [5, 13] ). Key to the differences between
desktop and mobile use of Flexilevel testing is the greater competition for limited
attentional resources that mobile environments may impose.

Whilst desktop computer contexts may vary, the difference in mobile usage con-
texts may vary quite substantially [11] and also during a given interaction. In short, the
contexts for mobile use tend to be more diverse and potentially distracting than those
using desktop computers.

Table 1 Summary of test performance (N = 16)

Test Stage Minimum Score Maximum Score Mean Score
Flexilevel (out of 10) 5 9 7.625
CBT (out of 20) 5 19 12

Fig. 4 Scatterplot showing relationship between scores
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Oulasvirta et al. [11] used a range of tasks on a mobile device to elucidate how
different contexts may impact on the attention of users. Factors that impacted upon
users’ attention to the tasks they had been set included the amount of social interaction
that users needed to engage in, for example in managing their personal space whilst
using an escalator, and the predictability of their context. Where there was much going
on in the users’ context, it required that users attended to their contexts for longer and
more often; their attention to the task was interrupted.

These are temporary changes in the focus of attention away from a given task with
a mobile device and it is worth noting that many interruptions are triggered by the user
themselves [18]. Overall, an indication of the impact of such interruptions may be
found in differences in the length of interaction users may have between desktop and
mobile devices whereby desktop interactions have been timed as lasting substantially
longer than mobile interactions [10]. Furthermore, it seems that interruptions may have
an additional cognitive load in terms of switching between tasks [15].

Framing the analysis in terms of cognitive load provides a good basis to understand
how mobile contexts may impact upon users’ usage of a mobile application. Cognitive
load theory [16] has also been influential in learning, particularly multimedia learning
[8] and it seems pertinent also to mobile learning and e-assessment when considering
the impact of extraneous loads on learning [12].

Clearly context of use is an important contributor to extraneous load, and in pro-
viding silent, invigilated exam conditions, extraneous load is minimized freeing cog-
nitive resources for the intrinsic load that tests impose. This is the case for previous
studies conducted by the authors. Whilst the contexts may vary in these desktop
environments, the studies have previously involved environments that were controlled
to some substantial extent, for example in both formative and summative assessments
in computer laboratories [5, 13], or with students taking tests remotely at their own
computers as in the study reported here; all were invigilated and were the focus of the
students’ attention. This was done for both educational and empirical reasons; but the
contexts of use of the Flexilevel assessment have not varied much.

However if a Flexilevel test were deployed in a mobile context, then it could be
competing for attention in a much more diverse context with a relatively high potential
for interruption. As noted, this is something that impacts upon the capacity of learners
to attend to a given task [10, 12].

Effectively it is more likely that there will be a higher extraneous load in the
completion of tasks in a mobile context. This becomes most disruptive to the com-
pletion of tasks when the distractions occupy the same channels as the task, something
that is consistent with the influential account of working memory [1]. For example, it
would be expected that interruptions that require visual perception would impact more
acutely on the performance of a task since the task itself involves visual perception, at
least in this study.

However, it may be expected that some tasks may be attended to with greater
engagement and concentration than others and an important question would be how
mobile contexts may effect interactions that require greater engagement with the mobile
task [11] something that seems pertinent to even relatively short mobile e-assessments.
A possible implication of this is that learners may choose where and when they take
formative assessments such that interruptions are less likely.
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5 Conclusion and Future Work

The study reported here provides further support for the idea that the Flexilevel
approach can provide shorter tests in genuine educational contexts, although this must
be treated with caution given the small scale of the study. It is intended that further
studies will be conducted in order to establish if this effect can be demonstrated
reliably.

It has also been noted that the approach of learners to their formative assessment
activities in mobile contexts is of fundamental importance. As such, future work will
focus on gaining an understanding of the attitude and approach of test-takers to their
mobile formative assessment. How are test-takers using the application in mobile
contexts, specifically in what kinds of contexts are they taking the tests? Also, what
kind of learning activities are they willing to carry out on a mobile device, and does this
include formative assessment? It has been suggested that a formative assessment may
motivate learners to minimize interruptions themselves, but anecdotally learners have
indicated that they learn opportunistically in mobile contexts, for example the short
period of time between tutorials or lectures.

It seems that future studies will need to adopt two main strands of work; estab-
lishing the reliability of the correlation between the shorter Flexilevel test and full
length CBT reported in this study and investigating how this may impact upon learner
attitudes to formative assessment in mobile contexts.
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Abstract. Golf is a popular sport around the world. Since an accom-
plished golf swing is essential for succeeding in this sport, golf players spend
a considerable amount of time perfecting their swing. In order to guide
the design of future computer-based training systems that support swing
instruction, this paper analyzes the data gathered during interviews with
golf instructors and participant observations of actual swing coaching ses-
sions. Based on our field work,we describe the characteristics of a proficient
swing, how the instructional sessions are normally carried out and the chal-
lenges professional instructors face. Taking into account these challenges,
we outline which desirable capabilities future computer-based training sys-
tems for professional golf instructors should have.

Keywords: Golf · Swing instruction · Computer-based training systems

1 Introduction

Golf has grown exceptionally in the past decades; today it is played by over 60
million people around the world, being one of the leading sports in terms of
total economic expenditure [1]. One of the crucial parts of this strategy game is
the swing; an accomplished swing is key for succeeding in this sport [2]. Many
amateur players spend a considerable amount of time and effort perfecting their
swing, improving accuracy, precision, consistency and distance [2].

Despite the increase of golf tools available in the market and the availability
of plenty of materials explaining how to carry out such sequence of movements,
novice golf players still find improving their swing skills to be a challenge [3].
Normally, golfers improve their swing through sessions with professional golf
instructors using verbal and gestural feedback [3]. Not withstanding the effec-
tiveness of these traditional methods, with the rapid development of sensors,
electronics and data analysis techniques, new opportunities open up for mak-
ing these instructional sessions more effective, combining both guided and self
assessment-based methods.
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Advanced computer-based training systems may support both golf instruc-
tors and players. On the one hand, golf instructors are required to make fast
and accurate observations of the movement patterns and subsequently, guide
the player towards a more optimal technique through appropriate coaching ses-
sions [4]. Even if most instructors can quickly highlight the major faults and
provide corrective measures, golf instructors typically lack methods to commu-
nicate guidance, follow up and administrate the learning process. In a study
presented by Schempp et al. [5] regarding the major facets of professional golf
instructors, several participants expressed the need to incorporate the use of
technology as well as improve on its use during teaching (e.g. “video and other
technologies [could] speed the learning process” and “by keeping up with the latest
versions of technology I feel I gain an edge in my ability to communicate with
my students” [5]).

On the other hand, coaching sessions can be expensive for amateur golfers
and thus, they spend a great deal of time improving their swing movement on
their own [3]. However, most of them do not know where to focus their efforts,
since it is difficult to identify and modify faults in the complex combination of
related movements that constitute a successful swing [3].

These aspects relate to a general area within sports, that is, performance eval-
uation [6]. Performance evaluation is an essential part of sports and it is concerned
with domain modeling and evaluation with respect to such models [7]. Perfor-
mance improvement guidance is perhaps the least investigated area of computer
science within sports. Already in 2006, Barlett [8] argued for the potential of using
expert systems and machine learning techniques in sports biomechanics analysis
for improvement of performance. Barlett [8], however, concluded that the usage so
far is very low. Owusu [7] presents a general model, recognize critique recommend,
which can be used for performance improvement in sports. Owusu discusses the
use of neural networks and expert systems for recognition and critique, but con-
cludes that very little has been investigated on these topics and especially on the
final step of providing recommendations for improved performance.

Both golf instructors and amateur players would benefit from feedback pro-
vided by computer-based training systems that use the analysis of sensor and
historical data as a basis for their inferences. In order to guide the development of
such computer-based training systems for golf instructors, this study addresses
the following research questions: (RQ1) how can a good swing be character-
ized? (RQ2) How is the swing instruction carried out today? (RQ3) What are
the challenges and difficulties regarding the instruction process? And, (RQ4)
which desirable capabilities should future computer-based training systems for
professional golf instructors have to overcome these challenges?

This paper is organized as follows: we first discuss related work summarizing
studies describing how golf coaches carry out their instruction and which tools
are used for supporting these activities. The research methods employed for
answering the research questions are described in Sect. 3 while the results are
presented in Sect. 4. The main capabilities of future computer-based training
systems for golf instructors are outlined in Sect. 5. Finally, a brief discussion of
the study’s results and main conclusions are presented in Sects. 6 and 7.
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2 Related Work

This section presents a summary of relevant literature related to the work of
professional golf instructors, key features of an accomplished swing and tools
used as aids for supporting golf training.

2.1 Professional Golf Instructors

Despite the numerous golf instructional books and materials, to the best of
our knowledge, publications and formal studies regarding how professional golf
instructors carry out their work and their professional practices are very scarce.
However, there are three studies that can help us to understand how they assess
a golf swing and provide feedback, c.f. [4], and which are the particular skills of
golf instructors, c.f. [5,9].

Smith et al. [4] identify the key technical parameters that professional golf
instructors associate with a “top level” swing, interviewing and observing six-
teen professional coaches. The results show that many coaches determined a suc-
cessful golf swing from initially observing the “ball flight”. Furthermore, many
coaches acknowledged that the ball flight was a result of two important parame-
ters, the “club motion” which was affected by the player’s “body motion”. The
descriptors used to characterize these parameters were “consistent”, “powerful”,
“accurate”, “simple” and “controlled” with the most prevalent being “repeat-
able”. The authors also highlight that “body motion” was influenced by five
intrinsically linked key parameters, i.e., “posture”, “body rotation”, “sequential
movement”, “hand and arm action” and “club parameters”.

The work presented by Schempp et al. [5,9] focuses in identifying the facets
of professional practice monitored by expert teachers in general, i.e. the knowl-
edge and skills expert sport coaches normally examine in order to improve their
teaching (self-monitoring). For doing so, they selected expert golf instructors, so
the results presented by Schempp et al. [5,9] are relevant in the particular case of
golf instructors. A paper-based questionnaire was taken by thirty-one golf teach-
ers (ranked by the Golf Magazine as in the top 100). From the data collected, five
themes were constructed that represented the activities and qualities most often
monitored by golf instructors: skills (i.e., things teachers do), knowledge base
(i.e., things teachers know), personal characteristics (i.e., things teachers are),
philosophy (i.e., things teachers believe), and tools (i.e., things teachers use).
Even if skills and knowledge were the most important components, teaching
tools used in undertaking the task of teaching golf was also highlighted as an
area that should be regularly monitored.

2.2 Aid Tools for Golf Coaching and Training

There are multiple systems for swing analysis, but the majority of them provide
quantitative data and lack feedback that it is easy to interpret by golf amateurs [3].
In this section, we briefly review systems that not only provide sensor data but
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which also give some kind of guidance that can be used by the player to improve
his/her skills.

Chun et al. [3] focus their analysis on the wrist movement while performing a
swing. The authors describe an autonomous kinematic analysis platform, using
the Microsoft Kinect camera system1, for wrist angle measurement that is capa-
ble of evaluating a user’s uncocking swing motion (i.e. downswing, see Fig. 2)
and providing instructional feedback. According to the authors, the graphical
user interface (GUI) provides five types of intuitive feedback: (1) verbal and
(2) textual instructions for improving the user’s uncocking motion based on the
feedback comments and scores defined in a special module embedded in the
platform (the generation module), (3) wrist angle sequence visualization using
a graph, (4) 2D video and (5) 3D video based on the color and depth data
streams captured by the Kinect installed in front of the golfer. A virtual coach-
ing environment for improving the swing is presented in [10]. Using high-speed
3D motion captured data, the visualization and analysis tool identifies faults
in a golf player’s stroke mechanisms, aligning and comparing the player’s swing
with players of higher skill levels. From these comparisons explicit instructions
on how the player should change their stroke mechanics are visualized in the 3D
virtual environment.

There are other works that even if they do not concern golf swing, they
can be used as illustrative examples. A simple GUI implemented in Matlab to
improve the motor skills for performing a golf putt is presented in [11]. The video
of the putt is displayed with quantitative values such as the putt tempo (ratio
backswing duration:downswing duration) and score which gives an indication of
how close the putt tempo is to the ideal ratio of 2/1.

There are several examples in the literature that present necessary interme-
diate steps to provide feedback to improve the golf swing, however, they do not
present a complete system that provides feedback to players. An example is the
work presented in [12], where the challenges associated with the extraction of a
highly complex articulated motion from a golf swing video scene is tackled. The
authors developed a markerless human motion tracking system that tracks the
major body parts of an athlete straight from a sports broadcast video, using a
combination of three algorithms.

Commercial solutions for analyzing golf swing are available, e.g. TrackMan,
Swing Profile, Swing Smart, Swing Byte 2 or Sky Pro (a comparison of some of
these solutions can be read online: http://www.mygolfspy.com/skypro-swing-
analyzer-trainer-review/ [Accessed 2015-02-16]); however, to the best of our
knowledge, their capabilities for providing feedback are limited.

3 Methods

In order to characterize how professional golf instructors carry out swing
instructional sessions, we have conducted empirical work through two primary
1 Kinect is a line of motion sensing input device (webcam-style) that enables users to

interact and control their computer using gestures and voice.

http://www.mygolfspy.com/skypro-swing-analyzer-trainer-review/
http://www.mygolfspy.com/skypro-swing-analyzer-trainer-review/
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qualitative methods: participant observation and in-depth interviewing (see [13]
for a detailed description of these methods). Participant observation is both an
overall approach to inquiry and a data gathering method, where the researcher
spends a considerable amount of time in the setting, learning about the daily
life there [13]. Qualitative in-depth interviews are much more like conversations,
where the researcher explores a few general topics to help uncover the partici-
pant’s view [13].

Three professional golf instructors participated in this study. All of them have
extensive experience in golf coaching (PGA certified) and are active in the field,
working at three different golf clubs in the area of Västra Götaland, Sweden.
Interviews and participant observations were used to collect data, supported by
visuals such as video and photographs (see Fig. 1). For consistency, the two first
authors of this paper performed all the interviews and the first author carried
out the participant observations.

Trackman
sensor

Video
recording

Analysis video & 
Trackman data

Swing

Fig. 1. Swing instruction: video recordings and TrackMan sensors were used to collect
data during the field work.

4 Results

This section presents a summary of the data collected during the field work
carried out, introducing a description of the swing instruction process, the char-
acteristics of a good swing highlighted by the instructors and a description of
current tools and materials used for supporting the instruction process. Broadly,
we discuss that it is not easy to provide a unique description of a “good” swing
and that it varies very much from player to player. As expressed by the instruc-
tors, it is a matter of balancing power and precision, where repeatability normally
is a desirable property. Historically, there has not been a unique example of the
perfect swing either, and the desired properties of a good swing have evolved
as well. We highlight problems associated to, for example, the communication
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instructor-player, the need for having a long term learning strategy, the develop-
ment of repositories of exercises based on empirical evidence and the advantages
of developing various types of good swing models that then can be used for
providing individual feedback based on the particular characteristics off each
player.

Fig. 2. Swing positions. The various illustrations show the golf swing sequence: set-up
position (P1), club parallel to ground (P2), left arm parallel to ground (P3), top of the
backswing (P4), left arm parallel to ground (P5), club shaft parallel to ground (P6),
impact (P7), club shaft parallel to ground on through swing (P8), right arm parallel
to ground on through swing (P9) and finish position (P10).

4.1 Proficient Swing and Swing Instruction (RQ1 and RQ2)

This section summarizes how the instruction of a golf swing session is carried out
based on our observations. Obviously, it is a challenge to summarize a process
that can have large variations from player to player, but the aim of this section
is to find those leverage points were support can be provided.

The first session normally starts with a conversation where the golf instructor
tries to find out as much as possible about the interests, capacities and goals
of the player, a conversation that can vary largely depending on how long they
have known each other. During the first training session, the coach asked the
player to hit several balls. The instructor looks mainly to the ball flight and the
landing positions, i.e. spread, in both length and width. Both the body motion,
as well as how the ball is hit are crucial aspects of an accomplished swing. Thus,
the ball flight, the body motion and the hit are the focus of the instructors’
assessment. As expressed by the instructors, repeatability and consistency are
both required characteristics of a good swing.

What do the instructors look at when assessing a swing? Taking into account
the observations carried out and the interviews they mainly look at (1) the ball
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(a) (b)

(c) (d)

Fig. 3. Illustrations from a swing coaching session from our field work. Figure 3(a)
and (b) show the use of tools to support the performance analysis process (TrackMan,
camera and computer). Figure 3(a) and (b) exhibit two examples of the traditional
means, verbal and gestural, of delivering feedback for performance improvement.

flight, (2) the spread of the ball (both directions), (3) the body motion, (4) the
ball hit, (5) the power and (6) the control over the whole process.

While the trainee does several swings, the instructor looks at various aspects
of the swing (see Fig. 3). First, they take a look at the ball flight (does it present
a similar pattern?, how is the spread of the ball?) and its connection to the ball
hit (was the ball hit in the center, on its way up or on its way down?). The
hit moment is crucial. If the hit is irregular (new players have larger variation),
the instructor looks if the lowest point of hit is at the correct place. However,
different body motions can achieve a good hit.

In general, it is desired to have a pure and similar contact with the ball every
time (repeatability and consistency). Once the hit is good, the instructor will
move forward to other aspects, such as e.g. achieving more power or more control
of the ball flight (e.g. curvature).

Support. Broadly, the instruction process consists in observation, feedback and
observation again. The trainee carries out several swings, while the instructor
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observes and listens (recording with the video camera). The instructor analyzes
what happened with the ball and the hit. When improvements are needed, verbal
and gestural feedback is provided (sometimes the feedback is provided with the
support of the recorded session, showing what is necessary to change and why).
After that a new trial phase starts, where the progression is assessed. We would
like to note that not only repetitions of the swing were requested; the instructors
also proposed several exercises to practice, for example, the body rotation, so
the trainee would be aware of its own rotation motion without swinging (which
part of the body should rotate around what and which part should not move
during the rotation).

The support tools used by the three instructors that were interviewed and
observed were mainly, video camera and TrackMan (connected to a computer).
The video camera was used to record the swing. The instructor normally
employed the video camera to show the trainee the rotation, highlighting the
faults or improvement possibilities; the video camera was therefore normally
employed as a communication means. The TrackMan radar was used to measure
the club and ball parameters. It was used by the instructor for complementing
and validating his analysis regarding the ball flight, the hit and the club move-
ment. Other support tools that the instructors mentioned that could be used
during the swing training sessions were pressure plates (that measure where the
center of gravity is, weight pressure against ground and how does it change over
time), impact tape or spray (to see the ball hit), 3D sensors to assess the body
movement and several video cameras (to see the body motion from different
angles).

4.2 Challenges (RQ3)

The main challenges highlighted by the instructors interviewed involve pedagogi-
cal concerns. These pedagogical concerns relate to the adjustment of the teaching
situation to the particular characteristics of the player (“which vocabulary should I
use? Which metaphors? Which support tools? How do I explain how and why? How
do I explain cause-effect?”) One of the major pedagogical concerns expressed by
the golf instructors was communication. Successful communication and mutual
understanding instructor-player is crucial for a fruitful learning process, but not
always it is easy to overcome the large age, background, interests, motivational,
physiological and psychological differences among the trainees. All the instructors
saw communication as a critical skill in golf training.

A clear strategy for learning and achieving training and learning outcomes
was identified as problematic to establish by the instructors. The instructors lack
means of structuring the learning process, the training outcomes, the content of
each session, the pacing and scheduling. These challenges relate also to admin-
istrative skills and the lack of appropriate support tools; as it was mentioned, it
is hard to keep record of the players, their situation, achievements and expected
outcomes.

The last challenge that we frame under pedagogical concerns stressed by
the interviewees relate to instructor self-assessment and self-monitoring of
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instructors’ own practices. Instructors were concerned about their own improve-
ment (“how do we get better?”), how do they critically analyze themselves and
which factors can improve their performance.

Besides problems related to communication, learning strategies and self-
assessment there are other challenges expressed by the instructors, such as, “are
there scientific prove that certain exercises produce certain effects? Can exer-
cises be isolated in blocks? What is the best and fastest way of learning? Which
are the most relevant exercises to achieve the desire change? How do we change
movement patterns (players underestimate the amount of time that is required
to change a pattern)? How do we keep players motivated? How do we ourselves
keep motivated and find passion for teaching golf?”

Regarding the support tools, instructors have expressed their desire of having
an integrated platform where body motion, from different angles, images from
video cameras and radar data could be analyzed. Moreover, more automatic
analysis capabilities over the various types of data that can be collected are
required. There are many other sensors that can be used to collect golf-related
data, but it is not easy to see how to best use them in a learning context.

5 Future Computer-Based Training Systems (RQ4)

Based on the descriptions given and challenges highlighted in previous sections,
we outline which key capabilities (C) future computer-based training systems
should have for swing training:

C1. Semi-automatic performance evaluation: the ability of providing per-
formance evaluation, following the model by Owusu [7]: recognize faults,
criticize and recommend. Within this capability we group those methods
needed to build models from historical data collected from skilled players
(swing modeling), compare those models that best fit player’s characteristics
with actual swings and detect faults. We include here as well the capability
of providing recommendations regarding which exercises should be carried
out to improve performance.

C2. Interactive analysis: the ability of exploring the golf data interactively,
finding patterns, clusters, anomalies, new insights, etc. For doing so, tech-
niques from the areas of data mining (e.g. clustering, decision trees) and
visual analytics (e.g. linking, brushing, parallel coordinates) need to be inte-
grated.

C3. Visualization: effective interactive visualization methods that are able
to support communication instructor–player. Visualization can be used to
depict player’s own swing, the swing models of high skill players, compare
player’s own swing with the models, illustrate improvements (if–then situa-
tions), show cause–effect relations, the swing plane, projections, etc.

C4. Data collection and sensor integration: an effective integration or
fusion of the various types of data (video, radar, 3D markers, etc.) enables
the construction of richer swing models and better swing assessments that
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take into account the relations among the interconnected characteristics of a
accomplished swing. Here we include as well capabilities for solving the prob-
lems associated with the alignment of the various sensors. The integration,
for example, of radar data regarding ball flight, club motion, hit with the
high speed motion captures of the club and body movements seem crucial
for detecting possible flaws and for providing feedback.

C5. Learning strategy: be able to build and administrate a learning and
training strategy for each player. This capability should include a library of
exercises and their effects based on experimental evidence, mapping training
outcomes with most effective exercises. Such capability should not only focus
on the individual parts of the game, e.g. swing or putting, but should take
into account the complete player’s game in order to allow for improvements.
Naturally, such capabilities should thus not only take as input the individual
parts of the game but should support gathering and analysis of data from
all aspects of it.

C.6 Self-assessment: support for instructor’s self-monitoring, assessment and
improved performance. Furthermore, this capability should include a plat-
form for information sharing for instructors: forums, instruction exchange,
golf schools, basic instructor training, experiences, etc.

6 Discussion

This paper presents the results from interviews with golf instructors and observa-
tions of golf swing instructional sessions in order to characterize an accomplished
swing, describing how the swing instruction is carried out today and which tools
are used for supporting this process. The challenges highlighted relate to ped-
agogical concerns, and were grouped under communication, learning strategy
and self-assessment. The characteristics outlined for a good swing in this study
match previous research in the area. The swing descriptors “consistent” and
“repeatable” expressed by the instructors interviewed for this study were also
mentioned, among others, by Smith et al. in [4] (see Sect. 2.1 for more details on
Smith et al.’s work). Moreover, some of the challenges highlighted in Sect. 4.2,
communication and self-assessment, coincide with those found by Schempp
et al. in [5].

In this paper, we have argued that rigorous scientific research that investi-
gates the effectiveness of various swing exercises to achieve the training outcomes
desired is needed. This seems to coincide with the claims by Kelly et al. [10], who
state that the amount of rigorous scientific research that has been conducted into
golf is surprisingly limited.

In order to compare actual swings with those “good examples” from skilled
players (capability analysis outlined in Sect. 5), a set of models based on data col-
lected from such players should be built. Even if limited, there are various exam-
ples of modeling the golf swing motion captured by, for example, the Microsoft
Kinect, [14,15], where various techniques were used for modeling (Gaussian
Mixture Models, Support Vector Machine and Dynamic Bayesian Networks).
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Other examples that include swing modeling are presented in [16,17]; while a
review of biomechanical models of the golf swing, focusing on how these mod-
els can aid the understanding of golf biomechanics and the fitting of golf clubs
to individual players is presented in [18].

As highlighted by [19] the design of feedback in the motor skill domain via
computer-based training systems is typically led by technology and fails to take
into account pedagogical issues. The data collected during our field work showed
that many of the challenges encountered in swing instruction are related to
pedagogical aspects of the training process: communication, learning strategy
and self-assessment. Feedback in golf should consider higher learning aims (not
only particular small improvements), and the context of the learning situation.
The challenge for computer-based training system’s designers is to determine
what constitutes effective feedback for athletes in their training [19,20].

7 Conclusions

Despite the increase of golf tools available in the market and the availability of
large amounts of data, novice golf players still find improving their swing skills
to be a challenge. Traditional methods are still predominant in this field, but
new data and visual analysis techniques open up for making these instructional
sessions more effective.

Advanced computer-based training systems may support golf instructors in
their daily work. In this paper, we have presented an analysis of how the swing
instruction process is carried out nowadays, highlighting which challenges are
faced that can be leveraged by newly developed computer-based training sys-
tems. The major challenges highlighted by the golf instructors that participated
in this study were pedagogical concerns related to communication, learning
strategy and self-assessment. The results presented in this paper may guide
the design and development of such future computer-based training systems
for swing coaching.
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Abstract. Educational Recommender Systems aim to provide students with
search relevant results adapted to their needs or preferences and delivering those
educational contents such as Learning Objects (LOs) that could be closer than
expected. LOs can be defined as a digital entity involving educational design
characteristics. Each LO can be used, reused, or referenced during computer-
supported learning processes, aiming at generating knowledge, skills, attitudes,
and competences based on the student profile. The aim of this paper is to present
a student-centered LO recommender system based on a hybrid recommendation
technique that combines three following approaches: content-based, collaborative
and knowledge-based. In addition, those LOs adapted to the student profile are
retrieved from LO repositories using the stored descriptive metadata of these
objects. A testing phase with a case study is performed in order to validate the
proposed hybrid recommender system that demonstrates the effectiveness of
using this kind of approaches in virtual learning environments.

Keywords: Student-centered hybrid recommender systems · Learning objects ·
Metadata · Repositories

1 Introduction

Online learning is a revolutionary way to provide virtual education in modern life, thus
benefiting every day more and more people. A recommender system is a piece of soft‐
ware that helps users to identify interesting and relevant learning information from a
large amount of educational information. Recommender systems aim to provide students
with search relevant results adapted to their needs by performing predictions on their
preferences and delivering those educational contents that could be closer than expected
[1]. In addition, recommender systems must use different information sources such as
educational databases, Learning Object Repositories (LORs), federations of LORs,
among others [2].

Educational recommender systems (ERS), can be classified into several kinds as follows
[3]: Content-based ERS in which recommendations are performed only by using the
already created student profile. Collaborative ERS wherein recommendations are based on
the similarity degree among users by applying collaborative filtering algorithms. Knowl‐
edge-based ERS, use user’s browsing history to provide appropriate educational resources.
Finally, hybrid ERS seek to integrate some of the recommendation techniques, in order to
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gather the best accurate features adapted to the user’s profile hence providing better recom‐
mendations.

It is important to highlight that ERS for LOs use students’ characteristics and needs
in order to support their learning-teaching processes [4]. Generally, ERS are facing three
important issues: sparsity, scalability, and cold-start. Using the hybrid ERS we seek to
solve these problems by integrating the results of recommendation techniques.

The aim of this paper is to present a student-centered LO recommender system based
on a hybrid recommendation technique that combines three following approaches:
content-based, collaborative and knowledge-based. In addition, those LOs adapted to
the student profile are retrieved from LO repositories using the stored descriptive meta‐
data of these objects.

The rest of the paper is organized as follows: Sect. 2 presents the conceptual frame‐
work of this research. Section 3 reviews some related works analysis. Section 4 describes
the proposed model. Section 5 explains the model validation and the results of the
proposed model. Finally, the main conclusions and future research directions are shown
in Sect. 6.

2 Basic Concepts

Following are the main concepts related to hybrid recommender systems, learning
objects, and student profile.

2.1 Learning Objects, Repositories and Federations

According to the IEEE, a LO can be defined as a digital entity involving educational
design characteristics. Each LO can be used, reused or referenced during computer-
supported learning processes, aiming at generating knowledge and competences based
on student’s needs [5, 6]. LOs have functional requirements such as accessibility, reuse,
and interoperability. The concept of LO requires understanding of how people learn,
since this issue directly affects the LO design in each of its three dimensions: pedagog‐
ical, didactic, and technological. In addition, LOs have metadata that describe and iden‐
tify the educational resources involved and facilitate their searching and retrieval. LORs,
composed of thousands of LOs, can be defined as specialized digital libraries storing
several types of resources heterogeneous, are currently being used in various e-learning
environments and belong mainly to educational institutions [7].

Federation of LORs serve to provide educational applications of uniform adminis‐
tration in order to search, retrieve and access specific LO contents available in whatever
of LOR groups [8].

2.2 Recommender Systems

Recommender Systems (RS) aim to provide users with search results close to their needs,
making predictions of their preferences and delivering those items that could be closer
than expected [1, 9]. In the context of LO, Educational Recommender Systems (ERS)
deliver educational materials according to the student’s characteristics, preferences and
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learning needs. In order to improve recommendations, ERS must perform feedback
processes and implement mechanisms that enable them to obtain a large amount of
information about users and how they use the LOs.

ERS can be classified into several kinds as follows [3, 10]:

• Content-based ERS. In this kind of systems, recommendations are performed based
on the user’s profile and created from the content analysis of the LOs that the user has
already assessed in the past. The content-based systems use “item-by-item” algorithms
generated through the association of correlation rules among those items.
• Collaborative ERS. These systems hold promise in education not only for their
purposes of helping learners and educators to find useful educational resources, but also
as a means of bringing together people with similar interests and beliefs, and possibly
as an aid to the learning process itself.

In this case, the recommendations are based on the similarity degree among users.
To achieve a good collaborative recommendation system, i.e. that provides qualified
recommendations, it is necessary to use good collaborative filtering algorithms aiming
at suggesting new items or predicting the utility of a certain item for a particular user
profile based on the choices of other similar user profiles.
• Knowledge-based ERS. The knowledge-based ERS attempt to suggest LOs based on
inferences about a user’s needs and preferences. Knowledge-based approaches are
distinguished in that they have functional knowledge: they have knowledge about how
a particular item meets a particular user need, and can therefore reason about the rela‐
tionship between a need and a possible recommendation. In addition, these systems are
based on the user’s browsing history and his/her previous LO elections.
• Hybrid Recommender Systems. The hybrid approach seeks to combine several ERS
techniques in order to complete their best features and thus make better recommenda‐
tions. The proposed hybrid filtering approach transparently creates and maintains user’s
preferences.

To make the hybridization of recommendation techniques – using at least two of them
– Burke [11] describes the following different methods that could be applied.

Weighted: the score of different recommendation components are combined numeri‐
cally.
Switching: the system chooses among recommendation components and applies the
selected one.
Mixed: recommendations from different recommenders are presented together.
Cascade: recommenders are given in strict priority, with the lower priority ones breaking
ties in the scoring of the higher ones.
Feature combination: features derived, from different knowledge sources, are combined
together and given to a single recommendation algorithm.
Feature augmentation: one recommendation technique is used to compute a feature or
set of features, which is then part of the input to the next technique.
Meta-level: one recommendation technique is applied and produces some sort of model,
which is then the input used by the next technique.
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2.3 Student Profile

For a SR deliver tailored results they need profiles that store the information and the
preferences of each user [12]. The student profile stores information about the learner,
its characteristics and preferences, which can be used to obtain search results according
to its specificity. To handle a user profile can be used to support a student or a teacher
in the LO selection according to its personal characteristics and preferences [13].

Some research works present the student’s learning style as the most important
feature for the delivery of appropriate educational resources [14, 15]. In fact, learning
styles are currently used to organize collections of new information and represent
different ways through which students can learn. There are different models to represent
a student’s learning style. For instance, Duque [16] presents a combination of VARK
(Visual, Aural, Read/Write, Kinesthetic) and FSLSM (Felder and Silverman Learning
Style Model) models with good results to characterize the student profiles and thus,
provide students with learning materials tailored to their specific learning styles.

3 Related Works

Following some hybrid ERS research works will be described. Salehi et al., use genetic
algorithms and perform two recommendation processes. The first uses explicit charac‐
teristics represented in a matrix of student’s preferences. The second recommendation
process assigns implicit weights to educational resources that are considered as chro‐
mosomes in the genetic algorithm for optimizing them based on historical values [17].

The authors deliver educational materials adapted to the user profile, combining several
types of filtering methods with the available information about objects and users. The first
method preselects the LOs from repositories, using a search based on LO metadata, then
those objects passed by other filtering processes to obtain a final list which will be the best
that suits the user. It is important to highlight that this research work combines several filter
criteria: content-based, collaborative activity, and demographics [18].

Vekariya and Kulkami [10] perform a review of some hybrid ERS concluding that
the hybrid filter obtained by integrating collaborative and content-based filtering
approaches improves predictions made by the recommender. Although this research
works quite well in hybrid recommender systems, however, no recommendations tests
have been made on educational materials recovered from LORs.

By contrast, the research presented by Sikka et al. [19] works well on learning mate‐
rials and thus some recommending activities are provided within an e-learning environ‐
ment by using web mining techniques and software agents. However, authors implement
just a unique collaborative recommendation filter rather than using a hybrid approach.

4 Model Proposed

The adaptive recommender model proposed consists of six modules (see Fig. 1)
according to a hybrid recommendation technique that combines three following
approaches: content-based, collaborative and knowledge-based. In addition, LOs are
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retrieved from LORs, and federations of LORs, using the stored descriptive metadata
of these objects. The student profiles are also available having their personal information,
preferences and learning style. Thus, there are three recommendation modules one for
each of the selected techniques. A fourth module that performs the hybridization (inte‐
gration) process uses intermediate recommendations results (see Fig. 1), and finally, the
last two modules handle information about student profiles and LO metadata respec‐
tively.

Fig. 1. Adaptive recommender model composing of six modules

Among hybridization techniques previously described in Sect. 2.2 we selected and
applied the Cascade method wherein LOs recommenders are given in strict priority,
consequently recommenders with lower priority affects the scoring of the higher ones.

Following the three main recommendation techniques used in the hybrid model are
described.

Content-based Recommendation: this recommendation technique is based on the
student profile. The LOs metadata such as Learning-Resource-Type, Interactivity-Level,
Intended-End-User-Role, Context, Description, and Language are matched with the
student’s learning style.

A Student-Centered Hybrid Recommender System 295



This process is performed using production rules such as the following:

Collaborative Filtering Recommendation: the aim of this kind of recommendation
technique is to deliver LOs that liked or interested to students with similar profiles. The
similarity among students can be defined as the numeric representation of the coinci‐
dence degrees according to all the characteristics that define their profile. To do so, a
similar profile is at first searched, and then, the cosine distance for this case was selected
as similarity measure according to the study presented in [7]. The students’ character‐
istics used are the following: education level, learning style, level of education, language
preference, choice of subject, and format preference. The result of the recommendation
are those LOs that users with similar profiles have positively assessed.

To perform its calculation the cosine distance is usually used along with vectors
whose elements are numeric values and thus mathematical operations on such elements
can be performed. This application was extended to categorical data given by formula 1.

(1)

where:
Pi: frequency term i on vector 1
Qi: frequency term i on vector 2.

Knowledge-based Recommendation: This recommendation technique search for
similar LOs that the user positively assessed in the past. First, the process starts searching
similar LOs that have been assessed in the past, through the following metadata: title,
description, and keywords. To calculate the semantic distance among LOs, we used the
cosine distance, as appeared in formula 1, which measures the similarity between arrays.
In this case, such arrays are the words contained in the title description and keywords
of the metadata.

Hybridization process of intermediate results: As previously mentioned the selected
recommendation technique is Cascade. This technique applies a filter to each result
obtained by implemented recommendations. The process is applied by stages, starting
with a recommendation technique to produce an initial rating for each of the candidate
items and then, a second technique refines the recommendation among the set of candi‐
dates given by the first. In fact, each of the recommendations techniques refines the
recommendations given by the others. Figure 2 presents the Cascade hybridization
process.

Each recommendation technique executes its process at a given time and the final
results appeared after applying the Cascade hybridization strategy. In this model, the
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first selected recommendation technique is the Content-based Recommendation, since
this technique according to previous experiments delivers a greater number of LOs.
Later, intermediate results are filtered using the Collaborative filtering technique, and
finally, the Knowledge-based Recommendation technique is applied to filter again
results. LOs results obtained after applying Cascade hybridization process are delivered
to students.

Following the two useful external modules used by the hybrid model will be
described.

User profile module: this module handles the student profile information using an
ontological representation. The ontology proposed contains the student information
given by the student profile such as schooling level, learning style, educational level,
language, learning topics, and format preferences.

Learning Object Metadata Information module: Finally, this module handles LO
metadata. This module has access to LORs and federations of LORs in order to extract
the required metadata at each stage of the hybrid recommendation process.

5 Experiments and Results

The system delivers to the student a list of recommended LOs from similar profiles of
students sharing learning style, historic behavior, and preferences. The recommendation
process starts using a search criterion that can be expressed by keywords or educational
skills wishing to be achieved.

The experiment was performed using the LOs stored in FEB (http://feb.ufrgs.br/
feb/), the Brazilian Federation of LORs. Initial searches were performed with Portuguese
words in order to select the LOs that would initially enter to the recommendation process.
Each module executed the recommendations as follows: content-based recommendation
module applies the inference rules among LO metadata and student’s learning style. The

Fig. 2. Cascade hybridization process
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collaborative recommendation module seeks similar user profiles to deliver items that
have been assessed by students with similar profiles and knowledge-based recommen‐
dation module searches some LOs similar to those that the student had previously
assessed. The integration module performs the hybridization process to deliver the
student with the most relevant and appropriate LOs.

In addition, students of Information System Management program at National
University of Colombia branch Manizales were selected to (1) use the hybrid recom‐
mender system, (2) register his/her user profile, and (3) rank the relevance of the recom‐
mendation results.

Burke [11] establishes that precision measurement helps to evaluate the results
according to the relevance value given by the student. Thus, the precision measurement
analyzes the quality of recovered educational materials regarding to students [20]. A LO
is relevant if it supports the student learning process by adapting to his/her preferences
and needs. A group of students, who qualify the relevance, determines this relevance
value. Formula 2 shows the way this measurement is calculated.

(2)

After executing the hybrid model proposed using the experimental group of students
the results for each technique applied are the following, on average: the content-based
technique recovered around 83 LOs for each student and, 42 of them were relevant. The
collaborative filtering technique obtained 7 LOs since there are few students registered
on the system, with similar profiles, and also, there were few LOs previously evaluated.
Thus, just 5 LOs were relevant. The knowledge-based recommendation produced 19
LOs similar to those that the student evaluated previously, and relevant results are only
13 LOs.

The hybrid recommendation system proposed delivered 4 LOs, wherein 3 of them
are relevant for students. Table 1 presents the results obtained by applying the precision
measurement for each recommendation technique and also the hybridization technique
by using the Cascade method.

Table 1. Precision measurement results

Technique Precision measurement

Content-based 0,50

Collaborative 0,71

Knowledge-based 0,68

Hybrid recommendation 0,75

We can conclude that using hybrid recommendation techniques on learning envi‐
ronments might be promissory because it improves the precision measurement. The
problem using the Cascade hybridization technique is the number of resulting LOs. In
some cases, the recommendation result was zero, since any technique did not recover
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LOs or in the process of hybridization, some LOs were lost. The collaborative recom‐
mendation technique has a high precision measurement and this result is due to the low
volume of recovered LOs.

6 Conclusions and Future Work

An adaptive student-centered LO recommender model is proposed composing of six
modules according to a hybrid recommendation technique that combines three following
approaches: content-based, collaborative and knowledge-based. In addition, LOs are
retrieved from LORs, and federations of LORs, using the stored descriptive metadata
of these objects. The student profiles are also available having their personal information,
preferences and learning style. Thus, there are three recommendation modules one for
each of the selected techniques; a fourth module that performs the hybridization (inte‐
gration) process with obtained recommendations, and finally, the last two modules
handle information about student profiles and LO metadata respectively. In fact, the
proposed model delivers educational materials adapted to students’ needs and cognitive
characteristics according to different criteria based on recommendation approaches such
as content-based, collaborative and knowledge-based. During the testing phase a preci‐
sion measurement was used to assess the quality of relevance of the recovered LO. By
applying this precision measurement, it can be concluded that the hybrid recommenda‐
tion approach enhances the results of the recommendation in terms of the relevance of
the educational material to assist and hence to improve the student’s learning process.
The case study performed in order to validate the proposed hybrid recommender model
demonstrated the effectiveness of using this kind of approaches in virtual learning envi‐
ronments.

As a future work, we envisage to explore and incorporate more hybridization tech‐
niques to the model and perform new case studies in order to compare their performance
with previous results.
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Abstract. In the last decade, some useful contributions have occurred to e-
learning system development such as adaptation, ubiquity, personalization, as
well as context-awareness services. The aim of this paper is to present the advan‐
tages brought by the integration of ubiquitous computing along with distributed
artificial intelligence techniques in order to build an adaptive and personalized
context-aware learning system by using mobile devices. Based on this model we
propose a multi-agent context-aware u-learning system that offers several func‐
tionalities such as context-aware learning planning, personalized course evalua‐
tion, selection of learning objects according to student profile, search of learning
objects in repository federations, search of thematic learning assistants, and
access of current context-aware collaborative learning activities involved. In
addition, several context-awareness services are incorporated within the adaptive
e-learning system that can be used from mobile devices. In order to validate the
model a prototype was built and tested through a case study. Results obtained
demonstrate the effectiveness of using this kind of approaches in virtual learning
environments which constitutes an attempt to improve learning processes.

Keywords: Ubiquitous MAS · Adaptive and personalized virtual courses ·
Context-awareness services · Mobile devices

1 Introduction

The growth of digital information along with the boom in the creation of high-speed tele‐
communications systems and intelligent ubiquitous systems [1, 2] provide tools for the
development of customized recommendation systems focused on mobile devices. This fact
gives way to a new paradigm where the users have a wide range of interfaces and devices
in order to communicate with information systems wherein the context plays a very impor‐
tant role. To do so, new technologies and innovative approaches such as intelligent soft‐
ware agents, wireless devices, adaptive and customized information searchers are currently
been used in order to create adaptive and personalized e-learning systems.

As defined in [3] context-aware ubiquitous learning is an innovative approach that
integrates wireless, mobile, and context-awareness technologies to detect the situation
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of learners in the real world and thus provide adaptive support, personalized services or
guidance accordingly. In the traditional e-learning environments [4] the lack of imme‐
diate learning assistance means the learner is unable to receive learning resources in a
timely manner and incorporate them based on the actual context into the learner’s
learning activities. The result is impaired learning efficiency. In contrast, ubiquitous
computing environments enable users to easily use huge amounts of information and
computing services through network connections anytime and anywhere.

Moreover, context-awareness services play a very important role within ubiquitous
e-learning environments since they are useful to provide immediate alerts to students
through their mobile devices when the system detects significant events such as learning
tasks completed, need for student’s learning re-planning, educational resource recom‐
mendation, need for learning support through assistants, etc. Using context-awareness
services within an e-learning environment aims to inform students about their perform‐
ance and progress during their whole learning process.

The aim of this paper is to present the advantages brought by the integration of
ubiquitous computing along with distributed artificial intelligence techniques [5] in
order to build an adaptive and personalized context-aware learning system by using
mobile devices. Based on this model we propose a multi-agent context-aware u-
learning system that offers several functionalities such as context-aware learning plan‐
ning, personalized course evaluation, selection of learning objects according to student
profile [6], search of learning objects in repository federations [7], search of thematic
learning assistants, and access of current context-aware collaborative learning activities
involved. In addition, several context-awareness services are incorporated within the
adaptive e-learning system in order to inform students about their performance and
progress during their learning process through mobile devices considering the students’
preferences, needs, and limitations.

The rest of the paper is organized as follows: Sect. 2 presents the conceptual frame‐
work of this research. Section 3 reviews some related works analysis. Section 4 describes
the proposed model. Section 5 offers the model implementation and validation of the
proposed model. Finally, the main conclusions and future research directions are shown
in Sect. 6.

2 Conceptual Framework

This section provides main definitions used in this research work such as learning
objects, repositories, federations, student profile, multi-agent systems, context-aware‐
ness services, among others.

2.1 Learning Objects, Repositories and Federations

According to the IEEE, a LO can be defined as a digital entity involving educational
design characteristics. Each LO can be used, reused or referenced during computer-
supported learning processes, aiming at generating knowledge and competences based
on student’s needs [7, 8]. LOs have functional requirements such as accessibility, reuse,
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and interoperability. The concept of LO requires understanding of how people learn,
since this issue directly affects the LO design in each of its three dimensions: pedagog‐
ical, didactic, and technological. In addition, LOs have metadata that describe and iden‐
tify the educational resources involved and facilitate their searching and retrieval. LORs,
composed of thousands of LOs, can be defined as specialized digital libraries storing
several types of resources heterogeneous, are currently being used in various e-learning
environments and belong mainly to educational institutions [9].

Federation of LORs serve to provide educational applications of uniform adminis‐
tration in order to search, retrieve and access specific LO contents available in whatever
of LOR groups [10].

2.2 Student Profile

The student profile stores information about the learner, its characteristics and prefer‐
ences, useful to support a student or a teacher in the LO selection according to its personal
characteristics, needs and preferences. A comprehensive structure that represents the
student’s information into several categories is considered as the student profile model,
choosing among his/her most important or the most significant issues. These categories
are: personal data (e.g. name, date of birth, sex, etc.) learning styles (e.g. active, reflexive,
sensorial, intuitive, visual, verbal, sequential, global), psychology profile (e.g. dominant
brain hemisphere), physiology profile (hearing, vision, etc.) contextual characteristics
(e.g. access device, network state, operating system, etc.), historical issues (activities
developed, study times), academic achievements (learning goal approved) and group
work performance [11].

2.3 Multi-agent Systems

Multi-agent systems (MAS) are composed of a set of agents that operate and interact in
an environment to solve a specific and complex problem [5]. Agents are entities that
have autonomy in order to perform tasks by achieving their objectives without human
supervision and thus have been used for the development of virtual learning environ‐
ments [7]. The desirable characteristics of the agents are as follows: reactivity, proac‐
tivity, cooperation and coordination, autonomy, deliberation, distribution of tasks,
mobility, adaptation, mobility, adaptation, and parallelism.

2.4 Context-Awareness

The context-awareness concept, which is inherent to humans when performing any
learning activity, becomes the main component for monitoring activities in virtual
learning environments. Through context-awareness, students become conscious of all
the changes produced within the learning environment by the action of their activities
while performing learning tasks. Thus, it is easier for them to direct their behavior and
acquire new knowledge [12]. The awareness provided by virtual learning environments
allows students to generate a context of their own activity, i.e., the information regarding
their learning activities is constantly updated and thus improving the performance on
their learning process.
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3 Related Works

Wang & Wu applied context aware technology and recommendation algorithms to
develop a u-learning system to help lifelong learning learners realize personalized
learning goals in a context aware manner and improve the learner’s learning effectiveness
[3]. In fact, they established that when integrating the relevant information technology to
develop a u-learning environment, it is necessary to consider the personalization require‐
ments of the learner to ensure that the technology achieves its intended result. The
Sharable Content Object Reference Model (SCORM) platform was used as the basis and
integrated with Radio Frequency Identification (RFID) technology to develop an adaptive
ubiquitous learning system. Collaborative Filtering (CF) and an association rules mining
model was used to develop an adaptive smart ubiquitous learning system. Adaptive
learning materials are recommended to lifelong learning learners using this association
rules mining model in order to improve the learning motivation and effectiveness of
lifelong learning learners. Finally, the adaptive ubiquitous learning system developed in
this study offers the following features: (1) Context awareness, (2) Standardized course‐
ware, (3) Personal learning management, and (4) Adaptive course recommendation.

Zervas et al. established in [2] that in order to achieve personalized and ubiquitous
learning, those tools showing characteristics of context-aware adaptive learning
designs (authoring tools) and context-aware adaptive delivery of learning activities
(run-time tools) should follow some design requirements at both the learning design
and mobile delivery process. To attain learning design purposes, for instance, the user
should be able to: (1) define appropriate content adaptation rules according to the
different values of the mobile context characteristics, (2) define context-aware content
adaptation rules for each individual learning activity that a learning design incorporates
(3) create profiles of content adaptation rules (for certain values of mobile context
characteristics), which can be used during the authoring process of a new learning
design, (4) graphically design learning designs based on the interconnection of user
defined learning activities, among others. Concerning mobile delivery process, for
instance, the tool should: (1) be able to automatically detect contextual information
such as, place, time, and in some cases physical conditions according to the user
situation and it should be able also to let the user input contextual information that it
is not possible to be detected automatically, (2) be client-side, so it can be installed to
the mobile device and no internet connection should be required during the execution
of learning activities, (3) be able to handle the adaptation rules of the delivered learning
design and match them with the values of contextual information automatically
detected or provided by the user, so as to enable the content adaptation mechanism and
deliver adapted educational resources according to the type of user’s mobile device,
among others.

A context-aware learning environment was developed by Hwang et al. to guide the
beginner researchers through practical experiments concerning single-crystal X-ray
diffraction processes [12]. The application domain of this research regards to scientific
experiments and therefore, when a student arrives at the laboratory and is in front of an
instrument, sensors are able to detect the student location and thus transfer this infor‐
mation to server. The system performs real-time analysis using the following parameters
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concerning students: (1) environmental and personal context, (2) student’s profile, and
(3) online portfolio. The learning system is able to guide students in the laboratory,
showing relevant information at the appropriate time such as processes able to be
applied, the laboratory rules, as well as the emergency management procedures. Exper‐
imental results showed the benefits of applying the ubiquitous learning and context-
aware approach in learning sciences as well as taking advantage of the manpower
savings to assist and monitor students.

Considering the research works previously reviewed one of the improvements
proposed in this paper in order to enhance current ubiquitous computing and ontological
learning-teaching models is the integration of awareness services along with the person‐
alized resources recommendation. These features regarding context-awareness and
alerts offered by learning environments allow students to become conscious of the
advancement status of their own learning activities and to interact with adaptive and
personalized educational resources. In this way, the system gives the student the oppor‐
tunity to maintain updated information that helps them to improve their performance
during their learning process.

4 Model Proposed

Functional requirements of the system are initially identified along with the needs and
objectives associated to current e-learning problems. From this point several use cases
diagrams were built which helped understand the needs to be solved and to establish
guidelines for the subsequent analysis phase.

Several functionalities were found during this stage that focus on following main
axes:

a. The adaptive virtual course planning: its main objective is the educational content
organization using the structure proposed for the virtual course construction. The
purpose is thus to guide the students through courses, enabling new topics and proposing
new contents that will help them strengthen their learning process.

b. Educational content evaluation: this functionality is intended to assess the knowl‐
edge acquired by the student in order to enable new content, so this functionality
complements the planning functionality since it provides vital information relating to
the progress of the student and allows to separately highlighting the shortcomings or
strengths of students.

c. Customized search and selection of LO: this is an extremely important functionality
within the system that provides personalized educational content, always seeking to awaken
the focus and the interest of students along the AVC processing. In addition, the function‐
ality provides the required content for the planning process. Another important feature that
includes this functionality is the strengthening of knowledge throughout the adaptive
virtual course, because at the time in which faults are presented in the student’s learning
process the system can recommend content outside of the virtual course structure in order
to enrich learning as well as to address these faults. These educational contents are custom‐
ized and adapted to characteristics, preferences, and limitations of students, which increases
the interest of them and accelerates their learning process.
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d. Search and placement of thematic learning assistants: allowing the search and
allocation of learning assistants (advanced students) according to the temporal and
spatial context of the student; i.e., the assistants will be assigned according to the spatial
proximity that meets student, but also in agreement with the knowledge of the student’s
areas of interest as well as the time availability for both.
These functionalities were mapped or assigned to roles, allowing an initial division of
tasks and goals. Created roles during this phase were associated with each of the func‐
tionalities. Following roles were thus considered: Planner, Content Recommender,
Evaluator, and Assistants Recommender.

As the first activity in the analysis stage establishes that roles being initially identified
be mapped in software agents and we decided to slightly extend the agent model adding
the system’s functionalities with the intention of better assign all the tasks and goals that
would have associated each of system’s agents. Figure 1 shows the agent model over‐
view in which every system’s functionality (being assigned to a role) is associated to a
single agent. In this way all the functional requirements of the system are covered,
however, during this phase new needs and non-functional requirements emerged that
we have to be faced.

Fig. 1. Agent model overview.

System Architecture and Agent Description. Figure 2 shows the u-MAS architecture
of the model proposed. This architecture was used to develop the context-aware educa‐
tional multi-agent system, implemented using JADE (Java Agent Development Frame‐
work) agents [13].

• User Agent: the role of this agent, which communicates directly with the human user,
is representing him within the system. This agent communicates with other agents
such as Recommender and Planner. Moreover, the user agent manages the user
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profile, enabling the creation and modification of profile’s characteristics and pref‐
erences. Most of the system’s functional scenarios start and finish their execution
with this agent who sends requirements and receives their corresponding answers.

• Recommender Agent: this is a kind of deliberative agent whose main role is to filter
search results coming from searcher agent based on student’s profile. In addition, this
agent offers to students as a service support the possibility of performing searches of
teaching/learning assistants for specific topics of a virtual course that have more
knowledge and know-how on certain topics. Those learning assistants can give to
the students with advice or answers questions on a particular sub-items or learning
activities. This functionality is available from students’ mobile devices.

• Searcher Agent: this is a reactive kind of agent that is in charge of performing searches
of Learning Objects (LO) based on some characteristics such as LO name, educa‐
tional resource, language, format, among others.

• Planner Agent: its role is to adapt learning plans to students in such a way that the
student be guided by the system through a teaching-learning process in the same way
as it could be performed by a real teacher.

• Evaluator Agent: this agent manages the knowledge level evaluation performed by
the system to the learner taking into consideration the topics already learned and the
LG attained by the student.

• Awareness Agent: The awareness agent plays an important role in the model since
it is responsible of providing all the context-awareness services needed by the system
either at the request of users or by effects of proactivity. The main available services
provided by this agent are the following: (1) participation_level (gives the level of
participation for a specific student considering the different learning activities
proposed by the system), (2) graph_of_progress (gives the overview of student’s
status in the course and learning activities still pending), (3) assistant-student inter‐
action_graph, (4) learning activities historical view, and finally (5) alarms and
reminders.

5 Implementation and Validation

The adaptive and personalized U-MAS was implemented using JADE, a FIPA compliant
framework [13]. This feature provides interoperability to the platform, what is needed
for interconnect platforms and repositories. JADE was developed using JAVA language,
this feature allows to integrate the ontology through JENA framework that was devel‐
oped for JAVA environments as well.

Concerning the connection between the platform and user’s mobile devices it was
necessary to use Android platform, which allows the integration of mobile devices with
the JADE Main Container hosted on the server. It is important to highlight that the
platform which offers support to each AVC is self-authorship, and it was developed in
the same server that deploys the U-MAS.

In order to validate the proposed model a case study is used to illustrate each of the
functionalities of the adaptive and personalized U-MAS learning environment.
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Functionality 1: Virtual Course Planning. As mentioned before, this scenario is
handled by the Planner agent, who interacts with the Recommender agent to retrieve
LO relating to the virtual course’s topics. This agent then recovers the student’s profile
stored in the profile system database, and so it maps this retrieved information into the
created ontology having semantic description of the knowledge associated to the AVC.
This ontology, called PCVAOntology and specified in OWL language, was developed
using Protégé and allows the system to select educational resources associated to AVC
from SWRL rules. IEEE-LOM standard was used to represent the LO structure within
the ontology, taking advantages of hierarchical relations and its cardinalities offered by
this standard. Thinking on enhancing the selection process of LO, it was necessary also
to extend the model proposed by Arias [14] for depicting the AVC structure. This model
proposes a hierarchical structure where the virtual courses break down into learning
basic-units which in turn are broken down into topics. Such topics have associated some
educational objectives that need to accomplish certain prerequisites in order to be
accessed. Finally, each topic has linked to several activities along with their respective
LO for learning purposes.

Fig. 2. Architecture of the adaptive U-MAS based on context-awareness services and mobile
devices.
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Figure 3 shows the navigation interface through the student’s AVC planning scenario
(Fig. 3 at left) allowing the student to select the courses to be accessed as well as the
current learning state of the student in the course (figure in the middle). It is important
to highlight that resources selected from the planning process concerning any of topics
can be proposed to the student in order to strengthen its learning process.

Fig. 3. Planning scenario and topic assessment functionalities.

Functionality 2: Topics Assessment. This scenario is activated at the moment in
which the user concludes a topic, or wishes itself to skip it. Questions are initially
selected from a question repository previously created and associated to each of the
topics composing the AVC. According to the assessment structure proposed by Jimenez
et al. [15] for each question there is one or may be more answers and they are validated
through a 2-value field (1 when the answer is correct and 0 otherwise). One of the most
important parameters is the average response time so that the student can answer the
question as well as the question type that describes if the question is false, multiple
choices, single choice, etc.

Functionality 3: Context-Awareness Services. This functionality allows the MAS to
generate alarms at any time during the execution of the system (see Fig. 3). The aware‐
ness agent is in charge of performing cyclic behaviors that allow the system to contin‐
uously monitor the activities of the student on the database, in order to keep in real time
the teacher and the student to be informed of student learning performance. These alarms
can be related to activities next to expire or relevant information send to students
intended to monitor and communicate their progress during learning process while they
are using the virtual course platform. It is important to highlight that the information
regarding students’ learning activities is constantly updated and thus the fact to be aware
of these changes might surely improve the performance on their learning process Fig. 4.
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Fig. 4. Context-awareness services (progress-graph, historical-learning-activity-view and
participation-level).

Functionality 4: Educational Resource Service Recommendation. This scenario
includes a proactive behavior performed by the content recommender agent since it
offers new educational virtual resources in case of the student presents faults in the topics
assessment evaluation or if the student decides to apply for them (see Fig. 3 at right). In
addition, this functionality provides topic specialized assistants, previously selected by
the Recommender agent, who also provides a communication channel between students
and assistants allowing them an enriched interaction to enhance learning.

The system’s validation based on a case study on different functionalities shows quite
satisfactory results. In addition, a ubiquitous MAS learning environment is presented
where robust calculations and inferences are performed on the server while mobile
devices are only in charge of generating system’s interfaces. Stress tests were performed
at the server by connecting a number of mobile devices (approximately 10) to see how
the system behaves. This system validation demonstrates optimal advantages that supply
to use a MAS approach by dividing the tasks on different nodes, hence the response
times are reduced and the information is delivered in a more agile way.

6 Conclusions and Future Work

This paper presented the advantages brought by the integration of ubiquitous computing-
oriented along with distributed artificial intelligence (DAI) techniques in order to build
adaptive and personalized context-aware e-learning systems. Based on this model a
context-aware U-MAS was developed that offers functionalities as follows: the context-
aware learning planning, the course evaluation process, the selection of learning objects
according to student profiles, the search of learning objects in repository federations,
the search of thematic learning assistants, and the access of current context-aware group
activities involved. The development of a context-awareness services module within the
ubiquitous recommendation and planning MAS highlights significant contributions
mainly at the level of the students’ interaction within the system, since it allows them
to be aware of their status and progress within the e-learning system. In addition, it
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allows teachers to know the interest shown by each student within the virtual course. As
future work we will attempt to improve and expand context-awareness services incor‐
porated into the U-MAS. Other context-awareness services could also be implemented
such as the visual graph assistant-student interaction since in the current prototype it is
described through a textual manner. Finally, it is expected to improve the experimen‐
tation of the different modules of the ubiquitous MAS using new case studies.
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Abstract. The Massive Open Online Course (MOOC) “Math and Motion”
presents a different way for the interaction with Mathematical knowledge. In this
course, digital technologies are integrated during the process of Mathematical
teaching. These technologies are mixed with Mathematical contents to create a
didactic scenario. In this scenario, numeric, algebraic and graphical represen-
tations are incorporated to the real-life context of linear motion. This scenario
offers learning with a real meaning for the Mathematics knowledge. Assessment
in this new way of interaction with Mathematics considers new challenges
besides its online feature. In Math and Motion, lectures are available in weekly
videos, and each week includes an assessment of multiple responses items
executed in platform COURSERA. In this paper we describe the didactic design
of Math and Motion MOOC and its assessment, as well as the findings during its
first delivery in fall semester 2013.

Keywords: MOOC � Online assessment calculus � Online learning calculus

1 Introduction

Digital and communication technologies incorporating online access, offer new ways
for delivery courses, and thus expand the autonomy of learners. Nonetheless, it is not
only the access to the course content that could change, we could think in the way to
present the content itself, and the way that design course could be innovative.

As all teachers, we recognize that technology allow students easy access to courses,
and class material distribution and communication. But, in other hand, as education
researchers, experience shows us that technology alone, does not guarantee that people
learn Mathematics better.

In the Ontario Online Learning Portal for Faculty and Instructors [1], it is recog-
nized that society demands urgent changes in education. Emphasis should be about
skills and information management, as well as, how to find, analyze, evaluate and apply
knowledge. Students today should learn and develop skills in a rich and complex
environment where knowledge is always changing and in a constant expansion.

We believe that, as PISA in Focus [2] stated, everything is a creative problem
solution. Adapt and learn from mistakes are skills that demand from students, an open-
mind attitude towards unknown or uncertain situations. Having good grades in school
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courses does not assure, that students develop intuition to imagine new solutions for
Mathematics problems.

The problems related to learn Mathematics in education institutions show the
necessity to conduct education research. Our professional experience in Mathematics
Education allows us to understand this reality in order to transform it. Today, digital
technology creates new opportunities to change positively the learning process. That is
what Math and Motion— a Massive Open Online Course (MOOC) — proposes, a free
access course in which the use of technology contributes and enriches the process of
learning Mathematics.

An important learning experience taking place at the MOOCs is in the process of
assessment, where the learner has the opportunity to achieve the highest possible rating
by performing the test many times as necessary. That means a challenge for the test
design in order to evaluate Mathematical skills.

In this paper we communicate this didactic experience, showing a different way of
learning Mathematics, using technology, and a different kind of assessment to evaluate
learning. First, we discuss some background elements that allow us to explain our
approaching to the Mathematical knowledge in the lectures of Math and Motion. Then,
we deep into particular details of digital technologies, integrated in Mathematical
content to foster the development of skills. After that, we discuss about the design of
online assessments, taking into account, the technological features that the Coursera
platform offers. Finally, we communicate assessment’s results for the first MOOC
experience in fall semester 2013.

Concluding remarks allow us to sum up the MOOC experience of Math and
Motion, and bring to the fore how digital technology could change Mathematics
education and its assessments, giving an opportunity to innovate Math curriculum.

2 The Didactic Scenario in Math and Motion

Conventionally, the teaching and learning of Mathematics takes place in a sequence of
courses showing disjoint branches of this science, like Arithmetic, Algebra, Geometry,
Analytic Geometry and Calculus. Each course presents contents in a logical way, and
emphasizes routine procedures to solve exercises. In this kind of courses, the emission
of a grade is done by an exam designed to measure the mastery for solving exercises.

In Calculus textbooks there are chapters following more or less this usual order:
real numbers, functions, limits, continuity, derivatives, applications of derivative,
integrals, applications of integrals. Textbooks include a lot of exercises in each chapter
and it is assumed that students should practice with these exercises. Learning Calculus
can then be confusing to find limits, derivatives and integrals. We find here a risk,
because this kind of learning is not related with any real problem solution, it is just the
performance of several routine procedures without real meaning.

Besides this common practice, it is noticeable that this textbook’s structure always
leaves the chapter for applications at the end, hinting that first you learn theory and then
you apply the theory. However, the meaning of Calculus is in the applications. The real
meaning has been an important element in Mathematical knowledge creation.
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So, favoring the learning of meaning in Mathematics, should we teach Applications
Chapters first? Unfortunately, it should be noted that application chapters also present
the same structure than the rest, giving equal importance to applications as application
exercises at the end of the chapter [3, 4].

In this landscape that we have drawn, questions related to curriculum design cer-
tainly arise, and should be taken into account for e-learning.

As part of a research group in Education, we perform a didactic innovation of
Calculus restructuring the presentation of this knowledge basing on Calculus appli-
cations. “Predicting the value of a magnitude that is changing” has been our core
practice. We construct an approach to Calculus notions linked to this real-life practice.
In this way, notions of derivative and integral are deeply connected through their
meaning as rate of change and accumulation of change in real contexts [5].

We have been disclosing this didactic through several actions. In this paper we
share an experience undertaken throughout 2013 when we were invited to participate in
the design of a Massive Open Online Course in Coursera.

The MOOC’s design of Math and Motion involves also, an additional effort for the
integration of specialized digital technology into the process of learning. The video
recordings of our computer’s screen include our face contact with the learner. This
gives us the opportunity to perform and explain an interaction between Mathematical
knowledge and specialized software. In this way, technology plays an active role in the
teaching and learning process.

In Math and Motion, we introduce the study of linear motion as the scenario where
three magnitudes are linked to our prediction: time, position and velocity. This
everyday scenario, invites the learner to “ask questions” that will lead them back to
Arithmetic, Algebra and Analytic Geometry, to combine procedures and find answers.

At the same time, being involved in this analysis of linear motion context, we have
lead to an introduction to Calculus notions and procedures dealing with a real meaning.
Linear motion scenario is an appropriate application of Calculus focusing in the study
of change. The velocity, as rate of change of position over time, gives meaning to the
derivative. The position, as the accumulation of changes (of position) over time, gives
meaning to the antiderivative (or indefinite integral).

It is easy to recognize in Calculus students, some cognitive difficulties that Arcavi
[6] had identified related with the flexibility of representations. It is widely known the
importance of moving from a visual to an algebraic representation, and vice versa, this
as part of Mathematics comprehension.

Duval [7] clarifies some cognitive aspects in the notion of representation, which
become a source of difficulty in learning. Representations, he says, are signs associated
in a complex manner, which meet certain rules to be produced as part of a system. Like
language, they are tools that produce new knowledge as a result of their operation, and
the organization of cognitive structures in our mind.

During a Mathematical activity we combine the systems of representation (alge-
braic, numeric, and graphical). This is key in the cognitive process involved in
Mathematical thinking. Duval [8] identifies two types of transformation taking place:
treatment and conversion. Treatment involves changes in the same system of repre-
sentation, while conversion refers to the ability to switch between representations.
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The latter also includes the transformation of everyday language statements into
numeric, algebraic or graphical representations.

Even though both transformations are source of problems in learning, conversion is
cognitively more complex than treatment. Difficulties reported in students, leave the
impression that conversion implies a cognitive change that does not follow rules or
basic associations, and as opposed of treatment, it is not possible to reduce it to a
codification [9].

In Math and Motion, we focus in the graphical representation of position and
velocity functions (changing over time) as an important step towards the introduction
of Calculus. Linear motion led by natural language has some features that can be
interpreted visually on the position and velocity graphs. It is mainly the conversion
processes between language and graphical representations that make numerical and
algebraic representations emerge to take part in the interpretation of the motion´s
features.

We finish this section referring to the Programme for International Student
Assessment (PISA), which aims to evaluate education systems worldwide. PISA key
findings give important information to nourish the path that Mathematics education
should follow.

This international survey, taken by 15-year-old students, tests skills and knowledge
not directly linked to school curriculum. PISA test for Mathematics has been applied in
2003 and 2012. Its reports declare Mathematical literacy as the capability of an indi-
vidual to formulate, use and interpret Mathematics in a variety of contexts. “This
includes thinking Mathematically and using Mathematical concepts, procedures, facts
and tools to describe, explain and predict phenomena” [10].

The test focuses on the use of real-life contexts and tools available anywhere and
anytime. This includes physical and digital equipment, also software and Calculus
devices. PISA seeks to measure how well students can use what they know, and apply
it in new or unfamiliar situations. Test questions involve several Mathematical pro-
cedures and contents; this forces their classification in terms of the greater source of
demand for an answer. Categories named employment, formulation and interpretation
claim different demands from Mathematics knowledge [10].

Math and Motion proposes the phenomena of linear motion as a didactic scenario
for giving real meaning to Mathematics knowledge. It intends to provide a frame for
cognitive action, where the learner can lead to questions involved with this real context.
Video lectures invite to transfer questions in Mathematics contents, apply Mathematics
procedures and finally interpret the results as useful information about the linear
motion. In order to do so, digital technology takes an important place, as we propose in
next section.

3 Technology Integrated in Math and Motion

Gómez [11] points out the level of interest that the academic world is having upon the
integration of technology in the process of teaching and learning. Educational insti-
tutions show their concern for what is expected with recent developments, emergent
technologies, and the age of the information and communication technologies (ICTs).
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The direction of the educational innovation has been influenced by ICTs. But using
ICTs does not guarantee any contribution to the process; instead should be based upon
a scientific body that supports their application.

Del Moral and Villalustre [12] discuss the problem that faculty face, where new
duties are required from them, as experts in these technologies. Teachers have to
develop technological competences that let them use apps and tools didactically.
Competences should include transforming the technological tool in another resource in
the classroom. Teachers are also invited to develop their own teaching labor immerse in
new virtual scenarios.

Our interest in digital technologies aims to favor the learning of Mathematics,
creating a didactic scenario where the use of specialized software promotes the
Mathematical thinking. In order to achieve this, the interaction with the software must
be considered as a dialogue with a partner that knows about Math.

To understand the nature of the mediator role that digital technologies have in the
learning of Mathematics, we consider the theoretical framework from Moreno-Armella
and Sriraman [13]. They distinguish tool from instrument as established in the research
field of cognition, where any cognitive activity is a mediated activity. We can use the
software as a tool, in order to improve calculations or graphics plotting. But the role
changes as an instrument when we make intentional actions with the software, a
dialectical interaction, in order to transform our cognition.

Moreno-Armella and Hegedus [14] propose the concept of coaction, which helps
us understand the effective integration of digital technologies in education. To think
with a semiotic system is to use it as a cultural tool, but to think through the semiotic
system means to use it as a cognitive instrument.

In Math and Motion, we explore this use gradually as we deepen in the analysis of
the linear motion performed by a character: a Tec guy moving in Tec Campus. We use
the SimCalc MathWorlds®Software (hereon SimCalc), designed at the Kaput Center
for Research and Innovation in STEM Education in UMass, Dartmouth. (http://www.
kaputcenter.umassd.edu/products/software/smwcomp/download/).

Salinas [15] presents a way to integrate SimCalc into the learning of Calculus in
order to promote an image that includes the graphic of the position with respect to time,
along with the graphic of velocity with respect to time in a linear motion case. The
software allows the intentional interaction with the graphics of velocity and position.
Dragging velocity graph, the software responds with the corresponding reaction in the
position graph. This is possible because the software infrastructure includes the Fun-
damental Theorem of Calculus.

Design we produced in SimCalc gives the initial scenario for the introduction of the
real-life situation of linear motion, and the core practice of predicting values for the
position. Several questions arise from this scenario; some questions need a further
analysis of the numeric information and the algebraic representation. The answer
involves the flexibility between the different Mathematical representations. Figure 1
shows some pictures illustrating video lectures of Math and Motion with SimCalc.

Some other digital technologies for plotting and graphing are used to deepen into
knowledge provided originally by SimCalc. Figure 2 shows some of those moments
that involve the flexibility of representations as an important component for the
learning process.
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4 The Assessment in Math and Motion

Math and Motion cares for the flexibility of representations as a Mathematical skill.
This implies considering cognitive difficulties related with the conversion and treatment
processes with representations, even with language. It is also important to manage in a

Fig. 1. Use of language, numeric, algebraic and graphical representations in videos

Fig. 2. Scenes showing flexibility of representations
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balanced way the use of natural language with numeric, algebraic and graphical
representations. Therefore, designing assessment, we focus in the Mathematical skill of
transferring information between the different types of representation.

Our institution asked us to work in the design of a MOOC with six weeks long,
which is a common term for this kind of courses. But finally we were asked working in
a fourteen weeks design, in order to take advantage of the MOOC at our own readiness
course in College. Learners had access to ten videos per week (15–20 min each) and
this material is evaluated in the week assessment. The assessment, once activated,
remains available during the MOOC period.

Coursera platform powers the fourteen assessments. This is the only way to have a
grade for the course. Based in the concept of Mastery Learning that Coursera handles,
each assessment could be taken as many times as the learner wants to. Each assessment
contained 100 total points, and a maximum of 90 min to complete it.

Learners are informed about the policy to receive a State of Accomplishment
document. The higher score obtained in each week assessment, no matter how many
times done, is stated as the effective grade for that week. The final grade of the course
is calculated as the average of the top 12 weekly effective grades (out of 14 total).
Learners receive from Coursera the State of Accomplishment if their final grade is
equal or greater than 70.

Assessments consisted of 5 questions in a multiple-choice format, having 5 choices
each; all questions have the same score. Dealing with a multiple-choice question means
that learner should understand the context of the situation posed, and take decisions
about selecting or not selecting each choice, in terms of being it right or wrong as an
interpretation of the situation. Partial score is assigned to each right choice selected,
20 % of the question total score. No points are given if wrong choices are selected, or
right choices are not selected. Finally, when wrong choices are not selected, 20 % of
the question total score is given. Table 1 shows the assigned score every time a choice
is selected, or is left blank for a given question. Table 2 illustrates an example in which
2 out of 3 right choices are selected, and 1 out of 2 wrong choices are selected.

Each assessment is generated randomly and dynamically. A fixed number of
questions are chosen from an available set of questions called question group, in the
assessment source code. Each question group contains variations of the same question,
and each variation contains at least a set of answers. This way, an assessment contains
up to three levels of randomization: from each question group, i variations are ran-
domly chosen, and from each selected variation, j answers are randomly chosen.

Table 1. Score assigned to the type of choice in each question

Score assigned to each choice

Is it selected?
Type of choice Yes No

Right 0.20 0.00
Wrong 0.00 0.20
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All j answers are then shown in a random order. Randomization applies on each level;
this makes a real challenge for the learner to achieve a better grade, as each try consists
of another random selection of questions.

A total of 73 question groups were designed, and with the random generation
considered, a total of 369 variations for them complete the assessment event. It is worth
mentioning that we used LaTex in all Mathematics symbols in order to improve their
loading and layout. The interpretation was done with MathJax script, which Coursera
platform offers. After Mathematical expressions were interpreted, the embedded in the
corresponding assessment was done as an auto-generated SVG (Scalable Vector
Graphic). Figure 3 shows an example of a question.

Table 2. Example of scoring a particular question

Choice Is it selected? Score
assigned

1 Right Yes 0.20
2 Wrong Yes 0.00
3 Right Yes 0.20
4 Right No 0.00
5 Wrong No 0.20

Score obtained in this item 0.60

Fig. 3. Example of question, from language (and numbers) to graphical representation
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5 The Assessment Experience in Math and Motion

Here we present relevant information obtained during this first experience with Math
and Motion, in which 15229 users registered. From that total, only 10016 users could
be considered active, which means they enter and access content from the course at
least once.

In order to be fair with the findings to present here, we have to recall that many
reports of low completion rates have shifted the MOOCs’ narrative. In the language of
the Gartner “Hype Cycle”, MOOCs have gone from the “peak of inflated expectations”
in 2011–2012, to the “trough of disillusionment” in 2013–2014, when they don’t turn
out to be the silver bullet that solves higher education’s problems. Nevertheless, fol-
lowing the classic hype cycle we could see MOOCs now rise through a “slope of
enlightenment” and their benefits could be better understood [16].

According with the information provided by the Coursera report [17], between 5 %
and 10 % of the enrolled users actually passes or gets a State of Accomplishment in a
MOOC. James V. Green, from the University of Maryland, during the 2013 Coursera
Partners’ Conference, highlighted that not all students or users intend to pass in a
MOOC. Many are just interested in taking the content, probably learning the material
or discussing with other students with similar interests in the forums.

For our case in Math and Motion we had that from 10016 total active users, 612
passed the course, which represents a 6.11 % approval percentage. Table 3 shows
frequency of final grades in intervals, with a total population of 662 students that took
at least 12 assessments in order to be graded.

Table 4 offers information about the overall performance for each of the fourteen
assessments, as observed, a 14 weeks long MOOC is a quite ambitious enterprise. It is
noticeable the reduction of users doing the assessments as the weeks pass by. Infor-
mation about the average for each assessment is around the passing grade, which is 70.

Finally we present information about the design of questions on the 14 assessments.
Being interested in the skill of flexibility of representations, the design of questions
should consider the conversion or treatment processes with representations. Table 5
shows some balance between the transformations.

Table 3. Intervals for final grades and distribution among them

Grade interval Users

100 7
[90,100) 204
[80,90) 243
[70,80) 133
[60,70) 56
[50, 60) 18
[40, 50) 1
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6 Concluding Remarks

In this first MOOC delivery, Math and Motion obtained the expected percentage of
enrollments that get the State of Accomplishment (6.11 %) as reported from Coursera
(5 %–10 %). We consider in this a positive fact, due to the 14-week-long extended
format offered, and maybe also because of the Math theme, that may cause less interest
to the public in general.

Table 4. Participants that took assessments and average score for each week

Record of grades per week
Week Users that took the test Average

1 2679 79
2 1764 76
3 1354 75
4 1159 79
5 1016 74
6 898 73
7 865 73
8 833 70
9 759 75
10 747 69
11 714 68
12 688 69
13 678 69
14 652 68

Table 5. Distribution of the design of questions according to the type of treatment and
conversion considered.

Design of questions considering the kind of process
Number of questions Percentage

Kind Treatment
Algebraic 28 38 %
Graphical 10 14 %
Numerical 3 4 %

Conversion
From real context to other 12 16 %
From graphical to other 11 15 %
From algebraic to other 7 10 %
From numerical to other 2 3 %
Totals 73 100 %
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Low course completion has been a frequent criticism for MOOCs, and the origin of
this could be an unfair comparison with courses in campi. The perspective should be
that online learning is different from the traditional academic setting.

Masie [18] states that in a MOOC, the low rate completion is meaningless without
any additional context. Everyone enrolled comes in a different level of understanding
and expertise, not everyone needs every segment of the course. Or they just want to
learn without any commitment. Numbers that really matter are the reviews and ratings,
is important to understand the users perception about the value of the MOOC. Low
completion rates plus negative commentaries, is not a good sign. On the other hand,
low completion rates, plus whole positive feedback is a very good sign; it means they
got what they wanted.

We agree with this; our experience in formal education could not compare with the
one on Math and Motion. The opportunity to get in touch with so many people, of
different ages, around the world, and share their enthusiasm for a different teaching and
learning of Math, has been a priceless opportunity in our professional practice.

Recent research pursues clarifying the value of MOOCs. Kassabian [16] finds a
partially match between the MOOC goals in the narrative playing out in press, and the
MOOC goals for the universities. Common goals to public narrative and the univer-
sities are improving access to education and deriving reputational benefits. But the
MOOC potential to improve College completion, or to control College costs, has been
just expressed by public narrative. Those goals do not appear with universities. Instead,
universities claim to pursue education research and to improve classroom education.
That is our case; we have been developing research and improving our readiness course
to College: Introduction to College Mathematics.

With Math and Motion we have joined the challenge to offer a better education to
everyone, and at the same time, show how digital technologies can transform Math-
ematics learning. The complexity of the thinking processes that our society demands,
have an opportunity to be experienced with the learning of Mathematics. This could be
possible if we manage to change the way of interacting with this science. The inte-
gration of digital technologies can be an ally in this aim, as long as it is considered a
research matter for Mathematics Education.
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Abstract. This research presents an information system design theory (ISDT)
to integrate a notification and recommendation system (NARS) into online
discussion forums on mobile devices. The artifact is designed with respect to
awareness and information overload as kernel theories. Furthermore, the design
includes an intuitive way to improve the accuracy of short-text clustering used to
extract semantic topics from posts. The paper describes a prototype of the design
artifact, experiments to evaluate the proposed short-text clustering method, and
a survey to evaluate the quality of the artifact prototype.

Keywords: Online discussion · Design research · Mobile · Notification ·
Recommender

1 Introduction

Mobile devices can enhance online discussion forums (ODFs) by allowing learners to
interact with each other anywhere and anytime. Since this enables participants to access
the posts as soon as they are made, the time between the posts and their replies should
decrease and the participation should increase [1]. Moreover, enabling participants to
check messages easily and more frequently reduces the accumulation of unread
messages, which are not relevant to them anymore [1]. Additionally, if the participants
are available at the same time, a critical mass can occur and the discussion can be
synchronous [2]. The benefits of a synchronous ODF are immediate feedback and
motivation [1].

However, just making ODFs available on mobile devices might not yet yield all of
the true benefits noted above. This is because the level of activity on the ODFs still
depends on participants’ diligence to check their mobile devices to see new posts.
Moreover, the difference of using a computer compared to a mobile device is that mobile
device users cannot focus on the device and the screen for a long time, especially while
they are travelling [3]. These reasons impede the participants from checking their
devices frequently; as such, the effect of mobile ODFs on discussions could be similar
to traditional ODFs.
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The current research proposes a design to integrate a notification and recommender
system (NARS) into ODFs on mobile devices to address the above issues. Notification
is used to inform participants that there is a new activity on the forum. Recommender
systems suggest posts that might be relevant to the individual participants. Specifically,
the current research focuses on ODFs that allow learners to have a discussion outside a
classroom. Since the discussion is an addition to classroom time, it is difficult for the
learners to know when other learners are free to discuss. With NARS, participants can
check the discussion on their mobile devices when they receive prompts or when they
think it is necessary.

2 Information Systems Design Theory for NARS for Educational
Online Discussion

This current research uses a design science research approach to develop NARS for an
educational ODF. Information system design research articulates and develops a specific
class of information systems [4] or artifacts [5] in terms of an Information Systems
Design Theory (ISDT) [6] in order to prescriptively guide a design of other systems in
that particular class. An ISDT is design knowledge that is expressed as a theory in order
to make the information system research rigorous and legitimate [6]. The design theory
in this current research is described using eight components of an ISDT proposed by
Gregor and Jones [6]. The remaining sections of this paper describe the eight components
and evaluation of the artifact in more detail.

2.1 Purpose and Scope

The current research proposes to develop and integrate NARS into an ODF on mobile
devices. Notifications are expected to increase the participants’ awareness of new posts
and recommendations are expected to decrease the negative effect of information over‐
load on participants [7]. Therefore, by adding the artifact to the ODF, the effectiveness
of the discussion should be improved.

2.2 Constructs

The major constructs for this research are notification, recommendation, and topic
discovery. The following subsections describe each construct in more detail.

Notification. One of the benefits of an ODF is that there is no requirement to instantly
reply to messages. However, long delays in responses are problematic because they tend
to stifle discussion. It is possible to reduce the effect of long delays by notifying users
about what is going on in the discussion [3]. Notification is a service that delivers
messages to users’ devices instantly or at a specific time [8]. The purpose of notification
is to help users be aware of the most recent events in the current task-oriented interaction
[9]. A notification system is a lightweight display of information, which is triggered by
specific events and delivered to a person with a current task-oriented concern [9].
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Notification is classified as push technology, which delivers “right” messages to the
right users based on predefined rules or triggers [10]. One of the advantages of push
technology is that it takes less time for the users to browse for their relevant information.
Moreover, users are always made aware when there is an update and they can respond
immediately. The disadvantages of push technology are that it can become annoying
with interruptions and requires more bandwidth to deliver [10].

Recommendation. Push systems that actively deliver information to the user without
a request cause information overload [11]. That is because they potentially increase the
amount of useless information that a participant must handle [12]. Recommendations
can help users deal with the information overload [7]. Recommender systems suggest a
set of relevant posts or threads to users based on feedback such as ratings from other
users and what the users post [13]. They not only mimic a person who is knowledgeable
in a topic, but also take the person’s tastes and preferences into account [14].

Recommender systems can be classified into three categories: content-based, collab‐
orative-based, and hybrid [7]. Content-based recommender systems provide an item that
is similar to the ones the user preferred in the past. Collaborative-based recommender
systems provide a recommended item that people with similar tastes and preferences to
the user liked in the past. Finally, a hybrid recommender system is the combination of
content-based and collaborative-based [7]. Additionally, a recommender system
provides a service to users based on explicit feedback (ratings from other users) and
implicit feedback (what the other users post) [13].

Topics Discovery. The designed system needs a document clustering method to see
whether a newly created post is similar to the posts that are known to be relevant to the
participant. This kind of method discovers the semantic relationships between individual
terms using statistical analysis on a whole dataset of documents [15] and groups the
documents based on them. The research uses Latent Dirchlet Allocation (LDA) since
the algorithm can discover the probability that a latent topic belongs to a document.
Moreover, the model has been successfully used in order to discover topics in news
articles and academic abstracts [16].

LDA is described as a generative probabilistic model that can be used with sets of
discrete data such as a text dataset. The model is a three-level hierarchical Bayesian
model, in which there are three levels: corpus, document, and word. The assumption of
the model is that a document is a mixture of topics with each topic having different
probabilities in each document [17, 18]. Moreover, in addition to words, the model is
also valid for larger structure units such as n-grams or paragraphs [17]. LDA can cluster
words into topics and a document into mixtures of topics [18].

Most of the methods for representing texts used by most of the clustering algorithms,
including LDA, are derived from a “bag-of-words” model [15, 17]. In this model, an
attribute is created to represent each word in the corpus and each document is assigned
those attributes with their values corresponding to the number of times the word occurs
in the document [15]. However, the bag-of-words model has a limitation when it is used
with short text documents due to sparseness of data [15, 19]; it needs to measure simi‐
larity but short texts do not have sufficient terms to make them appear in more than one
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document [19]. Moreover, synonymy (different words that have the same meaning) and
polysemy (a word that can have multiple meanings) make it even harder to analyze the
texts [15].

Unfortunately, the length of ODF posts made on a mobile device tends to be short.
This is because authoring a post on the forum might not be the participants’ primary
work or when on the move participants cannot focus their attention on writing more than
a few words in a message. The small size of the screen and the on-screen keyboard of
the mobile device can also impede participants from creating a long post.

2.3 Principles of Form and Function

The current research adapts the generalized architecture of an adaptive educational
hypermedia systems (AEHS) model [20] to describe the implementation of NARS. The
architecture is chosen because it depicts the main components of the systems and their
structural interconnections. AEHS addresses the same issue as recommender systems
in learning [21]. The approach deals with the problem that learners with different goals
and knowledge might need different information or treatment. It overcomes this problem
by adapting the presented information to an individual learner with respect to his or her
information in the user model [22]. The architecture of NARS for an educational ODF
is shown in Fig. 1. It defines the structure of the components of NARS, which can be
used as a blueprint or framework to design the artifact.

2.4 Artifact Mutability

Courses might be different in terms of content, requirements, ontology, etc. The design
of the artifact needs be adjusted to fit the course for which it is implemented. For
example, the notification rules need to be defined in the way that meets the course
requirements. Recommender systems can also be designed to fit the ontology of the
class. The topic discovery method can be designed to utilize the structure of the content
in the forum.

2.5 Testable Propositions

Three propositions are derived from the kernel theories described in the next section.
As shown in Fig. 2, notification gives the participants awareness of posts, and the
awareness should improve the effectiveness of the ODF. In addition, recommendation
reduces the effect of participants’ information overload [7]. It is expected that recom‐
mendations will manage participants’ feelings of being overwhelmed, and therefore
increase their confidence to contribute to the forum. Overall, the effectiveness of the
discussion on the forum should be improved by NARS. The propositions are as follows:

Proposition I: Notifications can increase participants’ awareness.
Proposition II: Recommendations can reduce the effects of information overload.
Proposition III: NARS can improve the effectiveness of learning.
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2.6 Justificatory Knowledge

An ISDT should be based on natural and social science theories, which are referred to
as kernel theories [5]. The research adopts awareness and information overload concepts
and uses them as kernel theories to guide the development of the artifact.

Fig. 1. NARS for an educational ODF architecture (adapted from karampiperis and sampson
[20]).

Reduce Information 
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Fig. 2. Model for the effects of NARS on ODFs on mobile devices
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Awareness. The current research suggests that the long delay in response in typical
asynchronous online discussions is caused by lack of awareness of participants. For
example, if they are not aware that a new comment is posted, they do not check the
forum and respond to the new post. Awareness in computer-supported cooperative work
(CSCW) is referred to as an understanding of the activities of others in order to provide
a context for one’s own activity. This context makes sure that the individual’s actions
are relevant to the group’s activities and contribute toward the group’s goals [23].

Awareness in the current research is defined as knowledge of existence of posts that
are newly created on an ODF. This awareness is delivered to the learners via notification
messages on mobile devices. It is expected to provide opportunities for learners to
contribute to the discussion and allow the contribution to be relevant to the group. As a
result, learning should be more effective.

Information Overload. Because learners simultaneously use knowledge in a shared
knowledge space, it is highly likely that they will receive many active awareness
messages at the same time. These messages can cause information overload for the
learners [24]. Moreover, unlike traditional ODFs, those on mobile devices have almost
constant access; therefore, participants can be overloaded with seemingly endless oppor‐
tunities to learn and work [11]. In general, information overload refers to the concept of
receiving too much information [12]. Having too much information can be confusing,
can reduce the person’s ability to set priorities, and makes it harder to recall previous
information [12].

Information filtering, which refers to both looking for wanted information (filtering
in) and eliminating unwanted information (filtering out) [24], can help handle informa‐
tion overload. The goals of knowledge awareness message filtering are to filter out
irrelevant messages that might disturb the learner and to prioritize the messages with
respect to their significance to the learner priority [24]. Recommender systems provide
filtering.

2.7 Principles of Implementation

A prototype has been developed as an instantiation of the ISDT in order to test the
propositions. Fifteen graduate students were asked to evaluate the mobile app prototype
for usability. Feedback from the evaluation were used to improve the prototype system
so that the undesirable or missing features were corrected.

2.8 Expository Instantiation

Enhancement Approach for the Topic Discovery Method. The current research
proposes an enhancement method to improve the performance of LDA on short text
documents. The proposed method is intuitive and does not require a modification of the
LDA clustering algorithm. This method applies to the preparation process that creates
a representation of data before feeding it to the algorithm. The proposed method starts
with identifying important words from a well-organized tree structure [25] of an ODF
as described in Table 1. In addition, Banerjee et al. [26] find that doubling the weight
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of the terms in the title of a document yields better results. The current research follows
this suggestion; however, it doubles the weight of all of the important words and terms
in the ontology described previously. This approach can be used with any clustering
methods that are based on a bag-of-words approach.

Table 1. Proposed rules to identify important words

Rationale Rule

All of the posts in a thread are likely to
talk about the title of that thread

Important words should reside in the title
of the thread

All of the posts in a thread are very likely
to reply to the root (first) post of that
thread [25]

Important words should be in the root post

Since a post is likely to implicitly reply to
the post that is created consecutively
before it [25], those two posts are likely
to talk about the same topics

The common words of two consecutive
posts should be important words

Most ODFs allow a participant to quote a
statement from a previous post. In this
case, the newly created post talks about
the post from which the participant gets
the quote

The common words in the post and the
quoted post might be important words

Sometimes a post mentions the name of a
participant in order to refer to the most
recent post of that participant [25].
Those two posts talk about the same
topics

Important words must be the common
words in the post and the most recent
post that mentions its author

Most ODFs allow a participant to explic‐
itly reply to another post. Therefore,
two posts talk about the same topic

The common words in the post and the
post that is replied to are important
words

A collaborative tagging system is used in
an ODF to collaboratively indicate the
topic of a thread

The tagging terms should be important
words

The terms in the ontology of the class are
the concepts discussed in the ODF

The terms in the ontology are important
words

Prototype. There are three major components of the prototype: ODF, mobile appli‐
cation, and recommender engine. The ODF web application was adapted from an
open source system called Simple Machines Forum (SMF).1 One of the advantages

1 http://www.simplemachines.org/.
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of SMF is that various modifications developed by a community of SMF developers
can be installed to the system. Secondly, the mobile application used to access the
ODF was developed for the iPhone and Android platforms (Fig. 3). It is an interface
that exchanges information with the web application. The current research adopted
a technique called data scraping to extract data from the mobile forum web applica‐
tion and visualize it on the mobile application. Finally, the recommender engine
selects relevant posts and threads for participants based on predefined rules. In addi‐
tion, in order to find topics of posts, an LDA module in Mahout, which is an open
source machine learning library from Apache, is used. In this research, Mahout is
modified with respect to the way that the data is prepared according to the enhance‐
ment method proposed above.

3 Evaluation of the Enhancement Approach for the Topic
Discovery Method

In order to evaluate the proposed enhancement to the topic discovery method, a reli‐
able benchmark dataset of text documents with labeled topics was used. The dataset
is from Travel Stack Exchange,2 which is a Q&A site for traveling. In total, the
dataset contains 1000 posts for topics that have accepted answers that more than 10
people voted as being useful. The criteria ensure that the discussions on the topics
are highly active. In the dataset, the first post of each discussion thread contains
tagging terms that describe the thread. These tagging terms are used as a benchmark
or labeled topic.

Two versions of a topic discovery function were implemented. The first version is
the baseline method that has only the LDA algorithm. The second version is the treatment
method that has the LDA algorithm with the proposed enhancement method, but not all
of the proposed important words identification rules are implemented because the dataset
does not have some information to implement some rules. For example, the dataset does
not have quotes or an ontology. Moreover, the tagging terms are not included in the rules
since they are used as a benchmark.

Both versions of the method were run on the dataset 100 times. A match is made if
a post is clustered into the topic that contains keywords that appear in the post’s tagging
terms. The total number of matched posts for each run was recorded.

An independent samples t-test showed that here was a significant difference between
the mean of the treatment method (x̄ = 492.57, s = 19.29005) and the baseline method
(x̄ = 474.58, s = 19.23443); t(198) = −6.604, p < .001. This result suggests that the
proposed enhancement method is better than the baseline method for classifying posts.
The relatively low averages of the matched scores (less than 500 out of 1000) is possibly
explained by the fact that the benchmark dataset contains only 5 tagging terms. Since
the purpose of the evaluation is to see whether the proposed method increases the number
of matched posts, the raw averages are not important.

2 http://travel.stackexchange.com/.
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4 Evaluation of the Prototype

An experiment to evaluate the propositions was conducted with 7 students enrolled in
a statistics course. The experimental subjects were asked to install the mobile application
on their smartphones and participate in an ODF. The experiment lasted for two weeks
and was divided equally into a control phase and a treatment phase. NARS was disabled
in the control phase and was enabled in the treatment phase. At the end of the experiment,
survey questions were distributed to the subjects to inquire about their experiences with
the notification and recommender with respect to the ODF. Since the subject size was
small and the experimental period was short, it was hardly likely that information over‐
load would happen. Therefore, the participants were asked to imagine that they were
using the artifact in a large class.

The majority of the participants thought that notification would be useful because
people would be noticed right away after a reply or relevant comment has been created.

Fig. 3. Screenshots of the application prototype
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One participant mentioned that the notification features helped in finding posts; as a
consequence, the person could post more. Another participant mentioned that the feature
would help people follow the discussion, which is very difficult to do using a website.
In addition, it was interesting that most participants automatically compared the notifi‐
cation on a smartphone to email. For example, one participant said that having many
smartphone notifications, which take only a small space of a smartphone’s screen, is not
as difficult to process compared to receiving them in email. Another comment suggested
that students do not check their email regularly, so a smartphone notification would be
helpful. Overall, the students felt that the feature would help them to continue the
discussion. However, there are some concerns that too many notification messages could
disturb people and they might ignore the messages potentially leading to missing some
content that is relevant to them. However, an option to turn notifications on and off would
prevent the students from being overwhelmed. Two participants worried about their
privacy; they thought that a smartphone was for their personal use.

Participants found that the recommendation feature would help them find other
discussions that may be of interest to them. This would be true especially in a big
class since nobody would read all of the posts. Two participants thought that the
feature would expedite the process of looking for a post to comment on or replying
to a post because the participants would know where to look. One participant
suggested that the feature would allow people to respond to multiple posts in a short
time. However, there were some participants who still preferred to look for a rele‐
vant post by themselves because there might be a topic aside from the one recom‐
mended in which they are interested. Another participant was concerned that the
feature might discourage people from reading other posts.

Overall, the participants thought that these two features would help them contribute
and be more involved in the discussion, and would make the system organized and
manageable.

5 Conclusion

The current research is expected to contribute to the educational industry and the
research area of technology enhanced learning (TEL). For the educational industry,
the ISDT can be used as a guideline to design NARS for an ODF for learning. For
researchers, the current study presents an approach to improve the performance of the
LDA topic discovery method. However, the approach can also be useful for any
clustering methods that are based on a bag-of-words representation. The research
also proposes a conceptual model to explain how NARS can improve the quality of
learning for students participating in an ODF. That is, notifications delivered by
NARS can increase awareness of participants, and recommendations can reduce the
effect of information overload. The results of the experiment supported the propo‐
sitions, although some students expressed concerns that the notifications might
disturb some participants.
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Abstract. In intelligent tutoring systems (ITS), creating large amounts of
educational content requires a large-scale and multi-domain knowledge base.
However, most knowledge bases for ITSs are still manually developed. Aiming
at reducing the cost of developing educational contents, this study proposes a
method to generate multiple-choice history quizzes using Wikipedia articles. We
also propose a method for assigning an importance measure to each relevant
article based on hierarchical categories and the number of incoming links to the
article. This is indispensable in generating quizzes that test basic knowledge of
history. Finally, the results of evaluating these methods show that the proposed
methods are useful in automatically creating quizzes for history exercise.

Keywords: ITS � Quiz generation � Wikipedia � History education

1 Introduction

In recent years, computers have become increasingly useful and popular in educational
settings. Studies in intelligent tutoring systems (ITS) have attempted numerous
approaches to estimate a learner’s understanding and provide user-adapted, efficient
learning environments. However, most knowledge bases for ITSs are still manually
developed, and creating a large-scale, multi-domain knowledge base to generate edu-
cational content is costly. Therefore, in current educational systems, quizzes intended
to test students’ understanding of the subject matter are manually created, and their
level of difficulty is manually determined.

With the aim of reducing the cost of developing education contents, this study
proposes a method for generating history quizzes using Wikipedia articles. Wikipedia
is a free online encyclopedia to which any users of the Internet can contribute. Since a
large number of users contribute to Wikipedia, detailed information regarding a vast
variety of topics is available on the site. It is customary for Internet users to refer to
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Wikipedia. Therefore, we think Wikipedia a rich knowledge base for automatically
generating quizzes.

In this study, by focusing on Japanese history, we propose a method for creating
quizzes where the answer to each prompt is the title of the Wikipedia article, using
which the question was generated. To this end, we address the following issues in this
paper:

1. Generating interrogative expressions from introduction parts in a Wikipedia article
(text enclosed by the red rectangle in Fig. 1). We propose a method to transform a
sentence in introduction part into an interrogative expression.

2. Generating answer choices for each quiz. In order to reduce the difficulty and
ambiguity of questions, we propose a method to generate answer choices using
Wikipedia’s tag information and triples in DBpedia, a project that aims to extract
structured content from the information generated on Wikipedia.

3. Assigning an importance measure to each article based on the structure of the
relevant category and link analysis. This is indispensable to generating quizzes that
test basic knowledge of history and choosing appropriate quizzes for educational
purposes.

Finally, we evaluate our proposed methods to show that they are useful for automat-
ically creating history quizzes.

2 Related Work

As reviewed in [1], many attempts have been made in the area of question/problem
generation in research on educational support tools. With regard to question generation
for history education, Rus and Graesser [2] claimed that questions are categorized into
two types: shallow questions (who, what, when, and where) and deep questions (why,
how, what if). Since deep questions require descriptive answers, it is difficult for
computer systems to judge their correctness. Thus, in this study, we address the
problem of generating shallow questions regarding important people in history.

Limiting to shallow questions, this study aims to reduce the burden of manual
educational content creation on educators. Previous studies on dialogue systems have
contributed to this direction of research, and several methods have been proposed

Fig. 1. Introduction part of a Wikipedia article (Color figure online)
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for automatically generating questions using Web resources as knowledge bases.
Misu et al. [3] proposed a dialogue system with a question-answer function and an
information recommendation function based on Wikipedia resources. Higashinaka
et al. [4] proposed a dialog system that generated quizzes asking for names of a person
based on Wikipedia and online newspapers. Jouault and Seta [5] proposed a system
that helped students with self-directed historical learning of history in an open learning
space. In order to supply questions, they used semantic Web resources by combining
DBpedia and Freebase contents. However, little research has addressed the generation
of multiple-choice quizzes using Web resources in Japanese history.

Therefore, focusing on Wikipedia articles as a knowledge base, this study aims at
automatic generation of multiple-choice quizzes in Japanese history domain. To
accomplish this goal, we propose a method of quiz generation based on the results of
morphological and syntactic analysis. In addition, in order to reduce the difficulty and
the ambiguity of the generated questions, we propose a method for creating answer
choices using RDB triples in DBpedia.

3 Wikipedia Database

In recent years, the correctness and reliability of Wikipedia articles has improved
significantly. We thus used Wikipedia articles to develop our knowledge base for our
history quizzes. To this end, we extracted Wikipedia articles on famous people from the
Kamakura period, the Muromachi period, Nanboku-cho, the Sengoku period, the
Azuchi–Momoyama period, the Edo period and the Bakumatsu, and the Meiji period.
We also extracted articles of historical Japanese battles. Figure 2 shows the structure of
our database, constructed using MySQL, and Table 1 lists the contents of the infor-
mation stored in the database. The tables for “era”, “persons”, and “battles” are related
to each other through relation tables. In this manner, we extracted 3,900 Wikipedia
articles to register in the “person” tables and 500 articles for the “battle” tables.

Fig. 2. The structure of history database

Table 1. Content of tables

Table name Content

era Era ID
person Article about a person, difficulty

level, no. of incoming links
battle Article about a battle, difficulty level,

no. of incoming links

person_era Relation between person and era
person_battle Relation between person and battle
battle_era Relation between battle and era
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4 Generating Quizzes

In this section, we detail our proposed method of generating quizzes from Wikipedia
articles. The introduction parts of all Wikipedia articles are written in a very similar and
consistent style. Moreover, the introduction part appears at the beginning of each page,
because of which it is more likely to have been edited by many contributors, and thus is
more likely to contain accurate information than other parts of the page. Based on this
reasoning, we generated quizzes from the introduction part of articles.

We found two advantageous characteristics of introduction parts in generating
quizzes:

1. Except for the first sentence, the subject of each subsequent sentence in the intro-
duction text, which is the title of the article, is omitted.

2. Each sentence ends with either a noun or a noun phrase or with an assertive form,
such as “-da” (だ), “-dearu” (である), etc.

The first observation implies that the first sentence of the introduction part of each
article is suitable for generating quizzes, and the second observation suggests that

Fig. 3. Flowchart of quiz generation
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generic generation rules for interrogative sentences can be defined by using simple end-
of-word transformations.

The introduction part contains sentences of the form “S (subject, name of the
person) + V (a be-verb) + C (some explanation)”. By transforming these types of
sentences, we generated a “who”-type quiz. The basic steps of the transformation are
(1) deleting a noun phase that includes the answer to the question, (2) adding a wh-
interrogative expression to the end of the sentence, and (3) changing particles if
necessary.

The flowchart of our quiz generation method is shown in Fig. 3. The introduction
part is first divided into sentences. Morphological analysis and dependency (syntactic
structure) analysis are then applied to each sentence. If a noun phrase including a
postpositional particle「は」 is found and, in the dependency analysis, relates to the
end-sentence phrase, the postpositional particle of the noun phrase is replaced to
「が」. This is because two 「は」 particles should not occur in one sentence. In
addition, conjunctions at the beginning of sentences (e.g. noun-affixed adverbials and
adnominals) detected through morphological analysis are deleted. Following this, the
end-sentence expression is changed in order to convert it into an appropriate wh-
question. There are three cases:

(a) if the sentence ends with a particle or an auxiliary verb, add the phrase “no
(particle) + ha (particle) + dare (who) + desu (auxiliary verb) + ka (particle) [のは
誰ですか]” to the end of the sentence.

(b) If the sentence ends with a noun-verbal, add a phrase “shita (verb) + no (parti-
cle) + ha (particle) + dare (who) + desu (auxiliary verb) + ka (particle) [したのは誰

ですか]” to the end of the sentence.
(c) If the sentence ends with a substantive, add a phrase “ha (particle) + dare

(who) + desu (auxiliary verb) + ka (particle) [は誰ですか]” to the end of the
sentence.

For instance, the first sentence of the introduction part of the article on Ieyasu Tok-
ugawa, the founder and first shogun of the Togukawa shogunate, ends with “江戸幕府

の初代征夷大将軍” (“the first shogun in Edo shogunate”). Since this is a noun phrase
and ends with a common noun, “征夷大将軍 (shogun)”, transformation rule (c) (add
“は誰ですか?” to the end of the sentence) is applied, and the generated question is “江
戸幕府の初代征夷大将軍は誰ですか? (Who was the first shogun of the Edo
shogunate?”).

5 Choosing Important Articles for Quiz Generation

In order to generate quizzes that are appropriate as history exercises, it is necessary to
select relevantly important Wikipedia articles. We assigned an article importance
measure to each article using its number of referrals (incoming links) and hierarchical
structure in Wikipedia.
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5.1 Assigning Article Importance Using Wikipedia
Hierarchical Structure

Each Wikipedia article has a list of categories that characterize its hierarchical rela-
tionships with other concepts. Therefore, these categories may be useful in estimating
the importance of an article. However, while these categories are hierarchical, this
structure is not entirely consistent because the categories of each article can be
determined by any contributor. Because of that, we use “the main topic classification
categories”, which are officially defined and are composed of nine basic categories,
such as Discipline, Technology, Nature, Society, Culture, and History. In this study, we
used the category “History” as the route category. “History of Japan” is in the fifth
hierarchical level from the top level (Main topic classification – > History – > History
by region – > History of continent – > History of Asia – > History of Japan).

In the category of “History of Japan”, there is an article, “Japanese history”. We
thus assumed that people mentioned in this article are the most important historical
personages in Japanese history (level = 1). Since articles regarding eras, such as the
Edo and the Kamakura eras, have direct links to the “Japanese history” article, his-
torical personages, links to articles for whom are found within the article on the
relevant historical era, are assigned the second-highest importance rating (level = 2).
Other historical persons are assigned level 3.

5.2 Assigning Article Importance Based on the Number
of Incoming Links

In addition to the category hierarchy in Wikipedia, the number of incoming links is
used as an index of the importance of an article. These are links to the article in
question from other articles in the database. We used the following two measures:

1. The number of tokens of incoming link
2. The number of types of incoming link

For example, if a person’s name, which is also a link to the relevant article, say
“Tokugawa Ieyasu”, occurs two times in an article, the number of tokens of incoming
link is 2 and the number of types is 1. In our history database, the number of tokens was
registered in “referred_all” in the “person” table, and the number of types was regis-
tered in “referred_num”.

6 Generating Answer Choices for History Quizzes

A major problem in our quiz generation method was that the resulting quiz contained
questions regarding small details that make the quizzes too difficult. More seriously, the
quiz has ambiguity, so that there may be multiple answers. By having options from
which to choose, it becomes possible for the user to select one correct answer even
though the question might be ambiguous. Moreover, the level of difficulty of quizzes
can be controlled by changing the choices, and different levels of quizzes can be
generated using the same questions.
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We used DBpedia Japanese to generate answer choices. DBpedia is a community
project that aims to extract information from Wikipedia and publish it as linked open
data (LOD). Information in LOD is registered based on the Resource Description
Framework (RDF). The RDF describes the relationship between items of information
in a resource using a triple: subject, predicate, and object. This study exploits these
features in DBpedia to select answer choices.

Our algorithm for selecting answers choices is shown below:

(1) Obtain a list of triples the subjects of which are matched with the title of a
Wikipedia article.

(2) Obtain a predicate–object pair from each triple and create a list of predicate–object
pairs (hereafter called “PO”).

(3) For each PO in the list, obtain a set of subjects whose predicates and objects are
identical to those of a PO by searching the database.

(4) For each PO, if either of the following conditions is satisfied, add the PO to a list
of “selected” POs (hereafter caller “selected PO list”).

– More than 50 % of the subjects obtained in (3) match the title of an article in
the database.

– More than 5 % of the article titles in the database match with subjects obtained
in (3).

(5) For all the combinations of two POs in the selected PO list, obtain the subjects
using (3), and select those in common between the two POs.

(6) If more than one and less than 51 subjects obtained in (6) match with the title of
an article about a person in the database, save the subjects and the pair of POs as
candidates for answer choices.

Note that Step (3) generates a set of persons who have something in common. How-
ever, it is possible that Step (3) generates a large number of candidates. Thus, we use
Steps (4)–(6) to narrow down the set of candidates by computing the intersection of the
results for all combinations of two POs. Using this algorithm, a set of highly similar
answer choice candidates can be obtained. However, if the candidates are too similar,
multiple answer choices can be correct. In order to resolve this problem, we imple-
mented a process to delete candidates that were too similar.

7 Evaluation

7.1 Evaluation of the Questions

In order to assess the quality of our methods, we generated 100 quizzes containing
questions asking for the names of historical persons and evaluated them in terms of
grammatical correctness and educational effectiveness.

We randomly selected 100 articles from our database and applied our quiz gen-
eration algorithm to each. Since a quiz is generated from each sentence in the intro-
duction part of a given article in our method, more than one quiz was generated if the
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introduction part consisted of multiple sentences. We randomly selected 100 quizzes
from among those generated, and asked the following questions about them:

(i) Is the quiz grammatically correct? Is the sentence transformation completely
successful?

(ii) Is the quiz appropriate for learning? Is there any question with more than one
correct answer choice? Is the content of the quiz educationally meaningful?

Three people attempted the 100 quizzes with regard to these two aspects. If a subject
was unable to answer the quiz (because the quiz was too difficult), the quiz was
determined to be educationally inappropriate. The results are shown in Table 2. The
three reviewers, who were all native Japanese speakers, judged that 86.5 % of the
quizzes were grammatically correct. This result suggests that our quiz generation
method can generate grammatically correct quizzes. However, only 48 % of them were
judged as appropriate as history exercises. Therefore, it is necessary to evaluate the
content of the quizzes by professional reviewers of history and improve the method
with regard to the educational appropriateness of the content.

7.2 Evaluating Article Importance

In order to evaluate the effectiveness of the proposed method in assigning article
importance, we chose 100 historical persons using the following four methods, and
compared our list with a list of historical persons who are mentioned in more than five
history textbooks out of 11:

(i) Using only the number of types of incoming links
(ii) Using the levels of importance of articles in the category hierarchy and the

number of types of incoming links. Under this condition, the articles are first
sorted in order of category hierarchy, and articles at the same level in the
hierarchy are then sorted based on the number of types of incoming links.

(iii) Using only the number of tokens of incoming links
(iv) Using the levels of importance of article in the category hierarchy and the

number of tokens of incoming links. Under this condition, the articles are first
sorted in order of category hierarchy, and articles at the same level in the
hierarchy are then sorted based on the number of tokens of incoming links.

As shown in Table 3, 67 out of 100 historical persons selected by method (I) were
found in the majority of Japanese history textbooks. On the contrary, when using the
method (IV), 85 % of the selected historical persons were found in the majority of
textbooks. These results suggest that our proposed method (method (IV)) can improve
the accuracy of choosing important articles (historical persons) by 18 %.

Table 2. Evaluation of the quality of generated quizzes

Evaluation aspects Results

(i) Grammatical correctness 86.5 %
(ii) Educational appropriateness 48.0 %
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8 Conclusions and Future Directions

In this study, we proposed a quiz generation method using Wikipedia articles. Our
method generates multiple-choice quizzes and thus generates answer choices as well as
questions for quizzes. Experiments showed that our method can generate grammati-
cally correct quizzes (more than 85 % of the generated quizzes were determined to be
grammatically correct). However, more than half of the generated quizzes were
determined to be educationally inappropriate. To improve the educational appropri-
ateness of content generated by our method, we proposed a method to assign impor-
tance to articles using Wikipedia’s hierarchy of categories as well as information
regarding the number of incoming links for each article. The results showed that 85 %
of the 100 most important historical persons ranked by our method were included in
the majority of standard Japanese history textbooks. Furthermore, in order to reduce the
difficulty and the ambiguity of the generated quizzes, we proposed a method to create
answer choices.

In future work, we plan to integrate our quiz generation mechanism and the article
importance estimation procedure into a system. We expect that by using important
articles as source of quiz, the generated quizzes will be improved in the educational
quality. Moreover, it is necessary to evaluate whether our multiple-choice quiz gen-
eration method can generate appropriate answer choices, and is effective in reducing
the difficulty and ambiguity of the questions in the generated quizzes. With the aim of
improving the answer choices, we will also develop a method for choosing words for
distractors by using the categorical structure of Wikipedia and considering word
similarities based on RDB triples in DBpedia.
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Abstract. In this paper, based on Seymour Papert’s learning theory, logo creator,
we create a theory based on the knowledge of learning objects, which allows
teachers and students a dynamic development of content and allows continuous
assessment of the student. In this way, we use the cloud system and educational
systems, which enables the development of learning objects as independent and
modifiable elements from any location and makes it easy to integrate with other
systems.

Keywords: Educative systems · Cloud computing · Web services · Systems
architecture · Student curriculum · Educative curricula

1 Introduction

In his book “…Mind Challenge: Children, computers, and powerful ideas…” Seymour
Papert analyzes the concept of the relationship between children and computers. In his
theory, he conceives of the computer as the seed of cognitive products that transcends the
presence of concrete materials [1]: “Working with computers can have a powerful influ‐
ence on how people think. I directed my attention to explore how to guide this influence in
positive directions”. Papert bases his methodology on constructionism, where children take
an active role and are constructors of their own learning, where knowledge will be the fruit
of their own work and the result of all the experiences of the individual since their birth.
This starting point is a good approach in the present day, primarily due to:

• Increased use of ICT in the classroom.
• Increased media use with regard to learning content developed by teachers as part of

the curriculum.
• Lower economic costs.

This is possible due to the technological increase in schools and in the lives of citizens,
as the school is a reflection of the social and technological situations of countries. Meth‐
odological trends are always a basis for our work, to give a theoretical basis for the
creation of these methodological platforms that go beyond the content, and adapt them
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to the higher educational levels that we are dealing with, to be used through the platforms
and software applications we are developing. For the development of methodologies
using ICTs in the classroom, we must consider the curricular structure and lesson plan‐
ning of the teacher in the classroom. In addition, we must bear in mind the level of
achievement of objectives in terms of evaluation leading to the student’s grade. From
the technical point of view, we will use cloud systems as the place of location and
interaction with regard to these applications. This will allow different platforms and
management resources to be integrated easily with existing applications, and with the
current available educational management platforms in schools.

The aim of this paper is to develop a new theory of knowledge based on Papert’s
methodology. This will also be supported by an application that allows the performance
of these characteristics in the classroom. Another objective is to develop a system that
considers the educational curricula and teachers’ lesson planning with regard to the
subjects, which allows the creation and construction of knowledge by students. This in
turn ensures that the teacher can engage in monitoring and evaluation.

2 State of the Art

Accommodation or adjustment is a psychological concept introduced by Jean Piaget
which, along with assimilation, is one of two basic processes introduced by this author
as part of the process of cognitive development. Piaget’s theory was that knowledge is
focused on [2]:

• The construction of knowledge, not its repetition.
• Knowledge is constructed based on people’s own experiences, mindsets and beliefs

that are then used to interpret objects and events.
• The mind is instrumental and essential when it comes to interpreting events, objects

and perspectives on a personal and individual basis.
• Our view of the outside world is different from person to person because every human

being has a different set of experiences.

In his theory, Papert gives students an active role in their learning, placing them as
designers of their own projects and builders of their own learning. It is within the process
of learning that there are the different parts of knowledge. These affect both the process of
assimilation of content and the process of reflection of that content. In turn, knowledge
construction comprises two types of knowledge: (1) the construction of a public type of
knowledge which can be displayed, discussed, examined and tested; (2) a natural ability
that occurs when people learn through experience and create mental structures that organize
and synthesize information and experiences that take in their everyday lives [3].

There are two aspects of knowledge that can be distinguished: on the one hand,
mathematical knowledge that allows the resolution of a problem. On the other hand, the
mathematic knowledge that is needed to solve a particular problem. This is done by the
student looking for some similar mathematical construct, which he already understands,
and then applying what he finds to the new problem in order to resolve it. Once some
knowledge has been learned, the student can use this prior knowledge to resolve a current
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conflict and in this way he can construct new. Papert mentions that the difference
between what is “may” and what “cannot” learn. It depends on the subject’s relationship
with the three concepts that we consider to be instrumental in providing students with
the best opportunities for construction: objects with which to think, public entities and
micro-worlds [4, 5].

The hypothesis is “objects to think”, once an interaction between students and
computers is complete, these objects of thought are objects that can be used by the
student to think about other things. Using its own construction of the object under
appropriate conditions, can allow the student to develop intellectual skills such as the
acquisition of search capabilities and the problem solving skills of reasoning and formal
representation, model development knowledge, thinking and learning skills, and
improving cognitive, social and emotional aspects [6].

On the other hand we find public entities that allow the visual or audible represen‐
tation of ideas and concepts to allow the student to experiment with them. The object
once created and shared with others, a publically shared entity through which construc‐
tionist learning is powerfully reinforced [7].

Then we have micro-worlds that construct by themselves a public entity, and use it
as a tool to build objects for the student to think about [8]:

“…A learning environment in which students manipulate and control various param‐
eters to explore their relationships. The more complex micro-worlds are expandable,
enabling students to use their creativity to customize and extend the micro-world envi‐
ronment.”

The construction of micro-worlds must involve the following objectives:

• To encourage meaningful learning of content.
• To exercise skills related to the topic.
• To exercise the use of principles on which logical thinking is based.
• To develop creativity through building applications.
• To implement social methodologies.

3 Application and Adaptation of Teaching Methods

We have to establish the starting point for the implementation of a teaching methodology
depending on the educational curriculum and the way in which the teacher plans to teach
Currently curricula follow assumptions that are dictated by education legislation and by
the different levels of specification of the curriculum. In terms of curricular program‐
ming, the teacher plans the process of teaching whereby learning is the central element
of the teaching-learning process. It involves a way of planning the daily work of the
classroom where the various elements of the process (level of student development,
social origin, family, curriculum, resources) are contextualized. One of its most impor‐
tant functions is to organize the practice of the learning content, select the basic objec‐
tives, adhere to the methodological guidelines they work to, and finally to determine the
teaching methods needed to improve the learning process. In this research, a system that
allows the organization of a set of teaching and learning activities, presents all the
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elements of curriculum planning: setting goals and content, designing the lesson, the
development and evaluation of the activities, the organization of space and time, and
the provision of the necessary resources [9].

We must also mention that technology supports learning, and must remember that
there are conceptual designs which aim to support the administration of the educational
process, this can be done by applying Distributed User Interfaces (DUIs) to cloud serv‐
ices. CSchool [10] encourages students, teachers and parents to use new technologies
in the classroom. This implementation is available across the entire proposed education
sector, taking advantage of user-friendly interfaces, distributed in such a way as to
facilitate learning-oriented interaction and collaboration between users [10].

In the preceding paragraphs, we have summarized previous publications regarding
teaching methods and school organization. These assumptions must be taken into
account when applying a particular teaching methodology in the classroom, or
performing applications for differing educational environments. It is with regard to those
aspects that power is given to the system, and in terms of which curricula are the basis
of the daily work of the teacher. The accessibility and management of the system comes
from the inclusion of these platforms in educational ERPs (Enterprise Resource Plan‐
ning) and the use of these applications in the classroom is given by the DUI.

Figure 1 captures the different parts of the methodology that we are applying. These
objects need feedback from different parts of the system and from outside the classroom.
In addition we may modified the methodology so that an interaction occurs with the
objects of knowledge. The schema of the methodology shows that its different parts, at
the conceptual level, are perfectly transposable elements in the development process.
Taking these elements as objectives, and seeing that they must perform specific main‐
tenance operations for each object according to specific patterns, these objects are as
described below:

• Objects to Think: The teacher creates an object in order to begin the task given to
the students. This object is defined according to a content as defined by the teacher.
These contents are introduced to the student who begins the process of building his
thoughts as part of an interactive system. It should also allow pattern searching,
editing, and completing the objects in terms of more specific patterns. This allows
the students to complete the statement of the problem, to solve it, and to help the
student build his knowledge from the questions asked.

• Public Entities: The teaching process is completed in this section in the discussion
of the results obtained. This allows a feedback process with regard to their research,
which enable them to create collaborative patterns from the proposed improvement
exercise.

• Micro-worlds: All these learning objectives can be collected in a set of objects that
define a more complex problem. Then, a system for indexing objects is created to
achieve more complex objects, where students can solve complete problems by
linking objects. Also the teacher can increase the level by dividing complex problems
in the micro world by performing activities involving collaborative work, by creating
indexed objects from the beginning.

• Interaction Space: The system must allow for interaction between the individuals
that make up the micro-worlds, in order to allow for collaborative work. It is at this
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point that the DUI are used between objects in order to perform collaborative educa‐
tional patterns.

Fig. 1. Schema of the proposed methodology

The development of the methodology in the classroom should also allow the devel‐
opment of subject content. This is a development that enables teachers to track the
achievement of the objectives of the students through the content developed by them
after being mentored by the teacher. This is part of the development of the daily activities
of the students. These activities can be developed over time in several working sessions.
This should be taken into account in the development of this platform in order to perform
the required monitoring in order to allow the evaluation and quantification of the learning
associated with the subject.

In the teaching methodologies that make use of information technologies, by providing
activities by which students can perform exercises with a computer or mobile device, we
think that the starting point for the development of an activity must involve teacher plan‐
ning as a result of which the student must complete the proposed activities. Figure 2
emphasizes the tasks that the teacher must undertake in generating objects involving
thinking. These must take into account the starting point in the generation of these objects:

The different parts in this methodology are highlighted in color, in order to ensure a
design that does not forget the location or the destination application, by applying
concepts such as design for educational applications [11]:

• The color purple indicates the parts needed for evaluation, and represents the eval‐
uation process. For this we need to apply the definition of educational evaluation
provided by the Joint Committee on Standards for Educational Evaluation
(http://www.jcsee.org/) which notes that “Evaluation is the systematic prosecution
of the validity or merit of an object”, so that in a study, it is important that both good
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and bad results of an assessed situation are identified. Otherwise, it is not an assess‐
ment. From this we can see that evaluation is a complex process but also an essential
one. It provides positive reinforcement which “…serves to progress and is used to
identify strengths and weaknesses, and to move towards an improvement” [12].
Hence within the statements, we need, in addition to grouping them into contents,
the objectives and basic educational skills that are achieved with that object. It is
essential that the teacher prepare them for the students.

• The blue color highlights where to encompassed the statements that are predeter‐
mined by the annual program, which the teacher has designed for a particular subject
with regard to a particular group. Here we have the planning, the precise definition
of the objectives, the content and the resources needed for that academic year and
for that particular group of students.

• In terms of the color yellow, the teacher has access to tools that enable the creation
of the statement. Since the work is done with the computer, these tools can range
from the use of text editors to educational standards, to be included in the objects
that the students have to think about. This tool completes the object and allows
students to perform predefined actions with this object.

• The color orange indicates generated objects as objects related to thinking. The
teacher could develop a system that serves all students and allows progress for such
students working at different levels. It can also be developed for collaborative work
activity, in which students support each other.

When the work object is generated, we must generate an object that allows the moni‐
toring of the work of the student. In this way we keep tabs on the steps performed during
the execution of the lesson and its results. These are stored as an object that can be

Fig. 2. Tasks of the Teacher
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evaluated by the teacher. The teacher may follow the progress of students throughout
the teaching-learning process. In this way, the teacher can make an ongoing assessment
and determine the qualifications available at the end of the course.

4 Design Patterns

Patterns are needed to develop an application of this nature and to move to a context-
face work on classroom education. They can emerge from patterns of objects in
e-learning [13]. See Fig. 3.

Next we describe the design patterns by adding the necessary changes in the concept
in terms of its interaction. This can be done to indicate where each pattern works
according to the objects of our methodology:

• Coordination Patterns:
– Agenda: This pattern works in the micro-world as it takes the form of a school

diary which the student keeps. At this point the activities undertaken in this pattern
may include other coordination patterns in order to group them into objects to
which the system itself can add new events.

– Calendar: This pattern is a summary of the agenda and also indicates the level of
achievement of the activities and themes undertaken. There are two types of

Fig. 3. Design patterns
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calendar. On one side we find the timetable of the student and the teacher. The
difference between these is clear in that the student’s one is not editable, and that
of the teacher is linked with the educational programming in the classroom, in
order to access the contents through the calendar.

– News: This pattern serves students with information internally to objects, i.e. it
notifies internal reviews conducted by the teacher and any modifications. It can
also be used for coordination between groups of different students when objects
are treated collaboratively.

– Exam: It’s a pattern that determines what is the subject of an examination. Student
learning can be evaluated with this pattern.

– Exercise: This can determine whether or not the student has solved the object of
an exercise.

– Work: This pattern is a homework assignment that the student must perform.
• Communication Patterns:

– Contact teacher: It is important to facilitate communication between the teacher
and the students. We must remember that we are in a classroom situation and such
communication should be very fluid. ICTs in this area can facilitate communica‐
tion by passing information objects that students are working on.

– Discussion: In collaborative work is necessary for the students and the teacher to
discuss the aspects that they are working on to get feedback on the teaching-
learning process.

– Work group: This pattern defines groups of objects for collaborative work and
teamwork. In this way, in addition to defining teamwork, objects between them
are defined.

– Debate: You can create objects for discussion to allow discussion in the classroom
with regard to these objects. Consequently, students can exchange information
when the debate occurs.

– FAQs: In our case, the FAQs is a repository of student questions. The system picks
up on the contents and the teacher reviews and modifies it so that the students can
have validated information on the system itself.

• Cooperation Patterns:
– Presentation: The application allows the teacher to upload presentation material.

It allows students to view content that the teacher has prepared.
– Video: This pattern groups the multimedia content that the teacher uploads so that

the students can develop the content.
– Bibliography: This section adds the teacher’s bibliographic content that may be

further books, where information about the contents that they are working on can
be found.

– Demonstration: This section allows the teacher to add similar exercises in order
to clarify the exercise under consideration and to allow students to see practical
examples of exercises; this pattern may terminate as an object of thought devel‐
oped by the teacher for part of the object.

Next we present the patterns of the editing objects of the platform where students develop
the content of the exercise:
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• Add: This pattern allows adding elements that allow the students to complete the
activity. It is possible to add editable objects like text boxes, pictures and files.

• Delete: This pattern allows the deletion of items which the student has added.
• Check: This pattern provides access to online questions or information, which can

then be added. This pattern allows the teacher to know what has been consulted so
that he can add information.

• Edit: Allows the user to modify the objects added in order to correct or practice the
exercise being performed.

• Question: This pattern poses a question to be solved later by the teacher or by the
student group. It can also take the form of personal notes allowing the student to
continue his work. This is important in collaborative work and in the methodology
we are developing, since it allows feedback with regard to the problem and the math‐
ematical solution can act as an extension of student knowledge.

• Communicate: Sometimes students need to communicate their progress to the group
of students to allow feedback in terms of student knowledge, and to allow them to
enter into discussion or debate. It can be used to extend the student’s mathematical
knowledge and improve the teaching-learning process.

• Share: Students can share the object being viewed on the screen in order to ask for
help or to share their information with any of their companions.

Evaluation patterns include student assessment and the preparation processes of the
activities that will subsequently be evaluated. We have determined the following
patterns:

• Time distribution: This pattern makes it easier for teachers to keep to time in terms
of the distribution of school activities to the students. This entails planning on the
part of the teacher or an indication of the time available to the student for each activity
within the overall planning for practice studies. This time distribution must include
control of any lost time (idle time) and breaks allowed for the students to avoid
saturation.

• Monitoring: monitoring of objects and modifications that students perform on objects
are considered as part of this process. These patterns also store the goals that have
been achieved.

• Correction: This pattern provides correction and scores for each of the objects.
• Rating: The rating process involves not only the final score in terms of the exercise

performed by the student. It also marks the level of achievement in terms of each of
the objectives and of the educational skills attained in this activity.

5 System Architecture

The system architecture is composed of a set of models, each in a different cloud, and
which use Web Services to communicate between them.

Figure 4 offers a conceptual description of the system. We have discarded the oper‐
ation of objects to think and public entities. Instead, we deal with this in the next section.
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The process begins with the creation of objects of thought by the teacher. As we see, it
has access to the patterns that will be selected, depending on the specification prepared
for each of the activities. The creation of this “needs to think” object by the teacher is
related to the students’ curricular programs, and therefore removes the different parts of
educational management (contents, objectives, powers), to extend the application to the
teacher educational programming [9].

Fig. 4. Conceptual design of the system

In the process of creating the object for students, it in turn creates a system that
monitors the student objects in order to perform the evaluation of such objects. Also,
with regard to objects and from public entities, students have access to patterns that will
work with the various objects.

Figure 5 defines a workspace [14] by DUI. This guarantees the collaboration in real
time among team members or in a class [10]. Once the object changes its state, it mutates
to a different status as a public entity, where students can decide to publish that part of
the object outward, using Web Services posted outward from the class itself. The eval‐
uation of the object is monitored by a system of intelligent agents with regard to the
object of each student. This will continuously record student progress and allow the
teacher’s assessment of that particular object. It will save the result of object program‐
ming on the part of the teacher for each student.

This system facilitates the storage of information, since the objects are defined using
XML language or other markup language. This will allow storage in a virtual notebook
for each student. By linking these objects to each student, we can obtain an ordered list
of jobs, ordered by student, with relevant information about their assessment. This can
be used in the future as part of curriculum evaluation and the monitoring of the students.
Such programs have been designed in previous research [15].
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6 Conclusions and Future Work

This paper is the continuation of previous research in which we have presented our ideas
about curricular organization and collaborative approaches in the classroom. These areas
for further research have adapted teaching methods in the classroom. In this way, we
have linked the curriculum methodologies. This paper differs from the others in the
initial planning of a methodology that follows the ICT premises and terminology, in
order to secure an ICT methodology in the field of education.

The rating system allows the control all objects made by the students by creating
linked lists of objects in the database system. We believe that, over time, we can create
systems that allows the monitoring of students virtually in the classroom. The system
could enable new functionalities if we incorporate the process of evaluation and assess‐
ment of students in classroom using ICTs from a curricular standpoint.
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Abstract. In this paper, we examine the impact of metaphoric ges-
tures performed by Pedagogical Conversational Agent (PCA) on learners’
memorization of technical terms, understanding of relationships between
abstract concepts, learning experience, and perception of the PCA.
The study employed a one-factor three-level between-participants design
where we manipulated gesture factor (speech-gesture match vs. speech-
gesture mismatch vs. no-gesture). The data of 97 students were acquired
in on-line learning environment. As the results, while there was no effect
found on memorization of technical terms, we found that students showed
accurate schematic understanding of the relationship between abstract
concepts when the PCA used metaphoric gestures matched to speech
content than when used gestures mismatched, and no gesture. Contrary
to the result, we also found that students judged the PCA useful, help-
ful, and felt the PCA looked like a teacher when performed mismatched
gestures to speech content than when performed matched gesture.

Keywords: Pedagogical agent · Metaphoric gesture · Understanding ·
Reliability

1 Introduction

New education paradigm, as typified by the flipped classroom model, has
changed the focus of education — from offering students knowledge to develop-
ing students’ experience, from the teacher as a transmitter of knowledge to the
teacher as a facilitator of learning. In such education process, students are often
required to learn basic knowledge and skills by themselves before the classroom
activity. And, the efficacy of the classroom activity depends on the initial knowl-
edge students have. The development of effective self-education tools, therefore,
becomes an important issue in modern education.

Among various computer-assisted self-education environments, a Pedagogi-
cal Conversational Agent (PCA) based environment suggests a distinct direc-
tion, introducing social relations between human and computer by utilizing
c© Springer International Publishing Switzerland 2015
P. Zaphiris and A. Ioannou (Eds.): LCT 2015, LNCS 9192, pp. 361–371, 2015.
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human-likely embodied features [15,18]. The previous studies in the field have
confirmed preferable effects of PCA on students’ understanding and motivation,
compared to text-based/audio-based instruction [3,13,21]. Furthermore, to bet-
ter design effective PCAs, a variety of findings in human-human communication
were adopted. For example, the roles of PCA as a learning partner, and the
impacts of stereotyped appearances, facial expression, audio expressions, and
posture has been examined so far [4,11,12,23]. Likewise, the impact of gesture
are naturally of great concern [18,24,28].

In general conversation, it is confirmed that speakers’ gestures help listeners
to comprehend their speech content [9,16,17]. Similarly, not only recent studies
in human-human educational interaction have also pointed out that gestures in
scientific explanation play an important role on students’ understanding and
collaborative learning [2,25], but also some empirical studies have confirmed the
learning efficacy of the use of gestures in education [10,26,27].

However, little studies in the field of PCA research addressed the impact
of gesture and the types of gesture. Buisine et al. reported that when PCA
used redundant gestures, which convey the same information included in audio
instruction, the performance of verbal recall test increased, compared to when
PCA used complementary gestures, which convey new information not included
in audio interaction [6,7]. Also, Buisine et al. showed that the redundant use of
gestures increased the perception of quality of explanation, and likability and
expressiveness of PCA.

Buisine et al. examined the redundancy and complementarity of the gesture
use, but they mainly employed pointing gestures which refer a certain part of
a learning material and gestures which present pictorial features of concrete
objects. A gesture can convey abstract meanings as well. This aspect of gesture
has not addressed yet, despite the importance of conveying abstract concepts in
educational instruction.

To examine the impact of gesture which presents abstract meanings in PCA
based learning system, in this paper, we conduct an on-line experiment in which
we evaluate learners’ ability to complete a vocabulary recall test, a figure selec-
tion test, and answers to a questionnaire, when the versions of the system use
gestures matched with abstract speech content, gestures mismatched with speech
content, or no gesture at all. The design allows us to examine the impact of the
gesture on memorization of technical terms, understanding of the abstract con-
cepts, learning experience, and perception of the PCA.

In the following section, we will explain the specific type of gesture we aim
to examine in this paper.

2 Conduit Metaphoric Gesture

Gestures, usually movements of the hands and arms, which spontaneously occur
accompanying with speech are classified into four types, iconic, metaphoric, beat,
deictic [19].

Iconic gestures present images of concrete objects or actions, and deictic ges-
tures are used to indicate objects around the speaker. Iconic and deictic may be
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Fig. 1. System overview

called gesture of concrete. Beats are the movements with the rhythmical pulsa-
tions of speech which index the accompanied word of phrase as being significant.

Contrary to those three types, in metaphoric gestures, abstract meaning is
presented as if it had form by utilizing space. For example, a speaker appears
to be holding a object, meaning an abstract object, such as idea, memory, and
etc. This is most often seen metaphoric gesture and it is a gestural version
of the ‘conduit’ metaphor. The appearance of conduit metaphoric gestures are
typically shown as a cup-shaped hand or hands being holding something, where
the hand/hands represent as a container and word/phrase as a substance to be
transfered to the listeners [8,20]. In addition, the conduit metaphoric gestures
are often used to show the relationship between several concepts by being put
in space.

We will examine the impact of the metaphoric gesture performed by a PCA.
As the first step of our investigation, we will focus on the three types of conduit
metaphoric gestures and its combinations utilizing space as described below.

Conduit Gesture: The appearance of holding an object with the both hands,
indicating a single abstract concept.

Two-conduit Gesture: The movements of the object-holding hands from the right
side of the speaker’s upper body to the left side, synchronized with the
word/phrase it accompanies in speech, indicating a schematic relationship
between two abstract concepts by utilizing space.

Three-conduit Gesture: The movements of the object-holding hands from the
right side of the speaker’s upper body to the center, then, the left side,
synchronized with the word/phrase it accompanies in speech, indicating a
schematic relationship between three abstract concepts.

3 Method

In this section, we will describe our PCA based on-line learning environment,
learning material, and the details of the study design.
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Fig. 2. Metaphoric gestures representing the relationship between two abstract con-
cepts ‘server’ and ‘user.’ ([]: stroke and hold)

3.1 E-Learning System and Materials

We developed a web-based learning environment where a PCA gives a speech
instruction accompanying with gestures. The animation is processed and depicted
on a web browser by using a program written in HTML5, JavaScript and WebGL
(a graphic library written in JavaScript) so that participants can take part in the
experiment without any special preparation of their computer. Figure 1 shows a
system overview. The system processes text inputs with gesture annotation sen-
tence by sentence. The sentence is divided into phrases (in Japanese, a phrase
is consist of a content word and function words). The phrases are annotated by
using the following schema: CC (a conduit gesture appears holding something
with both hands in front of the speaker), CL (a conduit gesture appears holding
something with both hands at the left side of the speaker), CR (a conduit gesture
appears holding something with both hands at the right side of the speaker).
The annotation is interpreted on a web-browser, then gesture animations are
realized, synchronizing with audio. In order to synchronize gesture and speech,
we estimated the timing of each gesture by indexing the order of the first char-
acter of each phrase from the top of the sentence, given that the synthesized
audio’s speed is constant. Lip-sync animations are also realized, synchronizing
with audio.

We prepared an instruction script (4-minutes-long speech when audio syn-
thesized) to be performed. The learning subject was the basics of web appli-
cation development. The script explains the basic concepts of web application,
the components of web application, and the programming languages for web
application developments. A part of the instruction performed by the system is
shown in Fig. 2.
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3.2 Independent Variables

There is one independent variable, gesture, in the study, and we have three
treatment conditions described as below.

C1. Speech-gesture Match: Two of authors who were familiar with web
application development annotated the script with the schema: CC, CL, CR.
The realized instruction included twenty-seven conduit gestures, twelve two-
conduit gestures, and three three-conduit gestures. And overall, the number
of gesture strokes was sixty.

C2. Speech-gesture Mismatch: Based on the annotation data described
above, we randomly changed the tags to one of others, resulting the real-
ized animation included forty two conduit gestures, fifteen two-conduit ges-
tures, and five three-conduit gestures. The number of strokes was eighty nine.
The percentages of speech-gesture mismatches in the realized animation were
25 % for conduit gestures, 65 % for two-conduit gestures, 60 % for three-conduit
gestures.

C3. No Gesture: No gesture is performed and only audio instruction is pre-
sented with lip-sync animations.

3.3 Dependent Variables

Dependent variables included memorization of technical terms, abstract con-
cepts understanding, learning experience, and perception of the PCA. To eval-
uate those dependent variables, three types of data are used: performance of a
vocabulary recall test, performance of a figure selection test, and answers to a
forty-six item questionnaire.

Vocabulary Recall Test: Participants were asked to answer the technical
terms explained in learning material, such as “Answer three programming
languages often used in server-side.”In total, they were required to answer
fifteen technical terms by six questions.

Figure Selection Test: Participants were asked to choose all appropriate
figures which describe the relationship between abstract concepts: the inter-
action between components of web application (user, client, server, and
database), the relationship between kinds of application program (gen-
eral application program, desktop application program, web application
program), and the relationship between kinds of programming languages
(programming languages for general purpose, server-side development, and
client-side development). Nine appropriate figures and eleven inappropriate
figures were presented, we counted the number of figures correctly being
selected and correctly not being selected.

Questionnaire: The forty-six item questionnaire (with a seven-point Likert
scale anchored by “Strongly Disagree” and “Strongly Agree”) was grouped
into eight categories: learning motivation, self-efficacy, usefulness of the PCA,
reliability of the PCA, human-likeness of the PCA, likability of the PCA, self-
reflection of learning, and concentration on learning.
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Fig. 3. Procedure of experiment

3.4 Participants and Procedure

The participants were 120 undergraduate students (male 84 %, female 16 %) in
a web application development course held in a large private university located
at Kanagawa prefecture in Japan. Students were required to participate in the
experiment as a part of course activity, but they were explained that the results
will not be treated as a part of their grade.

The three versions of the e-learning systems were deployed on a server, and
the URL of the introduction page was announced to the students, explaining
they have to prepare the latest version of FireFox and speakers/a headphone,
and the URL was going to be expired in a week. The students were randomly
assigned to experimental conditions when transfered from the introduction page.

Figure 3 shows the flow of learning and testing. The participants firstly
watched 4.5 min long instruction, then took the questionnaire, and the tests.
The questionnaire should work as a distraction task for the following tests at
the same time.

3.5 Design and Hypothesis

The study employed a one-factor three-level between-participants design. The
data were analyzed by one-way analysis of variance (ANOVA) with Tukey’s HSD
post-hoc comparisons.

We hypothesized that conduit gestures draw learners attentions to technical
terms and help the learners remember the words, resulting in more correct vocab-
ulary recall test results, and that two-conduit gestures and three-conduit gestures
schematically convey the relationship between concepts by utilizing space, result-
ing in more correct figure selection test results, when the instruction speech was
given with appropriate gestures than when speech was given with mismatched
gestures or no gestures. In addition, we also hypothesized that learners judge
learning experience and the perception of the PCA higher when the PCA per-
formed metaphoric gestures matched with speech.

4 Results and Discussion

Of 120 students, nine did not access the URL, three did not completed the test,
and one reported a web-browser error. And, the data of ten students who took
longer than sixty minutes to complete the study were eliminated. Eventually,
the data of 97 students were acquired. The numbers of participants assigned to
each conditions were 32 for C1, 32 for C2, and 33 for C3.
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Fig. 4. Results of the vocabulary recall test and the figure selection test

Fig. 5. Examples of appropriate choice and inappropriate choice that the participants
in speech-gesture-mismatch group answered wrongly (Q. Select all appropriate figures
which describe the interaction between components of web applications).

4.1 Memorization and Understanding

The results of the vocabulary recall test and the figure selection test are shown
in Fig. 4. Although there was no statistically significant difference found in
the results of recall test, we found a significant main effect of the gesture
factor in the figure selection test (F(2,93) = 3.09, p= .007). The students in
speech-gesture match condition scored significantly higher (M= 15.7, SD= 2.59)
than the students in speech-gesture mismatch condition (M= 13.9, SD= 2.93,
t(62) = 2.61, p= .011), and the students in no-gesture condition (M= 13.8,
SD= 2.52, t(63) = 2.94, p= .028). The standardized effect sizes for these differ-
ences were Cohen’s d=0.63 and 0.76, which indicate between medium and large
effects.

Figure 5(a) shows an example of appropriate figures and Fig. 5(b) shows an
example of inappropriate figures in a question, “Select all appropriate figures
which describe the interaction between components of web applications.” The
percentages of the choice answered correctly in the speech-gesture mismatch
condition decreased more than 20 % against the percentage in speech-gesture
matched group, which was over 80 %. Figure 6 shows the annotated script in both
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Fig. 6. A part of the script annotated differently in speech-gesture match condition
and speech-gesture mismatch condition, describing the interaction between three com-
ponents of web application “client program,” “web application server,” and “database”
([ ]: stroke and hold, translated from Japanese).

conditions. As seen in Fig. 6, in speech-gesture match condition, conduit gestures
present the appropriate layouts of abstract components of web application as
described in Fig. 5 (a). In contrast, in speech-gesture mismatched group, conduit
gestures were meaninglessly put in space.

These results support our hypothesis stating that spatial use of conduit
metaphoric gestures help listeners’ schematic understanding of the relationship
between abstract concepts. However, a single conduit gesture which presents an
abstract concept did not affect learners memorization of the name of the concept.

4.2 Learning Experience and Perception of the PCA

We did not found many significant differences between conditions from the
results of questionnaire, but the results revealed a significant main effect of the
gesture factor on perception of reliability of the PCA (F(2,94) = 3.57, p= .032).

Interestingly, despite the incoherence between speech content and gesture
representation, the multiple test results showed that the students in speech-
gesture mismatch condition answered the PCA was more reliable (M= 4.45,
SD= 0.97) than the students in speech-gesture match condition (M= 3.74,
SD= 1.21, t(62) = 2.59, p= .027). The standardized effect size for these
differences were Cohen’s d= 0.65 which indicates between medium and large
effects. The results of each item in the category are shown in Table 1.

Previous psychology studies revealed that non-verbal behaviors, included ges-
tural styles, are linked to personality [1,5]. The argument was also partially
confirmed in the studies of interaction between human and animated charac-
ter [14]. Neff et al. reported that the perception of extroversion increased when
PCA’s gesture rate was high, and when movements were produced fast [22]. In
speech-gesture mismatch condition, the number of gesture strokes were larger
than speech-gesture match condition, despite the length of audio speech was
identical. And, strokes performed rapidly were often seen in the realized ani-
mation. This indicates that the difference of the speed of gestures caused the
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Table 1. Questions asking reliability of the PCA (Cronbach’s α = 0.84)

Questions C1 (SD) C2 (SD) C3 (SD)

I felt the PCA has a considerable knowledge 4.38 (1.45) 4.53 (1.19) 4.27 (1.46)

I felt the PCA was intellectual 3.88 (1.62) 4.47 (1.41) 4.15 (1.46)

I felt the PCA was useful 3.53 (1.54) 4.63 (1.31) 4.47 (1.27)

I felt the PCA was helpful 3.63 (1.48) 4.47 (1.32) 4.27 (1.13)

I felt the PCA was like a teacher 3.28 (1.63) 4.16 (1.25) 4.03 (1.31)

Overall 3.74 (1.21) 4.45 (0.97) 4.21 (1.06)

difference of the perception of extroversion of the PCA, and that caused the
difference of the perception of reliability.

5 Conclusion

We examined the impact of metaphoric gestures performed by Pedagogical Con-
versational Agent (PCA) on learners’ memorization of technical terms, under-
standing of relationships between abstract concepts, learning experience, and
perception of the PCA. The study employed a one-factor three-level between-
participants design where we manipulated gesture factor (speech-gesture match
vs. speech-gesture mismatch vs. no-gesture). The data of 97 students were
acquired in on-line learning environment. As the results, while there was no
effect found on memorization of technical terms, we found that students showed
accurate schematic understanding of the relationship between abstract concepts
when the PCA used metaphoric gestures matched to speech content than when
used gestures mismatched, and no gesture. Contrary to the result, we also found
that students judged the PCA useful, helpful, and felt the PCA looked like a
teacher when performed mismatched gestures to speech content than when per-
formed matched gesture.
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Abstract. The affective or emotional state of the learner is known to motivate
learning, and this study specifically investigated the role of pedagogical agents
with animated characteristics in an online tutoring task. Previous studies indi-
cated that sensitivity to emotion typically varies depending on the gender of
the learner and the gender of the teacher; therefore, we investigated how
each type of emotion is influenced by the gender of the characters. We con-
ducted three experiments with a total of 414 Japanese students. We found that
both male and female learners felt more positive toward animated characters of
the same gender, and the effects became stronger with childlike characteristics,
such as big eyes. We conclude that deformed characters could be incorporated
into designs of web-based tutoring systems for more effective teaching.

Keywords: Web-based tutoring � Embodied agents � Affective learning �
Gender

1 Introduction

One of the effective strategies to facilitate a learner’s motivation during tutoring is to
design effective pedagogical conversational agents (PCAs). Past studies in the learning
sciences and on human-computer interaction (HCI) has taken multi disciplinary
approaches in designing such PCAs [1, 2, 16]. These studies investigated the function
of the agent, as well as the use of multiple agents [14]. Many studies also explored the
effects of verbal communication strategies by designing effective interaction strategies,
such as meta-cognitive suggestions [8, 9], linguistic strategies, such as politeness [23],
and affective expressions, such as positive or negative triggers [7]. The use of multiple
learning actors during teaching has also been studied [11]. Researchers are still col-
lecting evidence on factors that contribute to the development and design of effective
agents. Past studies have shown that visual design influences the learner’s cognitive
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state and behavior during learning activities, including motivation. Learners are as
sensitive to the visual appearance of an online tutorial as they are to interactions with
real humans. Literature on the Media Equation [18] showed that people use the same
social rules in human-agent or human-computer interactions as they do with human-
human interactions. Other studies have shown that even with animally designed agent
[13] and the use of a schema of human personalities [6] people still attribute human
characteristics to the agents. If agents were designed to encourage emotionally satis-
fying human-computer interactions, we could use them as an effective tutor to keep and
enhance motivation during learning activities. The question rises as to what kind of
visual representation could enhance the learner’s motivation to learn. In our study, we
investigated the influence of the childlike designs, and how it could become an
effective social cue to increase the learning motivation of the student.

1.1 The Types of Characters that Can Facilitate Motivation

Several debates discuss the design of the pedagogical agents [10]. Agents could be
designed to look realistic or cartoon-like. However, even if the agent is life like and
credible, a too realistic representation could distract the learners. The “uncanny valley”
suggested by [17] indicates that movements and appearances that are almost realisti-
cally human-like evoke negative impressions, such as “creepiness”.

A study conducted by [5] showed that female learners tend to prefer detailed stylish
agents as learning companions rather than as tutoring instructors. Their study showed
that the effects of the representations maybe due to the gender of the learners. Our study
only focused on the type of agents that are selected prior to the learning task; it did not
focus on the psychological process of how learners felt about a 3D or 2D agent.
Moreover, this study did not investigate the emotional states that were caused by the
motivational behaviors of the agents during learning. We studied the emotional process
during a tutoring session with a 3D or 2D agent and delved into their effects.

Japanese animation is well-known worldwide for its use of components that are
childlike and cute (e.g., HelloKitty, Pokemon). These characters are often described as
“kawaii”, which is an attributive adjective in modern Japanese and is often translated
into English as “cute” [19]. Kawaii expresses feelings, such as “can’t bear to see, feel
pity,” that are typically elicited by human infants and toddlers and young animals. In
addition, the verb “moe”, which is mostly used by the Japanese subculture Otaku-
culture, expresses a strong positive feeling towards a character in a Japanese animated
show or game. A study indicated that, to evoke affective feelings, these characters must
be designed with large eyes [4]. Based on these studies, the design of PCAs could
benefit from adopting the design principles of kawaii and moe, such as the use of
cartoon characters with large eyes.In this paper, we use the word “kawaii” as a col-
lective term for “cute” and “childlike”. The deformed PCA in this study was designed
with large eyes and uses moe principles to express the childlike facial characteristics of
the 2D character. In the next section, we describe how we captured the affective state
during an online tutoring session. We also discuss the issue of gender differences when
using these PCAs and the framework we used to investigate them.
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1.2 Effects of Gender in PCA Interactions

A few cultures view women as superior to men; some cultures view women as sub-
ordinate to men; other cultures fall somewhere in between. Therefore, it is important to
investigate how such social status may influence learner’s affective states during
interaction with a PCA. Several studies show that gender affects the interactions of the
learner with the PCA [20] depending on the learner’s gender and the agent’s gender.
[3] suggested that stereotypes could influence an individual’s perception of others
online. They conducted a controlled experiment to assess the accuracy of interpersonal
perceptions on computer-mediated conversations. Results showed that interpersonal
perceptions do not differ between computer-mediated interactions and face-to-face
interactions. One possibility for this result is that social cues may be intensified in
computer-mediated settings. Perhaps the gender of pedagogical agents could evoke
certain stereotypes from the learners. [12] examined how positive and negative com-
ments expressed by conversational agents affected learning performance as a function
of gender. Results showed that learners had more positive impressions toward male
agents with positive expressions than toward female agents. These results show that, no
matter what kind of influence is detected, perhaps social stereotypes in the real world
are applied to the agent-learner relationship. These studies show that the learner’s
gender and the agent’s gender influence the learner’s attitude towards the PCA.
However, very few studies tried to investigate the effects of gender between the learner
and the PCA; we investigated these effects using the integrated framework shown in
Fig. 1. Social psychological literature has shown that gender effects are amplified with
“cuteness” [22]. This indicates that gender differences may be significant when using a
PCA with childlike characteristics.

We use Russell’s two-dimensional theory of emotion as a dependent variable to
discover affective states during learning activities [21], as shown in Fig. 2. Pleasure/
displeasure (or valence) is a dimension of experience that refers to a hedonic tone.
Activation is a dimension of experience that refers to a sense of energy. The vertical axis
is a continuum ranging from sleep (at the lowest end), through drowsiness, relaxa-
tion, alertness, hyperactivity, and, finally, frenetic excitement (at the opposite end).

Fig. 1. Interaction framework considering the learner’s gender and the PCA’s gender

374 Y. Hayashi and D.M. Marutschke



Our study uses this model to analyze students’ affective states during learning activities.
To measure the affective states of students during a learning activity with a PCA, we
used emoticons (Fig. 3) to represent each emotional state in the two-dimensional model.
These emoticons were presented during the online tutoring task, and learners were asked
to select which emoticon best represents his/her emotional state during the task. The
emoticons were selected based on a preliminary study and each represents a specific
emotional state. The representations of affective states were selected through a pre-
liminary selection task conducted with 14 participants. These participants were shown
48 random facial expressions, and they categorized the facial expressions into the
emotional model shown in Fig. 2.

1.3 Aim of the Study

The goal of this study is to investigate the effects of using PCAs with deformed
childlike characteristics(e.g., cartooned and with big eyes). Based on the results of the
previous studies, we focused on the effects of gender, which we assumed to be different
based on the affective states. We also propose a new methodology on how to determine
the learners’ affective states by allowing them to select emoticons based on Russell’s
two-dimensional theory of emotions [21]. We attempt to answer the following ques-
tions using six different types of agents:

(1) How do male and female learners’ emotions differ, in terms of affective sensitivity
based on Russell’s two-dimensional emotion model?

(2) How are male and female students’ affective states influenced by the degree of
childlike designed into the PCAs?

Fig. 2. Affective model based on Russell’stwo dimensions of affect

Fig. 3. Emoticons used in this study
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Our study aims to show the implications of the use of childlike characters in inducing
affective states and motivation in a web-based tutoring activity.

2 Method

We constructed a system that guides the learner in a simple web-based tutoring system.
Students in an undergraduate psychology class used the system to review key terms
taught in a class. They were guided by a pedagogical agent who encouraged students
by providing meta-cognitive suggestions and search results about the term on the web
for further understanding. Based on Russell’s emotional models [21], we collected
emotional variables as dependent variables.

2.1 Participants

The participants were all undergraduate students who were taking a psychology classes
part of a humanities degree program and who undertook a web-based tutoring task as
part of the class work. We refer to these participants as “learners”. Their task was to
read about key psychological terms and to answer a short quiz based on the literature.

2.2 Materials and Conditions

We designed the agent PCA representations based on two design principles: (1) using
cartoon characters, (2) using big eyes. For comparison, we developed 3 types of avatars
that were different in terms of their visual appearance (Fig. 4). To represent non-
childlike PCAs for the “3D condition”, we used stylish 3D images of avatars that were
created using Poser 8 (poser.smithmicro.com), which is a 3D image/animation design
tool. In the 2D conditions, the PCAs were designed as cartoons using childlike design
principles. In the 2D + eye condition, the cartoon PCA had big eyes. We compared the
effects of the 3D condition and the basic 2D condition to study the differences between
cartoon and non-cartoon agents. Likewise, we compared the effects of the regular 2D
condition and the 2D + eyes condition to study the influence of using large eyes in
affective states.

3D interface 2D interface 2D + eyes interface

Female

Male

Fig. 4. Types of interfaces used in the study: left, 3D interfaces with no childlike characteristics;
middle, 2D cartoon agents with childlike characteristics; right, 2D agents with more childlike
characteristics, such as big eyes
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2.3 Experiment Design and Participants

We examined the following three independent variables: (1) gender of the learner (male
or female), (2) gender of the agent (male or female), and (3) the type of the agent (3D,
2D, and 2D + eye). Table 1 shows the combinations. The letters indicate the type of the
actor (‘H’ for human and ‘A’ for the agent) and the gender (‘F’ for female and ‘M’ for
male). Each combination represents an experiment condition, as follows: (a) a female
learner using a female agent H(F)/A(F), (b) a male learner using a female agent H(M)/A
(F), (c) a female learner using a male agent H(F)/A(M), (d) a male learner using a male
agent H(M)/A(M).

The experiment was conducted in three classes. In each class, one type (3D, 2D, or
2D + eye) of PCA was used. In Experiment 1,the 3D representations were used with
153Japanese undergraduates (71 males, 82 females, mean age = 19.50 years). In
Experiment 2, the basic 2D representations were used with 132 Japanese undergrad-
uates (59 males, 73 females, mean age = 19.45 years). In Experiment 3, the 2D + eyes
representations were used with 129 undergraduates (52 males, 77 females, mean
age = 19.65 years).

2.4 Tutoring System

A web-based tutoring system was developed for the class, using a web server, a
database, and rule-based scripts. It was managed as a member-only system, and its
main purpose was to tutor key terms taught in the class by presenting descriptive
content. A total of 30 different key terms (e.g., Gestalt, long-term memory, cognitive
dissonance) were extracted from an introductory psychology textbook, and its expla-
nations were entered in the system database. Each student was assigned to work on one
randomly selected key term. The tutoring sessions comprised 17 short passages, and
students proceeded by clicking on to the next page/trial (Fig. 5). During the task,
students were encouraged to go beyond simply reading these passages and to search
through the web to further understand the terms. The average time for this activity was
approximately 30 min.

Students were restricted to using specific computers in the campus at specific time
periods. Learners were asked to log in to their individual page to check their progress.
On the first page, the key term assigned to the student was presented, and the student
was told that learning this key term was his/her task for that week. On the next page,
the passage for the key term was presented with the emoticons (Fig. 6).

Table 1. Experiment conditionsandlabels

Female
(human)

Male
(human)

Female
(agent)

H(F)/A(F) H(M)/F(A)

Male
(agent)

H(F)/A(M) H(M)/A(M)
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The following equation calculates the ratio of each emoticon emo, where i is the
number representing the emoticon/affective state and total is the total number of the
trials.

1 ¼
X8

i¼1

emoi
total

ð1Þ

Start

Log in

Tutoring/Affective 
Evaluation

yes

Trials =< 
17

no

End

Fig. 5. Experiment procedure

Cognitive science is a multidisciplinary field  related with 
artificial intelligence and psychology, neuroscience, computer 
science.  

trial

date

network

Search on the web for further information  

Fig. 6. Sequence of the tutoring/affective evaluation phase
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3 Results

A 2 × 2 × 8 mixed factorial analysis of variance (ANOVA) was conducted on the
average scores with the PCA’s gender (female agent vs. male agent) and the learner’s
gender (female learner vs. male learner) as the between-subject factor, and affective
state (pleasure vs. excitement vs. arousal vs. distress vs. displeasure vs. depression vs.
sleepiness vs. relaxation) as the within-subject factor. When analyzing the results of the
factorial analysis, we will only focus on the gender differences of the learner and of the
PCA with each affective state.

3.1 Experiment 1: 3D Characters

Figure 7 shows the results calculated by the emo index. The vertical axis represents the
average ratio of each individual, and the horizontal axis indicates each affective cate-
gory. The ANOVA results show that the second-order interaction was not significant
(F(7,1043) = 1.740, p = .10); however, the interaction between the learner’s gender and
the affective state was significant (F(7,1043) = 2.181, p < .05). The interaction between
the PCA’s gender and the affective state was also significant (F(7,1043) = 2.405,
p < .05). However, no simple main effects were detected in each affective state. Simple
main effects only show the interactions across affective states. The results of this
experiment indicated no significant effects of gender on each affective state.

3.2 Experiment 2: 2D Characters

As shown in Fig. 8, ANOVA results show that the second-order interaction was
significant (F(7,896) = 4.478, p < .01).A simple interaction exists between the agent
gender and the human gender in the affective states of excitement and arousal
(F(1,1024) = 22.675, p < .01, F(1,1024) = 9.346, p < .01). Second-order simple main
effects show several differences among the conditions. Female learners rated higher
excitement when using female PCAs than when using male PCAs (p < .01), and male
learners rated higher arousal when using female PCAs than when using male PCAs
(p < .01). Male learners also felt more excited when using male PCAs than when using
female PCAs. These results indicate that same-gender PCAs induce excitement for both

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

pleasure excitement arousal distress displeasure depression sleepiness relax

H(F)/A(F)

H(F)/A(M)

H(M)/F(A)

H(M)/A(M)

Fig. 7. Results of Experiment 1
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male and female learners. However, males experienced arousal when interacting with
PCAs of the opposite gender.

3.3 Experiment 3: 2D Characters with Large Eyes

Figure 9 shows the results of Experiment 3. ANOVA results show that the second-
order interaction was significant (F(7,875) = 2.565, p < .05). A simple interaction
existed between the agent gender and the human gender in the affective states of
pleasure, excitement, and arousal (F(1,1000) = 4.677, p < .05, F(1,1000) = 7.680,
p < .01, F(1,1000) = 4.013, p < .05). Second-order simple main effects showed several
differences among the conditions. Female learners rated higher pleasure when using
female PCAs than when using male PCAs (p < .01). Male learners rated higher arousal
when using female PCAs than when using male PCAs (p < .01). Male learners also felt
more excited when using male PCAs compared to female PCAs. These results indicate
that same-gender PCAs produces pleasure for females and excitement for males. These
results are consistent with the results of Experiment 2, which shows that males
experienced arousal when using PCAs of the opposite gender.

0
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Fig. 8. Results of Experiment 2
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Fig. 9. Results of Experiment 3
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Figure 10 shows the summary of the results of the positive affective state according
to the gender of the learner and of the PCA. Male learners using a female PCA
experienced more arousal, but this occurs only with 2D agents. On the other hand,
female learners felt more excited when they used a female 2D PCA, and they felt more
pleasure if the PCA had larger eyes.

4 Discussions and Conclusion

We investigated the effects of using PCAs that feature childlike characteristics in an
online tutoring task. We studied the 8 types of a learner’s affective states and processes
during tutoring activities. Previous studies demonstrated that affective states are
influenced by social status and gender, and we investigated how affective states change
based on the gender of childlike PCAs.

Results showed that male learners using a female PCA experienced more arousal,
but this occurs only with 2D agents. On the other hand, female learners felt more
excited when they used a female 2D PCA, and they felt more pleasure if the PCA had
large eyes. These results indicate several things. The gender interaction only occurs
with the 2D cartoon character PCAs. Males feel more excited when they interact with
PCAs of the same gender. Excitement includes elements of pleasure; therefore, it could
mean that learners felt more positive feelings toward the agent. Based on these results,
designers of PCAs should consider using 2D PCAs of the same gender for learners to
induce positive emotions during online tutoring. An interesting point is that the
2D + eye interface was more successful in producing positive emotions. This also
suggests that using PCAs with kawaii design components have a stronger effect on
female learners. To understand why such characteristics have such an effect on
inducing pleasure feelings, some studies investigated the social psychological structure
of feelings of cuteness to explain that people perceive things as cute based on ‘baby
schema’ [15]. Baby schema is characterized as a combination of infant-like physical
traits, such as (1) a small body size with a disproportionately large head, (2) large eyes,
(3) a pleasantly fair complexion, (4) a small nose, (5) dimples, and (6) round and softer
body features. When people perceive humans or animals with these characteristics,
they perceive cuteness. In the 2D + eye condition, we used PCAs with large eyes,
which is a characteristic of the baby schema, and we focused only on the eyes of the

Arousal

Excited

Pleasure

Fig. 10. Summary of results
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PCA. Further research can be done where we modify other parts to increase these
characteristics to determine the ideal design for emotion-based learning systems using
PCAs.

The results of our study indicate that using deformed characters as PCAs can be
used to induce positive emotions and motivation in a web-based tutoring activity. In
future work, we will study the different moods produced by using the tutoring systems
from mobile devices, such as smart phones.
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Abstract. This paper describes the use of Virtual Worlds technology to imple‐
ment a virtual museum for an interpretation center on the theme of the use of
mosaics in ancient Roman villas. In order to foster the comprehension of the
meaning of these archaeological remains, incomplete mosaics were completed
digitally and placed in virtual rooms to recreate the atmosphere. A musealization
of the virtual domus was then carried out. The environment was developed on an
OpenSim based virtual world, which was prepared to hold groups of avatars
characterized as Roman males and females, children and adults. Text chat and
sound enable every visitor to share opinions with other remote users, and to
perform guided tours. The system also permits to give lectures to remote audi‐
ences utilizing telepresence.

Keywords: Virtual worlds · E-learning · Virtual museums · Virtual archaeology ·
Roman mosaic

1 Introduction

What makes the difference between a humble piece of stone and a weapon used in a
terrible fight for survival thousands of years ago? Every fragment of an archaeological
remain has the power to trigger the evocation of the past in the mind of the person who
contemplates it. This power resides in the object itself but the observer can release it
with the knowledge needed to imagine the object in a precise space and time to recreate
a situation. The deeper the understanding of the context that surrounds the existence of
this object is, in terms of the different layers where the object can be inscribed
e.g., material, industrial, historical, social, etc., the better the evocation may arise.

For museums and interpretation centers, especially those devoted to the fields of
archaeology and historical heritage, transmitting context to their visitors is crucial in
giving meaning to the exposed pieces.

Virtual worlds provide a very effective tool for the dissemination of the cultural
goods of museum or interpretation center. The display and placing in context of virtual
replicas allow for a better understanding of their role in history. Those virtual environ‐
ments provide onsite simulation of historical reconstructions. They also have a very
relevant value as a means for remote visits, gathering attention from visitors from all
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over the world, thus reaching people who would probably never visit the physical place.
This is especially important for small institutions located a distance from touristic poles
of attraction, small villages, etc., which is the case of many interpretation centers.

Computer virtual recreation of historical heritage has been a technique used in
museums for the last two decades, commonly in the form of computer animation of
architectural over flights, walkthroughs and depictions of virtual models displayed in
video format. This is a very effective way to provide the user with an adequate knowledge
of the context of the topics displayed, but implies a passive role for the visitor who is
merely a spectator of things of a time past.

The user can be much more involved in this learning process by means of partici‐
pation instead of merely contemplation, from looking to experiencing. In fact, the
capacity of virtual worlds to make the user perceive their own presence in the simulated
environment through immersion and engagement is one of the points that make them
compelling [1]. In relation to the use of this technology for teaching, the feeling of
presence is strongly linked with the overall satisfaction of the students with the learning
activity [2]. The use of virtual worlds as a mean for joint activities between schools and
museums received good results when tested [3].

In numerous cases of the use of heritage reconstruction in virtual worlds, [4–6] most
appeared exclusively in the domain of virtual communities such as Second Life. Very
few examples appeared that run in the context of a real museum, such as the case of the
reconstruction of Villa Livia [7].

The case presented here describes the use of a virtual world as a means for contex‐
tualization of archeological findings as part of the exhibition designed for an interpre‐
tation center in Casariche (Seville, Spain). The center is dedicated to the theme of
mosaics in ancient Ro-man villas, particularly those found in the archeological dig of
El Alcaparral.

The virtual models had two main objectives. They should display a complete recre‐
ation of the mosaics found in the nearby excavation, allowing the visitors to contemplate
the appearance of the pavements in their full size instead of just fragments. The villa
model also had an objective to build an environment that could provide a context for the
interpretation of the mosaics.

Designers took into account the capability of virtual worlds to act as an environment
for simultaneous multiple users. The design of the virtual villa fulfilled the requirements
of remote access, virtual presence, and multiuser communication via chat and voice.

2 Methodology

2.1 Background

In 1985, thirteen mosaics contained the remains of a late roman villa close to Casariche.
The state of conservation of the different pieces is very dissimilar, ranging from small
parts to full pavements, being specially notable the piece representing the Judgment of
Paris (Fig. 1).
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Fig. 1. Mosaic depicting the Judgement of Paris

Reports were made of traces of the ancient villa (Sierra 1985) (Hoz 1987). They
constitute one of the bases for the virtual reconstruction described in this paper (Fig. 2).

Fig. 2. Layout of the foundations and location of the mosaics at the roman villa

Taking into account all preliminary documentation, this work was carried out in two
phases; the first one, consistent in the construction of the virtual model to hold the virtual
exhibition and activities, and the second one included all aspects of virtual musealization.

2.2 Construction of the Virtual Model

Reconstruction of the mosaics. The mosaics displayed comprise two groups. The first
one includes those only formed by geometrical motifs. Here, the modular and repetitive
characteristics of the formal structure of the drawings allow one to obtain a possible full
version of every original design. Patterns repeated, in search of a coherent formal
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structure for every case according to the dimensions and shape of every room. Apart
from possible unknown irregularities or unexpected lost elements, that could break the
homogeneity of the design in the original mosaic, the reconstructed versions offer an
image of every mosaic that would correspond very approximately to the appearance of
those ancient pavements (Fig. 3).

Fig. 3. Geometrical mosaic displayed in the atrium of the impluvium and reconstruction. (Photos
from the intervention report – left- and from the virtual world – right).

Mosaics composed by those containing figurative drawings make up the second
group. There were three mosaics on this group, with very different states of preservation.
The mosaic depicting the “Judgment of Paris” was almost complete, and only needed
to include a few retouches to obtain its virtual replica. The second mosaic, called “The
Spring,” had a big part of the face of the person represented missing, but the character‐
istics of the shape of the human face permitted reconstruction fairly well (Fig. 4).

Fig. 4. The mosaics of the Judgment of Paris – left- and The spring –right- in the virtual world

The third case, the mosaic that covered the bottom of the impluvium, was almost lost
and only small parts were present. Nevertheless, those parts indicated clearly that the
original drawing depicted a scene containing two Nereids riding a Triton. The detailed
formal analysis of the remaining fragments displayed multiple similarities with other
mosaics of the same age and similar theme found in excavations located in neighboring
regions. That took the authors to consider a great influence of even a common school
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authorship that may induce one to think that the motif depicted in the original mosaic
could be very similar. The associated descriptive panel floating over the reconstructed
scene, indicate the clear character of hypothesis of such reconstruction. Nevertheless,
the virtual version helps to understand the frequent use of marine scenes in impluvia and
other hydraulic elements (Fig. 5).

Fig. 5. The impluvium in the virtual world with the reconstructed mosaic of two nereids riding
Triton.

Finally, a generic mosaic was designed to be used in the rooms that presented more
uncertainty in their layout, as a mean to remark them as the most hypothetic part of the
interpretation of the house.

Reconstruction of the villa.
In order to facilitate a better comprehension of the late Roman architecture, the three-

dimensional representation of this villa olearia, made for this project, tries to be as
accurate as possible, based on all the data obtained from the archaeological dig, but
considered the fact that the remains were neither abundant nor well preserved. Addi‐
tionally, the authors interpreted the historical and ethnographical data available and the
analysis of other near villas olearias that present a similar terrain organization based on
terraces of the same period such as the villa vinicola of Fuente Alamo and the villa
agricola of Villaricos.

Other reconstruction criteria for the making of the model bases design on the
archaeological current of thought named Archeology of Architecture [8, 9]. This disci‐
pline provides analytical models and methodological tools that contribute significantly
to the study of the different dimensions of the built space. This work used the constructive
analysis to obtain the characteristics of the domestic architecture of the archaeological
site, the formal analysis to construe and understand the functionality of the structures
and the syntactic analysis of the space to grasp the subjacent social significance.
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The virtual reconstruction mimics the constructive materials found in the dig prop‐
erly described in the corresponding excavation reports [10, 11]. Those reports also give
important clues about the possible distribution of spaces and how they are grouped in
terraces following the slope of the terrain. Those clues were especially taken into account
to obtain the hypothetical layout of the complex.

From the previous analysis, design of the model of the villa, organized in three zones
followed the alignments of the terraces found in the site. The first one corresponds to
the pars urbana, the noble area where the dominus and his family lived, and the area
dedicated to the thermal baths (balnea). The second one related to the accommodation
of the servants, slaves and all personnel who worked on the crops in the surrounding
fields. The third area includes the spaces for storage of farm equipment and stables. The
figures display the final distribution (Fig. 6).

Fig. 6. General views of the villa – left- and hypothesis of distribution of the of the pars
urbana. Pavements with mosaics are remarked –right-.

2.3 Virtual Musealization

Musealization of the model. The virtual representation of the domus provides one with
a site fully accessible to visitors. The user, represented by his or her avatar and dressed
as a Roman inhabitant of the villa, can walk freely throughout the complex. The enjoy
not only the architecture of the building, but also the wall paintings, furniture, mosaics,
and other ele-ments of material culture, anphoras for oil and wine, tegulas, oil lamps,
etc. (Fig. 7). The setting of the different spaces (atria, peristila, lararium, triclinium,
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tablinium, etc.) helps to interpret the daily life in such facilities. The focus is the mosaic
of the “Judgment of Paris” since this piece is unique in Hispania. It is one of the only
five known cases found in all the Roman Empire depicting this theme [12].

Fig. 7. Amphoras for oil and wine and explanatory panel – left-. Maps and videos in the virtual
rooms – right-.

All notable elements in the virtual villa have a descriptive panel written in Spanish
and English (switchable) that gives information about every specific topic. Some rooms
act as containers of descriptive elements like maps, pictures and videos related to the
activities in the villa and the art of mosaic making (Fig. 7).

Implementation and support for the interpretation center. The database containing
the virtual villa is implemented on an OpenSim server, accessible through the Internet
using any compatible viewer such as Singularity, Kokua or Imprudence. Nevertheless,
users can download a custom configured viewer from the virtual world website.

Independently from the remote access, the virtual world is usable as a local simula‐
tion of the ancient house from within the interpretation center, using a regular personal
computer located in one of its ex-positive rooms. This way, this virtual museum is
capable of accomplishing several objectives:

• Depiction: The virtual world displays formal aspects and characteristics of the
elements to interpret, their full shape, location and use in the villa, relative impor‐
tance, etc.

• Evocation: The virtual villa fosters the use of the imagination to make the visitor feel
as part of the ancient world, thus helping to understand the key concepts and grasping
better the knowledge that is offered.

• Experience: The visitor can perceive the villa and the mosaics located inside through
a virtual, but vivid experience, feeling the relations among the spaces, contemplating
the elements displayed, and experiencing the visit to the virtual villa as he or she
would do it in a real museum.
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2.4 Avatars and Gamification

As it was mentioned above, users enter this world using avatars that can be chosen from
a small variety of male and female, adult and child, examples. Users dress their avatars
in Roman garments and jewelry and personalize them. This reinforces the feeling of
presence of the visitor in the virtual world (Fig. 8).

There is a quiz game implemented in the virtual world, specially designed for young
visitors. The player has to face a bas-relief sculpture of Medusa that will ask them a
question with an easy answer if the visitor has paid attention to the information displayed
all over the villa. If the player succeeds answering the question, Medusa gives them an
image of a golden apple like the one depicted in the Judgment of Paris mosaic (Fig. 9).

Fig. 8. Some of the avatars available to visitors of the virtual villa

Fig. 9. Visitor playing the question game
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2.5 Multiuser Capabilities

Finally yet importantly, the multiuser enabled remote access brings the possibility to
put distant visitors in touch, allowing meeting in the virtual facility with text and voice
chat enabled. This makes it possible to organize events such as lectures, guided visits
to remote groups of visitors (i.e. schools) in the virtual villa, expert meetings, etc.
(Fig. 10).

3 Conclusions

Virtual worlds are a very effective tool for contextualization of historical heritage
remains and archaeological findings, with virtual replicas displayed in a historical refer‐
ential environment, allowing for a better understanding of their cultural meaning. Those
virtual environments can be used both as on-site simulation of historical reconstruction
and also as a means for remote visits, gathering attention from visitors from all over the
world, thus reaching people who would probably never visit the physical place. All of
this makes virtual worlds a notable tool to enhance the didactic capabilities of centers.
This paper describes the steps to follow in order to achieve an efficient example of such
a class of virtual museum.
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Abstract. In a world that is characterized by highly specialized industry sectors,
the demand for well-educated engineers increases significantly. Thus, the educa‐
tion of engineering students has become a major field of interest for universities.
However, not every university is able to provide the required number of industry
demonstrators to impart the needed practical knowledge to students. Our aim is
to fill this gap by establishing Remote Labs. These laboratory experiments are
performed in Virtual Reality environments which represent real laboratories
accessible from different places. Following the implementation of such Remote
Labs described within our past publications the aim of this contribution is to
examine and evaluate possibilities of controlling Remote Labs from arbitrary
locations. These control mechanisms are based on the virtualization of two
concurrently working six-axis robots in combination with a game pad remote
controller. The evaluation of the virtual demonstrator is carried out in terms of a
study that is based on practical tests and questionnaires to measure the learning
success.

Keywords: Virtual reality · Remote laboratories · Game-based learning ·
Experiential learning · Virtual theatre · Immersion

1 Introduction

The current developments within the industry and engineering sciences triggered by the
Industry 4.0 pose major challenges for the education of engineering students in univer‐
sities all over the world. Faster evolving technologies and rapidly changing requirements
in industrial environments lead to rising demands in terms of practical education of
engineering students. In the course of traditional training methods, the practical educa‐
tion of students is mostly performed by the attendance to laboratory experiments or the
visit of factories and production sites. However, in terms of changing circumstances and
dynamically performed manufacturing execution the scope of laboratory experiments
and practical education has to be adopted to these novel requirements as well. It is the

© Springer International Publishing Switzerland 2015
P. Zaphiris and A. Ioannou (Eds.): LCT 2015, LNCS 9192, pp. 394–405, 2015.
DOI: 10.1007/978-3-319-20609-7_37



aim of this paper to demonstrate novel methods of imparting practical knowledge to
students considering the current developments within industrial reality.

One possibility of realizing these practical experiments without neglecting the
demands of the Industry 4.0 is to virtualize the experience of visiting laboratory classes
or manufacturing sites. In terms of these attempts, Virtual Reality simulations can be
carried out in order to create virtual environments that can be adapted according to the
current demands and demonstrator configurations. Another application of the described
Virtual Reality solutions is to recreate existing laboratory environments from the real
world and provide these environments as virtual demonstrators.

This application of Virtual Reality is referred to as Remote Laboratories and can be
integrated into the curriculum of students in order to allow engineering students from
arbitrary places to visit and experience laboratory environments that are not available
at their university or place of study. Prototypical implementations of these Remote Labs
have been carried out and examined in previous works of the author [1–3]. In terms of
these developments the suitability of creating practical learning environments for engi‐
neering students were examined in order to deliver the basis for carrying out virtual
experiments of real world demonstrators.

Based on our previous work, it is the aim of the current publications to describe,
examine and evaluate ways of direct interaction with real world demonstrators through
their virtual representation. Doing so, we extended an existing demonstrator with control
mechanisms and implemented remote control solutions for active interaction of a user
who is connected to the demonstrator by Virtual Reality tools. In order to evaluate these
interaction capabilities the paper is divided into several parts.

In Sect. 2 we will discuss the state of the art in Game-based Learning in connection
with laboratory experiments in the form of Remote Labs. Also, we will point out tech‐
niques to examine and create the didactical concepts needed to assess the learning
success of students that perform experiments in game-like virtual environments. In
Sect. 3, we will describe in detail the technical solutions that have been carried out and
implemented to reach full remote control of distant laboratory environments from arbi‐
trary places. In Sect. 4, the evaluation of the remote control capabilities takes place in
form of a study that have been carried out with students from different universities in
Germany. Section 5 summarizes the results and takes a look at further research oppor‐
tunities in the field of Remote Labs.

2 State of the Art

Based on the existing Remote Lab demonstrator that has been carried out and described
within our previous publications [1] the different mechanisms for the remote control of
these labs are of primary interest in this publication.

Accordingly, the state of the art section of this work deals with evaluation methods
that will be selected and implemented to evaluate the learning success of students that
are surrounded by virtual environments, thus in terms of a situation comparable to
game-based learning/serious gaming scenarios. The evaluation part is realized on the
basis of questionnaires that, on the one hand analyzes general suitability of the learning
methods for each test person, and on the other hand, assesses the learning success of
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each individual test person from the technical point of view while taking into account
their experience with digital media.

Virtuality-based learning (VBL) is a recent trend not only in engineering education.
It is closely related to game-based learning (GBL), which is defined as “[…] a type of
game-play that has defined outcomes. Generally, GBL is designed to balance subject
matter with game-play and the ability of the player to retain and apply said subject matter
to the real world” [4]. What is equal here is the digitalization of a pre-given-subject
matter, which has to be learned. The difference is that digitalized places do not neces‐
sarily need gamy elements in order to be useful. There is much more about using virtual
environments in education: The main advantage is that mistakes can be made without
any consequences, that contents are endlessly repeatable plus that it is extremely cost
saving. Thus, in terms of Remote Labs, students learn how to use a robot in a virtual
environment before actually using it.

Although the advantages of VBL seem to be obvious, the measurement of learning
successes presents a major challenge for the parties in charge. It is not only that the
learning effect per se needs to be measured, but whether the handling is so unproblematic
that users experience a sense of flow [5, 6] (a spontaneous sense of joy while performing
a not too easy, not too difficult task), (tele-) presence [7] (the feeling of being enabled
to act in this case in a remote lab) and finally immersion [8], the sensation of fully diving
into a virtual environment. Obviously, these possible experiences are highly dependent
on the user’s pre-knowledge (e.g., how to use the WASD plus mouse combination) and
his intrinsic technical readiness. The reason is that only users who can forget about the
handling of for example a controller can experience a sense of immersion. If they need
to look at it and think about the usage again and again, they will constantly be reminded
that they are solely performing a virtual task, which is non-existent in reality and might
thus attach less importance/meaning to it.

Another big problem in the measurement of subjective virtuality experiences is the
question whether to perform the tests quantitatively or qualitatively and which influence
the corresponding decision will have on the validity, transparency, causal interrelations
and reliability of the results. The usage of the questionnaires on subjective user senti‐
ments and self-assessment is a necessary step since these facts are not objectively
observable. The self-assessment questions help to relate the produced results to
behavior-parameters, which then lead to tentative conclusions concerning whether there
is an interrelation between user preferences/habits and VBL success.

For the pre-assessment of test-persons, the BIG Five questionnaire is named as the
most useful way to assess a test person’s personality traits. The entailed items cover
neuroticism, meaning emotional instabilities like fears and sadness, extraversion, the
willingness to be in the center of attention, openness to experience, meaning the will‐
ingness to learn, agreeableness, the general need to socialize and lastly conscientious‐
ness, the willingness to be disciplined [9]. For psychologists, alternative methods to
assess personality traits exist; however, in the end, they all come back to the big five
although they may be named differently (ibid.).

Another of the most contemporary assessment questionnaires is the MEC-SPQ on
general media exposure [10]. The main advantage is that it is highly flexible and may
entail eight, six or only four items per scale. It has been used in studies on mobile gaming
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[11], in the realm of computer gaming [12] and serious games, thus, in the area of game-
based learning [13]. So far, it is the only validated and highly consistent measurement
instrument on spatial thinking [10].

In addition to this, recent studies by Witte showed that the locus for control of tech‐
nology (KUT) questionnaire is a validated instrument to measure the performance of
test persons while being confronted with technical problems [14]. Burde and Blankertz
proved, that there is a correlation between a high score in the KUT and the performance
in technical handling [15].

However, besides assessing test persons, an overall system evaluation and technical
assessment of all technological devices is of utmost importance. Are software and hard‐
ware stabile? Do all components run as desired? Are there any known errors or problems
and can the program run ‘fluently’? [16]. Secondly, special attention must be paid to the
users: how is their first reaction to the virtual robot? Did they spontaneously know what
do to? Was there a lot of explanation necessary?

In sum, it must be concluded that the evaluation of virtuality-based learning is partly
problematic because of subjective user assessment, talent and perception, which cannot
be measured objectively. There is always the risk of users being afraid to truthfully state
their abilities or that they even overestimate their capabilities. Our approach addresses
this issue by creating an interplay between the estimated technical readiness of individual
test persons and their actual real-time learning progress. Accordingly, the risk of falsified
results due to inaccurate self-assessment of the test persons can be minimized.

3 Active Interaction for Remote Labs in Virtual
Reality Environments

The creation of fully interactive virtual environments is based on the VR techniques that
have been utilized by carrying out the technical and virtual environments of the remote
labs. To realize a fully capable Remote Lab several steps were performed, i.e.:

1. Virtualization of machines and plants in every detail for three-dimensional repre‐
sentation within virtual environments.

2. Embedding of three-dimensional objects into virtual environments to create a virtual
scenario, in which users can move around to exploit objects and the environment.

3. Setup and implementation of an information and communication infrastructure for
data exchange between real and virtual laboratory environments.

4. Enabling one-directional communication between the real laboratory environment
and its virtual representation in order to reproduce movements of the real world
demonstrator within the virtual demonstrator in real-time.

5. Enabling bi-directional communication by embedding control mechanisms and
devices for the real laboratory from VR experiments into the scope of the Remote
Lab.

The user can interact with the Remote Lab through various interfaces, e.g. the Virtual
Theatre described in [1] or other immersive technologies like the Oculus Rift. Figure 1
shows that a notebook together with a Head Mounted Display is a suitable environment.
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Fig. 1. Remote lab environment – The user is immersed into the scenario via the Oculus Rift

The first step of this procedure has already been described by Hoffmann et al. [2].
The virtual demonstrator that is used within the current work consists of two cooperating
six-axis robots that are placed on a table in order to perform concurrent tasks. The virtual
representation of the robots has been designed using modeling tools for computer
graphics and design. The modelling of the robots is performed by integrating a bone
structure into the virtual representation whereas the bones of the robot are connected
through joints. The meshing of this bone-joint-structure ensures the correct assignment
of the single parts in terms of parent and child nodes in order to recreate physically
realistic movements of the whole robot, i.e. if the root joint is moved, all subsequent
child nodes of the robot (bones and joints) are moved accordingly as well.

The embedding of these robots into a virtual environment is performed by the use
of a VR tool for virtual worlds, i.e. WorldViz Vizard as described in [1]. In terms of the
modeling, the different components, e.g. the robot table, both robots, the objects to be
treated by the robots as well as other elements like avatars or screens are included into
this virtual environment to create an immersive scenario for the user experiment.

The information and communication infrastructure (ICT) for Remote Labs has been
described in detail in [3] and is an integral part of the virtual laboratory experiment. The
ICT consists of the two cooperating robots, which are controlled by two manual control
panels and a computer that contains the Robot Operating System (ROS) environment.
Over a network architecture this operating computer is connected to other computers
that run the Virtual Reality simulation programs and are connected to VR simulators
like the Virtual Theatre as described in [17] or the Oculus Rift in combination with a
local client computer [18] as depicted in Fig. 1. The connection between the robot oper‐
ating computer and the VR simulation systems is established by making use of the
Protobuf Protocol interface for the exchange of robot information [19].

The ICT as described allows the one-directional communication between a robot-
focused laboratory experiment and a distant representation of this laboratory in terms
of a Remote Lab. Using the Protobuf interface standard the angles and joint positions
of the robots can be transferred over the network in real-time. Internal tests on the real-
time capabilities of such Remote Lab, which allows the observation of distant experi‐
ments, determined the maximum lag between reality and virtuality to 0.1-0.2 s.

Besides the graphical interface for the visualization of Remote Labs at distant places,
e.g. by making use of the Virtual Theatre, there are also interaction devices embedded
into the ICT. For our scenario we have chosen a common game pad controller, the

398 M. Hoffmann et al.



Nintendo Wii™, as remote control device for the interaction of the user with the real
world demonstrator within the virtual environment. Using this game device, the robots
of the simulation and accordingly the real robots can be successfully manipulated. The
basic control functions are highlighted in Fig. 2.

Fig. 2. Nintendo Wii™ controller and basic functions for robot control

There are two control mechanisms that have been carried out for robot control, and
which are both based on the usage of the Wii™ gaming controller:

1. Direct kinematics for direct control of the joint angles for each robots.
2. Inverse kinematics for user control of the movement axis (X, Y, Z) whereas the joint

angles for the current robot position or moving trajectory are dynamically calculated
during the experiments.

In terms of the direct kinematics robot control method, each of the six angles of the
selected robot can be individually controlled using the “A” button for positive moving
direction and the “B” button on the back of the remote control for negative moving
direction. Using the “+” and “–“ signs the axes of the robot joints can be subsequently
selected. Using the buttons “1” and “2” the according robot can be selected. For direct
kinematics the cross on the top of the Wii™ is not used, as the head rotation is represented
by the sixth robot joint angle.

Concerning the inverse kinematics the “A” and “B” buttons are used to move the
robot claw in positive respectively negative direction of the X, Y or Z axis. The axes
are switched again using the “+” and “–“ signs on the controller. The “1” and “2” also
change the selected robot. The rotation of the robot head for inverse kinematics is
implemented using the control cross at the top of the remote control. For the dynamic
calculation of the single joint angle values suitable for the goal position or trajectory,
an inverse calculation method is used for determining the joint parameters. For our use-
case a MATLAB™ Toolbox has been adapted to the needs of the robot demonstrator.
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The scenario, in which the described robot control methods are being applied,
consists of a setup, where one of the robots has to be moved along a fixed path. This
path is represented by a wire. For conducting the experiment an eyelet is attached to one
of the robots. The task of the controlling person is to move the eyelet attached to the
robot along the wire, which forms a certain curve (see Fig. 3).

Fig. 3. The eyelet attached to the right robot has to be driven along the steel wire in the middle

The described task is performed through the Wii™ remote control either by making
use of the direct kinematic mechanism or by making use of inverse kinematics. In order
to assess these methods against each other, user studies were performed, which are
described in the following chapter.

4 User Studies for Examination and Evaluation of Control
Mechanisms for Remote Labs

4.1 Design of Experiment and Expectations

The aim of this study is to examine which of the previously described control mecha‐
nisms for six-axis robots is the most beneficial for the implementation in Remote Labs
especially with regard to an intuitive control and progress of learning as well as inves‐
tigating the effects of the sequent comparison of both mechanism.

We expect that students – especially those who are used to gaming – will prefer the
inverse control mechanism over the direct one, because it resembles their gaming expe‐
rience. Furthermore we expect that successful practice experience through the trainings
session will enhance the feelings of self-confidence and thus flow.

A representative number of engineering students from different advanced informa‐
tion science courses at multiple sophisticated, technical universities participated in the
study in order to evaluate the learning progress of the concurrent methods for remote

400 M. Hoffmann et al.



controlling the robots. The objective of conducting the study is to assess the different
methodologies of control mechanisms suitable for engineering students.

The first part of the study is performed in cooperation with the Technical University
of Dortmund, where test persons were recruited. The second part of the study is carried
out in the course of a lecture with engineering students at the RWTH Aachen University.
The study consists of three questionnaires and two practical tests, namely the remote
control of the cooperating robots using direct and inverse kinematics. The sequence of
the tests (direct and inverse mechanism) is randomized, the participants are accordingly
assigned to either Group A or Group B. Participants who are assigned to group A start
with the inverse kinematics test whereas participants of group B start with the direct
kinematics test. Both user groups conduct both experiments, however in reverse order.
The intention of this approach is on the one hand to examine the learning progress of
the students during the experiments and on the other hand to equalize the effects of test
order. The study is implemented in six steps:

1. Theoretical input in terms of the study design and methods of examination.
2. Pre-questionnaire for general assessment concerning the personal background of the

test persons in terms of video game experiences and spatial thinking abilities.
3. First experiment using either inverse kinematics (Group A) or direct kinematics

(Group B).
4. Questionnaire for the assessment of the previous test.
5. Second experiment using either direct kinematics (Group A) or inverse kinematics

(Group B).
6. Questionnaire for the assessment of the previous test.

The first questionnaire is given to the participants before the experiment and is used for
a general classification of the test person. Whereas questions such as the frequency of
confrontation with digital games, the frequency of handling a console, whether the
participants are active member of a digital sodality and the amount of hours spend on
computer games a week are used to assess participants experience of gaming, individuals
visual-spatial imagination (in virtual surroundings) are examined by items of the FRS
[20] und questions of the subscale DSI of the MEC-Spatial Presence Questionnaire
(MEC-SPQ) [10] adapted to computer games. This scale was already used successfully
in previous studies and is characterized by fair quality criteria [21].

Besides this scale, items of the KUT [22] are used to assess participants locus of
control when confronted with technical problems. Additionally, questions of the BIG
Five Inventory [23] are used to assess subjects’ personality and psychological biases, to
get a broad picture of the participants.

The second and third questionnaire are used to assess the students’ technical evalu‐
ation of the currently performed tests as well as their experience of learning progress
while working. Participants are asked to rate the feasibility, advantages and disadvan‐
tages and the control of the just practiced remote mechanism as well as adapted questions
concerning the experience of absorption due to the experience of flow [24]. A mental
state of operation in which the individual, who is performing the task, is fully involved
and immersed by feelings of energized focus [25]. All questions are presented on a
seven-point scale, ranging from 1 = total disagree to 7 = total agree.
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4.2 Correlational Approach

To gain further inside of the relationship between the individual gaming experience,
such as hours of gaming per week and the evaluation of the control mechanism as well
as learning progress during the experiment, the correlation between the pretest data was
calculated. Data were analyzed with IBM SPSS statistics software. The results are
visualized in Fig. 4 in form of a graph that shows the strength of each correlation.

Fig. 4. Correlation between amount of weekly gaming hours and evaluation of remote control

The correlational approach shows that subjects with more playing hours per week
evaluate the inverse kinematics approach better than the direct one, but only if the inverse
control mechanism is the initial one. There is no significant correlation between hours
played a week and an appreciation of the direct mechanism, neither as first test nor as
second test.

Further differences between the two participant groups were analyzed with a multi‐
variate ANOVA, where each group served as a between-subject factor. The assumption
of homogeneity of variances is investigated with Levene’s test and shows no significant
violations of the assumption for the dependent variable. Inspection of histograms show
no significant deviations from normality for the rating of two groups. The analysis shows
no main effect of rating due to group assignment, F(1, 12) = 1.49, p = .266, but additional
analyses of the within-subject factor task-order show significant differences (p = < .05)
between the two tests in both groups (see Table 1).
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Table 1. Results of the significance analysis of Remote Lab control mechanisms

Group A Group B

inverse direct

Test 1 M 4.44 4.20

SD .98 1.38

direct inverse

Test 2 M 4.84* 4.84*

SD .99 1.63
* = p < .05, M = Mean, SD = Standard deviation

Statistical analyses reveal that the participants show no significant differences in
preference due to both remote mechanisms. In both groups, the second remote mecha‐
nism is rated significantly higher in preference than the first one, regardless of group
membership. The subscale experienced learning progress is rated above the mean, in
particular after the second testing session for the group that starts with the inverse
mechanism (M = 5.33; SD = 1.75) respectively the group that starts with the direct
mechanism (M = 4.45; SD = 2.05). These present findings do not confirm the hypothesis
that students prefer the inverse mechanism in statistical terms, despite the fact that the
mean values of the inverse mechanism are slightly higher than those of the direct mech‐
anism. However, the results emphasize the importance of learning experience in both
groups.

Thus, it can be concluded from these results, that the experience of flow and students’
valuing of technical mechanism increase over time and are depending on practical expe‐
rience and learning progress rather than a specific task mechanism per se.

5 Conclusion and Outlook

The aim of this work is to assess different mechanisms for the remote control of labo‐
ratory environments at arbitrary places. Based on an existing Remote Lab environment,
direct and inverse kinematics control schemes have been carried out and implemented
in order to enable the control of two cooperating six-axis robots.

The assessment in terms of the learning success lead to the result that there is not a
significant preference for one of the two control mechanisms. However, the inverse
kinematics – as expected – has been evaluated slightly better in comparison to the direct
specification of joint angles. The study has also shown that the learning effect is equally
good using both control methods, hence, both user groups evaluated the second test as
preferable to the first one as they gained more self-confidence in controlling the robots
during the progress of the study.

During the next steps in enhancing the usability and application of Remote Labs, it is
our aim to enable a direct manipulation of the laboratory environment that can be located
at arbitrary places. This real laboratory will be moved in real-time and accordingly to the
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exact digital representation, thus unexpected states of the experiment can be reached in the
simulation similarly to the real-world demonstrator. In order to ensure the safety during
these remote operations, a collision avoidance system based on the inverse kinematics
implementation will be carried. Using this security layer, Remote Labs at arbitrary places
can be independently controlled by users from Virtual Reality simulators from various
locations. This will enable a holistic coverage of laboratory experiments for universities all
over the world.
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Abstract. The purpose of this study was to investigate the learning effect of
Augmented Reality (AR) in a computer-based simulation environment for
training an operator to interact with a radar screen. The research team developed
the AR training system for Anti-Air Warfare Coordinator (AAWC) and the
training textbook for the same task. By using these, we compared the performance
between a group trained by the AR method and another group trained by the
textbook method. 24 undergraduate students in the Junior and Senior levels joined
in this experiment. The experiment consisted of two sessions: training session
and practice session. During the training session, 12 of the students completed
the training lesson by using the AR training (Group A), and the other 12 students
completed the training lesson using the AAWC training textbook. To evaluate
the performance of AAWC task, we used Situational Awareness Global Assess‐
ment Technique (SAGAT). The ANOVA results indicate there was a significant
performance difference between Group A and Group B, F (1,12) = 12.29,p < 0.01.
Participants who were instructed by the AR training showed higher situation
awareness compared to others. It supports the training, which is designed based
on AR contents, can provide a positive learning effect in computer-based training
simulation.

Keywords: Augmented reality · Human-in-the-loop simulation · Situation
awareness

1 Introduction

Augmented Reality (AR) refers to the combination of virtual objects with the real world
(Azuma, 1997). Recently, many researchers have developed applications for adapting AR
into academic and industrial settings (Lee, 2012). The AR environment can improve indi‐
viduals’ performance significantly by reinforcing their perception and improving their
contact with the real world. In this study, we investigated the learning effect of the AR
training about an anti-air warfare coordinator (AAWC) task. The time window-based
human-in-the-loop (HITL) simulation was used as a tool to measure participants’ task
performance during the experiment (See Fig. 1). This HITL simulation is a radar moni‐
toring simulation. An operator must defend his/her ship against hostile aircraft (Kim, Roth‐
rock, Tharanathan, & Thiruvengada, 2011; Macht, Nembhard, Kim, & Rothrock, 2014).
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Several Rules are embedded in the simulation so that participants must learn how to
execute these task-specific rules during the training exercises.

Fig. 1. Anti-Air warfare coordination human-in-the-loop training simulation

To conduct the experiment, the research team developed two different training
methods: AR training system and traditional training textbook. Participants in Group A
were trained on how to perform the AAWC task using the AR training, and Group B
was taught with the traditional training textbook. During the experiment, the AR training
system portrayed the AAWC training contents in 3D. This created a more exciting way
to learn the information. To develop a collaborative AR environment and appropriate
interactions between human and the AR system, the Oculus Rift goggle and Leap motion
controller were used. The goggle allows participants to see the training material in 3D,
such as demonstrating airplanes in 3D that fly in time with the different warning rule
conditions. The motion controller provides learners an easy way to navigate the AR
training system.

2 Literature Review

Many AR research studies support positive training effects of using the AR environment.
First, the AR environment enables people to gain spatial relationships among complex
ideas (Arvanitis et al., 2009), because the AR increases people’s spatial skills (Martín-
Gutiérrez et al., 2010). In addition, the AR can help learners to experience abnormal
events that do not naturally occur in real life (Kaufmann, Steinbügl, Dünser, & Glück,
2005). By using 3D virtual objects, it is possible to create the abnormal events during
the training session. This realistic interactive learning experience can reinforce learners’
cognitive mapping regarding those events. Therefore, currently, the AR combines virtual
objects or data with physical objects to create environments that allow one to think of
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invisible actions or ideas (Wu, Lee, Chang, & Liang, 2013). The most powerful
advantage for using AR is improving performers’ enthusiasm and attention and
increasing their analytical skills (Wu et al., 2013). For that reason, this technology can
create a novel experience, which decreases people’s boredom and increases under‐
standing during learning. (Lee, 2012, Li, 2005).

The AR environment is not only good for academic domains, but also for other
industries such as medical (Kamphuis, Barsom, Schijven, & Christoph, 2014) and air
traffic control environment (Hofmann, König, Bruder, & Bergner, 2012). For example,
AR is used as an aid in making surgeries productive. Most surgeons normally develop
mental pictures of where the surgery needs to take place. For that reason, they developed
a method to find where the surgery must be performed. Shuhaiber (2004) also found that
the AR of overlapping the images on a live video camera can assist surgeons to develop
the desired mental pictures of the surgery.

3 Method

3.1 Participants

In this study, we have led to research efforts in AR training of AAWC task. 24 under‐
graduate students in the Junior and Senior levels participated in the experiment. During
the training session, 12 students completed the training lesson by using the AR training
(Group A), and the other 12 students completed the training lesson using the AAWC
training textbook. Participants studied from one topic to the next one at their own speed.
This experiment did not restrict anyone based on gender, ethnicity, or religion. Students,
however, who had similar previous experience were excluded from this experiment.

3.2 Measures

To measure the performance of AAWC task, Situational Awareness Global Assessment
Technique (SAGAT) was used. SAGAT is designed for the real time human-in-the-loop
simulation such as an aviation monitoring or military cockpit (Endsley, 1988). This
technique was used to collect objective data of SA across all the participants. Participants
answered SA questionnaires after the simulation was stopped at random times. The
responses were compared to the correct answers in the computer database. SA is defined
as the awareness of the environment within time and space (Endsley 2012). The accuracy
of situation awareness (SA Accuracy) is calculated by:

(1)

3.3 AAWC Human-in-the-Loop Simulation

In this experiment, participants were trained on how to use the AAWC Human-In-The-
Loop simulation. The participants took on the role of anti-air warfare coordinator. They
were assigned to identify unknown aircraft and to apply rules of engagement (ROE).
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Participants trained to take the appropriate actions on the unknown or hostile aircraft.
In the AAWC simulation, the participants must focus on the radar screen to find unknown
aircraft as soon as possible. They also need to perform the ROE as accurately as possible.

The ROE consists of three main tasks (see Fig. 2): identification task (Plan 1),
warning task (Plan 2), and assign task (Plan 3). Figures 3, 4, and 5 show the hierarchical
task analysis (HTA) charts for these respectively.

Fig. 2. Rules of engagements

Fig. 3. HTA chart for identification task

Identification Task. The main goal of this task is to identify the unknown aircraft as
soon as possible. There are two types of identification: (1) Primary ID, (2) Air Type ID
(see Fig. 3).

If the participants decide to update Primary ID, they must go through Plan 1.1. First,
the participants click “Primary ID” button. Then, they will select ID. If a participant
chooses the unknown aircraft is a friendly aircraft, then he or she should click the
“friend” button. After that, the selected aircraft will change its status from unknown to
friendly aircraft.

If the participant would like to update Air type ID, he or she should follow Plan 1.2.
To perform the Plan 1.2, click “Air Type ID” button. Then, select one of the Air IDs:
Missile, DCA, Strike, AEW, Non-military, Helicopter, or Clutter.
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Warning Task. If the participants would like to complete the warning task, they should
follow Plan 2 (see Fig. 4).

In order to complete Plan 2, participants should click on the “I.D.S.” button. After
that, they should choose the warning level. If the unknown or hostile aircraft is 50–40
nautical miles (NM) away from the own ship, then they should click on the “Issue level
1 Warning” button. If the aircraft is 40–30 NM away from the own ship then click on
the “Issue Level 2 Warning” button. If the aircraft is less than 30NM from the own ship,
then click on the “Issue Level 3 Warning” button.

Assign Task. If the participants would like to complete the assign task, then they should
follow the Plan 3 (see Fig. 5). To perform the Plan 3, the participants should execute
plan 3.1, 3.2, 3.3, 3.4, and 3.5 in sequence.

3.4 Augmented Reality Training System

For the AR training, Oculus goggle and Leap Motion were used to create the AR envi‐
ronment (see Fig. 6). The Oculus goggle provides 3D virtual images with the real view.
The Leap motion recognizes the participant’s swiping gesture to turn the AR training
slides. The AR training consists of 6 lessons: (1) introduction, (2) how to control the
radar display, (3) how to acquire proper information, (4) how to perform the identifica‐
tion task, (5) how to perform the warning task, and (6) how to perform the assign task.

Fig. 4. HTA chart for warning task

Fig. 5. HTA chart for assign task
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After each lesson, the participants will have a chance to practice what they have learned
through the AR training slides.

(a) AR training system (b) AR training content

Fig. 6. Experimental setup for AR environment

3.5 Procedure

The total experimental time for each participant was about 4.5 h over a course of 3 days.
Every participant executed 6 scenarios. Each scenario has 10 aircraft: 6 unknown, 3
friendly and 1 defense counter aircraft (DCA). The participants controlled the DCA to
identify the unknown aircraft ID. The DCA helps them to collect a clear data about the
aircraft identify. On Day 1, every participant learned how to use the AAWC simulation.
However, Group A and B used different training methods. Group A learned by using
the AR Training Method. Group B participants learned the information using the tradi‐
tional training textbook. On Day 2, participants completed 3 scenarios. After each trial
scenario, the participants asked to answer 9 SA questions. On Day 3, they completed
another 3 scenarios. After each trial, they also asked answer 9 questions. So, each
participant must answer 54 SA questions for two days.

4 Results

The ANOVA result shows there was a significant performance difference between
Group A (M = 58.02, SD = 22.40) and Group B (M = 46.42, SD = 16.95), F
(1,12) = 12.29,p < 0.01. The Group A’s SA accuracy was higher than Group B’s
(see Fig. 7). In addition, the learning curves in Fig. 8 support that the AR training can
give a positive learning effect in the computer-based military training simulation.

5 Discussion and Conclusion

In this study, we found the performers who were trained by the AR training showed
higher SA scores compared to those who used the textbook. One explanation of this is the
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AR environment provides the participant an improved connection between declarative
knowledge of AAWC rules and cognitive mapping of ROE. According to the research
done by Kaufmann (2002), viewing objects in 3D and having the ability to interact with
those objects can improve a learner’s understanding of three-dimensional geometry.
Another study also shows the students could effortlessly view not only the desired cata‐
lyst, but also its spatial structure when it reacts with another molecule (Maier, Tönnis, &
Klinker, 2009). In the experiment, the radar monitoring screen displays all tracks in a 2D
environment (see Fig. 1). However, the flight path of an aircraft is in a 3D environment.
To be aware the accurate flying pattern of all aircraft, the learners need to develop an
ability to draw the detailed 3D map of space in their heads. By using the AR training,
participants learn effectively, how to interpret the 2D information as the 3D information.

Fig. 7. Interval plot of SA accuracy between group A and B

Fig. 8. Line plot for SA accuracy by trials
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Another explanation is the AR environment stimulates the motivation to learn about
AAWC rules. The Group B less paid attention to the materials being taught compared
to the participants in Group A, because the AR contents created an interactive environ‐
ment to boost participant’s interest in learning. Many research studies have found a
similar positive effect on learner’s motivation because of AR (Di Serio, Ibáñez, & Kloos,
2013; Liu, Tan, & Chu, 2007; Medicherla, Chang, & Morreale, 2010).

In this study, we have found the AR training method is better than the traditional
textbook method to improve learners’ situation awareness during the AAWC training.
This result tells us the AR environment is helpful to train developing a cognitive map
of 3D space. Moreover, the participants expressed higher interest in the AR training
through learning. One limitation of this study is the each participant had only experi‐
enced 1.5-hour a day training and 6 trials for the HITL simulation. In order to understand
the long-term learning effect of AR training, the experiment should last longer.
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Abstract. Learn to read and understand a music sheet, then play it on a musical
instrument are difficult tasks to most beginner music learners. This motivates the
authors to propose Virtual Music Teacher, a system to assist beginner music
learners in their learning process. By applying our proposed lightweight Optical
Music Recognition algorithm to scan and recognize a music sheet, then combine
with sound classifying technique, the proposed system can learn what note to be
played next, then help a music learner to play it correctly. The experimental results
on the dataset consisting of 15 musical scores for beginners show that the
proposed system can classify with precision up to 99.9 % using multiple SVM
classifiers approach, whereas the sound classifying technique using Fast Fourier
Transform can classify note’s pitch recorded from a piano with precision up to
95.71 %. The system is implemented as an application on mobile devices and can
be used to assist a music learner to play not only piano but other musical instru‐
ments as well.

Keywords: Optical music recognition · Note’s pitch recognition · Virtual music
teacher

1 Introduction

It is difficult for a beginner music learner to read a musical score sheet, then to recognize
a musical note, i.e. its pitch according to its position on staff lines and its duration estab‐
lished by its note head, stem, and flag. In class, a teacher helps new learners to identify
and to play notes in a musical score sheet. However when music learners practice at
home, there is no one to warn them when they read or play wrong notes. Therefore, it
is necessary to have helpers to notify learners when they make mistakes and assist them
in recognizing what musical notes to play next, even when they are practicing by them‐
selves at home, without any teachers.

Although there are different games and utilities in computers or mobile devices to
teach or support users to learn playing music, these applications mainly provide lessons,
games, or exercises with fixed contents or scenarios. Thus, it would be more efficient
for users to have real-time guidance adapting to their current practice on real musical
instruments. This motivates us to propose Virtual Music Teacher, a system to assist
beginner pianists in their learning process to play piano. Our proposed system can also
be adapted to assist music learners to play other instruments.
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Our proposed Virtual Music Teacher system has two main useful features for new
music learners. First, it can recognize musical notations from regular printed musical
score sheets, then speaks out which note to be performed next. Second, it records sound
performed by the learner in real-time, recognizes which note is played, checks with the
recognized note in the musical score sheet, and give warnings to the learner if he or she
plays a wrong note.

The main contribution of this paper is that we propose our idea to apply optical music
recognition (OMR [1] ) and sound recognition to develop a Virtual Music Teacher
system to assist new music learners. We propose an improved version of our light-weight
method for optical music recognition [2] to recognize musical notations in musical score
sheets with high accuracy and low computational cost. Besides, we also utilize a simple
method based on Fast Fourier Transform (FFT) to efficiently recognize musical notes
from audio recorded in real-time from a piano at difference distances.

We conduct experiments for our proposed OMR algorithm with 15 musical scores
for beginners to play piano and our method achieves precision up to 99.9 % using
multiple SVM classifiers approach. Then we also conduct experiments for musical note
classification from audio recorded in real-time from a piano and the precision is up to
95.71 %. With these promising experimental results, our method and its implementation
on mobile devices can be used to assist new music learners in their studying and practice
to play piano as well as other musical instruments.

The content of this paper is as follows. In Sect. 2, we briefly review related methods
of optical music recognition. Section 3 presents the overview of our proposed Virtual
Music Teacher for new music learners. The detailed information of our proposed method
to recognize a music sheet is presented in Sect. 4 whereas our method to recognize
musical notes based on audio is discussed in Sect. 5. Section 6 shows experimental
results for optical music recognition and musical note recognition from audio. Conclu‐
sions and future work are discussed in Sect. 7.

2 Background & Related Works

There are various applications on computers or mobile devices to help users to learn
how to play musical instruments. These applications usually provide lessons or games
to assist users in learning to play music. Several applications also allow a user to practice
with audio or visual hints on a virtual musical instrument, such as a virtual keyboard of
a piano. However, existing applications do not provide real-time warnings or hints
corresponding to the real context when a music learner is practicing on a real musical
instrument.

To realize our idea of a virtual music teacher with useful warnings and hints in real-
time, the first task is Optical Music Recognition (OMR), i.e. to recognize all music
symbols in a score sheet. In late 1960 s, Pruslin [3] and Prerau [4] initiated the first steps
into the field of OMR. Initially the main objective of OMR is to preserve musical scores
and to help music composers to digitalize music sheets into machine-readable format.
However, OMR can also be applied to develop a system that can automatically perform
a song directly from a musical score sheet [5].
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Although there are different OMR methods, they usually follow a common
process. After necessary pre-processing steps, staff lines should be removed before
music symbols are extracted and classified with a particular classification method.
We inherit this common process in our proposed method [2] and its enhanced version
in this paper.

Various classification methods have been proposed to recognize music symbols
extracted from a musical score. Template matching is among the first and simple
approaches for music symbol recognition [6,7]. Other techniques in machine learning
are also used to process music symbols, such as Hidden Markov Model [8], Support
Vector Machine [9], or Neural Network [9]. In our proposed method [2] and its enhanced
version, we also use Support Vector Machine (SVM) as the main tool to classify a
musical notation. However, we do not use a single SVM classifier but we train multiple
classifiers and combine the outputs of them to determine which class a musical notation
belongs to. By this way, we can boost the overall accuracy of our method.

3 Proposed System

Figures 1 and 2 illustrate the overview of the two main processes in our proposed Virtual
Music Teacher, including the musical score recognition process to give hints and the
sound recognition process to give warnings to music learners, respectively.

Fig. 1. Overview of musical score recognition process to give hints to music learners

Fig. 2. Overview of sound recognition process to give warnings to music learners

In Fig. 1, a regular printed musical score sheet is captured by a regular camera. Musical
notes and notations are recognized by our proposed light-weight OMR algorithm. Hints are
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spoken out by a speaker corresponding to a recognized note so that a learner knows which
note to play next.

In Fig. 2, when a learner is playing a music lesson, his or her performance is recorded
and processed in real-time to recognize which note is performed. The note recognized
from recorded audio is compared with the expected note recognized from music sheet
to verify if the learner plays the correct note. If the learner plays a wrong note, a warning
is generated and notified to the learner via a speaker.

4 Light-Weight Optical Music Recognition Method

We follow the common framework for recognizing musical notes to propose our light-
weight OMR method [10]. Figure 3 shows the preprocessing and recognition phases of
our OMR method.

Fig. 3. Proposed framework for preprocessing and recognition phases in OMR

In the first phase, staff lines are removed after the binarization step. We simplify and
apply the Stable Paths approach for this step [11]. We also suggest a method to simplify
the complexity of the symbol segmentation step based on the idea in [11]. In the music
symbol recognition stage, we suggest a new way for representing music symbols by
using grids of  cells and apply multi-lightweight SVM classifiers for classifica‐
tion of this type of features.

The system is the enhanced version of our method in [2]. In the enhanced version,
staff lines detected are used for filtering out the noise symbols. The removing staff lines
process is also improved with a method to avoid breaking the symbols apart. One other
improvement is to use the symbol beams detected to deduce the note’s type.

4.1 Preprocessing

Binarization.
The binarization algorithm proposed by Otsu [12] is suggested to separate the image

of the score into foreground and background. Otsu’s method is a global binarization
algorithm, thus for image with dark and white areas, the algorithm is likely to fail.
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However, music learners who use the system for their training, is required to take a clear
picture of the musical score. Hence the score’s image is always expected to be clear
without dark areas. As a result, only using Otsu’s global binarization algorithm still
brings satisfactory results in this step.

Staff Lines Detection and Removal:
Staff lines detection:
It is necessary to detect and remove staff lines from music sheets, since they overlap

with music symbols and make the segmentation and classification step become difficult.
By detecting staff lines’ positions, the results can be used to determine the pitch of any
musical notes. Moreover, staff lines’ positions can also be used for validating the presence
of other music symbols (i.e. any symbols that are far from the staff lines will be ignored as
there is a high possibility that they are the lyrics, titles… or any unused data in the score).

One existing algorithm to detect staff lines is using Hough Line transformation [13]
to detect all lines in the image. However, the authors suggest using a simplified method
based on the Stable Paths approach [11]. The approach’s idea is to build a graph for the
musical score. Every pixel in the score is represented by a vertex; and if 2 pixels in 2
consecutive columns are adjacent to each other, then there exists an edge connecting the
2 vertices. Every edge in the graph is assigned with weight based on the following rule:
initially, each edge is given with weight equal to 2; if the 2 pixels of the edge are diag‐
onally adjacent, the weight is incremented by 1; after that, the edge’s weight is incre‐
mented by a value equal to the number of white pixels in the 2 of them. The graph is
successfully built, and staff lines’ position can be detected by finding the shortest paths
from the first to the last column of the image.

The problem of finding the shortest paths from the first to the last column can be
solved using dynamic programming. Let  be the pixel on row i and column j of
the image,  be the cost of the shortest path that starts from a pixel in column 1 and
stops at , and  be the weight of the edge connecting  and . 
is calculated using the following recurrence:

The value of the shortest path is the minimum value in the last column of F, and the
shortest path itself is the staff line.

The algorithm’s time complexity is high, since after one path is found, that staff
line is removed from the score and the graph is rebuilt to find the next staff line. For
instance, there is a large computational cost to run the algorithm 20 times to find 20
staff lines in a 1000 by 2000 music sheet. Hence, this problem leads to the idea of the
Stable Paths approach [11]. The idea is as follows: let cols be the number of columns
in the image; let the end pixel of the shortest path starting from  (an arbitrary
pixel in column 1) be , then if the start pixel of the shortest path ending at 

 is , we say the path from  to  is a stable path.
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Thus, it is possible to find all staff lines at once by finding all stable paths in the
graph. However, it is necessary to validate the staff lines by calculating the percent
of black pixels lie on the paths (the threshold value is taken as 70 % by the authors).

Staff lines removal:
After detecting all staff lines in the musical score, it is not obvious to simply remove

them by assigning them with white pixels, because this will cut through the music
symbols and divide them into smaller different parts. Thus, the authors propose a simple
idea: for every black pixel p belongs to a staff line, we find the 2 nearest white pixels
above and below it on its column; if the distance between the 2 pixels is less than a
threshold value (taken as staffLineHeight + 1 by the authors), then the pixel is assigned
with white pixels to remove it from the score. This method is to prevent removing pixels
that both lie on staff lines and music symbols (Fig. 4).

Fig. 4. Successfully remove staff lines when the musical score is inclined

Symbols Segmentation:
It is possible to collect all connected components of black pixels in the image after

removing staff lines, then treat them as each individual music symbol for classifying in
the next step. However, there is a case when multiple quarter notes are connected by
beams, leading to a component consisting of several notes. Thus, beams need to be
detected to split the component into different notes, and to convert the notes into appro‐
priate notes (i.e. quarter note connected with 2 beams becomes sixteenth note, etc.).

The authors suggest using the idea of beam detection from [11]. Firstly, stems
connecting beams and noteheads are removed from the component. The stems are
detected by finding long vertical run-length of blacks pixels with length larger than a
threshold ( ). After that, connected components are found again on
the component. The beams will be the components with height less than 

, width over , and
are connected with stems (the values are taken experimentally).

The remaining connected components are extracted out after the beams are removed.
The components are considered as music symbols to go through the next step of clas‐
sification (Fig. 5).
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Fig. 5. Process of detecting and removing beams

4.2 Music Symbol Recognition

For each music symbol segmented, the objective is to classify it into the correct class of
symbol. Support vector machines algorithm is used as the classifier for this step. The
approach of using SVM classifiers is based on the method that is applied in [2]. There
are 2 processes in the classification step, the training phase and the classification phase
(Fig. 6).

Fig. 6. Examples of representing music symbols by grids of  cells

Before working on the training and the classification phase, it is necessary to convert
music symbols into feature vectors. As each symbol has different height and width
compared with the others, the next step is to represent music symbols by grids of the
same size . For each symbol of size  (W – width, H – height), the image
of the symbol is divided into grid of size . For each cell ( ) in the  grid,
the cell is assigned with color black or white depending on the higher number of black
or white pixels in the corresponding cell (i,j). The grid is then converted into a 1-dimen‐
sional feature vector with size . The feature vectors of all music symbols
are then used as training and testing data for the SVM classifier.

Given an image of a music symbol, the SVM classifier will find the class with the
highest probability that the music symbol belongs to. However, the precision result
achieved using one SVM classifier is not high as expected. Thus, the authors propose
to apply a new method of using multiple SVM classifiers to train and classify in order
to improve the accuracy on the classification problem. In general, a number of k SVM
classifiers are trained with only a proportion of samples data (instead of all of the data
for a single classifier). When classifying a music symbol, the class that the majority of
SVM classifiers predict is chosen to be the result class.

Several connected components extracted from the previous step are not music symbols
but noise. The noise can be filtered out by finding the distance between each component to
the nearest staff line. If the distance is larger than , then the compo‐
nent is considered as noise and it is removed.
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After recognizing all music symbols in the score, the notes are sorted by their coor‐
dinates to figure out the order to play the notes. The coordinates of the symbols combined
with the positions of the staff lines help to deduce the pitch of the symbols.

5 Recognize Music Notes Based on Audio

The authors aim to serve and help beginner music learners to lean and practice music,
thus the system is only developed for using with music sheets consist of the following
fundamental music symbols: quarter note, eighth note, half note, whole note, flat, sharp,
and natural. As beginner music learners usually practice with one hand, the authors only
conduct experiment on notes belonging to 2 octaves C4 and C5.

In order to recognize the musical note’s pitch from a given audio file, the authors
conduct recording sound of each note’s pitch. Each note’s pitch is recorded 5 times, as
there are 2 octaves with 12 pitches per octave, we have 120 recording files in total. After
having recorded, the authors reduce the noise and use Fourier Transform algorithm to
convert sound waves into frequency [14]. Then, the authors base on the highest peak of
frequency in order to distinguish and identify the note’s pitch (Fig. 7).

Fig. 7. Every note’s pitch has a unique highest peak of frequency
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The authors decide to use Fourier Transform because the experimental results show
that 100 % notes that have the same pitch will produce the same highest peak of
frequency, and the highest peak of frequency is distinguishable between different note’s
pitch. This dataset is used for the system to recognize new input note’s audio (Fig. 8).

Fig. 8. Frequency of pitches [15]

6 Experiments and Implementations

6.1 OMR

Experimental results on the dataset consisting of 4929 music symbols taken from 18
modern music sheets in the Synthetic Score Database [16] show that our proposed
method is able to classify printed musical scores with accuracy up to 99.56 % using 11
SVM classifiers trained on 80 % sample images [2]. However, as the authors only aim
to develop the system for beginner music learners, the system is tested on a new dataset
consist of 15 simple music sheets for beginners using the same number of SVM classi‐
fiers and proportion of samples data (11 SVM classifiers and 80 % samples). As the new
dataset is more simple compared to the Synthetic Score Database, the accurarcy acquired
becomes higher: 99.9 % precision and 98.34 % recall.

6.2 Recognize Note’s Pitch Based on Audio

The authors propose experiments to test the accuracy of the recognition step in the case
the recording environment has noise and the recorder is placed far from the player.

Our experiment is conducted by recording multiple times the performance of a music
learner. The records are taken from different angles, distances, relative to the position of the
player (the record even has noise and errors made by the player when he/she mistakenly
plays 2 notes at the same time). After that, the authors test the accuracy of the system by
playing each record and take note of the result returning from the system everytime it
listens to the sound of a note. More specifically, when the system hears the sound of a note,
the system will analyze the sound wave and use Fourier Transform algorithm to get the
sound frequency and compare it with its dataset. The frequency data in the dataset that
looks closest to the new input audio is returned as the result from the system.
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There is one problem in the case that the player plays 2 notes at the same time. This
leads to the frequency graph having 2 peaks with the same height (each peak for one
note’s pitch). However, the algorithm only chooses the highest one, because the system
is unable to know when the player makes mistakes. Hence, the system may output the
wrong note in this case. The problem is illustrated in Fig. 9.

Fig. 9. There are 2 highest peaks when the player plays 2 notes at the same time

The experiment is conducted on a musical score consists of 42 musical notes,
including 36 quarter notes and 6 half notes. The performance of the player on this musical
score is recorded five times with the distance between the recorder and the player as
follows: two times on the left and two times on the right, with the distance of 0.25 m
and 0.5 m, one time in the middle with the distance 0.25 m. In 210 notes played by
different beginner piano players, only 9 notes are recognized incorrectly, yielding the
accuracy of the experiment to be 95.71 %. All the incorrect cases are due to a player
presses on two or more keys on the keyboard at the same time.

Fig. 10. System implementation on mobile devices
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6.3 Implementation

We implement our proposed Virtual Music Teacher in two versions. Beside the initial
prototype with a regular laptop with a webcam and a speaker, we also develop our system
on mobile devices. Figure 10 shows the main processing components of Virtual Music
Teacher implemented on a mobile device. A new music learner can simply use a mobile
device to capture a regular printed music lesson via the built-in camera, then our system
recognizes music notes, generates hints via the built-in speaker, records sound via the
built-in microphone, recognizes notes in recorded sound, and generates warnings via
the built-in speaker.

7 Conclusion

Our Virtual Music Teacher system is appropriate to assist new music learners in the very
first step to study music and play musical instruments. Lessons for beginners are usually
easy with simple notes and notations. This ensures that our proposed method OMR can
provide high accuracy to give hints for a music learner to play. Furthermore, such lessons
are usually in nearly monotonous rhythms with slow tempo. Thus, the sound recognition
process to give warnings to music learners can perform well in audio segmentation and
note recognition.

We will continue to integrate the augmented reality feature for smart eyewares to
show hints as real-time highlights on the keyboard of a piano to further support to a
music learner on playing correct keys.
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Abstract. This paper outlines the design process and challenges of creating a
character for our implementation of an embodied conversational agent (ECA),
specifically integrating diverse views from focus groups consisting of individ-
uals representing different levels of socio-economic status and health literacy.
Initial focus groups consisting of members from both higher and lower socio-
economic status and health literacy found the stylized ECA to be unappealing.
Later focus groups conducted after completion of the educational intervention
better accepted the ECA, reporting it to be acceptable.
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1 Introduction

In many health care situations, patients and their providers must choose a course of
treatment from among many viable options. When there is not a clearly superior course
of treatment, there are often major discrepancies between patient preferences and care
received and these discrepancies can challenge patient autonomy, quality of care and
can result in costly and unnecessary treatments. Shared decision-making (SDM) can
help to better align patient preferences, values and health care goals with the care they
receive [1].
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Shared Decision-Making (SDM) is a collaborative process of interaction and
communication between patients and their providers allowing them to make health care
decisions together. SDM takes into account the clinician’s knowledge and experience,
the best scientific evidence available as well as the patient’s goals, preferences and
values. Research demonstrates that SDM can increase patients’ knowledge, reduce
uncertainty, improve quality of care and reduce costs, often by limiting overuse of
treatments that patients do not value [1].

Implementation of SDM has been limited by the available time for patients to
explore treatment options with their physicians. This process is further complicated by
the presence of low health literacy. Patient decision aids can help foster SDM, how-
ever, decision aids often do not address low health literacy users [2]. The usage of
ECAs has been identified as a possible solution to facilitate shared and knowledge
transfer to patients with low health literacy [3].

The primary goal of this study was to identify the characteristics of an ECA to help
patients understand the benefits and drawbacks of different treatment choices in
response to prostate cancer using a user-centered design process. Through this process,
an African-American character was created in a stylized, two-dimensional animation
style and with facial, hand and body gestures intended to convey empathetic emotions
such as optimism and concern. Facial expressions and body poses and gestures were
authored to display in conjunction with a physician-authored patient dialogue between
the ECA and patient.

This paper outlines the design process and challenges of creating this character for
our implementation of an ECA (eCoach), specifically the diverse views of focus groups
consisting of different socio-economic groups and levels of health literacy. Initial focus
groups consisting of members representing both higher and lower socio-economic
status and levels of health literacy found the stylized ECA to be unappealing. Later
input after completion of the educational intervention accepted the portrayal of the
ECA, reporting it to be acceptable.

We also present the qualitative and quantitative findings of a series of user focus
groups conducted during the development of the eCoach ECA and the design impli-
cations and lessons learned for future work using ECAs within a shared decision-
making context, particularly when designing to accommodate differing health literacy
and socio-economic backgrounds.

2 Health Literacy and Shared Decision-Making

Numerous decision aids have been developed to foster shared decision-making, but
most fail to address the needs of patients with low health literacy, which is particularly
prevalent among racial and ethnic minorities. Health literacy is an individual’s ability to
read and comprehend a range of health-related materials required to successfully
function in the healthcare environment [4]. Health literacy includes the ability to per-
form both basic reading and numerical tasks and requires a complex combination of
analytical and decision-making skills to be applied to health situations.

Low health literacy disproportionately affects minorities – more than half of
African American adults and two-thirds of Hispanic adults have low health literacy
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compared to less than one-third of white adults [5]. Decision aids utilizing embodied
conversational agents have shown promise at addressing health disparities due to low
health literacy [3, 6].

3 Embodied Conversational Agents for Health Decision Aids

There is evidence to consider face-to-face consultation with a health provider, coupled
with well designed, written instructional materials, a health care best practice, espe-
cially when communicating health information to patients with low health literacy [7].
The many affordances of face-to-face consultation include the use of verbal and non-
verbal cues and behaviors, such as empathy and immediacy, which can foster patient
trust and satisfaction and enable better health communication and understanding.
Because they simulate face-to-face communication, embodied conversational agents
have shown promise for delivering health information in decision aids [3, 6].

An embodied conversational agent is a user interface which simulates face-to-face
conversation, typically by presenting the user with an animated, human character who
talks to the user and often also uses other naturalistic modes of communication such as
facial expressions and hand, head and body gestures [8]. The use of an ECA in a health
decision aid offers many potential advantages:

1. Patients can learn essential health information without requiring time from their
provider.

2. The interactive, conversational modes of communication used by ECAs can over-
come passivity limitations of traditional health decision aids and can promote active
learning and decision-making.

3. ECAs can allow patients to take adequate time to understand important information,
repeating content or explaining content in simpler terms as necessary, all critical
features for patients with low health literacy.

4 Decision Aids for Prostate Cancer

Prostate cancer is an ideal candidate to test interventions intended to increase shared
decision-making and decrease decisional regret. Prostate cancer is a leading cause of
morbidity and mortality in men. Its direct treatment costs alone are estimated to be
$11.9 billion annually [9]. There are several different treatment options for prostate
cancer patients that do not differ greatly in efficacy. However, the potential side effects
and possibilities for adverse events vary significantly among the various treatment
options. Patients can have difficulty understanding the large range of treatment options
and each option’s adverse event and possible side effects profile, often leading to
distress and decisional regret. SDM can address these issues by seeking to better match
patients’ preferences to the treatment option ultimately chosen.

Although decision aids and educational materials can reduce some of the time and
cost burdens to physicians for SDM, research shows that those for localized prostate
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cancer are inadequate [10]. We have chosen to explore the use of an ECA-based
decision aid for localized prostate cancer as a possible better alternative.

5 Effects of Appearance in Embodied Conversational Agents

The physical appearance of an ECA and the use of embodied, non-verbal cues has been
shown to impact patients’ perceived trust and understanding [11].

5.1 Agent Realism

McDonnell, et al. investigated how different rendering styles, ranging from abstract to
realistic, affect users’ perception of a virtual human character, finding that more
abstractly depicted, cartoon characters were often considered highly appealing and
more pleasant than realistically rendered characters and that they were rated as more
friendly and trustworthy and therefore may be more appropriate for certain virtual
interactions (e.g. health care decision aids, motivational agents, etc.) [12]. These
findings also confirm the Uncanny Valley hypothesis [13] that as realism is increased in
rendering and animating a virtual human character, at some point, the character begins
to trigger increasingly negative reactions: Study participants experienced relatively
negative reactions to several versions of a moderately realistic character compared to
highly realistic characters or cartoon characters.

5.2 Agent Gender, Race and Age

Other studies have shown that gender, race and age of pedagogical agents can have
significant effects on a learner’s motivation, self-efficacy, engagement and satisfaction
[14, 15]. Social psychology research suggests that people are more persuaded by
members of their in-group and research with ECAs generally confirms this finding,
though with some context and task-dependent caveats [14–16].

For example, Baylor et al. found that Caucasian students who were assigned an
African-American virtual agent “expert” in an education task had greater self-efficacy
(confidence) and interest towards the topic than those who were assigned a Caucasian
agent, perhaps because their expectations of what a domain expert should look like
were challenged. In contrast, they found that African-American students have strong
affiliations with same-race agents, performed better and were more satisfied with an
African-American agent [16].

5.3 Interactions Between Agent Appearance and Task Domain

A series of experiments by Ring, et al. demonstrate an interaction between virtual agent
appearance and task domain [17]. A cartoon-rendered character was rated as more
likeable and caring for a social dialogue task and more friendly for a health counseling
task, but a realistic rendering of the character was rated higher for appropriateness,
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trustworthiness and familiarity for the health counseling task. The effects of character
proportions (i.e. realistic cartoon rendering vs. exaggerated, stylized cartoon rendering)
were also explored, showing similar results: a highly exaggerated cartoon character was
rated as being more friendly regardless of task, but a more realistic cartoon rendering
was rated as being more appropriate for a health counseling task.

Studies by Gulz and Haake demonstrate that when learners are given a choice
between a more realistic versus stylized visual appearance of virtual pedagogical agents
and also a choice between engaging with an agent via a strictly task oriented com-
munication style versus a more socially oriented communication style, there was a
significant correlation between preferences for agents with a social communication
style and a more stylized visual appearance [18, 19].

6 eCoach: An ECA-Based Prostate Cancer Decision Aid

In order to investigate the feasibility and acceptability of an ECA as a health decision
aid, we developed a prototype system consisting of a brief conversation with a virtual
agent health advisor (eCoach) to inform and advise prostate cancer patients of the range
of treatment options available to them as well as the risk factors and possible side
effects associated with each option. We developed an animated, 2D character using the
Unity game engine (see Fig. 1). The agent interacts with the user via a turn-based
conversation driven by a branching dialogue tree and state-machine-based dialogue
engine. Recorded voice-over audio clips were used for the agent’s speech rather than
speech synthesis, since we hypothesized that more realistic speech reproduction would
enhance users’ affinity with the agent. The agent’s mouth motions were synchronized
to the speech recordings by sampling the audio amplitude (not viseme/phoneme
synching).

A range of non-verbal, embodied cues were also incorporated, such as mouth
movements and eyebrow raises synchronized to speech, head nods, facial displays of
emotion (concern, empathy, hope, etc.), posture changes, deictic gestures (attention-
directing), and idle behavior (blinking, etc.). Various supplemental illustrations and
animations were included, such as mortality and side effect risk probabilities, animated
visualization of procedures, etc. User participation in the conversation is achieved by
selecting from multiple-choice responses and questions. The dialogue, both the agent’s
speech and the users’ responses, was authored to closely model the conversational style
of a face-to-face, patient-provider encounter, with the intention of establishing rapport,
trust and affinity with the agent.

Synthesizing the findings of previous research on agent appearance, and consid-
ering that our ECA would be designed to both explain health information (task oriented
communication style) as well as engage in social dialogue and present an empathetic
demeanor (social oriented communication style), we hypothesized that a moderately
realistic, stylized agent with African-American appearance would appeal to our target
demographic. eCoach was designed as a decision aid to facilitate shared decision-
making for prostate cancer patients with low health literacy, which disproportionately
affects minorities.
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6.1 User-Centered Design Process for Creating an ECA

We utilized a user-centered design process during the development of the prototype
prostate cancer decision aid (eCoach). This process included:

1. Requirements gathering and functional specifications: utilized input from stake-
holders, including patients, providers and domain experts (medical experts and
ECA experts).

2. Design and development: iterative design of ECA, dialogue script, medical and risk
visuals with input and feedback from a series of user focus groups and key infor-
mant interviews.

During the design and development phase of our study, we created several versions
of the eCoach agent in response to feedback and ratings by our user focus groups. We
tested a number of different agent designs, including highly realistic (photographic) to
highly stylized renderings, younger and older looking agents, different racial appear-
ances, etc. Figures 2 and 3 illustrate some of the variants of the eCoach agent visual
design that we evaluated.

Fig. 1. Screenshots from the eCoach prostate cancer decision aid

Fig. 2. Early design sketches and ECA design alternatives showing a range of facial, hair and
clothing features, some more stylized than others, and a range of skin tones indicating ethnicity.
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Early focus groups were conducted at the Emory Clinic and were largely composed
of Caucasian men diagnosed with prostate cancer, with increasing participation by
African American men in later groups. A few women, wives of patients, also partic-
ipated in these focus groups. Participants in the Emory groups also tended to have
higher health literacy, education level and socio-economic status than our target
demographic. Contrary to our expectations, these participants uniformly expressed a
negative reaction to the stylized versions of the eCoach agent. Some participants even
expressed anger about the “cartoon” versions of the agent. Anecdotes collected from
these groups include:

• “Prostate cancer is not like a cartoon.”
• “This is a serious matter and having a cartoon seems to minimize it.”
• “The cartoon character is very brown.”

Focus groups were also conducted at Grady Memorial Hospital and in these groups
participants were more racially diverse and tended to better match our target demo-
graphic (lower health literacy and socio-economic status). The final focus group at
Grady, in fact, was the only all-male, all African-American group convened. While the
Grady groups also largely expressed dislike for the stylized, “cartoon” agent, the final
Grady focus group bucked this trend and collectively expressed approval for this
version of the agent. Many participants said the agent was “good” and comments on the
visual appearance of the stylized agent included:

• “The cartoon character is good.”
• “[He] looks professional and has an agreeable look.”
• “[He] looks like a comic strip, but he is alright.”

This group was also asked for their reactions to more realistic renderings of the
agent, as seen in Fig. 2. The group agreed that the vectorized photo version looked

Fig. 3. Four rendering styles presented in our focus groups, ranging from photorealistic to
abstract. Based on prior research findings and interviews and focus group feedback (with greater
weight given to focus groups meeting our target demographic composition), the cartoon option
was chosen for the prototype decision aid implementation.
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“fake”, a reaction shared by all of the Grady focus groups. The photographic agent was
considered “good” and “looked cool”, however, when asked to compare the photo-
graphic agent with the most stylized, cartoon agent, the group preferred the cartoon
version of the agent with participants saying that this version “drew you in” and that
“he was softer; he was not serious so, in a sense, you’re more willing to listen [to
him].”

6.2 Prototype ECA Evaluation

A prototype of the eCoach decision aid was developed based on prior ECA research
and feedback from our focus groups. Though only a minority of our focus group
participants had a positive assessment of the stylized, cartoon agent rendering, with
some Emory participants even expressing dislike for any ECA at all, we chose to
continue development of a prototype decision aid using this version of the ECA in
order to test our original hypothesis that it would be appealing to our target demo-
graphic. To evaluate the eCoach decision aid prototype, focus groups were held at both
Grady Memorial Hospital and Emory Clinic, composed of men diagnosed with prostate
cancer who had previously served in the earlier focus groups to provide input on the
design and content of the decision aid. The eCoach prototype was developed based on
initial clinical and patient feedback in order to test the algorithms, animation, content
and usability by patients as well as their satisfaction and affinity for the ECA. The
prototype consisted of an animated ECA with recorded voice-over and closed-
captioned dialogue presented in a conversational style intended to simulate a typical
face-to-face consultation with a doctor.

Focus group participants were shown, as a group, an example walk-through of the
decision aid dialogue. A computer running the eCoach decision aid was connected to a
video projector and speakers and a focus group facilitator demonstrated a typical user
session with the tool. Satisfaction with the eCoach decision aid was measured by single
items on seven-point scales and feasibility and acceptability of the tool was measured
on 7.5-point scales. In addition, semi-structured interview questions were asked of the
participants and their responses were manually transcribed.

6.3 Results

Table 1 summarizes quantitative results of questions related to their level of satisfaction
with the ECA decision aid as well as their assessment of its feasibility and acceptability
as a prostate cancer decision aid.

The quantitative results reveal that the Grady participants, who better matched our
target demographic, had a higher level of satisfaction with eCoach. In general, state-
ments regarding the feasibility and acceptability of eCoach as a prostate cancer decision
aid were rated somewhat lower, however, when asked how effective eCoach would be
as a patient decision aid, both Grady and Emory participants gave a significantly lower
rating (2.5 for Grady, 3.2 for Emory).
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Focus group participants were also asked to comment on their impressions of
eCoach, including its usability, how a tool like eCoach might augment usual care for
patients with newly diagnosed prostate cancer and how eCoach might be changed to
be more usable or acceptable. Grady participants found the stylized ECA character to
be “OK” in contrast to the Emory participants who disliked the ECA’s cartoon
appearance and stated a preference for a “real person”, a difference of opinion that was
not surprising considering feedback from prior focus groups.

When asked to comment on their impressions of the eCoach tool, the Grady group
offered the following:

• The program helped focus information for them.
• They would rather use eCoach than explore information on their own.
• eCoach took fear out of decision making.

7 Conclusion

Designing an embodied conversational agent as a health decision aid for patients with
low health literacy requires careful consideration of visual design parameters. Our
findings suggest that, when designing an ECA for a health decision aid, there is no

Table 1. Quantitative results for prototype focus groups
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optimal set of appearance parameters that will be appealing and acceptable to every
user. Rather, we find that the ECA’s demographic appearance (e.g. gender, race, age)
should align with the target user population’s demographics and further, that additional
demographic factors, such as socioeconomic status and level of health literacy should
often be considered. The most appropriate rendering style of an ECA is also chal-
lenging to determine, especially in the context of a health decision aid. Though prior
research on ECAs suggested that we utilize a stylized ECA, given our intention of
presenting a health counseling task but using a social dialogue style of communication,
we encountered considerable resistance to stylized versions of the ECA among the
majority of design-phase and prototype focus groups. Many of the Emory focus group
participants, in fact, did not like having an ECA at all, whether realistic or stylized.

Our findings provide evidence that, in certain contexts, such as advising newly
diagnosed cancer patients on treatment options and associated risks, presenting a
cartoon or stylized avatar in an attempt to appear friendly, empathetic, trustworthy, etc.
may actually backfire due to users’ sense of the extreme seriousness of the subject. It
may be the case that a stylized, cartoon ECA would be better accepted in a less serious
health context.

8 Future Work

Our study has a number of limitations, including exploring a small subset of the design
space for ECAs used for health decision aids. Our study was limited to a series of focus
groups as part of a user-centered design process and we did not test the completed
eCoach decision aid as an intervention to promote shared decision-making. Future
work should evaluate the eCoach decision aid against currently available decision aids
for prostate cancer with outcome measures to include validated measures of decisional
conflict.
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Abstract. The product of a multidisciplinary and iterative process, Cyber‐
PLAYce is an interactive, portable learning tool for children enhancing personal
and computational expression, and particularly, playful storytelling. Cyber‐
PLAYce finds inspiration in the concept of embodied child-computer interaction,
where meaning is constructed through spatially reconfiguring the physical envi‐
ronment. This paper briefly outlines the motivations for CyberPLAYce, and
focuses on an iterative design, mixed-methodology and usability studies
involving 8-10-year-old storytellers. The kinds of digital-physical-spatial activity
afforded by CyberPLAYce promise to scaffold thinking, imagining, creating, and
sharing in children. Lessons learned from this research-through-design case will
aid members of the HCI International community as they design and test tools
for our youngest learners.

Keywords: Computer support tools · Play · Childhood education ·
Storytelling · Interactive environments · Architecture · Usability evaluation ·
User-Centered design · Tangible computing · Prototyping

1 Introduction

We describe the design and evaluation of CyberPLAYce, (Fig. 1), a novel, interactive,
computational learning tool for children and their teachers. CyberPLAYce aims to
bridge physical and digital worlds, allowing children to make storytelling tangible
through the spatial manipulation of cyber-physical elements.

CyberPLAYce was designed as a 21st century version of House of Cards (Fig. 2)
designed by famed American designers Charles and Ray Eames in 1953. House of Cards
is an oversized deck of cards featuring imaginative patterns and pictures on their surfaces
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that children join together to give form to their thoughts through spatial construction.
CyberPLAYce also builds upon the concept of embodied, child-computer interaction
[1], where “meaning is created through restructuring the spatial configuration of digital-
physical elements in the environment” [2]. With CyberPLAYce, “an object-to-think
with” [3], children explore concepts through bodily, cyber-physical interaction. Cyber‐
PLAYce was introduced at the CHI’14 Video Showcase [4]; but this paper is the first
to present the usability results of the empirical study.

Fig. 1. CyberPLAYce, LEFT: children engaged in our cyber-physical storytelling study; RIGHT:
children completing the study’s questionnaire.

Fig. 2. Children giving form to their thoughts and ideas through the spatial reconfiguring afforded
by House of Cards (1953) and the CyberPLAYce prototype.

1.1 Play and Storytelling

Research shows that well-developed play has positive impacts on the development of
children [5]. The concept of play has extensively been considered and cultivated within
the HCI community [6–9]. CyberPLAYce is particularly targeted at developing child‐
ren’s personal and computational expression. CyberPLAYce promotes children’s
active involvement and imagination in creating their own play activity which is in
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alignment with Caillois’s paidia play [6, 7], where play is open and affords uncontrol‐
lable imagination while giving life to fantasy worlds using physical-digital elements
(see, e.g., [10, 11]). CyberPLAYce takes inspiration from research on storytelling in
the field of HCI [12, 13] that specifically highlights storytelling as a creative activity:
in PETS [14], child-assembled, augmented toys support emotional expression as chil‐
dren create and tell stories; in StoryMat [15], children move around a blanket while
they make stories with tangible objects; and in StoryRoom [16] and POGO [12] chil‐
dren play with tangibles offering visual and sound effects that guide the storytelling
activity. Collectively, this prior research suggests the promise of tangibles as tools for
children to creatively express themselves, to construct meaning, to learn new knowl‐
edge, and to communicate during storytelling activities. Our tangible learning tool,
CyberPLAYce, novel for expanding tangibles into the dimension of space, aims to
merge play and learning in the physical world while transitioning children from
consumers of virtual and digital-centric technologies into technological innovators and
cyber-playful storytellers.

2 Design Process

Our design-research team initially explored the potential of linking tangible tools,
playful storytelling and theoretical frameworks for childhood meaning-making. Our
multi-disciplinary team (two architects, an education specialist, a computer scientist, a
robotics engineer, and six interaction designers) developed a common framework for
designing an interactive learning tool that would engage children in playful activity
while enhancing their learning and storytelling experience. After pondering and debating
the different aspects of the tool, including its physicality and its user experience, as well
as considering digital media and learning theory, the design team developed alternative
prototypes, which converged during a follow-up design phase as CyberPLAYce (Fig. 1).
The following scenario, developed with the education specialist leading the effort, envi‐
sions how CyberPLAYce operates in the classroom setting:

One day, in a classroom of 8 year olds, Mr. Smith asks the students to think of the routine tasks
the students perform each morning at home. Then he tells his story of “Jane”: The sun rises just
before Jane’s alarm goes off. When Jane hears the sound of the alarm, she pushes a button to
turn it off. She turns on her bedroom light and her room becomes yellow. Jane walks to the
bathroom to take a shower, but first she tests the water to make sure it isn’t too hot….

When children break down a story or problem into smaller and more manageable
segments, they better understand, interpret and construct knowledge (i.e., they think
computationally) [17]. Jane’s story was broken down in this way (Table 1), and each
story segment was defined by concepts and actions.

CyberPLAYce icon and action cards (Fig. 3) were designed to help children create
pattern sequences and map-out story ideas of their own.
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Fig. 3. CyberPLAYce icon and action cards

Table 1. The break-down of Jane’s story into segments, as a vehicle to thinking algorithmically
and computationally

1. The sun rises just before Jane’s alarm goes off.
Peel off the cover of the light sensor (input) to activate LED and Buzzer Module (output).

2. When Jane hears the sound of the alarm, she pushes a button to turn it off. 
Push the button on the Buzzer Module (input) to turn it off (output).

3. Jane turns on her bedroom light and her room becomes yellow.
Push a button on the 2x2 Button-Light Module (input) to turn on the yellow light (output).

4. Jane walks to the bathroom to take a shower, but first she tests the water to make sure it isn’t 
too hot.

Display the distance on LCD Module (output) using the distance sensor. Use the LED
Module (outputs) to indicate if the water is too hot (input) using the Temperature Module.

Fig. 4. CyberPLAYce components. The system is wireless and the panels link by neodymium
magnets.
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In a ten week period, the first-functioning CyberPLAYce prototype was designed
and built by our design-research team employing the open – source Arduino [4] platform,
and containing magnetic panels and modules of electronic components, such as push
buttons, LEDs, temperature sensors, light sensors and LCDs (Fig. 4). Etched into the
electronic modules were the images of the icon cards, providing real-time feedback when
children plug the modules into the panels, and assemble the magnetic panels into spatial
constructions.

As an early test of CyberPLAYce’s capacity, the segments from the CyberPLAYce
scenario were matched to various input-output activities (Table 1) – a linkage of cards,
modules and ideas that suggests how CyberPLAYce might provide children the means
to think, understand, learn and share through a multi-modal, interactive and tangible
experience. The different physical, digital and spatial dimensions of the CyberPLAYce
tool offer children a variety of story-making elements to choose from which and create
their own story of interest.

3 Empirical Study

The CyberPLAYce study posits three research questions for this mixed-technology
learning tool: (1) Can children comfortably use the technology during storytelling?; (2)
To what extent is a modular, multi-sensor design-kit usable?; and (3) How does Cyber‐
PLAYce support children’s storytelling experience and enhance their personal and
computational expression? To test the CyberPLAYce experience, an initial evaluation
of the CyberPLAYce prototype was conducted in our lab prior to the empirical study
assuring that the children (two 4th grade students) can comfortably use the technology.
This initial study informed a few minor fixes and refinements including both visual and
technical enhancement.

The empirical study was conducted over three days. Each day, one pair of children,
ages 8–10, participated in a 2.5-h evaluative session. Relative to the research questions
posed, the sessions were designed to elicit data on the system’s usability (Questions 1
and 2), and efficacy (Question 3). The empirical study reported here follows from the
recorded observations and feedback received from children and the research team in the
evaluation of our full-functioning CyberPLAYce, carried out with 8 and 10 year old
children, and mostly focuses on the usability studies (Questions 1 and 2).

3.1 Research Activity

To collect data on whether children could comfortably use CyberPLAYce during inter‐
active storytelling, the research team was guided by established protocols for evaluating
interactive technology for children [18]. Children completed two main tasks, Tasks 1
and 2, during each session. In Task-1, children listened to a given story (Jane’s story),
and then were asked to retell the story through the icon and action cards (Fig. 3). Children
began by: 1. matching the story segments to the action cards, and 2. using the icon cards,
finding different input-outputs that define each action. Subsequently, the participating
children were asked to retell the story by plugging-in the associated CyberPLAYce
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modules into the panels according to the order of the icon cards that they had previously
organized. In Task-2, the children were asked to choose at least six action cards out of
ten provided them, and to match these action cards with the relevant icon cards. The
action cards provided the children pictured different phenomena (e.g., a jungle, a GPS
device, a car, a lion, and a thunderstorm). Children then wrote on paper their own stories
following from the prompts pictured on their selected action cards. Lastly, each group
presented their composed story through a creative combination of the CyberPLAYce
cards and modules. Children completed Tasks 1 and 2 collaboratively while sharing
ideas and communicating through the tangible tool. During each session, the research
team observed the storytelling activity, and made notes on how participants engaged
with the cards, module and panel interfaces, and reacted to the tool overall. Immediately
after the storytelling and story creation activities, the research team asked the children

Fig. 5. “Smileyometer” [18] sample of questionnaire that children completed at the end of the
empirical study.
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for feedback about their experience of telling stories through CyberPLAYce. The
sessions were videotaped (see http://youtu.be/uZpGh-_KXQY) and the discourse tran‐
scribed.

Furthermore, at the end of the session, each child completed a facilitated question‐
naire (employing Smileyometer [18] on a 5-point Likert scale) that evaluated Cyber‐
PLAYce on measures of usability, aesthetic design and storytelling engagement.

Figure 5 illustrates samples of questions included in the questionnaire. To offset any
potential limitations of the “Smileyometer” instrument, such as inclusion of leading or
confusing questions, the results of the questionnaire were confirmed against documented
observations of usability errors exhibited by the children.

The results of the questionnaire (Table 2) indicate that most of the children enjoyed
the process of creation, discovery and storytelling, and found the tangible tool fun and
engaging. High rating on “storytelling motivation” suggests that the children surveyed
would use CyberPLAYce again to create and tell other stories, and this tangible may
have helped them understand story concepts through a playful experience. Meanwhile,
children reported that they thought it would be difficult to explain to a friend how
CyberPLAYce works – something to consider.

Table 2. Questionnaire results of the empirical study
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4 Four Things Learned

1. Most children found the plug-and-play activity frustrating when they were plugging
electronic modules into the large panels. Friction must be reduced.

2. Some children had difficulty matching the icon cards to the associated modules; they
suggested we color-code and name the cards and modules appropriately.

3. Most children wanted more electronic modules, including ones with a sound
recorder, a camera, and a large LCD screen to show pictures and hand drawings of
visual representations of their stories.

4. All participants preferred to see more color in everything.

5 Future Work

Our next experiment will focus on advancing the spatial dimension of CyberPLAYce
and answering the third CyberPLAYce research question: How does CyberPLAYce
support children’s storytelling experience and enhance their personal and computational
expression? A new CyberPLAYce prototype was designed and built following the feed‐
back received from the children, educators and our research team participated in the
empirical study reported here.

The next empirical study with children is currently being conducted in S. Carolina
middle schools. The most recent prototype is being used for the new empirical study
which contains triangular-shaped panels (Fig. 6) employing friction joints on the edges
of the panels providing temporary connections between the panels. The current study
seeks to answer how spatial and computational thinking [17] can help students grasp
and construct knowledge. Results of this study, combined with the study reported here,
will be presented at the HCI International Conference.

Fig. 6. Most recent CyberPLAYce prototype, RIGHT: Children collectively giving form to their
thoughts through the spatial construction of the CyberPLAYce panels –friction joints were
designed to make temporary connections between the panels.

CyberPLAYce, A Cyber-Physical-Spatial Storytelling Tool 445



6 Import for HCI International Community

For the larger HCI International community, CyberPLAYce is a case of research through
design focused on cyber-physical learning tools, and tangibles extending into the spatial
dimension. As computing becomes ever-more ubiquitous in our everyday lives, it will
inevitably occupy the physical spaces we live in, and increasingly converges with it to
construct a tangible environment – a next frontier for HCII.
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Abstract. In order to cope with the growth of information complexity,
organizations have started to implement various forms of knowledge man-
agement applications. Approaches range from file-, data-, information-
centric software to information retrieval, search engines, and decision
support systems. Thereby, the data presentation plays often a crucial
part in making knowledge available in organizational settings. We exam-
ine two visualizations and investigate their capabilities to support orga-
nizational knowledge and their usability. One is a document-keyword
centric graph-based visualization, while the other is person-institute cen-
tric. Both were evaluated positively in supporting improvement of orga-
nizational knowledge.

Keywords: Social portals · Knowledge discovery · Recommender sys-
tems · Visualization · User-study · Trust

1 Introduction

Knowledge grows. The growth of knowledge has continued to accelerate over the
recent years and is expected to do so in the future [1]. As a result, it becomes
more and more difficult to extract meaningful data from the available knowl-
edge. For this extraction, it is necessary to turn knowledge into information and
the information into data [2]. The field of information science and information
management has developed a copious amount of research on how to store data
effectively as information (e.g. meta-data). Nevertheless, the amount of informa-
tion and data is growing rapidly, therefore hindering the user from acquiring his
desired knowledge from data and information.

Coping with this ever increasing amount of information and data is the cen-
tral challenge of big data and knowledge discovery. The challenge shifts from
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organizing information to finding information that is both relevant [3] and help-
ful to the user in order to create knowledge. This search process becomes increas-
ingly important in the organizational context.

Organizations are becoming ever more complex and employee fluctuation
makes knowledge management increasingly harder to do [4]. To prevent knowl-
edge loss, knowledge management systems are increasingly used. However, these
address mainly explicit knowledge and fail to capture tacit knowledge. Social
software solutions have tried to address this topic by capturing communication
processes as they happen and storing this data for later evaluation.

Nonetheless retrieval of this knowledge from the stored data is still a great
challenge. Whenever information is connected and complex, it becomes neces-
sary to not only transfer the information from system to user, but also to shape
the mental model [5] the user has of the information. It is furthermore necessary
to take into account what the model of the technology behind knowledge man-
agement software is, due its strong effect on acceptance [6]. The composition of
the software must be clearly communicated. Here various forms of systems come
into play that address different aspects of knowledge management and knowl-
edge transfer. Still, if the mental model of both system and content are clear,
success of such a system can not be guaranteed. Often the creator of information
and the benefactor are different persons [7] thus a sense of community or even
locality [8] are important criteria for their success.

2 Related Work

In this paper we look at various forms of knowledge management and discov-
ery systems and address their applicability in an organizational setting. Typ-
ical forms of knowledge management systems that deal with big data are the
following [9]:

1. Intranet and Groupware software [10] are designed to support organizational
collaboration and integrate a network of clients. Typically summarized under
the term CSCW they are designed with work tasks in mind and often based
on well known protocols like HTTP, SMTP and FTP. They are most of the
time file-centric.

2. Data Warehousing & OLAP [11] are data centered solutions. Transaction
and Process data [12] is integrated and stored in data cubes, which can later
be analyzed for reporting purposes. Data warehouses implement a single-
source of truth policy and keep track of data history. Tools are required for
extraction, cleaning and loading data into the Online Analytical Processing
(OLAP) system. Afterwards, the OLAP system analyzes the given data cubes
to find patterns or possible trend candidates. Since queries are often multidi-
mensional, meta-data management and query management is important and
often tool-assisted.

3. Content Management Systems are content-centric and focus on publishing
processes. Content can be created, updated, published and deleted. In addi-
tion, editing workflows are implemented to address publishing responsibilities.
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Generally versioning and authorship meta data is maintained. Recently CMS
have been used in enterprise content management, as internal documents
often follow similar procedures as publishing.

4. (Collaborative) Search engines [13,14] or enterprise search engines merge
the joint efforts of users in locating and tagging information. This allows the
retrieval of more relevant information by learning from user input and the rela-
tions of users interests.

5. Recommender Systems [15] are used to actively suggest interesting content
to the user. Often used in Internet sales to suggest other products that are
of interest. Furthermore, they are used to recommend documents, books [16],
scientific literature [17] or even teams [18]. Recommender System often learn
from users previous choices [19] but may also rely on multi-criteria filter-
ing [20]. How suggestions are generated, should be clearly explained. [21]
This is especially important in the case of hybrid systems [22] that integrate
collaborative filtering and machine learning approaches.

6. Decision Support Systems (DSS) [23] derive significant information and pos-
sible emerging patterns from raw data. By considering the extracted informa-
tion, the system assists the decision making process. DSS often incorporate
visualizations and can be fully automatic, fully human dependent or combine
both efforts.

Still all of these systems rely on various forms of information presentation to
allow the user to acquire knowledge from the information or data presented.
In all cases the type of visualization is critical to improve the transfer of deep
structure from machine to user [24]. The concept “overview, zoom, detail on
demand” [25] summarizes a core paradigm of visualizations that are based on full
information display. The field of HCI-KDD [26] addresses the need for research
of the interaction of Human-Computer Interaction and Knowledge Discovery in
Databases.

For the case of organizational knowledge it is also important to understand
the complexity of knowledge available in an organization that is shared between
employees. Finding an employee or a document with critical knowledge or infor-
mation is a challenge when organizational structures are not well understood.
Users must learn the intricacies of overview, structure, and detail along the hier-
archy of an organization.

2.1 Visual Recommender Systems

In order to ease the understanding of information, visual approaches can be
used. In our case we focus on visual recommender systems. The recommender
component, serves the purpose of increasing the transparency of the underlying
system. The only similar solution that we could find to our prototypes is pro-
posed by O’Donovan et al. [27]. They propose a graph-based visual collaborative
filtering tool called PeerChooser that uses multiple criteria to allow users to find
movie suggestions. Montaner et al. [28] propose a taxonomy of recommender
systems spanning seven criteria. These should be used in order help in designing
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a recommender system. The instances are task dependent but are for most cases
interchangeable.

– Representation describes how data is represented (e.g. historical, feature vec-
tor, etc.)

– Initial Information describes how data is preloaded into the algorithm before
the user interacts with it (e.g. none, manual, training set)

– Learning refers to how the algorithm improves on usage (e.g. TF-IDF, ID3,
etc.)

– Feedback describes how the user can give feedback to the algorithm (e.g. rating
systems, choice).

– Adaptation refers to how the algorithm adapts to the feedback (e.g. add new,
natural selection, GFF).

– Filtering indicates how data is filtered before used in the algorithm (e.g. col-
laborative, hybrid, demographic)

– Matching describes how items are matched with the users requests or feedback
(e.g. nearest neighbour, cosine similarity, etc.)

3 Visualization Prototypes

By considering Montaner et al. criteries, we investigate two different types of
knowledge discovery systems in a research setting addressing these topics. We
present a user evaluation of these systems and their particular visualizations.
The first system is a visual recommender system that recommends documents
to read that are relevant to the research interest of the user. The second system
presents a visual collaboration support system that allows finding collaborators
in a research organization that can contribute to the user’s topic. Both systems
are integrated in a social portal that is used within the research organization.

Graph-Based Document Recommender System. The graph-based pub-
lication recommender system TIGRS uses a mixed-node graph [29] connecting
publications with their keywords, with respect to their relative relevance (see
Fig. 1 and [30]). Users can now filter for keywords and their relative relevance in
order to find relevant documents. The system uses the users previous keywords
to suggest only documents that are relevant to the user. It allows to browse
through content, while at the same time seeing connections between documents
sharing mutual keywords.

Collaborator Suggestion System. The collaborator suggestion system pro-
posed by Yazdi et al. [31] is used to suggest fruitful collaboration in a research
cluster by analyzing previous collaboration and mutual keywords. By using social
network analysis possible coauthors are visually suggested when hovering over
a bubble-based graph. Using a bubble-bag layout (see Fig. 2) it additionally
conveys information about where a suggested collaborator works. This further
conveys organizational structure information, allowing users to understand who
is who in their organization and what they work on.
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Fig. 1. Publication and keyword centric visualization of collaboration [30]

Fig. 2. Author and institute centric visualization of collaboration [31]

4 Method

We tested both systems in a large research facility (i.e. over 180 researchers)
with a sample of 16 and 20 members from different fields for each system. Both
prototypes were used in a user-studies (N = 16, N = 20) determining both the
overall usability (SUS [32]) and the likelihood of being recommended to a fried
(NPS [33]). We investigated user factors (e.g. age, discipline, research expertise,
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track record) and evaluated how both prototypes complement each other in a
scientific setting.

With regard to recommender systems, finding appropriate metrics for their
evaluation is critical [34] in order gain an understanding of what needs to be
optimized. Here we only look at general usability and qualitative insights. For
further detailed analysis please refer to the original works of the prototypes
(cf. [30,31]).

For both prototypes users were invited to take part in a user study in our
laboratory. They were given time to get accustomed to the prototypes and
their handling and were then given tasks to complete (i.e. find suitable publica-
tion/collaborator). The whole process was recorded and then analyzed. Addition-
ally further quantitative analyses were performed derived from a questionnaire
completed by the participants.

In this paper we want to focus on reporting qualitative findings from both
prototypes and their implementation in a social portal. Both prototypes are to
be integrated in the so-called “Scientific Cooperation Portal” (SCP). [35] a tool
devised to tackle the high staff volatility in a large research cluster. The SCP is
a social portal which centralizes communication, file-exchange, member profiles,
and offers interdisciplinary collaboration support. Additionally, it tracks research
output of individual researchers by tracking their publications. This latter feature
is also used to enable steering the cluster from a management point of view [29].
In the prototypes we use this data to construct visualizations that help facilitate
collaboration and understanding the organization.

5 Results

Our analyses (univariate analysis of variance) show that both systems address
different aspects of understanding how an organization works. The first allows
understanding how different departments work on various topics, while overlap-
ping in their content and methodology. The second system allows understanding
the scientific content that researchers work on in depth.

5.1 Sample Description

For the first prototype we asked N = 16 researchers from an interdisciplinary
research facility whose average age was x̄ = 33.6 years (σ = 6.14, range= 23−52)
and 56 % of whom were female to take part in our study. Ten had finished their
undergraduate training (Masters) while five already had graduate training (PhD
or Professor). Most researchers came from the fields of linguistics or communi-
cation science (see Table 1). Most researchers had published about 5-6 papers
in their careers with some outliers of over 150 (i.e. a professor) and some none
(new colleagues). The facility has a total of 25 researchers.

The second prototype was testes with N = 20 researchers from an inter-
disciplinary research cluster (out of 180 employees). Forty participants were
approached at seven different institutes mostly from engineering sciences, but
also including communication science and computer science.
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Table 1. Research fields in sample for the first prototype (multiple selections allowed)

Field Count

Linguistics and communication science 6

Psychology 5

Computer science 4

Sociology 3

Architecture 1

5.2 Quantitative Results

The first prototype received very high ratings in usability. Overall SUS was high
(x̄ = 81.5, σ = 2.17) indicating a good usability of the system. Nonetheless the
NPS was relatively low (-7). We got 4 detractors, 8 passives, and 4 promoters.
This means further development of the system needs to be performed to align
with user requirements.

Quantitatively the SUS showed a mean of x̄ = 82.5 (σ = 24.4) indicating a
high acceptance of the prototype. The NPS analysis yields 4 Promoters, 6 Passives
and 0 Detractors. The overall NPS is 40 indicating good usability [32,33].

5.3 Qualitative Results

In addition to the quantitative evaluation we screened the user study recordings
for mentions of various categories. We also analyzed the behavior how users were
using the prototypes and in particular how surprised they were. Furthermore we
asked users what they learnt about their organization and how much the visual-
ization improved their knowledge of the organization.

Looking for Relevant Publications. An interesting observation during the
usage of the first prototype was the different styles of how it was used. We identi-
fied three different approaches how users used the filtering mechanism.

The first style was a drill down approach. Users that applied this approach first
looked at the full graph including all publications from their institute, resetting
all filters before looking for a recommendation. They then used generic terms that
were of interest to them and played with the relevance sliders to further drill down
on interesting suggestions. Then more experienced users were trying to look for
items they did not know yet while keeping their focus on the center of the graph
were items are that are connected to all relevant filter terms.

The second style was an incremental bag approach. They started with a very
specific term that was of current interest to them often dissatisfied with the few
results they gradually increased the bag of filters with specific terms. Interest-
ingly these users reported to find very relevant suggestions albeit often previously
known suggestions.
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The third style was a traverse related work approach. Users applying this style
looked for single items that they found interesting and sequentially added key-
words that were relevant to that single item, repeating this process several times.
This can be seen as a traversal along keywords approach often leading to utter-
ances like “we have someone writing about this, I was looking for something like
that”, indicating very serendipitous finds.

Finding Fruitful Collaborators. When using the second prototype most users
were astonished with how much the visualization revealed about the organiza-
tional structure. Users were surprised to see that others in the organization (out
of 180 researchers) were working on similar topics that they were. In particular
seeing the who has worked with whom was interesting as this information was
somewhat opaque to find from publication lists.

Discovering New Knowledge About the Organization. Both prototypes
were able to reveal new knowledge by visualizing publicly available information in
a new fashion. Both prototypes caused users to have serendipitous finds either as
publications or possible collaborators from a pool that was theoretically available
to them. Nevertheless, the effort to manually look for this information had been
a barrier to do so (both organizations existed for more than 5 years).

In both cases the head of the organization was asked to use the prototypes
and talk about the benefits of the visualization for managing purposes. Both men-
tioned the benefits of getting overview knowledge about their organization. They
were also surprised to see how much publications had been written since the fund-
ing of the organization and realized the scope of their organization. Interestingly,
a need to communicate publications to teams arose during these experiments.

6 Conclusion

In this paper, we have examined two knowledge systems. The first system rec-
ommended relevant documents to the user in the form of a visual recommender
system. Thereby, the system provides the user with the means to directly influ-
ence the recommender algorithm and the recommender visualization. Whereas
the second system, supports the user in finding suitable future collaborators, who
can contribute to the user’s topic.

In conjunction both systems provide insights into what the colleagues do and
how their work can be useful in respect to the user’s own work. This knowledge
can be used either for collaboration or as a basis for one’s own work. The systems
help in creating knowledge from data and information through their specifically
adapted visualizations.

During the use various types of new applications arose. The need to extend
the visualization to other types of documents was seen. In particular seeing not
only publications but also grant proposals for a whole university and collaboration
suggestion within the university was mentioned as a possible application.
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6.1 Limitations

Both tools require PDFs and Full-Texts with meta information to work properly.
The conducted studies were done with relatively small user groups because of the
intensive analysis required after the test. Therefore, the experiment is not able
not reveal any effects between user-factors and usage behavior. Differences are
too small to be statistically significant, thus they must be assumed non-existent.
Inspite of that the experimenter felt the need to report, that less experienced
researchers were using the tool differently than experienced researchers. Further
analysis of the videos might reveal these differences at a later point in time.

6.2 Outlook

The user studies indicate that both prototypes can be used not only to assist sci-
entific collaboration but also in organizational knowledge management. Here they
can be used to interlink documents from an enterprise content management sys-
tem in order to find relevant documents when working on another. The aim of
our prototypes is to bring the various levels of collaboration support together.
Documents can be served from the intranet or CMS and be connected with col-
laborative search and tagging from a social portal. The publication recommender
system TIGRS brings these together by providing relevant documents to the user
integrated into the social portal. The collaboration suggestion system even goes a
step further as it actively recommends suitable collaborators for the users of the
social portal. Nonetheless, only in conjunction can they help in understanding the
organizational structure, the employees and the topics that are being worked on
collaboratively.
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Abstract. This work is focused on the design of an educational experience
involving the implementation of virtual and augmented 3D information in the
architectural and urban design precesses. This process has two distinct educa‐
tional parts: the first within a formal framework (regulated course where the
student gets a qualification within their studies), and the second in an informal
environment with the end-users feeback. The responses of the end-users are
obtained using 3D visualization with mobile devices and in situ assessment using
QR codes (Quick-Response) of the proposals. This social interaction contributes
indirectly and unconsciously in a crucial training of students, validating environ‐
ments and real situation proposals and providing them with experiences and
professional skills.

Keywords: 3D learning · E-Learning · Formal and informal learning · Urban
planning · Educational research

1 Introduction

New technology implementations in the teaching field have been largely extended to all
types of levels and educational frameworks. In recent years, in addition to technology
use in the classroom, new areas of research are opening to assess and recognize more
effective and satisfactory teaching methods, such as: gamification strategies, Project
Based Learning (PBL), Scenario Centered Curriculum (SCC), and the recognition of
capabilities that provide the non-formal and informal education.

The current paper is based on four main pillars: The first pillar focuses on teaching
innovations within different educational frameworks that promote higher motivation and
satisfaction in students (especially at High School and University levels). The second
pillar concerns how to implement such an innovation; we propose the utilization of
different Information Technologies (IT) like Virtual and Augmented Reality (VR/AR),
Digital Sketching (DS), and hybrid models, based on which students, as “digital natives”,
will be more comfortable in the learning experience. The third main idea is to employ
a mixed analysis method to obtain the most relevant aspects of the experience that should
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be improved both in future interactions and in any new technological implementations
within a teaching framework. And finally, the incorporation and analysis of users
informal interaction of the implemented 3D proposal.

These interactions, as it pursues to demonstrate, provide an informal teaching to
students, creating a link with formal systems through a central axis: the user and the
assessments of both the experiment and its results. These relationships are vital in the
field of architecture, where proposals of students and professionals have particular
repercussions to the end-users of the proposal.

2 Background

2.1 Informal Education: The Citizenship Background in Architectural
Education

The users experience (UX) and the usability have been handled normally as tools for the
final product or system [1, 2]. Based on the results that the product obtained of the inter‐
action with end-users, developers get value information. This feedback allows a better
adaptation, redesigning and improving a system based on the opinion and typology of the
end users. Historically this process has been used in the design of web environments,
consumer products such as appliances and all kinds of technology especially those targeted
areas such as leisure and social relations [3]. However we can affirm that it has great
potential if adapted appropriately to education. As based on the behavior and emotions of
end users of a proposal, the designers of the same (students) may improve in future projects.

Usually most studies are designed in a regulated manner, i.e. within an educational
environment and a formal student training. However, in recent decades, there have been
studies and research that emphasize the importance of other forms of education away
from schools (regardless of the level) [4]. Learning processes are not only confined in
regulated areas but also non-formal or informal are present throughout a person’s life‐
time [5]. To do so initially we must clearly differentiate between all types of education
currently defined [6–8]:

• Formal Education: Learning typically provided by an education or training institu‐
tion, structured and leading to certification. Formal learning is intentional from the
learner’s perspective: the hierarchically structured, chronologically graded ‘educa‐
tion system’, running from primary school through university and including, in addi‐
tion to general academic studies, a variety of specialized programs and institution for
full-time technical and professional training.

• Non Formal: Any organized educational activity outside the established formal
system – either operating separately or as an important feature of some broader
activity – that is intended to serve identifiable learning users and learning objectives.

• Informal: Learning resulting from daily life activities related to work, family or
leisure. It is not structured (in terms of learning objectives, learning time or learning
support) and typically does not lead to certification. In this case, each individual
acquires attitudes, values, skills and knowledge from daily experience and the educa‐
tional influence and resources in his or hers environment.
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In base of these definitions, the architectural edication allows incorporationg (in a
complementary way) non-formal educational elements, such as specialized courses, as
well as informal education. In the education of a future architect or of a similar profession
(such as a building engineer, civil engineer, interior design), the acquisition of knowl‐
edge informally is vital, because the development of a professional project always has
a huge based on experience. Along this line, one of the great forgotten issues in urban
design has been the project perception of the end-users. This review not only determines
the success or failure of a project, but also informally influences the education of both
future architects and active professionals.

It would be difficult to compile the number of functional projects in the design phases
that have become architectural failures or that have generated controversy once finished
because of the number of possible examples [9–11]. As we see below, not even the great
architects and their works have been free of bad user experiences, from structural prob‐
lems or other minimum problems that affect the end user. The perception and assimila‐
tion of the criticism continues to be an example of informal education, better or worse
incorporated into new professional projects:

• 7 buildings with structural problems that cause problems in the environment or in its
habitability [12].

• Examples of dangerous construction for users and /or with building problems [13]:
• Constitution Bridge, Venice. Santiago Calatrava.
• Zubizuri Bridge, Bilbao. Santiago Calatrava.
• City of Culture, Santiago de Compostela, Peter Eisenman.
• Nous Encants, Barcelona, Fermín Vázquez.
• Farnsworth House, Mies van der Rohe. This weekend retreat was never inhabited

apart from the budget problems between client and architect; it is remarkable due to
environmental confort issues [14].

• Ville Savoye, Le Corbusier [15]. From the outset of this construction, the building
had severe problems with the weather, both from water and wind, being widely
documented in the correspondence between the residents and the architect [16, 17]:

• Paving tiles in Paseo de Gracia, Esteve Terradas. The design of the new pavement
meets aesthetic, a comprehensive study of materials and their adaptation to the Medi‐
terranean climate, but has also been criticized for its roughness and possible problems
that can cause treading with heels [18].

• The disease of modern buildings: the semicircular lipoatrophy. Referenced and
related buildings for the first time in 1974 [19–21].

This does not only happen in the professional field, the same thing happens in educational
fields for example: Designing an educational experiment does not always work success‐
fully. Involving new technologies and the use of various devices is not always synonym
of an effective user experience [22, 23]. A good design to motivate and improve students’
learning can be transformed into just the opposite. Any “Good Educational Practice”
must have different parameters for monitoring and evaluating each exercise, environ‐
ment and student [24, 25].

And on the opposite side is the student’s work. As a practical exercise it can perfectly
meet all evaluable and pre-established criteria in technology and performance. But it
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would be necessary to check whether the proposal is also functional and usable [26].
This step is an essential step which is usually forgotten in the teaching faculties, mainly
due to lack of time [27], and where we focus our case study.

2.2 Improving the Student’s Motivation: Assessment of IT in Education

In recent years, various technologies are proving useful in all kinds of educational areas,
noted for its flexibility, spatial ability and adaptability to all educational levels. AR has
emerged from research in VR. VR environments make possible total immersion in an
artificial three-dimensional (3D) world. The involvement of VR techniques and models
in the development of educational applications brings new perspectives to engineering
and architectural (civil, building and urban) degrees. For example, through interaction
with 3D models of the environment, the whole construction sequence in time and space
of a bridge deck can be simulated for students’ better understanding [28]. We can also
explore hidden structure through ghosted views overlaid on the real-world scenes [29]
or find several examples of AR and VR applied to monitoring the maintenance of new
buildings and to preserve cultural heritage [30–32].

In a way, the new digital systems, devices and users (based on the role of the students
as “digital native” users), enable new workflows that allow testing of more interactive,
collaborative and generally misplaced progress and student skills. The 3D modeling and
computer simulations (using both CAD and BIM models, Computer Assisted Design /
Building Information Modelling), provide new ways for architecture students to study
the relationship between the design, the space and the construction of buildings. Digital
media helps integrating and expanding the content of courses in drafting, construction
and design using for example digital sketching (DS), and hybrid models [33].

However, there is a fundamental problem: the evaluation. And when we do, we
evaluate at different levels:

• The Teacher evaluation. In this field, we are migrating from traditional systems based
on tests to testing new models that assess the degree of acquisition of competencies
and skills described in each case. The evaluation through rubrics and their adaptation
to the student tracking systems are currently a challenge for its implementation.

• The evaluation of the technological proposals and their adaptation to students. For
any given assessment of both technological or not, discussions arise whether the best
approach is quantitative work, qualitative or mixed (that fuses both), the generation
of statistical analysis of responses, indicators, correlation studies, etc.

• The evaluation of the informal feedback from users. The study by SCC and PBL
generates a huge amount of subjective and difficult to parameterize information, but
nevertheless provides a quality assessment on the work done by the student.

For the experiment described in this paper we propose the use of AR and DS as working
platforms and presentation of planning proposals. To this objective we will design
various assessment tasks in order to parameterize the experience at the highest level
possible. This process is necessary for future iterations to more clearly define in a
teaching methodology that integrates formal and informal aspects. Initially students will
do a quantitative test to assess their technological profile. After the practical part, we
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have generated rubrics for teacher evaluation, a quantitative test for the evaluation of
the usability of the technology used and a qualitative assessment interview the proposed
method. Finally (and in order to incorporate the informal evaluation of the project), we
have interviewed a number of random users about whether their valuations affect the
educational experience of students, but this first proposal without being quantified
formally.

3 Case of Study

The city of Tonalá is located a few kilometers from Guadalajara and is part of its urban
area. It is an urban area whose traditional activity has been the industry and handicraft
of pottery and its street markets, called “Tianguis”, having ones taking place on Sundays
and Wednesday an industrial fame because of its size and the variety of products sold.
This market chaotically occupies much of the streets of the city and the Municipality of
Tonalá is trying to regulate them while at the same time improving the infrastructure of
the city, especially the streets, sidewalks and signage. These objectives not only aim to
improve the urban landscape but also remove architectural barriers (Fig. 1). Citizen
participation in those processes is not common practice in Mexico. In this occasion, in
addition to evaluating the use of ICT in the design phase and the visualization of new
proposals in an education environment, we aimed to harness the structure of the Univer‐
sity of Guadalajara to engage the students in the Tonalá High School, with whom several
collaboration links had been established.

The objective to be developed throughout 2014 was the usage of QR (Quick
Response) codes to perform an experiment on citizen participation that allowed the
evaluation of proposals in its location. The final presentation of the course was the crea‐
tion of a panel, triptych or report that explained the urban design project and point of
sale proposal that at the same time described the creative process. For this purpose, the
students had to illustrate their work and the design process through DS, AR and VR-
Objects, including an explanation of the process [34]. All the information had to be
stored in a link identified with a QR code. This code would be the one which, attached
to all places in Tonalá where the project would be built (in the second phase of the work
to be developed over 2014−2015), would allow the students of the High School of
Tonalá of the UDG that wished to access the studies of CUAAD to participate in the
evaluation of the projects (see sample panel in Fig. 2).

4 Informal Feedback. Main Results

As stated previously, to evaluate theend-users’ feedback based on their subjective
criteria visualizing the student’s proposals, a qualitative approach was used. The users
were invited to voluntarily participate in the study and share their opinion. The first set
of users who tested the display was composed of a total of 24 people. We have identified
four main subgroups, users related to architecture (students and professionals N1: 6),
commercials (N2: 4), workers with no architecture skills (N3: 7), students and teachers
from high school (N4: 7). Asked about two proposals made by the students, the most
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talked about aspects (positive and negative) mentioned were:

• Mention Index 45.83 % (+, positive aspect): Users who first saw operation of RA
and were highly impressed. Highlights included citations of 71.4 % of students and
57.1 % of employed persons, and that none of the merchants in the market discussed
the technology used.

• 29.16 % (-, negative aspect): The users understood that these proposal would be best
suited to a wider environment (like a square) and for stationary use (static, without
displacement). The mobile tianguis proposed do not adapt to the urbanization of
Tonalá and produce serious problems of its installation and displacement. This has
been cited by 75 % of traders, reflecting the understanding of the problem as some‐
thing close to their daily work. The other subgroups have cited this aspect below
average, highlighting the 28.5 % of students.

• 29.16 % (-): Selection of materials used in the proposals was criticized, considering
that the more traditional wood be better adapted to the market rate, instead of other
cutting edge materials. The group with a higher rate in this commentary was the
people related to architecture (50 %).

• 24.33 % (+): Users understood the AR as a very useful and applicable technology in
other areas especially on issues related to architecture, leisure, tourism and generally

Fig. 1. Urban-rehabilitation project: “Tianguis”, the new street markets
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displaying heritage. In this section, the group that has commented on this aspect was
those related to the field of architecture with a total of 33.3 %.

• 16.6 % (-): Little display space for products and /or too much unexploited volume.
75 % of traders have criticized the proposals due to a reduction in the useful area of
commercial stands compare to the current system, something that directly affects
their operation.

5 Conclusions

The first results of the education designed experiment show as we had previously
hypothesized the importance of informal education. Of the students who conducted the

Fig. 2. Final presentation
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workshop for the proposed exercise, 95 % got the job done in time and fulfilling their
objectives, with success rates of exercises presented all of them with passing grades and
85 % of them with distinction. However, as a result of informal surveys conducted for
users who viewed and interacted with their proposals, we can conclude that they would
not adapt successfully to the main objectives of the experiment: a new reformulation
and urban restructuring of street trading in Tonalá. We discover 1 in 3 people (about
30 %) questioned the proposals, just the kind of information that allows to informally
educate students in areas not covered by the proposed practices.

Note also that the AR is a technology that adapts very well to the actual visualization
needs both architectural and urban 3D models. This adaptability and ease of use allows
us to state that to the extent that they can optimally control aspects such as display
materials, casting shadows and the ability to make changes and queries directly on the
models, it is a system that perfectly complements one of the key aspects in architectural
education: project presentation.

Nowadays, the project continues with the next phase of collectiong the opinions of
users viewing ths site proposals. It is anticipated that this phase of informal assessment
and wide sample of comments performed in this article will be closed throughout the
month of January 2015. With the final results a new workshop is proposed disaggregating
comments by user gropus as the main desing principle so that students effectively incor‐
porate the information received informally in their proposals.

Acknowledgements. Project funded by the VI National Plan for Scientific Research,
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Abstract. This paper presents a real case of tracking conversations and par-
ticipation in social networks like Twitter and Google+ from students enrolled in
a MOOC course. This real case presented is related to a MOOC course devel-
oped between January 12 and February 8, 2015, in the iMOOC platform, created
as result of the collaboration by Technical University of Madrid, University of
Za-ragoza and University of Salamanca. The course had more than 400 students
and more than 700 interactions (publications, replies, likes, reshares, etc.)
retrieved from the social both social networks (about 200 interactions in Twitter
and 500 in Google+). This tracking process of students’ conversations and
students’ participation in the social networks allows the MOOC managers and
teachers to understand the students’ knowledge sharing and knowledge acqui-
sition within the social networks, allowing them to unlock the possibility of use
this knowledge in order to enhance the MOOC contents and results, or even
close the loop between the students’ participation in a MOOC course and the
parallel students´ usage of social networks to learn, by the combination of both
tools using adaptive layers (and other layers like the cooperation or gamification
like in the iMOOC platform) in the eLearning platforms, that could lead the
students to achieve better results in the Learning process.

Keywords: MOOCs � iMOOC � Conversation � Knowledge acquisition �
Social networks � Informal learning � Twitter � Google+

1 Introduction

The informal conversations through social networks are one of the most successful
ways to get extra knowledge and enhance the Learning experience in many online
courses [1–4]. Many authors have pointed that the conversations and interactions in the
social networks could reveal some real characteristics and results of different Learning
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activities, offline activities, etc. [5]. For example, it is possible to highlight the theory of
Connectivism [6, 7], where the Learning process is enhanced by the connections
between students and teachers and online resources [8], refers to the elements of social
networks that encourage such relationships or interactions, so these will offer an ideal
space for creating Learning communities. According to Siemens [6] from ICTs the
importance of individual knows what an shift to what an individual knows how to
find out.

According to the literature [3, 9–12], it is possible to identify three types of
Learning:

• Formal Learning: “Learning that occurs in an organized and structured environment
(in an education or training institution or on-the-job) and is explicitly designated as
Learning (in terms of objectives, time or resources). It typically leads to validation
and certification”.

• Non-formal Learning: “Learning which is embedded in planned activities not
explicitly as Learning. Non-formal Learning outcomes may be validated and lead to
certification”.

• Informal Learning: “Learning resulting from daily activities related to work, family
or leisure. It is not organized or structured in terms of objectives, time or Learning
support”.

In the case of a MOOC, the informal Learning emerges from connections between
students in a spontaneous way against non-formal, than even being also a kind of in-
formal Learning is a pedagogical focus directed by the course team, as it would be the
case where specific tags in social networks (hashtags [13] in Twitter [14] or Google+)
are proposed by teachers to start a discussion or conversation out of the MOOC [15,
16]. These kinds of Learning out of the MOOC (informal and non-formal) can influ-
ence the results and achievements of the students within the MOOC [17], also it can
allow to MOOC teachers, from the study of the conversations of the students, to
discover their shortcomings, their major problems faced in the course or even what or
how to find solutions to community faced such problems. On the other side it could be
a used to reuse in future editions and improve the Learning platform (using the gained
knowledge about those subjects that are more interesting for students, those that
enhance the informal Learning around the MOOC course, etc.).

The main goal of this research work, based on previous considerations and other
that will be discussed below, is to discover the knowledge acquisition and to track the
conversations related to the MOOC content courses in environments non-designed for
Learning like the social networks [18] to allow MOOC teachers and managers to
improve the Learning process in this kind of platforms in future editions of the MOOC
courses.

The manuscript is divided into the following sections: Sect. 1 (Introduction)
introduces the problem and main concepts that will be used and discussed in the
manuscript. Section 2 (Materials and Methods) presents the resources used to perform
the analysis, which are basically the MOOC course, and the social networks where
students and course teachers had performed the conversations and where the informal
Learning take place. Section 3 (Results) describes the analysis results, presenting also
the data retrieved within the analysis and showing the main trends in conversations, the
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most used tags for discussions, main users that participated, etc. Section 4 (Discussion)
discusses the data presented in the previous section include also considerations
regarding also the Learning community features and issues. Finally, the Sect. 5
(Conclusions) presents several conclusions about the research work and potential work
for the future.

2 Materials and Methods

2.1 Materials

iMOOC and the Course “Social Networking and Learning”. The intelligent plat-
form MOOC (iMOOC) is the outcome of an agreement of collaboration in 2013 among
the Technical University of Madrid, the University of Zaragoza and the University of
Salamanca. It is based on the eLearning platform Moodle 2.6.5. Its principal distin-
guishing features are the adaptability and the promotion of cooperative informal
Learning. One of the main features is the use of Cooperative MOOC model proposed
by Fidalgo et al. [19] part of a xMOOC (eLearning platforms) combining connectivist
characteristics typical of cMOOCs based on Learning communities. In this model,
which integrates three layers, we have added a fourth one with gamification elements
[20] involving the others. These layers represent the eLearning platform and social
networking (technological layer), the instructional design of the course (training layer),
the results and generated content from cooperation between students and teachers
(cooperative layer). Eventually associated elements are added to the three layers to
improve motivation (gamification layer).

Within a single course we find a set of educational itineraries based on three
variables: the general user’s profile, preferences and choices of the users or students
and progress in the Learning process within the course. To configure these features we
have used Moodle platform features such as conditional or groups, supported by
external plugins to create groupings, obtain statistics or offer certificates automatically.
On the other hand the promotion of informal Learning through collaboration has been
implemented using tools offered by the platform such as profiles, forums, workshops
and external tools like social networks.

The MOOC course “Social Networking and Learning” [21] is an adapted version of
the course “Application of social networking to education: virtual communities” ver-
sion given on the platform Miriada X. The course duration was 1 month, starting on
January 12 and ending on February 8, 2015. Regarding the participation, 793 students
were enrolled for the course, more than 400 started it, and 183 students finally
accomplish the goal. This course aims to teach students to create virtual Learning
communities using social networks. Over four modules an overview of the social web,
exploring two of the most extended social networks such as Facebook and Twitter is
given. In the last module other social networks are studied, without going into too
much detail, highlighting those characteristics that define them and can serve for
educational purposes. The course takes advantage of features of the platform like is
adaptability [22, 23], offering students the possibility of choosing various educational
itineraries based on the topics covered in the course. The student can choose from 5
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itineraries: Full course for teachers (offers two additional lessons from implementation
of Twitter and Facebook to teaching), complete course for non-teachers, Twitter (only
one module on the network), Facebook (only one module this network) and special
itinerary. The special itinerary was addressed to students who had participated in the
course in a previous edition, featuring a new module focused on Learning communities
with a more practical approach. This itinerary allowed access to the rest of the course.

Hahstags and Social Networks. Regarding the social part with a non-formal Learning
approach, where the connections between the members and the content is generated, it
was decided to use a Learning community for the course. To develop the community
the course managers chose the Google+ and its “Communities” tool, where members
could publish using classification categories proposed by the course team. Thereby they
could interact, ask questions or discussions and share resources (links, application
examples and exercises or activities raised in the course). This community consists of
more than 5000 members having students from previous editions of the course and
professionals interested in the subject.

To encourage community use throughout the course, different exercises have been
proposed to the enrolled students that must be resolved publishing the solutions in this
community or in their Twitter accounts, using specific hashtags included in the
statement of each exercise. Although the discussion of the solution in the social media
helped to generate more interaction among students [24]. Both debates as the exercises
were associated with a specific category (“discussions” and “activities and exercises”).
These relations will also be enhanced off the platform by community discussions or
videoconferences a group of students can submit projects related to course topics after
voted in the community for the other fellow. These are broadcast live video from
YouTube by Google Hangout tool and using hashtags students pose their questions to
the speakers, both Twitter and from the community in Google+.

As a result of use of hashtags within the course, one can distinguish among several
types depending on its origin and its use over time:

• Course Hashtags, proposed by the teaching staff, would be framed within what is
non-formal Learning. There are two types, generic for the entire course or specific
for a module, which students could use in their related publications, even in specific
activities or exercises for the course.

• Hashtags different to those proposed in the course depending on the needs and
according to the students’ publication. This use would be more associated with
informal Learning.

• Hashtags used synchronously by participants at specific times of the course, for
example #RSEHangout for hangouts sessions.

• Hashtags proposed in the course and used asynchronously, as the need arises them.

The goal of using these kinds of tags and resources seeks to improve dropout rates due
to the heterogeneity of students in the course. Within the MOOC course ecosystem it is
also possible to distinguish the three types of Learning explained previously, with the
theoretical part in the iMOOC platform corresponding to formal Learning, community
Google+ created by teachers or hashtags proposed by them corresponds to the non-
formal Learning and those conversations initiated by students parallel to the course so
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through social networks or community contributions in periods the course is not taught
as informal Learning in the course.

2.2 Methods

To get insight about the usage of social networks and use of conversations and
interactions in order to gain knowledge around the MOOC topics, it is necessary to
develop a strategy to retrieve, save and use the information that users share on social
networks. In this strategy, the authors have developed some crawlers and automatized
systems that search in Twitter the usage of some previously-defined hashtags related to
the MOOC course, determining the amount of users who use it, identifying, if it is
possible, the users who are already enrolled in the MOOC course and the users that are
only participating in the informal conversation (and without participating in the
MOOC), and even those hashtags created ad hoc by the students to start new con-
versations or tag the publications with other extra search. In the case of Google+ the
researchers did not develop any crawler due the API restrictions of the social network,
but they used third-party tools like AllmyPlus (http://www.allmyplus.com/) that allow
them to retrieve social interaction related to each hashtag.

The analysis in the first stage was not intended to dig inside the real conversations
(was not intended to make text mining or other text analysis techniques), but it intend
to reveal the use of some hashtags, the interaction among users, etc. that will serve as
basis for later analysis that could reveal the URLs that users share, the identification of
leaders and influencers in the conversations, determining coincidences between the
students or users of the social network, their usage rates of some resources, etc. in order
to get a full insight about the MOOC community that could be used to improve it for
later editions of courses. This full insight will reveal some aspects like the students’
interaction and conversations, and what kind of informal or non-formal Learning
happens in detail in these social networks (which are not specialized in academic
content but intended for general purpose).

Once the analysts have retrieved and saved the information, it is needed to define
how can be possible to extract true knowledge from the raw data, and how the system
could reveal and show this knowledge to the analyst, MOOC managers, etc. In this first
approach of the analysis, the representation is performed mainly by through tables and
structured data, also some basic graphs were implemented to help the analysts to
understand the information presented.

3 Results

The application of the previously described information tracking strategy in the social
networks led the authors to discover some relevant information. This information help
to understand the scope of the social interactions between MOOC course users, and
MOOC course contents. As previously stated, the course teachers proposed several
hashtags to help the conversation tagging and tracing its evolution, or simply to tag the
common conversations about the MOOC contents (hashtags related to non-formal
Learning). These hashtags were the following: #DebatesRSE, #ActividadesRSE,
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#DudasRSE, #AvisosRSE, #EjerciciosRSE, #modulo1RSE, #modulo2RSE, #mod-
ulo3RSE, #modulo4RSE, #RSEMOOC, #RSEHangout, #RSEEjemplosRRSS, #RSEM-
alasPracticas, #RSEmiKlout, #UsosTwitterEnseñanza, #RSEMoodleTwitter.

The analysis of these hashtags revealed the following amount of interactions
(publications, replies and comments to the publications, retweets and reshares of
publications, and favorites or +1 in Google+ ) and its distribution over both social
networks (Table 1, Fig. 1)

Among these global data per social network, it is possible to filter the information
depending the type of interaction and each hashtag so it is possible to know the real
interactions with the contents related to the MOOC course (through its tagging by
hashtags). Following are presented the data of the most used hashtags proposed by
teachers (Table 2, Fig. 2).

Also, the teachers proposed some debates (non-formal Learning) in the social
networks (mainly in Google+ ) to discuss some concepts near to the MOOC contents.
In the case of this course, the teachers used one debate started in the previous course,
obtaining in this edition 28 comments and 5 +1’s on Google+ .

Regarding the informal Learning component of the social networks usage, the
analysis revealed some interesting data about the trends in informal conversations and
learners’ knowledge sharing preferences. These data, as the previously explanation

Table 1. Total interactions in Twitter and Google+ with teachers’ proposed hashtags

Total interactions Twitter Google+ Total

Publications 108 119 227
Replies/Comments 17 76 93
Retweets/Reshares 42 17 59
Favorite /+1 45 315 360
Total 212 527 739

Fig. 1. Total interactions versus interactions in each social network related to the MOOC course
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about the teachers’ proposed hashtags, can be showed filtered by social networks
interactions with hashtags and debates started (by the students in this case). As
example, in the case of hashtags used by students, not proposed by the teaching staff, it
is possible to find, in Google+ 169 publications started by students. In these publica-
tions, the tags most used (and most interacted) by them are the following (Table 3,
Fig. 3): #facebookeducacionrse, #twitter, #educación (education in Spanish language),
#facebook, #aprendizaje (Learning in Spanish), #infografía (infographics in Spanish),
#aula (classroom in Spanish).

Table 2. Official hashtags interactions in each social network (hashtags most used)

Interactions/

Hashtag

#RSEMOOC #RSEHangout #RSEEjemplosRRSS #RSEMalasPracticas #RSEmiKlout #RSEMoodleTwitter Total interactions per

type

Twitter

Tweets

9 19 4 5 8 59 104

Google+

Publications

16 4 35 27 20 0 102

Twitter

Replies

2 4 1 0 1 9 17

Google+

Comments

33 15 9 2 8 0 67

Twitter

Retweets

5 16 0 1 5 9 36

Google+ Reshares 3 2 6 5 1 0 17

Twitter

Favorites

5 15 0 2 6 11 39

Google+ + 1’s 57 25 84 47 51 0 264

Total Hashtag

Interactions

130 100 139 89 100 88

Fig. 2. Distribution of interactions in each proposed official hashtag in the social networks
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Also, about unofficial and informal debates started by the students, the analysis
raised 10 different discussions with 14 publications and 45 +1’s also on Google+
community.

4 Discussion

Regarding the results, the authors want to discuss two main questions about the utility
of the study and its application. These questions are: Is it possible to identify the
trending topics (subjects that interested more to the MOOC and social networks
audience) in this Learning community through this analysis approach? Is it useful to
know these data to improve the MOOC or the Learning community?

From the authors’ point of view, the answer to both questions is yes:

• Yes, it is possible to identify in the social networks the trending concepts and
contents most discussed and probably more interesting for the students in both

Table 3. Unofficial hashtags most used by the students within the MOOC course (related to
informal Learning) in Google+

#facebookeducacionarse #twitter #educación #facebook #aprendizaje #infografía #aula

Number of

publications

26 12 10 9 7 6 4

Comments 7 18 14 7 4 13 0

Reshares 5 21 20 6 8 7 0

+1’s 61 94 65 54 55 35 4

Total

Interactions

/Hastags

99 145 109 76 74 61 8

Fig. 3. Distribution of interaction with unofficial most used hashtags proposed by students in
Google+
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ways, through official hashtags and through unofficial hashtags. Regarding the data,
it is possible to identify what are the most used tags, what contents reflect more
users’ interactions, etc., so it is possible to assert that retrieving information about
the interaction with the tags, the teachers and MOOC managers could identify what
subjects and concepts are more interesting for the users and apply this knowledge to
improve the experience within the MOOC and its results. Also, it should be
remarked that if this analysis approach is enriched, for example with basic text
mining techniques, the teachers and managers could filter the interactions and
comments using extra information that learners use, like URL, news posted, content
feeds, etc., and this can open new advanced possibilities even helping the per-
sonalization and adaptation to users that iMOOC approach performs.

• Yes, the data is useful to improve the MOOC and enhance the Learning community.
The retrieved knowledge can be used, as stated just before, to “close the loop” with
the adaptativity, cooperation or gamification features present in the iMOOC plat-
form, or even closing the loop in other way, using both kind of tools (MOOC and
social networks) to establish tools collaboration approaches to use them within the
same Learning processes. For example, knowing the main interests for a user (based
on the comments and interactions inside and outside the MOOC platform), the
iMOOC could present contents or resources depending on the user’s interests
detected within the social networks, or even MOOC could recommend some
debates and conversations in the social networks, etc. based on the users’ interaction
inside the MOOC course.

There are another two issues that authors would remark regarding the conversations
tracking; one is the limitation retrieving data from the social networks, and the other
main issue is related to the previous students’ skills using social networks and the errors
and mistakes they can make using the systems, the hashtags, etc.

In the case of the limitations retrieving information, there are many problems with
Twitter and Google+.

– In the case of Twitter, the API only allows to search tweets in a 7-day window
before the moment of the search, so it difficult too much to perform the analysis
post-course. Instead of this search methods, the Twitter’s API allows to live stream
the tweets under some hashtags, but it requires that the analysts know previously all
the possible hashtags that would be used, or another techniques that make possible
to include new hashtags within the live tweet stream.

– In the case of Google+, Google APIs limits the access to retrieve data, so if analysts
want to retrieve the interactions and data about the activity on Google+ without
restrictions, they should perform manual analysis tasks, use web scrapping tech-
niques, or utilize third-party tools like those used in this research work (http://www.
allmyplus.com/ for example).

Other relevant issue regarded in the analysis, is the importance of the students’ previous
skills using these kinds of systems like the social networks. During the analysis, the
researchers have observed many errors using tags in publications, error commenting
other activities performed purely in the social networks, etc. These skills and the
performed mistakes are relevant in the analysis because they could introduce noise and
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errors in the results. Thus, the researchers would develop strategies in the future to
avoid this kind of noise and possible errors during the analysis phase.

5 Conclusions

This paper explains the authors’ way to track the conversations in social networks
related to a MOOC course and how they make basic analysis in order to review
the knowledge sharing and knowledge acquisition through these social networks. The
paper also reveals how this kind of data retrieval and basic analysis empowers the
MOOC managers and teachers to understand and track the conversations in social
networks like Twitter and Google+ around MOOC concepts and subjects, so they can
measure the Learning process in these social networks regarding three kinds of
Learning, formal, informal and non-formal Learning. The data presented in this paper
can serve as a basic example of this usage, and the authors present some other
applications and future work to enhance and improve this analysis to make it more
powerful.

Regarding the results of this preliminary study about the students’ conversations in
social networks and its reflection on their knowledge acquisition and Learning, the
authors agree that it is possible to enhance the retrieval and analytics process, achieving
a clear process with great outcomes regarding the detection of interests, desires and
concepts and subjects that the students want to discuss with others.

The improvement of this process, would allow achieve the combination of both
Learning tools, the MOOC platform or eLearning platform that the students use to learn
in a formal or non-formal ways, and the social networks that the students use to learn in
non-formal or informal ways. This combination could produce a loop process where
the MOOC and social networks can feedback themselves, detecting students’ behav-
iors, desires and interest, to use them later by the integration with adaptive Learning
platforms, like the iMOOC platform or many others, improving by this way the
Learning processes through the use of personalization layers that use interests detected
and the insights retrieved from users’ interaction in social networks, to present per-
sonalized contents to the students that could encourage them to improve their Learning,
to obtain better outcomes from this process, and better performance in the Learning
experience.
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Abstract. Advent of technology in the education domain has led to the emer‐
gence of new pedagogical models. However, there is very little study on the
relevance of these models in developing regions. In this paper, we present a
technology-enabled learning framework called CATALYST, which caters to
technology-lean classroom environments particularly in developing regions
such as India. The CATALYST framework combines concepts from experi‐
ential learning, collaborative and cooperative learning in education. The
CATALYST framework is compared with the traditional classroom teaching
in the context of teaching a 10th grade science concept of the Doppler Effect.
Our user study on a set of 30 students demonstrates that CATALYST is more
effective in improving students’ understanding while generating higher
student engagement as compared to the traditional approach. Additionally, the
unique design of group activities in CATALYST leads to higher interaction
among low and high performers as well as across the genders.

Keywords: Technology-lean environment · Experiential learning · Peer
learning · Doppler Effect · Technology Enabled Learning (TEL)

1 Introduction

Education system in several developing economies faces acute shortage of qualified
teachers [1, 2]. For instance, India currently needs 1.2 million additional school teachers
[3], which is likely to grow to 5 million by 2020. Further, 20 % of currently employed
teachers are untrained. Due to these problems, students often feel disengaged in the
classrooms and often are not able to learn appropriately [2]. Extensive usage of technology
in the educational domain in a past few years has led to the emergence of new methods
of learning and some of these methods are being experimented in real-world. Massive
Open Online Courses (MOOCs) is one such method that aims to broadcast video lectures
on the Internet to a wide student audience [4]. MOOCs assume easy access to a personal
computing device, high speed Internet connectivity for anytime anywhere access to e-
learning content. However, most of the classrooms in developing countries do not have
access to these technologies due to cost-constraints. There have been many efforts
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recently, which use MOOC content with classroom teaching in a blended learning envi‐
ronment [5]. Flipped Classrooms [6] and Blended Learning [7] methods which combine
classroom learning with anytime anywhere learning are also being explored extensively.

Our team has been working to identify synergies between the various methods of
technology-enabled learning and classroom teaching, particularly for technology-lean
schools, which are typical of a developing region such as India. Technology-lean school
refers to a school, which has only a select few ‘lab rooms’ that have computers and/or
projector facilities to augment the traditional classrooms, which have no technology
presence. Moreover, the computer in the ‘lab rooms’ is typically shared by 3-5 students.
We are trying to identify the methods and frameworks promoting better learning envi‐
ronments in technology lean environments with additional challenges associated with
inaccessibility to the well trained teachers.

The fact that lab rooms in our schools require 4-5 students to share a single computer
also opens up opportunities for peer learning. Design methodologies for technology-
enabled peer interactions and their impact on student performance and retention is an
active area of research [8]. Authors in [9] show that peer learning also plays a key role
in developing students’ social interactions and communication skills. Authors in [10]
show that collaborative computer-game-based learning approach leads to improved
learning, motivation, and achievements as compared to learning approaches based on
either conventional collaborative learning or individual game-based learning. However,
there is limited exploration of using online video content in classrooms in developing
economies such as India. Moreover, by using video content in the classroom also opens
up opportunity of enhancing the learning process by using concepts like gamification
[11], adaptive learning [12], game based learning [13], experiential learning [14] and
many more. We primarily focused on experiential learning where new concepts are
learnt in relevance to the activities of everyday life by reflecting on our experiences.
There are many questions surrounding the effectiveness of video based learning frame‐
works with limited no. of computers and technology-assisted experiential learning
experience in classrooms in such technology-lean environments.

In this paper, we propose a learning framework called CATALYST that combines
technology enhanced learning, peer learning, and classroom-based teaching in the
context of teaching a tenth grade science concept of the Doppler Effect. We designed
an experiential application, which uses real-world artifacts to create curiosity among
students just before the actual classroom teaching. These applications are interactive
and exploratory in nature and give the students an opportunity to try and understand new
concepts themselves. We present our initial findings from an on-going user study where
we compare the efficacy of the proposed CATALYST framework with the traditional
classroom teaching. Specifically, we aim to answer following questions:

1. What is the impact of the CATALYST approach on students’ learning when
compared to the traditional teaching, especially on the low performing students?

2. How does student engagement and curiosity vary across the two approaches?
3. What are the observed barriers in peer learning in an Indian classroom scenario and

does the proposed CATALYST framework help in enhancing peer collaboration as
well as learning?
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2 Catalyst Framework

We present a technology-enabled learning framework called CATALYST, which caters
to the technology-lean classroom environments predominantly present in developing
regions such as India. CATALYST adheres to the following theoretical methods of
learning: provide experiential learning where students can relate the learning to real life
experiences [14]; adheres to the ‘cycle of learning’ which combines the three stages of
situative, cognitive and associative learning [15]; provides peer-learning opportunity
where collaboration and cooperation are combined (please refer [16] for details). It aims
to enhance the learnability of the students, keeping them engaged and promoting them
to interact among themselves. It also emphasizes on making students inquisitive in order
to retain their interest in what they are learning.

An interactive and explorative application is a part of the proposed framework that
gives the students an opportunity to explore and learn the concept themselves. For
example: an experiential learning application for the Doppler Effect (Fig-2), left) gives
the students flexibility to change the various parameters like velocity, frequency, wave‐
length and amplitude of the source, the velocity of the source and observer to get appro‐
priate audio-visual feedback. CATALYST has following four important stages: (a)
explore and learn: A group of three students explore the application collectively on a
single device and change various parameters to get audio-visual feedback; (b) docu‐
mentation: students discuss and write what they observe, this phase also help students
to channelize their exploration of the application with clearly stated objectives. (c)
Teaching: the teacher explains the scientific reasoning behind the concept, and (d) group
activity: students perform a group activity with clearly stated individual subtasks and a
final collaborative task.

3 Experiment Design

The experiment was designed to compare traditional and CATALYST approaches by
teaching the Doppler Effect to two different groups of students. The Doppler Effect is a
physics concept, which deals with the perceived change in frequency when either the
sound source or the observer or both are in motion.

3.1 Participants

30 students of 9th grade from a public school in Delhi (India) participated in the study.
The participants age range between 12-15 years. For the study, it was ensured that there
is equal participation of high, average and low performing students (HP, AP and LP
respectively) i.e. 10 students from each category. The categorization of HP, AP and LP
students was based on cumulative grade achieved by them in their 8th grade. The HP
students’ cumulative grade is either A1 or A2, similarly for AP students it is B1 or B2,
and for LP students it is C1 or C2. The study also had an equal participation of boys and
girls. 30 students were randomly divided into two equal groups of 15 students each, the
control and the experimental group. Each control and experimental group had equal
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share of HP, AP and LP students. The control group had 7 girls and 8 boys, whereas
experimental group had 8 girls and 7 boys.

Fig. 1. Experiment design - Activities conducted in control and experimental group

3.2 Experimental Process

Thirty students participated in (a) pre-study discussion and questionnaire, (b) the actual
learning experiment, and (c) post-study discussion and questionnaire. Students in control
and experimental group were taught the Doppler Effect through traditional and CATA‐
LYST approaches respectively. In CATALYST, 15 students were further divided into
5 teams, each team having one HP, AP and LP student. Each team also had at least one
girl and a boy. Each team in CATALYST framework was sharing a common laptop
sitting together around it (Fig. 2). In the traditional approach, students were sitting like
how they sit in their normal classes.
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Figure 1 present the flow of the various activities conducted during the two
approaches. ‘Basics of Sound’ a prerequisite to understand Doppler Effect was taught
through traditional method, i.e. a lecture of approximately 15 min in both control and
experiment groups. The lecture was followed by a short objective quiz (refer Fig. 1) of
duration 15 min in both the approaches. The teacher and the material across both the
approaches were also kept same. After the quiz a break of 10 min was given to the
participants. After the break, students in the control group were given a lecture of dura‐
tion 30-35 min by the teacher on the basics of Doppler Effect similar on the lines of
traditional approach followed in normal classrooms. Where as in CATALYST frame‐
work, students started with exploring an application on a laptop in a team of 3 for 10 min.
There were no pre stated objectives for the exploration and student took notes. After
10 min of exploration each student was given a documentation sheet to further help them
in exploration and self-learning process. In the documentation students were asked to
answer a few question, for ex. “Is there a change in the sound you hear when the observer
starts to move towards or away from the source. How does it change?” After 10-15 min
of objectified exploration of the application and documentation a short lecture was
delivered by the teacher for approximately 10-15 min. The teacher also took the doubts
of the students and discussed their observations. In both the approaches activities to
teach Doppler Effect lasted for 30-35 min.

The application in CATALYST framework allowed student to control the velocity
and frequency of the source (train), and the velocity of the observer (animated person)
to receive live audio-visual feedback as shown in Fig. 2, thereby facilitating the expe‐
riential and explorative learning. Our hypothesis is that this kind of feedback would help
them experience and understand the Doppler Effect in a much better way. After teaching
the Doppler Effect, in both the approaches students were asked to solve an objective
quiz (comprised of 10 questions) individually within 15 min. A short break of 10 min
was given to all the participants. After the break students in the control group were also
made to form teams of 3 comprising of one HP, AP and LP student similar to that in the
experimental group. This change in the sitting arrangement of the students in the control
group was done to conduct group activity. Under this group activity, a complex objective
question was given in both the approaches to be solved in a team together. This group
activity was followed by post study questionnaire and exit interviews.

3.3 Measuring Tools

A pre - study questionnaire was conducted before participants were finalized for the
study and helped in ensuring that the students had no knowledge of the Doppler Effect.
We conducted two different kinds of assessments: an individual-based short objective
quiz on understanding of the basics of sound and Doppler Effect concepts and a group-
based objective assessment on the Doppler Effect. Post-study questionnaire and an exit
interview were also conducted for all the participants to understand their experience and
preferences. Additionally, we observed and video recorded the in-class dynamics in both
the approaches.
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Fig. 2. Left – Screenshot of application used in CATALYST framework; Right – Student
exploring application in a group.

4 Experimental Evaluation

The two approaches were compared quantitatively (using student performance on the
assessments) and qualitatively (using student feedback and in-class observations).

4.1 Quantitative Comparison

Based on participants’ performance in two individual short objective quizzes containing
questions of basics of sound and the Doppler Effect, we try to answer some of the
research questions raised above. We first wanted to determine whether there was any
major bias in the results due to difference in participating students in two different
approaches. It is important to note that participants in both the approaches were taught
‘the basics of sound’ in a similar manner and were subjected to almost identical exper‐
imental conditions. The teacher responsible for delivering the lecture component in both
the approaches was also kept same. Participants in both the approaches were also
assessed by the same objective quiz. Two tailed t-Test with 5 % alpha-level revealed
that average marks of all participants in control group (traditional approach) was not
significantly different from average marks of all participants in experiment group
(CATALYST approach) (p = 0.71) (Table 1).

Table 1. Average score of students in Objective quiz 1 based on the basics of sound for both
control and experimental group.

   (Mean) SD (Standard Devi‐
ation)

  N (Sample Size)

Control Group
(Traditional)

 (μ1) S1 = 1.43 15

CATALYST
(Experimental
group)

 (μ2) S2 = 1.41 15
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The second question to answer is whether CATALYST framework helps in
improving the learnability of the students as compared to traditional classroom teaching.
To determine this average score of participants in objective quiz based on Doppler Effect
was compared for both the approaches. Two tailed t-Test with 5 % alpha level revealed
that the average scores of participants taught through CATALYST framework was
significantly higher than average score of participants taught through traditional
approach (p = 0.013) (Table 2).

Table 2. Average score of students in Objective quiz 2 based on the Doppler Effect for both
control and experimental group.

   (Mean) S (Standard Devia‐
tion)

  N (Sample Size)

Control Group
(Traditional)

 (μ3) S3 = 1.88 15

CATALYST
(Experimental
group)

 (μ4) S4 = 1.57 15

The third question we would like to answer is whether the proposed CATALYST
approach leads to uniform change in performance across all the students or if the change
is dependent on the grade performance of the students. To answer this, Fig. 3 compares
the average performance of HP, AP and LP students using the traditional classroom
setup and the CATALYST set up on the basic of sound concept as well as to the Doppler
Effect. Several interesting inferences can be drawn from this figure:

• The high-performers perform better than the low and average performers in both the
approaches

• On the bases of the marks obtained by the students in the quiz the proposed CATA‐
LYST approach outperforms the traditional classroom setup

• The improvement in performance due to the proposed CATALYST approach is more
pronounced for low-performers.

• This observation is consistent with the finding in [17] where the authors show that
peer learning is most beneficial for complex cognitive tasks.

4.2 Qualitative Comparison

We use students’ written feedback, oral feedback, and our in-class observations to
qualitatively compare the two approaches in terms of student engagement and group
dynamics. The ‘explore and learn’ phase of the CATALYST approach worked as an
ice-breaker and got the students to talk to each other. Specifically, we observed that
in the traditional approach, girls and boys within a team would largely work sepa‐
rately on the group problem, whereas in the CATALYST approach by the time the
exploration phase was over, the group was already talking to each other. To quote
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one of the students: “Group activity was good we would clear our doubts with others
and helped each other”. The structured group tasks in the CATALYST approach led
to a clear division of labor, a sense of ownership, but at the same time encouraged
each student to put forward his/her view in order to solve the group activity. This
was also evident from the post-study survey, about 86.6 % of the CATALYST
students agreed or strongly-agreed that they would be able to properly explain the
Doppler Effect to their friend, whereas the corresponding number in the traditional
approach was 46.6 %. Moreover, 91 % of CATALYST students agreed that the group
task was helpful in understanding the Doppler Effect whereas the corresponding
numbers for the other traditional approach were 42 %. The experiential aspect of the
proposed CATALYST framework also triggered student engagement and enthu‐
siasm and resulted in significantly improved classroom participation as observed by
the researchers. In post study questionnaire, most of the students commented that the
connection of the experiential web-application with the real life scenario helped them
understand the concept and the underlying science in a better way. Also, in case of
the CATALYST approach, students in a group interacted more frequently, irrespec‐
tive of the gender or academic performance due to the collective exploration of an
application on a single device. However, such interactions were missing in the
conventional classroom teaching. In addition to the results above, 12/15 partici‐
pants stated that CATALASY framework helped them learn the concept in a better
way than traditional classroom approach.

Fig. 3. For both control and experimental group, average score of high performing (HP), average
performing (AP) and low performing (LP) students in quizzes based on the basics of sound (Left)
and the Doppler Effect is compared.

5 Conclusion

In this work, we present our framework, called CATALYST, to create a learning envi‐
ronment, which combines concepts from experiential learning, collaborative and coop‐
erative learning in education. In technology-lean learning environments, a single
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computing device is often simultaneously shared by multiple students. We use this
constraint to our advantage by incorporating aspects of cooperative and collaborative
learning in CATALYST to enhance peer-learning. We demonstrate the efficacy of the
proposed framework in improving student understanding and engagement in the context
of teaching the tenth grade science concept of the Doppler Effect. We are currently in
discussions with the school to seek help from more teachers in better formulation of the
framework and to recruit more students to conduct large scale experimentations. We
have also formulated ways in which the proposed CATALYST design framework can
be extended to other basic concepts such as ‘resonance frequency’ and ‘constructive and
destructive interference’. Our broad goal is to provide a stimulating environment in a
typical technology-lean classroom so that learning is more experiential and loosely
structured, which in turn will provide flexibility to the students on learning different
concepts. We believe the proposed strategy will not only lead to increased learning
outcomes along with sustained student engagement, but will also extend the recall dura‐
tion. We are currently working on lesson planning strategies for an entire semester-long
module of a tenth grade science course and subsequently measure its impact at a larger
scale.
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Abstract. Living in the ICT society, not only adults but also children use ICT
instruments. However, children usually cannot recognize what happens beyond
the screen of ICT devices indeed. It is effective for such children to learn well
designed concrete tasks in the classroom step by step. Using our original SNS
that designed as closed system in a school, children can share information on the
SNS and check classmates’ screen each other without considering danger in the
real world. They can know what happened beyond the instruments and many
people can look the same massage at the same time. It cultivates ICT literacy and
critical thinking skill for children. In this paper, we will explain the result of one
of our trials using our learning methods: an essay lesson with SNS.

Keywords: SNS · Smartphone · ICT literacy · Essay · Primary education · Critical
thinking

1 Introduction

Mobile phone is the most popular ICT instrument now. 7.1 Billion mobile phone
accounts in use worldwide [1]. People including children use this little convenient
instrument whenever and wherever they want. Now we are at 100 % Mobile Subscription
Penetration Rate Per Capita Globally. However, such convenient functions sometimes
bring us serious troubles.

In addition to Internet crimes, Net addiction by smartphone [2] has become a big
problem for young students in Japan. They cannot stop using SNS.

Because smart phone is the Ubiquitous instrument and they cannot excuse some
scenes of disturbing them from smart phone use. According to research of Ministry of
Internal Affairs and Communications in Japan [3], operating time of smartphone is
increasing rapidly. The results of the research revealed that high school students tend to
use Internet endlessly by the criterion of Young 20 [4].
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The average smartphone using time for teenagers is 26.9 min per day in 2012. In
2013, it became 48.1 min per day. Especially the rate of using SNS is increasing. The
tendency is expending to younger children.

Communication without spatiotemporal restraints is also useful and convenient for
primary education. However, it creates many problems. Children of the concrete opera‐
tional stage (from seven to eleven years old) have difficulty to understand abstract or
hypothetical concepts. They are used to recognizing new objects step by step, from
closely concrete ones to invisible abstract steps. ICT communication doesn’t have such
steps. Though children can use mobile devices easily, they cannot understand the results
and influences of their own operations.

To solve this problem, we have been working on several experiments at elementary
schools [5–8].

This paper examines our learning model for primary education. After addressing the
related works and our leaning model at the second chapter, we will explain our original
system; PNS (Pupil Network System), and will mention one example of our methods:
a lesson of essay.

2 Related Works and Our Method

2.1 Related Works About Mobile Learning

In 2009 the Ministry of Education, Culture, Sports, Science and Technology (MEXT)
issued a notification forbidding school children to take mobile phones to elementary
schools in Japan. Prior to the notification several studies were made and reports such as;
“Development and Evaluation of a System Supporting Collaborative Learning Using
Camera-Equipped Mobile Phones” (Ohkubo, 2010), and “Research on the Function of
Mobile Communication System to Support Outdoor Study” (Ito K, 2005) were
published. However, increasing cybercrimes, especially using mobile phones, have led
to the abovementioned notification by MEXT. Most school principals are inclined to
abide by such notifications from MEXT, and as a consequence active research in this
field has not made substantial progress. However, there are over 1 million subscribers
in Japan. It means 94.5 % of the households in Japan have mobile phones and 49.5 % of
the households have smartphone according to the Internal Affairs Ministry of research
(2012) [9].

The viewpoint of protecting children in cyberspace, International Telecommuni‐
cation Union (ITU) published leaflets “Child Online Protection”, “Guidelines for
Child Online Protection”, “Guidelines for Industry on Child online Protection” and
“Guidelines for Parents, Guardians and Educators on Child Online Protection” in
2009.

Many methods and concrete examples were told in those leaflets. In 2014 the updated
guidelines for Industry on Child Online Protection provide advice on how the ICT
industry can help promote safety for children using the Internet or any technologies or
devices that can connect to it by ITU and UNICEF [10].

On the other hand, there is a working paper written about the effectiveness of mobile
phone learning in Africa. Not only the result of the experiment, but also the price and
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mobility of mobile phone that are focused in the same paper. Jenny Aker and co-authors
report on the results from a randomized evaluation of a mobile phone education program
(Project ABC) in Niger [11].

The results suggested that simple and relatively information using mobile phones
could serve as an effective and sustainable learning tool. However, the users were not
children. Adult students used mobile phone at the experiment.

From the viewpoint of lesson for creating compositions, the effects of creating sentences
with others were mentioned in “Knowledge building”, (Scarmalia & Bereiter) [12]. Using
SNS at the lesson of essay, we have such new creative class at the elementary school.

2.2 21st Century Learning

For the purpose of cultivating Mobile literacy, we specifically try to use mobile phone
at schools. In the course of these lessons, we found such mobile literacy lesson would
lead children to the 21st century learning. The concept of Key Competency is introduced
in the DeSeCo Project of OECD (1997-2003) and mobile learning seems to implement
this concept. The international research conducted by PISA and PIAAC also mention
their concept [13].

Meanwhile, USA had another project named “The Partnership for 21st Century
Skills” [14].

“There is a profound gap between the knowledge and skills most students learn in
school and the knowledge and skills they need in typical 21st century communities
and workplaces. It is said that schools must align classroom environments with real
world environments by fusing multi subjects including critical thinking and problem
solving; communication, collaboration; and creativity and innovation.”

It is said that students need to think deeply about resolving issues, solving problems
creatively, working in teams, communicating clearly in many media, learning ever-
changing technologies, and deal with a flood of information to hold information-age
jobs. The rapid changes in our world require students to be flexible, to take the initiative
and lead when necessary, and to produce something new and useful. In Japan we have
a research named “National Institute for Educational Policy Research” [13]. In the
research the 21st Century skill was mentioned.

It is said that students need to think deeply about resolving issues, solving problems
creatively, working in teams, communicating clearly in many media, learning ever-
changing technologies, and deal with a flood of information to hold information-age
jobs. The rapid changes in our world require students to be flexible, to take the initiative
and lead when necessary, and to produce something new and useful. In Japan we have
a research named “National Institute for Educational Policy Research” [13]. In the
research the 21st Century skill was mentioned.

We suggest one of the concrete methods to obtain this skill as following using mobile
phones which is the most popular instrument at this information age.
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3 Our Original System, PNS (Pupils Network System)

3.1 Our Method to Teach Mobile Literacy

In order to teach ICT literacy, we have had trial lessons with 3rd to 6th grade pupils in
Tokyo. Children have opportunity to use PCs in their school. However, they tended to
investigate some bookish information or simply learned how to operate PCs. We suggest
that it was important for children to learn basic information flow recognizing human
persons beyond the PC screen, in order to live actively in today’s ICT society where
abundant information is circulated.

We will explain our method for ICT literacy at the elementary school using mobile
phone. (Refer to Fig. 1).

Fig. 1. Our method to teach ICT literacy step by step

The goal of this study is producing feelings of reality beyond the mobile screen and
learning how to digest information to live actively in the information society.

At the first step, children use mobile phone without SIM card. They can use note,
photo and video. For example they took continuous shooting photos in order to correct
jumping form of vaulting horse in order to check their own forms and improve them.
They checked their form as soon as they jumped and this rapidly checks were useful to
improve their forms. In addition, after the lesson, pupils had to delete those photos. The
mobile phones were common property at the school. So if they didn’t delete them,
someone they didn’t know might have chance to look at their jumping forms: some of
their forms were not so cool. Pupils learned not only one useful functions of mobile
phone, but also a caution when they use the instrument. In other case, pupils brought
mobile phones to the outdoor studying at the market. They made their own newspapers
by taking photos. They became to know the easy usage of mobile phone and to record
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information soon. In addition they learned manners to take photos of some other persons
or objects. They had to ask permission before taking photos.

At the second step, they used near field communication (Bluetooth and infrared) of
mobile phone. They saw with their own eyes how information spread widely and knew
how difficult to delete information diffused. Teacher sent his photo to a pupil and then
the pupil sent it to other classmates. He or she can sent it any number of times. It took
only 3 min to spread it all over the class. However, when the teacher asked the first pupil
to delete the photo all over the classroom, it was troublesome. When someone refused
to delete it, not only his/her data but also following date would not delete. Pupils figured
out that after they spread some data, it was difficult to delete it thoroughly.

We also used near field communication for creation in several subjects. For example,
taking photos of the trees in the schoolyard, they made a pictorial book. Pupils sent their
photos each other by near field communication. They learned some kinds of pictures
were useful to store.

At the 3rd step, children began to use the Internet. We will report about it at the 4th
chapter. Using mobile phones, children created literature not only in the classroom but
also outside of the classroom.

Those experiments suggested that we should care for children. As the outcome of
the actual trials, we created a new application for children’s communication education.

3.2 Purpose to Create Original System

Mobile phone is easy to treat for children. It is light, small and portable. In addition there
are many contents; mail, photo, video, Internet applications etc. Pupils learn how to use
ICT instruments and know the diffusion of their information concretely in the classroom
step by step. They can look at the other mobile phone after they send a message. They
feel they have to process the information carefully. However, children have many
mistakes to send their massages. It is dangerous. But mistakes lead them new stages to
use the ICT instrument with their thoughtful usage. So we create original system named
PNS (Pupils Network System) for ethic education of mobile phone literacy.

3.3 Characteristic Points of Our Original System, PNS

It is not only closed system in the school but also several original points. On this system
pupils upload information and communicate with others. The most remarkable point is
that this system will provide a place for pupils to evaluate a posted article from other
pupils with autonomy and check each other. When a pupil sends an article, the other one
in his group checks the posted articles and sends back evaluation reports. If two or more
pupils agree, the article will be uploaded on the site. Pupils from 3rd to 6th grade can
vote for good articles. The pupil who gets good feedback might be satisfied and would
like to be the new leader of a group. Teachers and parents can peruse these articles.
Figure 2 displays a typical behavior and information flow of the submission to PSN.

Step 1: A pupil inputs an article, texts and photos, from smartphone.
Step 2: Two or three pupils should check the article before it is opened to people in a

school. They evaluate that the article is appropriate to submit to PNS about the
theme, and check and correct grammatical mistakes. Also, they check there are
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no prohibited words in the articles. At this step, pupils learn ethics of using
mobile phone and SNS as a typical Internet services.

Step 3: Then the article is opened to other pupils. They can add comments on that
article.

Step 4: The teacher checks the article and he/she uploads the article to the website of
the school.

Step 5: Parents can see the article, teachers can choose some or full steps of them. For
example if it is no time to check each other, teacher can check pupils’ works
and upload them the site directly.

OK OK OK

 Approved by three students

Input Contents

Finally, the content is 
checked by a teacher
and upload to Website.

Parents enjoyed contents 
developed by students.

Fig. 2. Typical behavior flow of permission to PSN

Figure 3 is our SNS system. Using this system in the classroom, pupils learn the
characteristic points of Internet information step by step, using Smart phone.

Fig. 3. Our original SNS system (PNS)
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4 The Characteristic Points of Mobile Phone and Our Experiment

We will mention one of our experiments. That is an example of pluralistic works and
lesson for developing a sense of exact determination of the situation by oneself. Mobile
phone is used at the classroom and in the schoolyard. It connects one pupil to others in
the classroom.

4.1 Purpose of the Experiment

Using mobile phones aren’t written about in the guidance of MEXT in Japan, however,
we used mobile phones in order to achieve the concrete aim of the subject that is aimed
at by the guidance of MEXT. So there are 2 purposes to use mobile phones in our lesson.

(A) Based on subjects of THE COURSE OF STUDY FOR LOWER SECONDARY
SCHOOL by MEXT and have each purpose to learn about the subject

(B) Educate ICT literacy and 21st Century Skills

We made a research of a Japanese lesson by mobile phone this time. The purposes
are as below.

(A) The study of Essay: Learn famous essays and try to make original ones. Then read
them each other.

(B) Using SNS: Experience to diffuse and share information by Internet. Matters to be
attended to open information.

4.2 Essay Lesson Using SNS System

Pupils had Essay lesson at an elementary school in Tokyo on February 2014 after the
2nd step (Refer to Fig. 1). At this lesson, we used PSN Step1 and Step 3 and Step 4.
Because teachers figured there were no time for pupils to check each other and the most
important point for essay writing lesson was not such checking. Instead of Step 2 as a
checking function, teachers could add comments to pupils if they found some inappro‐
priate sentences.

Pupils at the 6th grade (n = 90) made essays using smartphone.

(1) Taking photos

They took photos for their essays at the schoolyards with smartphone.
Most children were not good at writing essays. Because there are no special styles

and it is difficult for them to become confident in their own sentences. In addition they
had to think about abstract words. The theme is “Coldness”. However, it became easily
by taking concrete photos. Photos have some images of their feeling of “Coldness”.

(2) Making an essay with the photos using PNS

After going back to the classroom, they wrote down essays with the photos they have
chosen. One sample of their essays is as follows.
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“Winter at the hallway” (Refer to Fig. 4)
Such a hallway at school makes me cold. When we have lessons in the classroom,

the hallway looks so cold in winter. After the class, that becomes a place for us. Some
talk each other. I feel the passage become warmer with voices of my classmates.

(3) Reading classmates’ essay and sending comments each other

All children wrote their own essays. Then children put comments to their classmates by
PNS. They were encouraged by each other, using our original PNS system (Refer to
Fig. 3). The system is closed in the school. Using SNS, 184 comments were written. If they
didn’t use SNS, the teacher would ask them some comments and then one child raised a
hand and spoke a comment. If it takes 5 min for this real motion, only 9 children speak to
others in one lesson (45 min). The lesson with mobile phone made children active.

This lesson showed us children have their own messages to other classmates. Most
of them encouraged the essay with praise. Pupils seemed to become positive. The view‐
point of 21st Century skill, using SNS, children can make collaboration and communi‐
cation actively. It is possible not to be led by teacher but by children themselves. In this
lesson teacher had different standpoint from usual ones. Children used the SNS proac‐
tively and were working together to share feeling of “Coldness”. Teachers checked their
writing after children wrote down and communicate with each other. Children some‐
times made mistakes. They had promised some prohibited matters�in order to use SNS
at the Internet. They had promised not to take picture of someone’s face and not to write
some name of classmates. They used student number in the class then. However, they
sometimes wrote real names, especially to friends. Teacher noticed them and drew their
attention using SNS comments. We found one characteristic point: After some child
wrote down real name to others, the follower tended to use real name without awareness.
When one child started to use informal words, the comments followed with informal
ones. Children and teachers recognized this problem.

In addition the mobile literacy was improved. They enjoyed using the new instru‐
ment, Smartphone, and had succeeded creating essays. On the other hand they experi‐
enced some faults or some difficulties using SNS communication with smartphone.

Fig. 4. A photo for pupil’s essay named “Winter at the hallway”.
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4.3 Questionnaires Before and After the Essay Lesson

We had questionnaires before and after the essay class (n = 90).
Before the essay class, 15 children answered there were no dangerous points to use

mobile phones and 20 children wrote nothing to this question (Refer to Fig. 5). Answers
are free writing and many children wrote their attention though those comments were
not mention in Fig. 3. However, after the essay class, the answer “no dangerous points”
and no answer were decreased clearly.

According to Fig. 6, children are interested in using SNS (LINE). After the essay
lesson, teachers explained the dangerousness of using SNS. Pupils noticed they tended
to make mistakes or some impertinent comments and listened to the lecture carefully.

Fig. 6. Functions pupils use now and wish to use

5 Conclusion

Our SNS system, PNS is effective for following point.

(1) Essay lesson

Pupils made essays and sent comments to each other. SNS clarified what they were
thinking about. They could communicate directly without talking process. It brought

Fig. 5. “What do you have attention to use mobile phone?”
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them many chances to communicate in the classroom.

(2) ICT literacy and 21st Skill

Using smartphone, children had to judge by themselves. They choose words to others and
were careful not to put wrong letter. If they send some wrong messages, everybody in the
classroom would know it on PNS (SNS). They imagined real Internet communication and
knew necessity of ICT literacy. The total skill to live in the ICT society at the 21st century,
such competency will be necessary for children.

Using SNS Pupils studied in the new field. They encouraged creating essays each
other. Teachers looked on them in principle instead of leading in front of the classroom.

(3) To figure out what happen beyond the screen of Mobile device.

Using smartphone in the classroom, pupils sometimes confirmed the other screen of
their classmates. It is important for pupils to figure out diffusion of information. When
they use PC at the PC room in the school, they always sat down. They are just looking
at the screen in front of them. Mobile phone is so small that they naturally notice other
users in the class. So they cannot help checking what is happening beyond their own
screens.

PNS has many functions and our experiment will be continued. Especially the func‐
tion of checking comments by 2 or 3 pupils will bring up the skill of critical thinking.

Schools have to align classroom environments with real world environments now.
Using mobile phone: the most popular ICT instrument, in the classroom for concrete
subject, pupils can feel and understand the characteristic points of ICT communication.
It will bring them to have new skills of critical thinking and problem solving; commu‐
nication, collaboration; and creativity and innovation.

Mobile phones are increasing in the world and are low price instruments. It will be
useful for children to cultivate Competency by mobile phone. Our method will be useful
for another countries.

Acknowledgments. We would like to express our gratitude to Ms. Katayama. She assisted us
and edited data of PNS at Honmachida-higasihi Elementary School.
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Abstract. We describe a new interactive system using a social learning platform
to provide dormitory students with the ability to communicate with teachers/
advisors in a timely manner to promote self-active awareness in the dormitory
environment. Our system comprises tablet PCs, cloud computing services, and
application and server software to enable collaboration over a high-speed wireless
local area network (WLAN) that covers the campus, dormitory, and teachers’
homes.

To enable students to review their behavior in the dormitory, the dormitory
staff records the evaluations of student activities related to acceptable and unac‐
ceptable behavior based on dormitory room inspections as objective information
by capturing an image on a tablet computer. The information is stored as central‐
ized time-series data on a cloud server using several front-end graphical user
interface (GUI) tools via the WLAN in the dormitory. The students can access
the high-speed WLAN with multipurpose pocket sized electronic devices
provided to all students.

The purpose of this system is to facilitate the self-recognition of behavioral
problems, raise awareness, and encourage student initiative in a natural manner.

Keywords: Advanced educational environment · Mental health · Distance
education

1 Introduction

In contemporary society, promoting the use of computers in schools is very important.
It has been suggested that the primary challenge in our information-rich world is to
use information specifically to say the right thing at the right time and in the right
manner [1]. In particular, the fundamental pedagogical concern regarding information
use is to provide learners with the right information at the right time and place in the
right manner rather than merely enabling them to learn at any time and any place [2].
Moreover, to facilitate the task of learning at the right time and place, educators should
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employ transparent methods that allow students to access lessons flexibly and seam‐
lessly [3]. Such an approach involves the use of calm technology for ubiquitous
computing environments that can adapt to student needs by supporting specific prac‐
tices. Information and communication technology for education is expected to increase
student motivation to study.

In our present study, we have developed a new collaborative learning system called
Terakoya [4–6] for remedial education, which helps students actively study anywhere
on a high-speed wireless local area network (WLAN) that is linked to multipoint remote
users and covers the campus, dormitory, and student and teacher homes. Terakoya
provides interactive lessons and a small private school environment similar to the 18th-
century Japanese basic schools called Terakoya.

The system consists of 50 client PC tablets with 12-inch extended graphics array
(XGA) monitors in conjunction with a server machine, and software to enable collab‐
oration among the tablets over WLAN. The network speed was maintained at 500 kbps
or less for each connection. Furthermore, this system interconnects via a Gbit LAN for
the server on our campus and via an IEEE 802.11a/g/b WLAN for the target hosts in
our dormitory and via an IP virtual private network (VPN) for a teacher in his/her home.

A one-year study of Terakoya was implemented using the tablet computers in a
prototype application to provide real-time counseling to students in a girl’s dormitory
with a teacher at home or in a teacher’s room on campus. The test verified the effec‐
tiveness of Terakoya for helping the students study actively and willingly. Although
Terakoya can be used to collaborative learn up to 50 students simultaneously, it cannot
be applied to promote self-active awareness for over 400 all students in the dormitory.

We propose a new interactive communication system with the use of a social learning
platform to provide students housed in dormitories with the ability to communicate with
teachers/advisors in a timely manner for promoting self-active awareness in the dormi‐
tory environment. The target dormitory houses over 400 students and is supported by
11 staff members. At least one staff member is present in the dormitory at all times when
it is occupied by students. Regularly scheduled transition briefings allow information
sharing among staff members. However, the staff members are a small group, and it is
difficult to provide instantaneous services for real-time information sharing.

Under such conditions, it is necessary to design and implement a new communication
system for the students to create the environment required to build self-discipline by
reflecting on their behavior. To enable the students to review their behavior in the
dormitory, the staff records student activities, i.e., the five W’s and the one H (who,
where, when, why, what, and how), related to acceptable and unacceptable behavior
using a tablet PC. Information that is difficult to quantify is recorded as objective infor‐
mation by capturing an image on a tablet computer.

This information is stored as centralized time-series data on a cloud server using
several front-end graphical user interface (GUI) tools via the dormitory WLAN. Thus,
students can review their behavior in chronological order. The dormitory WLAN
connects seamlessly to the campus WLAN. Multipurpose pocket size electronic devices
are provided to all students; thus, each student can access the high-speed WLAN anytime
and anywhere.
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The purpose of this system is to facilitate the self-recognition of behavioral problems,
raise awareness, and encourage student initiative in a natural manner.

This paper describes how the proposed new interactive communication system
assisted in student dormitory life, and the implementation of a prototype framework and
its practical application. The test verified the feasibility of the system for helping the
students to obtain advice actively and willingly. The feasibility of the system indicates
that the proposed new interactive communication system has the ability to create an
environment that facilitates the development of student socializing skills. Enhancing
student sociality through dormitory life is an educational policy of our school.

2 Basic Configuration

Our prototype system comprised 10 iPad tablet PCs, cloud computing services, and
application and server software to enable collaboration over the WLAN. In Fig. 1 we
display a framework of the proposed interactive communication system. The prototype
system was applied to facilitate real-time counseling for a group of students in a dormi‐
tory. The tablets were used to record the evaluations of the acceptable and unacceptable
behaviors of the students based on dormitory room inspections, which are then stored
as secure centralized time-series data on a cloud server. Students can review their
behavior by accessing the data on the cloud server using a multipurpose pocket-sized
electronic device provided to each student. Individual data of the students on the cloud
server is backed-up in order to secure data. Furthermore, the parent of a student can
access that student’s behavior data on the cloud server via the Internet to monitor
his/her child’s activity.

As the cloud server, we adopted Edmodo, which is a social learning platform website
for teachers and students, and a customized version of OpenMeetings running on Ubuntu
Linux. OpenMeetings is an open source web conferencing system developed for distance
education, which supports multiple audio and video sharing as well as presentations with
extended whiteboard capabilities. Edmodo provides a user ID for parents. Parents
receive their own unique parent code from their child, which is used to create an account
that can be used to interact only with the teacher and their child. Edmodo supports the
Japanese language on the login screen—a part of the “Invitations” page—and some
menus and buttons. As such, it is accessible for teachers and schools in Japan.

However, it is difficult to introduce a learning management system in the field of
education in Japan due to school regulations that do not permit students to use cellular
phones and/or smartphones in the classroom. According to the latest survey of elemen‐
tary and junior high schools by the Japan Association for Promotion of Educational
Technology (JAPET), the penetration rate of tablet PCs is less than 10 % [7]. The pene‐
tration rate of tablet PCs for each individual student is no more than 0.7 %.

A four-year environmental improvement project for the introduction of educational
information technology (IT) was begun in 2014 by the Ministry of Education, Culture,
Sports, Science and Technology in Japan, which indicates that a great deal of time is
required to increase the prevalence of educational IT environments in elementary and
junior high schools. Therefore, especially in elementary and junior high schools, owing
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to the low penetration rate of the electronic devices in Japanese schools and students, it
is necessary for the schools to provide electronic devices such as tablet PCs.

Our school provides multipurpose pocket-sized electronic devices to all students.
A team in our school has developed some software enabling the electronic devices to
be used for learning English with online software, receiving assignments, research
purposes, checking the attendance book, and so on.

Fig. 1. Framework of the proposed interactive communication system

3 Practice and Evaluation

The proposed prototype system was implemented experimentally in a women’s evening
dormitory. After implementing the prototype system in this environment, the feasibility
and practicality of the system in helping the students get advice actively and willingly
was verified through the observation and evaluation of the assistance provided. Using
this system, a teacher was able to send instructions or age-appropriate counseling from
their office to the electronic devices of all students via the network. Consequently, it
became easier for students to ask questions to teachers via face-to-face and/or online
interaction. In addition, student queries could be answered immediately, and therefore
their work could be adjusted appropriately in a timely manner.

The conventional procedure employed in our dormitory required an inspection of
each student room every weekday morning by a dormitory matron to ensure that the
door and the window were locked, the bedding was put away, and the curtains were
opened. The inspection results were recorded on a checking list, and later manually
entered into a computer. The dormitory staff provided only verbal commentary to a
student in accordance with the records. It seems that it is difficult for many students to
heed the staff’s advice due to verbal advice alone. We have come to embrace the idea
that to facilitate self-recognition, raise awareness, and encourage student initiative in
a natural manner, it is necessary for students to review their actual behavior in the
dormitory.
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We required the new procedure incorporating the interactive communication system
that additional procedures be kept down to the minimum necessary, and the conventional
procedure used by the dormitory matrons employing non-exclusive equipment such as
pens and paper were retained as much as possible. Doing so alleviated the need to require
individuals unfamiliar with the use of electronic devices such as smartphones, tablet
PCs, and laptops to adopt complicated and non-intuitive procedures in order to provide
digital records of inspection results. This also allowed students to obtain feedback easily
and timely from the written record on the checking list, and the communication is
recorded for students’ subsequent use.

(a) The inspection results are entered 
on the appraisal list as check 
marks.  

(b) The written record is captured by 
the camera on the tablet PC.

Fig. 2. Snapshots of the daily inspection and the recording of written records

Figure 2 illustrates the actual inspection recording procedures. After the dormitory
matron inspects the condition of the room, the results are entered on the appraisal list as
check marks for each condition, and the written record is then captured by the camera
on the tablet PC and stored electronically. The written record remains on the wall outside
the room as a message to students. The students are therefore provided timely informa‐
tion regarding their behavior when they return to their rooms.

The captured images were placed on Edmodo to share with the dormitory staff. The
on-campus teacher was able to access Edmodo to clarify the conditions of each student’s
dormitory room, and the teachers were able to engage in face-to-face and/or online
contact with students as needed. The student’s parent was also able to examine their
child’s behavior in the dormitory via Edmodo.
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The proposed system can provide the necessary counseling and a perspective to
provide relief from study stress, relationship difficulties, social network site (SNS)
addiction, and serious mental health problems. Because of experience with the system,
teachers will be better informed, provide sound counseling, and recommend appropriate
treatment or actions to help students overcome traumatic events and other difficult
periods of their lives.

4 Conclusions

In this paper, we detailed how the proposed new interactive communication system
assisted in student dormitory life. A prototype system was implemented experimentally
in a women’s evening dormitory as a social learning platform to provide dormitory
students with the ability to communicate with teachers/advisors in a timely manner for
self-active awareness of the dormitory environment. The staff members, including
student advisors, record acceptable and unacceptable behaviors using a tablet PC. This
information is stored as centralized time-series data on a cloud server using several front-
end GUI tools via high-speed WLAN in the dormitory in order to enable students review
their behavior in the dormitory. The feasibility and practicality of the system in helping
students to obtain advice actively and willingly was verified through observation and
by evaluation of the assistance provided.

For our system, we considered the benefit of continuing the use of conventional
methods employing paper and pens owing to its simplicity and requirements for no
exclusive equipment. The written records can be used by students to review their
behavior. Consequently, the new communication method requires no additional proce‐
dures, no complicated and non-intuitive actions, and no exclusive equipment. The
captured images are placed on Edmodo to share with the dormitory staff. The campus
teacher is able to access Edmodo to clarify the conditions in a student’s room. The
teachers can engage in face-to-face and/or online contact with the students as needed.
The proposed system can provide the necessary counseling and a perspective to provide
relief from study stress, relationship difficulties, SNS-addiction, and serious mental
health problems.

In conclusion, experience indicates that a more effective system is required for
student self-active awareness of the dormitory environment and to reduce dormitory
staff workload. In the future, we would like to further evaluate the impact of this system
on student motivation. We would also like to study various configurations of our
proposed system under various dormitory life conditions and procedures, including the
development of increased interaction with parents. Our ultimate goal is to work toward
realizing a ubiquitous user-oriented human interface system.

Acknowledgments. This study was partially supported by a Grant-in-Aid for Scientific Research
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Abstract. The traditional way to develop contents for a subject is based on the
faculty perception and experience, however students should be taken into account.
This work proposes a methodology that promotes the creation, classification and
organization both teachers’ and students’ learning resources within the same
subject scope in a timeless manner. Teamwork process is monitored by a proactive
method that makes possible the generation of resources collaboratively. A knowl‐
edge management system allows to Classify, Search, Organize, Relate and Adapt
the generated resources and includes a semantic search engine, based on ontolo‐
gies, which provides a final product for users’ needs. A first iteration of an action-
research allows answering questions such as the types of resources created during
the teamwork (with academic, social and service orientation), how to stablish a
common organization of the created knowledge for all potential users and
improve educational resources of an academic subject with these collaborative
resources.

Keywords: Knowledge management system · Educational repositories ·
Teamwork competence · E-learning · Service learning

1 Introduction

Before Internet became as permanent tool in education, teachers used to use books or
notes as learning resources. Students got those books, the teacher’s notes or the notes
taken by them. Current proliferation of online systems and the social media make
extremely easy and quick to achieve different learning resources and share them among
peers.

On the one hand, teachers often provide learning contents through the Learning
Management Systems (hereinafter LMS), usually structured according the syllabus of
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the subject. The organizational structure depends on the specific technology. Teachers
select the sequencing and timing for the resources availability, and students can access
to them through the platform as a simple consumer.

On the other hand, the use of teamwork methodologies has increased exponentially
in higher education, specially demanded from professional fields. Among the teamwork
benefits, Boundless [1] emphasizes the following: increased efficiency, greater effec‐
tiveness and faster speed (by the combination of individual efforts), more thoughtful
ideas (from the ability to focus different minds on the same problem) and mutual support
and outcomes, that make better use of resources. In this sense, Collaborative information
created by students during an official subject enriches student learning and experience
of teachers. Schuster [2] also says that “Collaborative document creation enables
humans to solve complex problems in a team, to exchange ideas, and to benefit from
synergistic effects.”

Moreover, teamwork increasingly converges to the knowledge management fields
[3] and Nonaka and Takeuchi [4] stress the importance of teamwork in the conversion
of tacit knowledge into organizational knowledge. In educational organizations the
knowledge created by the work teams and related with the topics of a specific subject,
can improve its resources (academic contents) if they are accessible to the next subject’s
edition students. In particular, academic contents related to social and service aspects
increase student motivation and improve student learning. Astin et al. [5] show, in a
study of 22,236 students, that service learning influences positively on different
dependent measures such as writing skills, critical thinking skills, values, self-efficacy,
leadership, etc.

In that sense, the information generated by students is only usually used during the
period of subject teaching (increasingly smaller with biannual subjects) and has a very
limited impact. But if resources created by students can be used outside the spatial and
temporal subject’s context, this fact produces an experience’s enrichment to all stake‐
holders (creator students, prospective students and teachers). Some authors pose that
thinking and creating resources has a big impact on the students’ learning but using
repositories, with contents created by other authors, encourages critical thinking and
avoid “reinventing the wheel” [6].

This work proposes a methodology that promotes, classifies and organizes both
teachers’ and students’ learning resources within the same subject scope in a timeless
way, allowing students from different classes to introduce new resources. Students
generate new resources by means of collaborative and reflective teamwork method‐
ology. The academic contents, generated in a specific subject, are integrated with social
and service motivations (explaining academic contents to the course fellows, motivating
to start to future degree freshmen or showing opportunities to future graduates). Both
collaborative and service learning offer obvious benefits to students [7, 8].

Also a knowledge management system (hereinafter KMS) is used. It makes possible
to classify the resources created by the teams during a subject edition. This provides
access to authors, prospective students and faculty, the access to the resources created.
Moreover the KMS provide adapted searches to students based on their particular needs
so the resources can be really useful to them [9].
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In order to carry out this work an action-research methodology is used, which has
the following features: (1) It takes the context into account,which means that may some
problems of a specific context; (2) It is collaborative, addressing collective concerns of
the agents included in the present context that, grouped in teams, are based on review
and reflection; (3) It facilitates self-evaluation, the discussion and reflection process
produces a permanent assessment of the practice and its results directly affect their
improvement [10, 11]. In this case the context is a specific academic subject and the
aims are: categorizing, organizing and accessing to resources created collaboratively
(during TW) and studying its impact on improving learning. This paper is the first iter‐
ation of action-research and provides the basis for optimizing the classification, organ‐
ization and access to content created collaboratively. The assessment and improvement
of resources and of the impact on the learning of the users of these contents is the objec‐
tive of other work already underway.

Therefore, the following questions arise here:

• What kind of knowledge, based on student experience, can be generated by them‐
selves to help prospective students of the same subject/degree?

• Can the knowledge, based on the students experience in a subject, be organized and
published in a common way to all of students?

• Is it possible to create educational resources from the knowledge generated by
students?

In order to achieve the objective of this work it is essential that students were motivated,
active and organized; and what it is still more important is that they explain their expe‐
rience to help their peers. This experience exchange process is facilitated by the proactive
method Comprehensive Training Model of the Teamwork Competence (hereinafter
CTMTC) [12, 13]. This method has been used to promote dynamic cooperative work
teams to form and assess the teamwork competence.

But the knowledge generated collaboratively must be managed flexibly and dynam‐
ically. This will generate new relationships between knowledge, that allows finding
useful information for a further application in different contexts. To manage knowledge
the CSORA system (Classify, Search, Organize, Relate, Adapt) [14] is applied. This
system contains, among other features, a semantic search engine which allows searches
based on ontologies, logically connected, which define the search target. Categorizing
the generated contents is a key element of its management and subsequent search.

In the following sections the context of action research is exposed, the proactive
method CTMTC for the students to create contents based on their experience is
described, as well as the CSORA system. Finally the main results obtained in this first
iteration of action-research and the conclusions of this work are presented.

2 Research Context and Teamwork Methodology

This study involves 107 students (grouped into 18 teams) of the subject “Programming
Fundamentals” of the Biotechnology degree, taught at the Technical University of
Madrid. The topics included in the teamwork process are Web 2.0 and Cloud Computing.
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These teamwork topics are the 25 % of the total subject’s contents and they are associated
to a 25 % of the final grade. The remaining 75 % of the subject is based on traditional
taught (lectures and labs).

Teamwork monitoring and individual and group teamwork assessment are done with
the method CTMTC [12, 13]. It is a proactive method based on three aspects: teamwork
phases (mission and goals, map of responsibility, planning, implementation and organ‐
ization of documentation), collaborative creation of knowledge and cloud computing
technologies (wikis, forums, social networks and cloud storage systems). Team
members collaboration and individual evidences are continuously monitored by faculty
along the teamwork phases and through this cloud technology. This monitoring carries
out training assessment by teachers to guide students’ individual learning. At the same
time, this method allows teacher to do partial summative assessments in order to
compose the final summative evaluation of TW. The work [7] shows the potential of
this method.

Team members, team coordinator and works topic are all chosen freely. This last
one has to fulfill two conditions: current subject students must be the target audience
and knowledge must be generated from the personal academic experience (in the subject,
other subjects or as a result of the academic life).

Teamwork is developed online along the course (forums and wikis/Dropbox are used
to communicate and store contents respectively). Every four weeks a classroom session
is carried out in order the teams can present their partial results. Faculty use these
presentations to teach and stimulate discussion and reflection.

During teamwork process, team members interact with the systems used (the LMS
and Dropbox). These interactions are individual evidences of students’ activity.
Specifically the evidences taken into account are: interventions in forums or usual
mobile communication applications (mainly WhatsApp messages), group evidences
(on the achievement of the TW phases, mission and goals, map of responsibility,
planning, etc.) and outcomes (final resources of teamwork). Individual and group
evidences of a team are accessible only by faculty and team members. However, the
final result should be accessible via the Internet and the teams can choose an online
tool (wikis are recommended, but other systems such as web pages are used).

Work teams optionally make a video (10 min maximum) to present the final result,
describe how the team is organized and partially show individual and group work
evidences.

3 Results

In this section the typology of contents, generated by work teams, and their inclusion in
a KMS are presented. It is important to point out that the high cooperation among team
members made possible the creation of resources with high quality and usefulness.
Regarding the cooperation between team members during the teamwork development,
the average number of messages per member was 83,94, only in the official forum. All
messages were grouped in thematic threads to describe the different phases (that were
created for different issues of phases). Work teams have an average of 29,33 thematic
threads.
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3.1 Types of Generated Knowledge

All teams finished the work and organized their resources (texts, videos, presentations,
etc.) through online systems. 66,34 % of total teams organized the work result in a wiki,
while 33,33 % did it in a website. Each final work (wiki/website) had an average of 25,16
individual content pages.

Regarding the format of the created resources, the 88,89 % of total teams made a
video to present briefly their final work. All these videos also include a description of
how the forum was used to facilitate the communication between team members and
the team’s organization with the aim to produce collaborative knowledge.

Regarding the source of knowledge generated by teams, it can be grouped in:
Knowledge generated by students of a specific subject, knowledge generated by students
of other subjects and knowledge generated by graduates integrated into professional
environment.

Each team members identified previously the type of contents to be created and its
usefulness for the rest of subject’s students. Table 1 includes the specific type of knowl‐
edge observed in the results, grouped by their source.

Table 1. Types of generated contents from their sources

Subject’s students

Academical support (organization, subjects, competences, teamwork,
etc.)

Wellcome pack
Biotechnology degree information in Technical University of Madrid
Information about other universities with Biotechnology degree
Subjects’ information
Faculty’s information
Students and faculty poll on the first bi-annual subjects
Center spaces (classrooms, labs, etc.)
Center Associations
Freetime, transport, events, courses, etc.

Subject’s external students

Grants, financial support
Academical itineraries
Advices
Interchanges

Graduates

Professional opportunities
Companies
Research institutions
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3.2 Knowledge Organization

The work teams organized their experience with their own criteria and without a
common organization of resources. Finding a particular resource means that the user
needs to access to 18 websites and browse in more than 453 specific web pages. But
web search engines are not suitable to only search on specific websites as a set. The
number of websites will increase each academic year and, consequently, the organiza‐
tion of knowledge generated by students will be much more complicated.

In this paper a KMS is used to solve the mentioned difficulties. Once the typology
of resources has been analyzed in the previous section, they are classified by means of
ontologies in the KMS which includes a semantic search engine. The system is called
CSORA (Classify, Search, Organize, Relate, Adapt) and was developed by one of the
authors in the “Laboratory of information technologies’ innovation”, Technical Univer‐
sity of Madrid [14]. This system is being successfully used in the “Information Points
Network on Research Development and innovation activities”. It has shown its effec‐
tiveness to search R&D&i projects because the user’s searching is based on generic
search targets, without knowing the specific nature of what is searched [15].

An ontology (set of tags) is proposed for this educational environment. It is based
on the traditional models used in innovation [16], which have been already tested in
educational innovation contexts [17]. The proposed tags are grouped in categories
following the classification: input, process and output. Input includes categories referred
to the knowledge source. Process refers to academic activities related with the knowl‐
edge. Output refer to the type of created knowledge: academic support, welcome pack,
professional opportunities, etc. See Table 2 for more details about example tags included
in the categories.

Table 2. Proposed ontology

Category (tags)

INPUT
(knowledge
source)

Author (Students, Faculty)
Academic Course (2013-2014, 2014-2015)
Degree (Biotechnology, Energy, Mining)
Subject (Computing and Programming, Programming fundamen‐

tals)
Topic (Numeric, Computing, Algorithms, Matlab)

PROCESS
(usefulness
and activity
related to
resource)

Learning (Theory, Laboratory, Examples, General description,
Notes, etc.…)

Activity (Exam, Practical session, Theoretical session, Teamwork)
Teamwork competence (Mission and objectives, Chronogram,

Results, etc.)
Technology (Wiki, Dropbox, Website, Forum)

OUTPUT
(type of
knowledge)

Type of knowledge (Professional opportunities, Welcome pack,
Degree information, Academic support, Leisure, Students’ Asso‐
ciations, etc.)

A Knowledge Management System 515



The search engine included in CSORA system allows defining a search based on
logical expressions, with connectors (and, or), between different ontologies and by
means of text.

Also, CSORA allows several ways of selecting and organizing the contents. Any
user of this search engine (current students that create the contents and contribute to the
repository, future students that will use the search engine and teachers) can generate a
portfolio (file with editable text) with a selection of resources obtained during the search.
Faculty also can organize the search outcomes as a personalized webpage with their own
selection. See Fig. 1. An example of a search with the following tags: “Example” and
“Teamwork” and (“Chronogram” or “Planning”) and “Professional opportunities”. This
search generates examples and chronograms (or planning) during teamwork process
about professional opportunities.

Fig. 1. Design of search methodology

4 Discussion

The previous considerations try to answer the questions proposed in the introduction.
What kind of knowledge, based on experience, can be generated by students to be

helpful for prospective students of the same subject/degree? The authors have carried
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out an analysis of of the types of resources generated collaboratively. Students have
been interested in the creation of academic knowledge included in the subject and also
in the knowledge as a service to academic life (helping present and future students).
Both types of knowledge improve students learning [8]. This knowledge has been
obtained through the interaction with other people in the same school of engineering
(students of higher courses and faculty external to subject) and outside the school
(external professionals and research organizations). The analysis shows the typology of
knowledge generated by students: academic support for current subjects, information
about their own experience to choose the Biotechnology degree, information about
services and necessary places to carry out academic and learning activities, information
about different formative itineraries, scholarships, grants and professional opportunities.

Can the knowledge, based on the students experience in a subject, be arranged in a
common way to all of students? Students have chosen wikis and website builders to
organize their generated contents and publish the evidences of the teamwork. However,
it is necessary to organize the learning contents under a common point of view to give
service to both current and future faculty and students. In this proposal the tacit knowl‐
edge (informal, personal and social) becomes organizational knowledge [4] and the
common point of view of its management is based on both the nature of the generated
contents and their applications. The considered KMS (CSORA) allows classifying,
organizing and searching the contents regarding to indicators common to all students
and covering different search objectives.

Is it possible to create educational resources from the knowledge generated by
students? In this research students have generated resources from the reflection inside
the team, but also with the rest of students during the sessions oriented by the subject’s
teachers. In addition each team has chosen freely the topic of the generated resources
and has linked academic topics with social and service motivation. All of this provides
educational features to the resources which help authors to learn [2]. Besides the
resources, educational examples and good practices are included to the subjects for
future students.

5 Conclusions

Students generate learning contents from their own experience acquired from: subjects
they are studying, interaction with their own context (degree, school) and from the
interaction with their peers, as for instance students in upper courses.

CSORA searches allow the definition of new resources by identifying and joining
learning contents created by the different teams. Initial expectations of this work have
gone further away. From the traditional contents based on specific contents of the
subject, students have generated social and helpful learning contents. For this reason it
is possible to develop learning resources, assessment resources and even services both
for past, present and future students (for example, degree orientations or professional
opportunities). The generated resources can also be helpful for the mentorship planning
that most of universities carry out, because mentors could make use of these resources
to orientate students in lower courses.
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Regarding the teamwork, students have generated resources to explain how they
have interacted, how they have used cloud computing tools (forums, wikis and online
storage) and to show the final work.

The analysis of the generated learning contents in this work highlights that this is
the first step for freshmen to initiate a reflexive path into service learning, which will
report great benefits in their academic learning and the future professional life. Astin et
al. [5] shows that reflexive service learning provides improvements and says “the power
of reflection as a means of connecting the service experience to the academic course
material”.

For future studies the starting point will be the current repository of contents gener‐
ated by teams. The following stages of the action-research will be carried out by means
of: studying the impact on the learning process of new subject’s students and students
with the same needs in other subjects, the evaluation of resources already created
regarding to their usefulness to improve them and orientate the creation of new ones,
the integration with the educational resources generated by faculty and the future access
to the repository’s resources by their own authors.

With respect to the applicability of the generated resources, the start up of the
mentors’ usage is another future work line. In that sense, mentors could identify the
students’ needs (symptoms), establish a training plan (diagnostic), use the learning
resources available in the system (rehabilitation plan), generate a document with these
resources using the search engine and monitor the results (check the effectiveness of the
training plan in order to maintain it or change it, introducing useful comments about the
process inside the generated document). The final generated document will be stored in
the KMS to help other mentors. This way the generated knowledge jointly with learning
resources will help students with similar needs.
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Abstract. The use of videos, video streams, and user created videos has recently
surged as consumer based websites are allowing increased access to high quality
learning assets. You Tube, Let’s Play, MOOCs, and the Khan Academy are
discussed in order to understand how they differ in their offerings of multi-media
based assets. As these assets evolve, a new digital literacy in which a learner
transforms into a reviewer, a commentator, a curator, and possibly a creator of
new content emerges.
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1 Introduction

Educators have used video in classrooms for years, and the flipped classroom has
brought video based education home, however, the rise of learning through participatory
video streams and Let’s Plays has gone largely overlooked. While previous generations
have engaged with websites, blogs and social media based learning channels, the current
generation is quietly learning more through YouTube Let’s Plays, and Twitch based
video streams than they do with books, webpages, or any of the technologies adults have
traditionally used. The new digital literacy required to participate in these largely ad hoc
learning environments are the ability to record and edit video, capture and stream game‐
play and other on screen actions, high levels of technical communication, and the ability
to inform and educate others while accomplishing complex tasks. At the same time the
participants feel like they are playing and being part of a community, not learning or
teaching.

The learning process is similar to the tried and true ‘see one, do one, teach one’
methodology.

1. Observe Let’s Plays and Streams
2. Develop new skills based on applying what was learned and personal experiences
3. Create streams and recordings, and answer questions
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By engaging through video streams learners are feeling like they are part of a community.
They strive to help each other in an effort to build up their own viewership, and gain
status in the community. They also learn important skills in video editing, public
speaking, teaching, and sharing their knowledge. As the new generation grows they will
be expecting this level of engagement and participation in their learning. This paper will
explore how Let’s Plays and video streams are being integrated into a classroom setting
and how students are engaged in both learning and teaching each other.

2 The Minecraft Example

While it may superficially appear that the current generation is spending most of its time
playing games like Minecraft together online, much of their time is being occupied by
watching other people play and learning new techniques and secrets about the game and
its world. Minecraft has sold over 18.5 Million copies on PC alone [1]. It is widely
considered the best selling game of all time [2]. It has also been acquired by Microsoft
for 2.5 billion dollars [3]. The obvious conclusion is that there is a huge group of people
actively playing Minecraft.

This is of course true. Yet, the community that plays Minecraft doesn’t spend all of
their time interacting with the community in the game. A quick search of the game
Minecraft yields 94,200,000 results on YouTube. This is more than 5 videos per copy
of the game sold. Granted it cannot be concluded that every Minecraft owner makes 5
videos, it is clear that there is more to this game than the game world alone.

More to the point is the actual content of these videos. Many of these results are fun
videos made to entertain other players, but large numbers are actually video based
training disguised as entertainment. A search for Minecraft tutorial yields 6,300,000
results, explaining simple things like how to get started in the game, to complex building
tasks and programming skills.

This is not a phenomenon isolated to Minecraft. The game League of Legends is a
Multiplayer Online Battle Arena (MOBA) that has over 27 million players a day [4]. It
is arguably the largest massively online game in the world right now. There are hundreds
of thousands of videos explaining in detail how to play as every character in the game.
Minecraft, however, has somehow captured the ethos of our youth, replacing Lego as
the building blocks of choice among American boys. At MineCon 2013, a convention
celebrating Minecraft, Devon Loffreto presented the results of a study in which 95 % of
boys and 45 % of girls reported that they would learn anything, regardless of subject
matter, as long as it was presented in Minecraft [5]. The potential educational power of
this one game may never be fully tapped.

3 The New Use of Videos in Education

The use of videos in education has been reinvigorated through the availability of high
quality learning programs like the Khan Academy [6] and the surge in popularity of
Massively Open Online Courses (MOOCs). The Khan Academy makes thousands of
videos available free online in areas that include math, science and test preparations.

Let’s Play, Video Streams 521



The Khan Academy is primarily geared towards K-12 learners, but parents and teachers
may also use these videos as resources. Historically, videos were used to replace tradi‐
tional classroom models by providing increased access to standardized learning assets.
Now however, videos are often used in single serving chunks of just in time learning
and performance support. The instructors of the videos hosted by the Khan Academy
are teachers and lecturers as well as subject matter experts.

MOOCs follow a similar model of increased accessibility by using videotaped
lectures for an entire semester of college or graduate level course topics often hosted by
a single instructor or professor for an entire semester. In these examples homework and
assignments are handled using learning and content management systems and online
discussions hosted synchronously whenever possible. They will often leverage existing
or previous students as instructors or lab assistants. By making educational content
universally available, these examples are creating new possibilities for those who are
not able to access traditional classroom experiences for a variety of reasons, one reason
being a preference to not be in a classroom.

To conventional learning scientists these forms of course structure seem new, but
YouTube has provided a similar experience in a less formalized fashion each day. Where
individual videos are providing small chunks of authentic learning, channels and collec‐
tions are acting as courses and classes where students are learning through informal
means.

3.1 Providers

One of the key components to informal video based education is access to large providers
of video content. One of the most prolific repositories of videos available is YouTube
[7]. In order to access an array of videos all one needs is internet access and a computer
or mobile device on which to view these videos. While YouTube does not have a specific
instructional focus, YouTube’s one billion users need only search for “how to…” almost
anything and a variety of videos will likely appear that will literally walk one through
a process. It could be argued that YouTube is the world’s largest repository of learning
content, video or otherwise. Some videos are geared towards specifically completing a
task while others might be informational about the concept itself. A person in need of
baking tips, car repair instructions, makeup application advice, or help solving complex
algorithms has access to a huge range of information.

Provider’s major contribution to the ecosystem is content. Of course, this content is
meaningless without also providing the ability to search that content and find relevant
results. YouTube and other providers give video creators a place to store videos, the ability
to control how videos are watched, and the ability to grow a community of viewers. In
many cases, content creators are gaining significant income through others watching their
video, thus providing an incentive to improve the quality of the created content.

3.2 Channels

Channels are individual pages that contain collections of videos. Content creators create
a channel and post relevant videos there. Of particular interest is the Let’s Play
community and its channels centered around videos of people playing through video
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games. These videos are generally created for one of a few reasons: showing others how
to play through a game, and exploring if a game is worth playing at all, and doing
something interesting with the game.

Most video game players understand how frustrating it can be to get stuck within a
game. Video games offer problem solving and puzzle like encounters that sometimes
exceed the ability of their players. A player might feel that they have tried everything
and exhausted all of their resources within the game, but still not be able to proceed.
This led to the genesis of some Let’s Plays where players explore a game from start to
finish showing others how to play the entire game. It was not uncommon for players to
video tape themselves successfully navigating portions of a video game that could be
problematic for other players in order to share their knowledge and skills on how to be
successful. Later, this evolved into a dedicated space for video game walkthroughs
named Let’s Play [8].

Some Let’s Plays focus on playing the game in ways the designers did not intend
them to be played. One of the largest of these communities is the speed run community.
These are players who attempt to finish a game in as fast a way as possible. These players
find exploits and paths that could cut huge games down in fractions of the normal time.

Today Let’s Play often includes videos of the game being played, but also of the
players while they play it (think picture in picture). This allows players to gain notoriety
and to attract followers of their specific videos. Some players have millions of followers,
giving them a certain level of celebrity and in some cases monetary gain through spon‐
sorship. While many of these videos might center on humorous or critical narrative of the
game being played, they still demonstrate tips and tricks for successfully navigating
games.

3.3 Streams

While outlets for videos such as YouTube provide an archive of previously recorded
educational material, many players are moving to live streams of their gameplay. These
live events can draw more viewers than televised sporting events and are studied by the
viewers who are attempting to learn new techniques and strategies. The finals of League
of Legends, a tournament played by the best players of the year, were watched by 32
million people overall and by 8.5 million concurrent viewers. With 8.5 million concur‐
rent viewers it had more viewers than the Super Bowl with 3 million unique viewers,
according to Nielsen’s figures [9].

One of the most interesting facets of these videos is that they are often created by
players themselves. These players, combined with their viewers, are creating personal
learning networks that can harness the same power that esteemed academies geared
towards providing educational content are harnessing. They are similarly authentic, and
learners are utilizing them with similar outcomes.

Video streams allow their viewers to watch online in real time, live. This has become
very popular both on You Tube via Let’s Play, but also for real time learning experiences
such as briefings on space missions and live war time reporting on TV. These sorts of
experiences allow for synchronous viewing and are often archived for asynchronous
viewers who can’t be online during the stream.
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4 Digital Literacy

Digital Literacy is the ability for people to knowledgeably participate in networked
communities [10]. While computer literacy might relate to an individual’s ability to
understand the working parts of a computer and how it functions, digital literacy relates
to an understanding of how to navigate and access the internet from the perspective of
utilitarianism. Today’s learners must understand where to find the information they need
and how to determine if that information is valid when using the internet. Unfortunately,
digital literacy is also a factor of availability of the internet and a device from which to
access it. This puts students without those resources at a significant disadvantage.

The ability to search for multi-media assets such as “How to” videos requires the
ability to use an appropriate term in the search, as well as an ability to refine any videos
produced in that search into those that might be most useful. Once determined useful, a
user might share that information with other users, often via social media tools such as
Facebook or Twitter, or might find a need for more or better content if their search is
deemed as not valuable.

Digital literacy in the Let’s Play community can be broken down into the three
segments, curation, creation, and participation. These three concepts also reflect Schu‐
gurensky’s three part model of informal learning, self-directed, incidental, and sociali‐
zation [11].

4.1 Curation

Self-directed informal learners are intentionally learning about a particular concept
primarily on their own, or with a group without the assistance of a formal educator [11].
These learners are consuming content, often for selfish goals, like being a better player
in an online game. These consumers of content, however, often become curators of the
content.

In the process of providing their own self-directed learning they find content that is
also useful to others. Content curation happens when a user finds something of perceived
value from either a search engine or from a trusted source that they follow and compile
it in a useful way. The user may then share that finding with their followers. Curators
of content often become valuable resources for those interested in a concept and may
be viewed as experts or trusted sources for others. In order for a curator to be considered
trusted and valuable, they must review the information they have found and share it with
others.

The quality of that sharing over time becomes the basis for their perceived trust‐
worthiness or level of expertise in an area. A curator often also develops a following of
persons who are seeking the information they are sharing. This concept of curation
allows users to increase their personal knowledge and more importantly their perceived
knowledge in a particular area. A follower may share their information with their own
followers, further increasing their demonstrated level of expertise through their own
curation.

Although curators may have broad shallow knowledge bases on a topic. Curators
are often considered experts by others who have already moved past curation into
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creation. These creators find themselves without the time to stay abreast of all the
newest developments and thus rely on curators to keep them informed.

4.2 Creation

In order to demonstrate true digital literacy, a user must be able to find the information
they need and curate it meaningfully. Curators of content might perform this in order to
find the information they need, or to share information with their followers. Sometimes,
however, in the process of locating high quality information, a user may find the avail‐
able assets lacking. This provides a tertiary opportunity for a user or curator to become
a creator of content. For example, a user seeking a recipe online might find a recipe that
indicates amounts, but not the steps required to make a cake. Similarly, a viewer of a
video game walkthrough might find that the player/creator of a video doesn’t sufficiently
cover the details needed to successfully defeat a boss. In these cases, a user/curator has
found a need for better video to be made and posted. Some users/curators take this
opportunity to become creators of their own videos, with the goal of making a more
cohesive of better video.

Content creators often have specific deep knowledge to share. They may not have
the same breadth of knowledge as a curator, but they have the need or ability to fill in
games in the knowledge base of the community. Neilson describes this level of partic‐
ipation in a community with the 90-9-1 rule of participation inequality [12]. This rule
stipulates that 90 % of a community is made up of lurkers. These are people who read
everything but don’t participate in any meaningful way. Then 9 % are creators of content,
and 1 % are heavy contributors of content.

Creators often learn through the process of creation. They develop deep knowledge
through the process. The learning they achieve is considered incidental learning [11] as
they are learning as a side effect of the creation process as opposed to setting out to learn.

4.3 Participation

In determining what videos might be most helpful or the highest quality representations
of a desired process, a user will often consider three things:

1. The rating of the video
2. The number of views the video has had
3. The comments left on the video by other users.

Video rating is often done in a typical 5 star format. The more the viewers like the video,
the more stars they assign it. This often is considered in conjunction with the number of
views however. A video that receives 5 stars, but has only been viewed 10 times might
not carry the same value as a video that receives 4 stars but has had 150,000 views. Often
these two values are considered together. A user might also choose to read or perhaps
contribute to the comments for a particular video. Comments often discuss the strengths
or shortcomings of a video and are often fairly honest due to the anonymity of online
commenting.
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These groups, while fitting into to the 9 % on Nielsen’s scale [12], are learning
through socialization. They are gaining tacit knowledge through interacting with others
in a social environment. They may or may not be setting out to learn, but through
discourse and participation they are learning [11].

5 Game Design Education Through Videos and Let’s Plays

To visualize the process of curation, creation, and participation students in DIG 4720
Casual Games Production at the University of Central Florida are introduced to major
concepts in casual game design primarily through lecture, but also through a series of
curated videos describing various aspects of casual game design. These include, paper
prototyping, design mechanics for casual games, play testing to inform design, and many
other topics. These videos act as supplement to the course presented by often times
famous game design professionals with multiple game credits to their name. In some
cases the videos are previous students in the course, often held in the same regard as the
video from clear professionals. All of the videos are relevant to their major task of
developing a casual game. In this case the curator is their professor.

Students also get in on the curation process and are asked to participate in the curation
of development tutorials that they find useful in the creation of their projects. Early on
this sharing is difficult to spark, but once students realize they will be recognized for
their contribution by the rest of the class, more sharing occurs.

Students are encouraged to explore casual games in general. This course is one of
the earlier classes in the program’s game design curriculum, so students are often less
experienced with a varied array of games often including casual games, and are
commonly primarily players of core game titles. As they explore casual game design it
is also clear that their tastes in games are also changing to include more genres.

Their primary objective in the course is to work in a team to develop a casual game,
but they are also assigned to make a Let’s Play video of a casual game of their choosing.
These Let’s Play videos are short, roughly 5 min in length, and concentrate on the design
of the core game mechanics of the game. This is a popular assignment, where is it clear
that the students are enjoying the process of playing but are also articulating their new
game design knowledge as well. The act of filming the video is simultaneously allowing
them to entertain themselves, entertain others, and practice articulating their newly
formed design analysis skills.

After the videos are created they are shared with the rest of the class and also kept
for future classes. This allows students to explore each other’s work and participate in
the social aspect of learning. This peer to peer exploration of the topic has allowed some
students, who often do not have a voice, to begin to articulate their ideas to the group,
and improved the overall educational outcomes of the course.

6 Conclusion

The resurgence in videos for learning as a topic of interest for educators and researchers
has necessitated consideration of new tools available for learners. Following models that
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include both formal education, the upside down classroom, and informal education the
aggregate of these resources have begun to allow a new educational paradigm for user
created content to exist in the same ecosystem as formal learning constructs. Consumers
of these videos are more interested in authenticity and trust than the credentials of the
presenter and bring instructors and students into similar roles.

By design viewers can easily become curators of content and then eventually become
creators. Creators of content are able to demonstrate their expertise but are also subjected
to the scrutiny of the community. The community becomes more valuable as raters.
Further, the ability for content creators to identify gaps and attempt to close them has
valuable underpinnings in this educational model. The ability for those gaps to be closed
and juried by peers is the tip of the spear for a new era of digital literacy where consum‐
erism is not as valuable as creation.
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Abstract. As the important way to achieve the trainer’s teaching function, the
design of human-human interaction, especially the interaction between instruct
pilot and student pilot should be addressed. For trainers human-human interaction
is rather the task itself now than designed for the task. The paper adopts the basic
theory of Task Technology Fit (TTF) model to establish human-human interac‐
tion model. This model discusses the advantage and disadvantage of three tradi‐
tional interaction ways and features of three tasks and match the interaction ways
with tasks and then get the design requirements and methods to strengthen human-
human interaction in trainers. Text message is proposed as a new interaction style
for the trainer. The new style is an important complementary for the traditional
methods. The new interaction style can give more information to ensure more
comprehensive communication between instruct pilot and student pilot and then
ensure the teaching function of trainer more effective.

Keywords: Trainer cockpit · Human-human interaction · Ergonomic · Task
technology fit model

1 Introduction

Design of Human-human interaction is the key for the design of the trainer. To complete
the task of the combat or safe navigation, interaction among the pilots is essential inter‐
action. The basic function of trainer airplane is to help student pilots to learn how to fly
the plane. The learning process itself is a form of human-human interaction. The very
important task of the instructor pilot in the trainer is to show the student pilots how to
fly planes in the context of flying safely. So for trainers human-human interaction is
rather the task itself now than designed as the task. The design of the human-human
interaction of trainers can’t copy the method of fighters or commercial airplanes. We
should put forward new design standards and methods for trainers.

2 Features of the Trainer Cockpit

There are always two basic layouts of trainer cockpit, which is tandem two-seat
layout and parallel two-seat layout. Tandem two-seat layout trainers have advan‐
tages of decreasing the burden of the engine [1], addressing the concerns about
observing the student’s facial expressions, hand movements and body language [1]
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and the symmetrical field of vision [2] while side-by-side layout trainers are good
at the arrangement of instruments, the weight and balance problems [2] and the field
of vision [1]. Two pilots are always a student pilot and an instructor pilot (IP).
Depending on the different functions, trainers can be also allocated a pilot or weapon
operator. The interaction model is built to describe the human-human interaction of
tandem two-seat layout trainer cockpit.

Trainers are always equipped with two different control systems for safe flight and
effective learn. The relationship between two control systems is related or rejected,
which is decided by the requirement of training. In general, control systems of primary
trainers and intermediate trainers are related while two control systems of advanced
trainers can only have one available in the meantime. The related control systems can
help student pilots learn operations from the IP while the rejected control system can
help the IP get the control right when dangers occur.

Due to the control system above, the pilot workload is not consistent with time. When
student pilot (or IP) control trainers, although IP (or student pilots) has tasks of study or
monitoring, the visual or auditory load is still less than driving. This feature leads to the
human-human interaction is different from that of two-seat fighters or airlines, which
makes it possible to delay interaction and more visual or auditory the interaction.

3 The Model to Describe the Human-Human Interaction of Trainer
Cockpit

This chapter develops a matching model of task types-interaction styles to describe the
human-human interaction. Basic structure is shown in Fig. 1.

Fig. 1. Matching model of task types-interaction styles

This model firstly discusses three interaction styles of trainers. And then consider
different task types from the mission profile and the most suitable interaction ways then
can be gotten.

4 Interaction Ways and Media

1. Language Communication
The media of language communications is radio. Trainer cockpits have two sets.
One is for internal communications between the IP and the student pilot while the
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other one is for external communications between pilots and ground services [3, 4].
The language communication here refers to internal communications.

2. Object Operation
The media of object operation is control systems. If a trainer is equipped with related
control systems, the IP behind can observe the operation from the student pilot in
front and vice versa. If a trainer has a rejected control system, there is no such inter‐
action.

3. Body Language
Because of the feature of the tandem trainer, the IP behind can observe the operation
of the student pilot in front while the student pilot in front can’t see IP’s operation
behind. As above, tandem trainers have advantages of addressing the concerns about
observing the student’s facial expressions, hand movements and body language.
Body language is single-track, which can only transfer from the student pilot to IP
in tandem trainers.

5 Features of Interaction Styles

1. Media richness
Media richness refers to media’s ability to enable users to communicate [5]. Better
media has immediate feedback, more multiplicity cues, various communication
languages, and attracting attention. MRT proposes that if a media is capable of
sending “rich” messages which decided by the technology to ensure immediate
feedback it is richness [6].
According to the four indexes above, the evaluation of the three interaction media
richness is as follows [7] (Table 1):

Table 1. The media richness of three communication ways of trainers

Interaction style Richness Features

Language interaction High ∙ Synch
∙ Low Symbol Variety
∙ Acoustics Information
∙ Immediacy Feedback

Object operation Low ∙ Synch
∙ Single Symbol Variety
∙ Operation Information
∙ No/Delayed Feedback

Body language Medium ∙ Synch
∙ Single Symbol Variety
∙ Body Information
∙ No Feedback
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2. Information processing ability
Information processing ability includes information edit ability and information
storage ability. Information edit ability is the ability that the media enables the sender
to rehearse or fine-tune a message before sending [8]. The media with edit ability
can urge senders to consider seriously before sending messages to make sure that
the message is accurate, and improve the information effectiveness and reduce the
error probability. Three interaction styles available in the present trainers all lack
the edit ability.
Information storage capability is the ability that a message can be reexamined or
processed again within the context of the interaction event [8]. The media with
storage capability can make it possible for receivers to have sufficient time to
consider and quote past messages. Also three interaction styles available in the
trainers all lack the storage capability.

3. The visual and auditory interaction features
The sensory channel of the pilot can be divided into visual channel, auditory channel,
and tactile channel. Visual channel and auditory channel is used widely by pilot. For
three interaction styles, language interaction have more auditory load while object
operation and body language have more visual load. Compared with the auditory
load, visual load is heavier when pilot is flying. So while flying the visual interaction
should be avoided. However, auditory interaction may have a problem of noises.

6 Features of the Tasks and Matching with Interaction Styles

1. Inception Tasks
In the trainer mission profile, many tasks, such as taking off, is familiar both to
student pilots and IPs, and has been implemented many times. For these tasks, which
called inception tasks, receivers will know senders’ meanings with short messages
and also know subsequent operations.
For inception tasks, interaction with low richness is efficient. Object operation and
body language should be avoided, because the sender should express and transfer
messages clearly. If there is only one inception task, there is no demand of edit
capability and storage capability, while if there are several inceptions, edit capability
and storage capability is essential for the interaction.
For three interaction styles available now, language interaction is the most suitable
style for inception. But three interactions all lack edit capability and storage capa‐
bility. So trainers need an interaction style that can edit and save like ‘short message’
and ‘email’.

2. Problem Solving
The aim of problem solving is to take a most suitable method to complete tasks or
behave the student. Problem solving emphasizes the selection of methods.
For problem solving tasks, interaction ways with immediacy feedback will be most
suitable. The complex problem solving tasks should match an interaction way that
have high media richness while the simple task only need low media richness.
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Almost all tasks only have one correct solution because piloting trainers have strict
standards. After solving problems there will be no need to reexamine the interaction,
so there is no demand of editing for problem solving tasks.
Depending on different tasks, problem solving should match language interaction or
object operation. Tasks that can be communicated clearly without the related control
system should match the language interaction to release the visual load while tasks
that should be communicated using the related control system should match the
object operation or both.

3. Emergency Solving
When an emergency occurs during flying, IP and student pilot should cooperate to
solve problem. In the emergency situation all interaction styles should be used to
ensure the communication between IP and student pilot. Interaction styles with high
media richness and less edit time should be adopted. Finally, with high visual load
interaction should be avoided because when an emergency occurs, IP and student
pilot need visual interaction to solve problem. Language interaction is the most
important way during emergency.

7 Improvement of Interaction Styles

1. Text message interaction
Three interaction ways available now all lack edit capability and storage capability.
For messages that should be considered seriously, reexamined or processed, trainers
now can’t provide an appropriate interaction way to match. The new interaction style
like ‘short message’ and ‘email’ should be developed. Such interaction way is called
‘text messages interaction’ in this paper.
When the student is piloting, IP can edit a message to conclude the behavior of the
student and arrange the command of inception tasks. Because the student is piloting,
the visual and auditory load of IP is less than that the situation that IP is driving. IP
is possible to divert attention from tasks to edit text messages interaction. In the
meantime, When the IP is piloting, the student is possible to read the message of
conclusion and reply because of less visual and auditory workload. These situations

Table 2. Features of text messages interaction

Media richness Low

Features ∙ Asynch
∙ Single symbol variety
∙ Text information
∙ Delayed feedback

Edit capability ∙ High

Storage capability ∙ High

Visual&auditory load ∙ High visual load
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fit with the feature that the pilot workload is not equality with time.
Features of text messages interaction are as follows (Table 2):
Text messages interaction is good at edit and storage. But the media richness is low
and visual load is high. So text messages interaction and language interaction is
complementary.
The set of text messages interaction include a control and a display. The function
of the control is to edit messages while the function of the display is to read
messages. The control needs an equipment to input text. The display doesn’t need
independent equipment. It can be integrated in a multi-function display. Consid‐
ering that we use text messages interaction to send complex inception, the arrange‐
ment of the multi-function display should avoid flight and navigation information.

2. Matching task types with interaction ways
For inception tasks, if messages are easy, we should take language interaction while
if messages are complex, we should take text messages interaction.
For problem solving tasks, we should take language interaction or object operation.
Tasks that can be communicated clearly without the related control system should
match the language interaction to release the visual load while tasks that should be
communicated using the related control system should match the object operation
or both.
For emergency solving, all ways should be made to ensure the interaction between
IP and student pilot while language interaction is the most important ways during
emergency.
The matching of task types and interaction ways are as follows (Table 3):

Table 3. Matching of task types and communication ways

Interaction
ways

Language
interaction

Text-messages
interaction

Object opera‐
tion

Body language

Media rich‐
ness

High Low Low Medium

Edit capability Low High Low Low

Storage capa‐
bility

Low High Low Low

Visual & audi‐
tory load

High auditory
load

High visual
load

High visual
load

High visual
load

Main
matching
tasks

1. Easy incep‐
tion

2. Easy
problem
solving

3. Emergency
solving

Complex
inception

Complex
problem
solving

Single track
feedback
from
student
pilot to IP
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8 Conclusions

In the design of the trainer, human-human interaction should be addressed. For trainers
human-human interaction is rather the task itself now than designed for the task. The
design of the human-human interaction of trainers can’t copy the method of fighters or
commercial airplanes. We should put forward new design standards and methods for
trainers. Only adjusting the position of human-human interaction in the design of trainers
can we design a better trainer.

Before the design of human-human interaction of trainers, we should be clear about
the feature of trainers. The specific operating system makes it possible for delay inter‐
action and the interaction that have much visual or auditory load, which are not available
for fighters. We should find out the specific of trainers to find the most suitable human-
human interaction ways for trainers.

The paper adopts the basic theory of Task Technology Fit (TTF) model to establish
human-human interaction model. This model discusses the advantage and disadvantage
of three traditional interaction ways and features of three tasks and match the interaction
ways with tasks and then get the design requirements and methods to strengthen human-
human interaction in trainers. Text message is proposed as a new interaction style for
the trainer. The new style is an important complementary for the traditional methods.
The new interaction style can give more information to ensure more comprehensive
communication between instruct pilot and student pilot and then ensure the teaching
function of trainer more effective.
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Abstract. In this work we present MR-GREP, a platform that supports
educators in the design and implementation of mixed reality educational games.
More specifically the system allows the instructional designers to create game
experiences that can be played simultaneously in an augmented reality envi-
ronment as well as in a virtual space that replicates the physical space. This
seeks to support the implementation of collaborative learning experiences that
combine the flexibility provided by the virtual worlds with the realism and
physical component that training in real scenarios allows. The development of
this type of environments usually demand advanced technical knowledge that
educators normally lack. The platform aims to overcome this problem by pro-
viding a set of authoring tools and applications, which does not require pro-
gramming skills from the user.

Keywords: Digital Educational Games � Mixed reality � Augmented reality �
Virtual reality

1 Introduction

In recent years the development of Digital Educational Games (DEG) has been an
active research line. DEGs aim at helping to acquire knowledge and developing skills
while maintaining user engagement and motivation. This type of educational resources
has proven to be specially useful for the development of skills such as problem-solving
and critical thinking [1]. Despite their benefits, the introduction of DEGs in the learning
system is not as widespread as one would expect. The development of a digital game
requires a variety of skills and specialized knowledge that make necessary the assis-
tance from technical experts. This represents a prohibitive cost for many educators
willing to embrace new technology. Although some platforms such as < e-Adventure >
[2] and StoryTec [3] provide authoring tools for designing and implementing DEGs
without requiring programming skills, the type of DEGs they can produce is restricted
to the adventure genre. Action games that train the physical or mental agility of the
learner are beyond the scope of these tools, for example.

Current DEGs provide a mock scenario in a virtual environment in which the player
performs certain tasks and where she is allowed to explore different courses of action.
While this can suit well the training of certain skills such as decision taking, it does
not support so well exercising other abilities in which the physical component is key.
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This is the case of those games in which the stamina or speed of the player is a decisive
factor in the success of the experience. This scenario could be improved if the game is
played in an Augmented Reality (AR) environment, which would allow the
enhancement of a physical space with virtual information, supporting the implemen-
tation of a situated learning approach. In AR games such as ARQuake [4] or Human
Pacman [5] the action of the game takes place in a real setting, and the players are
equipped with AR devices that allow them to visualize the game entities as superim-
posed on their own vision of the environment. In an educational context, this type of
games would present unique advantages as they combine the benefits of trainings in a
physical space, while retaining the inexpensive management of virtual objects and user
safety provided by virtual reality simulations. Unfortunately, the design and imple-
mentation of this type of experiences are specially challenging. On top of the diffi-
culties associated to the production of traditional DEGs, they add the complexity of
designing a consistent AR environment in which games can be played. The designer
could use high level authoring tools like DART [6] and CATOMIR [7], which bring
the definition of AR experiences closer to non-experts. However these platforms may
still require some programming and are not particularly focused on game development
or education.

The objective of this work is to provide educational designers the tools and plat-
forms that facilitate the design and development of DEGs that can be played in a Mixed
Reality environment, minimizing dependence from technical assistance in the process.
In this case we use the term Mixed Reality (MR) to make reference to an environment
which merges physical and virtual worlds, where the elements from both realities
coexist and interact with each other. MR extends the interaction possibilities that AR
offers by allowing to act not only from the augmented real world but also from a
replicated virtual setting.

The type of games whose production we aim to support would allow interacting with
the educational experience both from an augmented physical space as well as from a
replica of it in a virtual reality environment. The final aim is to allow different players to
participate in a gameplay that is simultaneously played in the two types of environments,
interacting in real time with each other and with the other game entities included in the
game. This type of setting will open exciting possibilities for training and education, as
they will offer a more complete training scenario where trainees can interact with the
game from the type of environment that better supports the acquisition of the specific
skill to develop. Furthermore, it will also deliver unique possibilities for collective
trainings and educational experiences where the actions of the players in the virtual
world will modify the experience of the players in the real environment and vice versa.

As a first step towards this goal we present MR-GREP (Mixed Reality – Game
Rules scEnario Platform). The system provides a set of tools and applications for
supporting the design, development and execution of mixed reality DEGs. The current
implementation of the platform allows the creation of mixed games where players in
the augmented real world act as on-site observers of the game action that takes place in
the virtual space. Presently the use of this type of systems in real-world learning
environments is restricted due the weight and cumbersomeness of current models of
fully immersive AR headmounted displays. However, this work serves as exploratory
research to enable the study of the potential usefulness, difficulties and limitations of

538 L. Arenas et al.



mixed reality educational games. The insights obtained through the use of this platform
will help to develop better games to be used when the technology matures and reaches
the general public.

The rest of the document is structured as follows: Sect. 2 presents related work in
educational game development, Sect. 3 details MR-GREP platform and its compo-
nents, Sect. 4 presents a use case created for illustrating the proposal, and Sect. 5
describes the conclusions and future lines of work.

2 Related Work

Even though there already exist several AR and MR games both for entertainment and
education, these applications tend to be produced as standalone projects tailored for
specific domain [8]. To the best of our knowledge, there is little support for the
development of these kinds of games by the hands of end users (EUD).

Efforts have been made in order to alleviate the complexities of AR and MR
application programming through the implementation of libraries and frameworks like
ARToolkit [9] and OSGART [11]. However, these tools are not suited for end users
since programming skills are required. Higher level authoring tools such as DART and
CATOMIR allow the definition of interactive AR and MR experiences. These
authoring tools bring the development closer to end users by allowing the use of visual
programming techniques instead of coding. However, they do not specifically support
the creation of games but isolated experiences, and they are not specially oriented to
educational environments.

With regards to DEGs, game development has typically been delegated to experts
in C or C ++ programming and low level graphical libraries like DirectX and OpenGL.
This scenario has been improved with the advent of game engines such as Unity or
Unreal Engine [10]. These platforms provide specific support for game aspects like
sound, animation, physics, behaviours and game deployment. Although they contribute
to lower the level of difficulty of programming digital games, they are only appropriate
for programmers. StoryTec and < eAdventure > are two of the few existing authoring
tools that do focus on end user game development. StoryTec allows the creation and
execution of interactive stories through an authoring platform and a runtime engine. Its
authoring platform is composed of five visual components that let users define story
logic, stage, action set, assets and properties. On the other hand, < eAdventure > specif-
ically concentrates on providing instructors with the required tools for creating story-
driven games as well as to integrate these games and the associated results into
e-learning environments. Unfortunately, these tools are restricted to the development of
adventure games.

3 MR-GREP

The MR-GREP system integrates different tools and applications for supporting both
the design and development of mixed DEGs as well as their execution. Figure 1 depicts
the relations between these tools and presents them organized by type of environment
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and activity supported. This way, the tools depicted in the top half of the diagram
(GREP Editor, GREP Player) provide support for the definition and execution of the
game action that takes place in the virtual world, whereas the ones included in the
lower half (Augmented Scene Editor, Augmented Scene Player) allow the translation of
these actions into an augmented real environment. In the same way, the modules on the
left hand side of the picture (GREP Editor, AS Editor, AS Player), assist the designers
in the process of creation of the EGs, while those on the right (GREP Player, AS
Player) allow the players the retrieval and execution of the EG produced. EG defini-
tions are stored in the platform’s game server (middle of the diagram), which also
ensures that the state of the virtual game elements and their corresponding augmented
representations are synchronized.

The process of defining a mixed reality game involves the following steps:

1. Virtual scene and game definition: As a first step, the user designs a virtual reality
game replicating a real world space. This process includes the definition of the game
scene as well as the game rules.

2. Augmented scene definition: The replicated area in the real world space is aug-
mented with digital graphical representations.

3. Matching between virtual and augmented scene elements: Finally, the elements of
the virtual and augmented scenes are matched so that changes in the positions and
states of the entities of the virtual games are translated into changes of the graphical
representations added to the augmented scene.

The following sections describe the different parts of the system that support the
definition of the virtual world and the game rules, the augmentation of the counterpart
scenes in the real world, and the matching between the virtual and augmented
scenarios.

Fig. 1. System diagram

540 L. Arenas et al.



3.1 Virtual World and EG Definition: GREP

The definition of the EG is carried out using GREP (Game Rules scEnario Platform): a
system able to interpret descriptions of EGs expressed in XML files and to generate 3D
games based on them. The platform has been implemented using the Unity 3D engine.
The descriptions of the games the platform interprets should follow the schema of the
GREM model (Game Rules scEnario Model) [11], which provides a set of components
and design entities for defining EGs. GREP provides different types of implementations
for these game components, activating for each game the ones that suit better their
descriptions in the XML files. For example, and with regards to the game interface,
GREP provides different types of inventory windows, score sections, status bars and a
mini-map view. For supporting different types of game mechanics, the platform pro-
vides listeners based on entities’ current positions, thresholds of attribute values, col-
lisions and the triggering of actions, among others. In the same way, it includes device
components implementations for supporting the definition of games compatible with a
keyboard, a mouse and a Microsoft Kinect device. In addition, the platform also counts
with different repositories that the designers can populate with resources for their
games.

The designer defines an EG and generates its corresponding XML description file
using a graphical authoring tool named GREP Editor (Fig. 2). The process of defining
an EG using the editor involves four steps:

1. Definition of static scenes: The process starts by setting up the main elements and
parameters of the game scenes. This includes the specification of the size of the
scenes, the lighting, and the definition of the floors and walls and the other non-
interactive background elements included in them.

2. Definition of game entities: The designer continues defining all the interactive
elements of the game or game entities. These definitions should include the entity
name, the lists of attributes, states and actions that the entity can carry out, and the
graphical models and animations of the platform repository that will be used to
represent those actions and states.

3. Definition of the game scenes: The designer completes the definition of the game
scenes by placing in the static scenes instances of the game entities previously
specified. To aid the designer in this process the editor provides a scene view, which
allows to navigate through the scene, to add and remove entities to it, and to modify
their position, size and orientation.

4. Definition of the game rules: The designer specifies the rules of the game. These are
described as a collection of game events that capture conditions of success and
failure, as well as the triggering of the entities actions, the modification of their
attributes, or their appearance or removal from the scene, for example.

The XML description files are stored in the GREP repository and made available to
the learners through the GREP Player (Fig. 2). Using a web browser the learners launch
the GREP Player and select an EG to play. The platform starts processing the corre-
sponding XML file of the game, and adjusts the components of the platform to the
requirements specified in it.
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3.2 Augmentation of the Real World

To transform an EG played in a virtual environment into a mixed-reality experience it
is necessary to specify the augmented representations that will be used to represent the
game entities and to place them in a real world environment that replicates the virtual
world scene. To support the designers in this process and to allow players in the real
world to visualize the game action, the platform provides two different tools: the
Augmented Scene Editor (AS Editor) and the Augmented Scenes Player (AS Player).

3.2.1 Augmented Scenes Editor (AS Editor)
The AS Editor is an authoring tool for supporting the design of the augmented scenes
in which the EG will be played. An augmented scene is a real-world environment
augmented with 3D virtual elements, which are placed at fixed positions with fixed
orientations and scales. To aid in the process of definition of the augmented scenes the
AS editor provides three different modules: the scene manager, the model manager, and
the scene editor:

The model manager module provides the designers a repository of graphical
models to be used in their augmented scenes.

The scene manager allows the designers to describe the physical space to be
augmented. This description should include the real dimensions of the place to aug-
ment, and a scaled top view plan of it.

Finally, the scene editor allows to define the augmented view of the scene. The
editor uses the top view plan previously introduced to obtain references of the positions
at which the physical space should be augmented. The designer defines virtual elements
to display in those positions, and assigns them identifiers, names and the graphical
models from the repository that better represent them. Figure 3 depicts a screenshot of
the scene editor, where the framed icons represent the virtual elements placed by the
user in the scene. Once a virtual element has been specified, the user can complete its
definition by modifying their default distance from the floor, orientation and size.

In order to tackle the problem of providing visual feedback about the elevation on a
two dimensional space, a color gradient is implemented. The background color of
framed icons are set with an elevation-color mapping from ground level to the highest
elevation in the scene. This value is set through a slider. Even though users may find it
hard to infer the absolute elevation only from the color, the color gradient eases the

Fig. 2. GREP Editor (left) and GREP Player (right)
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identification of elements at the same elevation and the identification of which element
is set higher than another. Nevertheless, the exact value in centimeters may be seen by
selecting a virtual object and observing the value displayed on the elevation slider.

The orientation of the virtual elements defines the direction they are facing. The
user controls the orientation by using a slider, which adjusts the rotation with respect to
the vertical axis. This allows the user to regulate the yaw of the virtual element, making
the element pivot on itself, effectively turning it left or right. The orientation is dis-
played with an arrow head pointing outwards.

Finally, the size of the virtual elements is set by defining a scaling factor with
respect to the original size specified by the model. Once again, a slider is used to
specify the scale, which will be represented in the scene by the size of the icon that
represents the virtual element.

To ease the edition of multiple virtual elements at once the scene editor features
multiple selection.

The scene authoring tool is implemented as a HTML5 website for multi-platform
compatibility. It is mainly designed for touch interaction on medium-sized screens such
as those in tablets, although interaction with a mouse and keyboard on bigger displays
is also supported. Specifically, JQuery Mobile was used to design the web interface.
The server is implemented in PHP5 with asynchronous AJAX calls and a MySQL
database.

3.2.2 Augmented Scenes Player (AS Player)
The AS Player is the subsystem of the platform in charge of augmenting the user view
of the physical environment by rendering graphical representations of virtual objects on
top of the user view. The system requires the user to be equipped with an optical see-
through AR headmounted display, which should permit the augmentation of the whole

Fig. 3. Screenshot of the scene authoring tool
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visual field. In addition he/she should place in the space to augment fiducial markers to
be used as references. With regards of these markers it is necessary to note that they are
not directly linked to virtual elements, but they encode reference locations, whose
coordinates and orientation are stored in a database. To track the user position and
orientation in the area it is necessary that at least one fiducial marker is captured by
the camera at any given time. Therefore, the user should distribute the markers in the
environment to augment in a way that allows him/her to move around freely, being able
to observe the augmented elements from any position. To assist the user in this process,
the player can be used in combination with the AS Editor. Thanks to tablet portability,
the user of the AS editor may wander around the environment, testing different con-
figurations of the markers positions, and visualizing through the AS Player the different
views that the system generates based on them. Figure 4 shows a user placing markers
and performing on-site edition of a scene with a tablet, assisted by the player.

The user can improve the accuracy of the location tracking using cubic markers
whose six faces provide references of the same position from the six orthogonal per-
spectives. Figure 4 depicts these cubic markers used as references.

3.2.3 Virtual and Augmented Scenes Matching
Once we have defined an augmented scene and a virtual scene it is possible to define
matchings between them in order to have mixed scenes. Thus, a mixed scene estab-
lishes a correspondence between elements of a virtual scene and elements of an aug-
mented scene (Fig. 5). This way the actions and changes that occur in one scene are
replicated in the corresponding elements of the other scene.

The matchings between the virtual reality entities (GREP game entities) and their
corresponding elements in augmented scenes are managed through relations in a
database. The database schema permits maintaining different matchings between virtual
scenes and augmented scenes. This means that one virtual scene can be linked to
different augmented reality scenes, each including different representations to suit the
requirements of different learner profiles. The connections between scenes are static,
meaning that they define the initial position of all the elements that are present both in
the virtual world (in GREP) and in the real world (through the augmented reality gear).

Fig. 4. AS Player-assisted on-site scene edition
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Once a matching is done it is possible to define plays in mixed mode, where players
could either execute their actions and interactions with the game in the virtual or the
real scenes. Consequently, two kinds of users would exist, those who act in the virtual
world and those who act in the real world.

A fully mixed game could allow the following:

• A player that plays in the virtual world is able to modify the augmented scene with
her actions.

• A player that plays in the augmented scene is able to modify the elements in the
virtual world with her actions.

The platform currently supports the first type of interactions. The actions performed
by a virtual player affect the virtual objects which, in turn, affect the augmented
representations in the augmented scene.

The synchronization of changes in the virtual world affecting the augmented world
has been implemented through an event system in GREP. Changes detected on the state
of GREP elements are applied to the corresponding augmented scene elements
observable by augmented scene players. This implementation consists of a javascript
module extending GREP that executes calls to a PHP-based state update service.

4 Use Case: Firefighter Simulation

To evaluate the system a use case has been developed consisting in the implementation
of a firefighter and rescue training game in mixed reality modality. The game simulates
emergency scenarios that firefighters may stumble upon. In these contexts physical
factors are fundamental and time is critical. Firefighters need to wear special protec-
tions and gear, whose weight critically reduce their movement freedom and put their
stamina to the limit. Additionally, heat and smoke pose obstacles to the realization of
their tasks. The implementation of a virtual reality game for firefighter training may be
useful for consolidating the studied courses of action to be taken during emergencies,
but they lack the real-world characteristics that are so important in these emergency
scenarios. On the contrary, a mixed reality game brings these situations closer to the

Fig. 5. Mixed scene creation by virtual and augmented scenes matching
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real emergency situation by having the user play in a real physical environment rather
than through a computer screen. In addition, the cost of executing these simulations is
rather low since victims and fire may be simulated through augmented reality, and
firefighter and victim safety is not risked.

Having defined the rationale behind this use case context selection, the design
process of the game with the implemented system is now detailed. As a first step, the
real world where the simulation would take place is virtualized and designed in GREP.
For this use case, we designed a virtual scene that replicates one of the classrooms of
our university, including the disposition of the tables, size of the blackboard, windows,
etc. Once the virtual environment is defined, the game entities were defined. The
objective of the game is to save a kid from the flames by controlling a firefighter.
Consequently, three game entities were defined and added to this game: a firefighter, a
kid and flames. Instances of these entities were placed in the classroom scenes repli-
cating a situation that required the firefighter to extinguish the flames to reach the kid.
After this, the rules that govern the entities and game execution are created. In our case,
one of the rules stated that when a firefighter approaches the flames, his/her health level
decreases by some amount per second. Finally, when all game rules are defined a
playable GREP virtual game is ready.

Once the virtual game had been defined we proceeded to define the augmented
scene following the process detailed in the Sect. 3.2. This way, a simple top view plan
of the real classroom was uploaded to the tool to create an empty augmented scene,
together with the graphical models to represent the entities of the game. Next, the
on-site edition of the scene was performed using an augmented reality headset, spe-
cifically Vuzixs Star 1200 model was used for this project. In this case two cubic
markers were enough to obtain references of the whole space to augment. With regards
to the placement of the augmented entities, the kid was positioned on top of a table,
trapped behind some flames, and with the firefighter located on the opposite side of the
room.

Finally, the matching between the virtual scene created in GREP and the aug-
mented scene defined with the scene authoring tool was performed, linking the entities
that represent the kid, the firefighter and the flames in the two types of environments.

Gameplay.
The current implementation of the mixed game considers two roles: player and observer.
The player is in charge of controlling the firefighter and plays the game in the virtual
world using a laptop. Meanwhile an observer in the classroom can observe the equiv-
alent game action in the real classroom using AR gear. Figure 6 depicts the firefighter
and fire as perceived by the viewer (right) while the virtual reality player plays (left).
While the virtual reality player moves along the corridor, so does the augmented reality
representation in the viewer perspective. Accordingly, when the firefighter extinguishes
the flames, the fire disappears from viewer sight. Finally, the test ends when the fire-
fighter approaches the freed victim and leads him out of the building.
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5 Conclusions and Future Work

Mixed reality technology offers the possibility to take advantage of the physical
characteristics of a real environment that virtual reality systems fail to capture or
simulate. These advantages can be exploited in the form of mixed reality DEGs, which
allow to combine the flexibility provided by virtual DEGs and the benefits of delivering
instructions in a real context. Unfortunately, the technical knowledge required to create
this type of experiences often poses an unsurmountable barrier for educators. This work
has presented MR-GREP, a platform that supports the design and development of
mixed reality DEGs with minimal programming involved. The platform is able to
reproduce the action of the game in a real context by means of AR technology.

Current work is carried out with the aim of extending the possibilities of interaction
supported by the mixed reality environments created by the platform. On the one hand,
a wearable gesture recognition system for the players in the real world is currently
under development. The system will allow to translate the gestures and movements of
the players into changes of their representations in the virtual world. On the other hand,
work is being carried out to integrate the platform with an interaction toolkit for
developing cross-reality experiences. This will allow to interconnect the physical and
virtual actions in the game with changes and readings in real objects placed in the
scenario of the game.
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Abstract. In this paper, we explore the possibility of using games as a way of
engaging youth in environmentally-oriented participatory art or other cooperative
urban projects. Our approach was design-led, and youth participated in evaluating
games that we proposed from the perspective of motivation and engagement, both
in the environmental issues in the games themselves and in the likelihood of
subsequent real life involvement stimulated by the games. The findings show that
ultimately, personal passion for the cause that the game represents, and not the
game itself, would be the central factor in a youth’s decision to engage in real
life. Social embeddedness was also valued high, as well as the possibility to make
a real difference.

Keywords: Urban youth · Participatory art · Collaborative culture · Co-creativity

1 Introduction

Participatory art and collaborative urban cultural processes are no longer only engaging
artists and other participants in cultural productions, but are increasingly also repre‐
senting ways of taking action towards improving the quality of urban life. Worldwide,
people are engaging as co-creatives alongside artists and researchers, exploring ways to
improve their urban environments. Ingram describes in [1, 2], how New York artists
and youth joined forces to reclaim some of the Bronx riverbank, and further how a
bioremediation project in Chicago and other environmentally-oriented art projects
sought solutions to real life urban ecological challenges. Such projects frequently
become multidisciplinary efforts, involving designers, artists, engineers, researchers and
most importantly, people who get engaged as collaborators, co-designers or citizen
scientists [3, 4].

Technology, and in particular the Internet, has come to play a central role in these
participatory, collaborative processes. One can say that the Internet was already central
to civic engagement when it comes to youth [5, 6], the Internet natives. The initial
research presented in [6] finds that “… online communities aimed at promoting civic
engagement, activism, or community involvement among youth are generally facilitators

© Springer International Publishing Switzerland 2015
P. Zaphiris and A. Ioannou (Eds.): LCT 2015, LNCS 9192, pp. 549–560, 2015.
DOI: 10.1007/978-3-319-20609-7_52



of the civic engagement that occurs in the offline world, but not necessarily the places
where that engagement occurs”. Online communities and the tools they offer, e.g.,
TakingItGlobal [7], may give a valuable starting point for youth engagement, especially
for those who are already civic-minded.

However, technology that youth use, or could use, in co-creative urban participatory
culture processes, has evolved far beyond the Internet. Understanding the role of tech‐
nology and how it can support youth when it comes to civic and politically-oriented art
and culture is both timely and interesting. Timely, because the dominant discourse when
addressing the role of technology has been focused on motivating an individual to be
more aware of resources and to act more consciously (for example, diverse feedback
and awareness devices designed to give feedback on the use of electricity [8]). Design
for increased awareness has also led to re-focusing research in the direction of daily
practices and how they can be understood as design material and as such, be redesigned
[9]. Interesting, because many cultural institutions such as museums, libraries and thea‐
ters have increased their efforts to interact with audiences, and to support visitors’ social
interactions in meaningful ways [10–12], often using digital platforms. These efforts,
however, are not easy to sustain over time and sometimes put the quality of an institu‐
tion’s offerings at risk. Cultural institutions are seeking to understand emerging prac‐
tices, such as discussed in [13], where the meaning of curatorship is questioned in light
of current “outsourcing” of the work to “amateurs” (and the Internet).

Understanding and producing knowledge on technology-supported participatory
culture is not simple and has not been researched adequately. In particular, human-
computer interaction design research, a field concerned with design of new technolo‐
gies and interaction modes, had little to say until relatively recently about technologies
that support sustained engagement in urban co-development, or about methods and
practices for broader engagement and participation in culture or in public interactive
spaces [14–16].

This paper presents our initial design-led research, conducted in preparation for a
long-term European project exploring the development of participatory culture and
related practices across Europe. The project links technology and culture, participation
and design in urban living. It draws on a diversity of approaches as possibilities to
discover successful practices and meaningful patterns. In the Norwegian subproject, we
focus on youth and ways of motivating them towards increased engagement in envi‐
sioning a better and more sustainable urban life through interaction design, participatory
art and other culture forms.

This paper reports from the first study in which gaming is explored as a motivating
factor towards increased engagement among youth in reflection and possible action,
concerning sustainability and quality of urban life. Since our approach is design-led,
several tools (games) were made for use in workshops and as interview aids that simul‐
taneously allowed us to assess levels of understanding youth had related to the
complexity of balancing environmentally friendly urban solutions, economic health, and
quality of life. Participants ranged in age from 7 (4) to between 10–15 (23). Although
the total number of youth engaged in this study through focus groups, workshops and
interviews was small (27), we uncovered clear insights into how well our methods and
tools worked to understand issues of motivation and engagement, and in which way
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these tools could be employed further to raise awareness around the environment,
sustainability and most importantly, participation.

The paper is structured as follows: the next chapter presents the results from the use
of an interactive game surface – CityCrafter, followed by a description of three explor‐
atory workshops and short interviews where we report results of working with three
open-ended games. Thereafter, we present a discussion of our findings from the work‐
shops and interviews in the context of existing literature, ending with a few ideas on
future directions and finally, our conclusions from this work.

2 Game Prototypes and Engagement

A recent study [17] shows that for youth aged 16–19, volunteerism has more than
doubled in the past 30 + years, while empathy has decreased. The study shows that youth
participate in voluntary work primarily in response to outside pressures and require‐
ments. For example, they are often motivated to do voluntary work in order to improve
their CVs. The type of motivation that we are interested to stimulate is related,
conversely, to passion [18] and creative, innovative expressions [19, 20]. Study [21]
considers high school students’ motivation for learning in relation to their socio-digital
participation. The study indicates that for some students, levels of social activities and
gaming outside of school can correlate positively with indifference towards school.
Considering results of studies into gaming and its positive effects on behavior in real
life [22], the passion youth exhibit for gaming [18], and that we are interested in inves‐
tigating participatory culture co-creation with youth, we chose to explore the possibili‐
ties that gaming offers towards appropriate motivation for civic engagement, possibly
also in the school arena. The scope or the “playing field” of the games was kept at a city-
wide level to promote learning and understanding of resource allocation and consump‐
tion at a wider social or at a supra-individual level (see [9]). Our hypothesis was built
on research presented in [9, 23], which shows that understanding resource consumption
and allocation is best done within a broader socio-cultural context as opposed to specific
actions or behaviors.

2.1 The CityCrafter

The initial step for two of the authors of this paper was to make a design brief and propose
and supervise a student project in an interaction design course, related to topics presented
above. We did not want an online solution, but rather a hybrid or a tangible one. A group
of three undergraduate students took up the challenge [24].

The students started their work by organizing two focus groups at the local elemen‐
tary school. Their first focus group involved children from the first and the second grades.
The children were asked to draw buildings and tell about the workings of a city. It was
found this age group was too young to have a desired level of understanding. There is
an organization in Norway, Miljøagentene [25], working to increase children’s aware‐
ness around environmental issues, specifically in this age group. The organization works
towards a cleaner environment and a better future, by engaging children. It provides
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activities in nature, collection of batteries, learning about climate changes and most
importantly, it motivates children to act and realize that they can make a difference.

The second focus group consisted of third and fourth grade children, age 10–11, and
this group was more engaged, understood issues and was interested in more advanced
games. The students also inquired about games that the children liked to play.

Fig. 1. The portion of the table representing an area of the city, with feedback on environmental
issues. Elements to place on the table, and their design, are shown in small images on the right.

The main finding from this focus group was that a game with elements of SimCity,
Minecraft and Monopoly could be understood, and could be engaging for this age group.
Thus, the students made an interactive prototype based on an open city game that focused
on the effects of buildings on the environment and on energy use in the city. Interaction
with the designed prototype took place around a large table with tangible elements such
as factories, skyscrapers, family homes, windmills, sports arenas, etc. that could be
pinned to the table and given a certain amount of energy, see Fig. 1. The feedback, a
large smiley face, was built into the tabletop and gave clear and simple feedback on the
use of energy and the environmental impact as elements are placed on the table.

The prototype was tested at the Norwegian Technical Museum with 15 participants
in the age group between 10–12. From a usability point of view, the results of the test
were very positive. There was no confusion as to what to do with the tangible compo‐
nents, how the game was to be played, or how to understand the feedback. The prototype
was sufficiently sturdy, and there were no technology problems during the testing, which
would have lowered the user experience of the game.

On the other hand, we found that the prototype had serious limitations as a tool to
study motivation. As can be seen from Fig. 1, the prototype consisted of numerous
components and making the interactions more meaningful by adding additional compo‐
nents would have been difficult. At the same time, the feedback and gameplay was so
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simple that it could not support the idea of sustained engagement and motivation that
we describe in the Introduction and want to evaluate.

2.2 Open Explorations

Shifting the focus from technology towards deeper exploration of our primary objective
related to understanding motivation and how it could be stimulated, we made a set of
three paper-based prototypes suitable for open exploration and more in the style of
traditional games. The games still explored urban living and what it entails, including
reflections on balance between investments and economic health, ecological friendliness
and life quality. The three prototypes were based on three types of games: co-operative,
competitive and explorative, see Figs. 2 and 3. The first one was made very large, so
that many participants could sit around the board. The second one was smaller and
utilized point system advancement from a start position towards a goal. Both games used
an actual map of an area in Oslo as the board background. Icons representing transpor‐
tation (buses, trams, bikes), roads (city streets, highways), hotels, restaurants, shopping
malls, food stores, houses, factories, schools, pesticide use, green areas, power from
water, windmills, sewage systems, waste (with or without recycling) and so on were
made (around 100 pieces, with some duplicates). Neither game was defined completely.
Rather, participants could help make game rules and decide if adding apps or technology
might make a positive difference on the experience of the game. The third game explored
synergies between different factors, which would lead to either positive or negative
results on the environment, such as how an oil spill would harm marine life in nearby
waters. The icons for this game were similar to the other two games but the participants
were allowed to combine them freely and in creative ways, giving them a chance to
explore open possibilities.

Fig. 2. Making a sustainable city: goal of the game is to balance economic health, people’s
satisfaction and good sustainable solutions. Images are from all three sessions held.

Can Games Motivate Urban Youth for Civic Engagement? 553



Fig. 3. A competitive game to the left, awarding positive and negative points when choosing a
token. The image on the right explores how different (non)sustainable elements mix.

Three workshop sessions were organized with short follow-up interviews. Two of
the sessions ran between 1–2 h with 2 participants age 14 and 15 in the first, and 3
participants age 11, 11 and 14 in the second session. The third session was shorter and
run with only one participant age 7, to verify the conclusions that students made during
their first focus group with children age 7, before prototyping the CityCrafter.

Whereas CityCrafter was tested with participants in a well-balanced mix of gender,
the workshop sessions, although planned as mixed-gender, involved only girls. The
invited boys were unable to attend for various reasons. Instead of re-scheduling, we held
the workshops, aware that our feedback may be gender-biased. However, the findings
from these sessions were interesting, and certainly give pointers for further research.

We now give a short summary of the main findings, followed by some interesting
points we learned from the interviews.

Workshop Session 1. The participants (girls, age 14 and 15) were told at the start of
the session that this was a game in the making. The participants were encouraged to take
a look at icons and ask if they did not understand what the icons represent. They could
also use wooden blocks in any way their imagination would lead them, but we asked
them to talk along, so that we could grasp their reasoning behind actions they took. The
girls started playing as competitors, using the blocks to divide the map into districts.
Very soon, they gave up this strategy, removed the barriers and started to build open
city areas, cooperating on the use of resources (saying, for example, “For this number
of inhabitants, one school should do.” and “If it is placed mid-way and if there is a
public transport from both of their areas, it is the best use of money and it is not so
damaging for the environment.”). Soon, the girls were very engaged in trying to deter‐
mine which decisions would make the most sense for the city they were creating, and
their arguments were growing in depth and complexity. Initially, they tried to build a
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city with all the amenities. The icons concerned with types of electrical power used for
houses, hotels and factories made them think about costs of producing clean energy, but
also how unpleasant it can be to live, for example, near a windmill, which can be rather
noisy. The discussions then considered seriously the environmental consequences of
components being added to different areas. After this activity was over, one of the
participants shared that she, during the game, realized that the most important factor in
the city that she wanted to build was quality of life. She was interested in solutions that
enabled people to have, in the long run, sustainable solutions and a good environment.
Running a part of the city that is poor, for example, brings challenges, so money is
important, and has to flow well. But money was not important in itself; the quality of
life was more important. Additionally, both girls would have liked to have access to
electronic feedback with immediate, well-reasoned evaluations of their decisions. That
would add more drama, as well as learning, to the game. The participants agreed that an
opportunity to cooperate and negotiate with one another made this game interesting.

The second, competitive game was experienced as simpler to play after the first one.
Here, they wished for electronic point feedback each time they chose an icon. During
the session, the Wizard of Oz technique was used to assign points. Participants were
very good in using the previous game to evaluate their own choices based on their expe‐
riences and thoughts from the previous game, and they evaluated the sustainability
impact of their decisions right from the beginning. The Wizard was almost not needed.

The third game was found to be interesting, and the participants indicated that they
wanted to know reasons behind the results of mixing the components in more detail.
They thought that these synergetic factors were not taught adequately at school and said
that they had learned some new things during this game (the relation between de-fores‐
tation and flooding, for example). They would have liked to see combinations that gave
also positive results, making a positive impact on the environment.

Workshop Session 2. The two 11-year-old girls were friends. From the start of the
game, they wanted to co-operate. The 14-year-old girl wanted to compete against them.
The dynamics in this session showed some of the same traits as the previous session.
All participants were capable of understanding the task to build a city and had discus‐
sions around implications of their choices. For example, “We need to have sewers
because people need to go to the toilet.” Further, placement of a sewage treatment
plant was made outside of the populated area so that a clean water supply would be
assured. Discussing what they liked about the game and what they would change with
it, the girls said that it was fun to be your own boss, build, plan, imagine, and consider
how things matter. This group liked the tactile and personal engagement with the game
and thought that a computerized version would be less appealing. One girl, 11, said
that parents do not like children to use the PC all the time. They liked the face-to-face
interactions and said that it is fun for people together and that two persons think better
than one. They did, however, ask for a set of digital feedback “warnings” that could
be either heeded or ignored. They also wanted feedback on how to build a well-func‐
tioning economy. This indicates a preference for seamless use of technology in an
otherwise traditional board game. The 14-year-old suggested that the game could have
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many more elements and should be bigger, too. The younger girls agreed, wishing for
additional kinds of elements and more colorful game pieces.

The second game received more enthusiasm from this group and was a favorite for
one of the 11-year-olds: “Competition made it a little better, you really understood the
point”. Here, they engaged deeper in discussions such as “We need to place the solar
panels away from the buildings to avoid shadows”, “Windmills need lots of room” and
they linked some of their reasoning to memories of lessons learned from their school‐
work. They also made a point that “It is good to see how what others do affects you”.

The engagement with the third game was also good, and the girls expressed that it
was different and interesting, but the game was nobody’s favorite.

Workshop Session 3. This session engaged only one participant age 7. The goal was
to see to what extent earlier observations that students made were correct. The first game
was played cooperatively with an adult, but it became clear that while the game was fun,
the girl did indeed not yet have the ability to understand the concepts behind the game.
The competitive game was thus skipped. In the third game, the adult tried to explain that
mixing the bacteria and the food can make people sick, or the city sewage, if dumped
too close to the shore may be dangerous for swimmers, and made the first two rows
shown in the upper right corner of the Fig. 3. The girl made the remaining two: cutting
one tree out of three, leaves only two trees and, a fish plus the plate, makes a good meal.
So, again, the concepts required for effective participation in these games were too
advanced for this age group.

Follow Up Interviews. After the workshop sessions, we asked some simple questions,
that could help us understand engagement, its relation to sustainability, and how could
it lead to some real life engagement in co-design and artistic and cultural projects which
address some of these issues.

We started by asking our participants what “sustainable” means to them. “Something
that lasts a long time and is stable”, was the answer.

When asked about any practices at home that contribute to the idea of sustainability
and are positive for environment, one of the girls said: “We all recycle. I also got my
parent to buy a car that pollutes less”. Another girl chimed in: “We use good power in
our homes. Most of it comes from water, and gives good, cheap and clean energy to the
whole country”.

What is the role of the school in teaching you about these issues? “Occasionally,
here and there, we learn about them. But we do not learn about global warming and
how to make things that are more environmentally friendly.” “Maybe, we could have
more activities like this at school. They make us remember things that we should do and
not do. It is actually also really good to know about small stuff that one can do, like the
length of the shower one takes every day, and to take shorter ones.”

What do you think is the most damaging to the urban environment? Here, the girls
agreed that factories influence the environment most, and should be made more envi‐
ronmentally friendly. Next in line was transportation, and they saw it as desirable to
make people take public transportation in order to reduce the amount of cars, as well as
to increase pedestrian areas and bicycle paths.
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Do you ever think about freshness of water or air? One girl said: “Not water. I believe
that Norway has great water and the water is still of good quality. But this is not the
case with the air. I sometimes really feel the pollution. I also notice trash on the streets
which I experience as pollution”.

What if you heard about an art project, trying to engage people in participation, and
the project stands for promoting a cleaner city? Would you participate? The answers
here were “Yes, if I had the time”, and “Yes, if I knew what to do”.

If there were such a project, what would make you most willing to participate:
financial reward, social pressure, saving the environment or something else? The partic‐
ipants answered this question sincerely. All of them mentioned that incentives matter.
If they had to spend a lot of time, it would be good to make some money. If other friends
were engaged, however, making money becomes less relevant. Ultimately, most partic‐
ipants indicated that passion for the cause would be most important, and even voluntary,
unpaid participation would be possible if they could make a difference.

3 Making Sense of Motivation to Participate

Participatory art culture with youth is spreading on a global scale [1, 2] with technology
and the Internet in particular [6, 7] facilitating action and activism for the civic-minded.
The prototypes and workshops discussed in this paper evaluate gaming as a motivator
for engagement, good decision-making and better social and environmental awareness.
Through experience with the CityCrafter platform we discovered that overly simplistic
gameplay is not successful in stimulating sustained engagement even though there may
be significant initial interest due to interactive elements. Subsequent workshops bene‐
fited from this finding by introducing more complex and varied forms of gameplay and
incorporating personal values and emotions as motivating factors. This was done by
using the map of Oslo (where all the participants reside) in all the prototypes to test the
effects of giving the participants a familiar situation and heartfelt problems. Initially,
the emotional and social elements did not seem to create a noticeable impact on the
participants’ decision-making processes. But as the gameplay proceeded, we noticed
that discussions and cognizance of the issues and implications of actions became much
greater, particularly in the first game, which had a more complex and exploratory game‐
play model. These findings were consistent with the claims of positive emotional impact
and social binding in physical settings [22]. It is interesting that during session 1, one
of the girls brought in the design of new practices explicitly, using even the example of
showering as in [9]. The girl’s expression “the small things that we can do” implies a
willingness to engage personally in new, more sustainable practices in the hope that if
everyone does it, it will make a difference. Another participant made an explicit connec‐
tion between design (“how to make things that are more environment friendly”) and a
way in which they could potentially participate in making their world a better place.
Further, an explicit connection was made with a desire to learn more: “Maybe we could
have more activities like this at school that would help us remember things that we should
do and not do”. Thus, we could notice the connection between design and behavior, and
how daily living practices and learning practices could be re-designed to better fit the
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goal of striving for sustainability. As mentioned in [3], innovations generally come from
collaborative and discussion-driven settings. We feel that complex decision-based
games placed in social settings like museums and schools could serve very well as a
“foot in the door” [26] for engaging youth. Simple activities, which encourage debate
and discussions, could lead youth to explore possibilities for getting involved in more
difficult and complex tasks. These small engagements could serve as starting points for
a “positive spillover” [26]. Practice-oriented design research into sustainable practices
[9] provides a concrete example of the above. Our research leads us to conclude that
open-ended, decision-based gaming with tangible artifacts is most effective in social,
physical settings [22]. Further, it provides an ideal scenario for all three guidelines for
practice-oriented design: bodily performance (active integration of learning in practice),
crises of routine (the change in routine practices brought about by debate and ques‐
tioning) and variety of performances (reconfiguration of thoughts and ideas as the game
progresses) [9].

In order to get feedback and possibly some further insights into what is motivational,
we inquired with a young female activist (23). We engaged her in a conversation about
the relation between games and how (or if) games could stimulate broader engagement
in participatory art and culture with political and social implications. She is herself a
gamer as well. Her perspective was the following: “Attempts to gamify either serious
or educational content often do not work at the personal level. It can somehow end up
being not really new and often condescending. However, it works better in the group
context of, for example, school, as it is often more fun than the usual ways of learning.”
This was in line with what we observed during workshop sessions and is also in line
with the suggestions made in [22]. The games would not work, or be interesting for a
single person, but the interaction, negotiation and actual learning were fun when
involved with others. However, taking the desired step forward from games and engage‐
ment in games to actual, physical acts of participation in a real setting are difficult.
Further, the activist shared her opinion on why it is hard to start: “There has to be a
space for meeting people. Physical, face-to-face interaction is motivating and inspiring.
Online is hard. Then, there needs to be a bridge, bridging the gap of not knowing how
to engage in participatory art, as a non-artist, for example. And if engaged, equally
important is how to see that your contribution is actually meaningful”. Hence, possible
next steps could be to arrange for follow-up “meet-ups” and collaborative game playing
sessions that also include activists and artists (or appropriate persons, depending on the
project/game subject matter) and using games as experience-sharing platforms in
conjunction with people who already have passion for the cause.

4 Conclusion

Our open exploration of games as motivators for youth engagement in urban settings
had environmental sustainability as an overarching theme and additional engagement
factor. Through our experiments, we learned that tangible media mixed with interactive
gameplay elements serve as a strong motivator for urban youth. Trying out different
models of gameplay, such as exploratory, competitive and open-ended, we sought to
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evaluate the learning processes and the evolution of decision-making processes among
the participants, as well as how and what makes their experiences during the game
personal and engaging at deeper levels. We discovered that an open-ended model
coupled with appropriate feedback led to the highest discussion and debate among the
participants. The participants showed a tendency to cooperate rather than compete while
making decisions, and they also debated the implications of their decisions for overall
satisfaction, environmental impact and economic effects of various amenities created in
the city. Moreover, their decision-making was increasingly moving towards trying to
create the best possible city by balancing the aforementioned factors. A low-fidelity
prototype of the game, CityCrafter, tested at the Norwegian Technical Museum in Oslo,
furthers this argument that open-ended, decision-driven play can serve as a strong moti‐
vator towards increasing participatory culture among the urban youth. A strong caveat
to this argument, however, is our finding from the workshops that engagement is driven
primarily through collaborative social settings and peer-to-peer discussions and may not
be as effective if used in a solo or closed setting. A second take-away was related to the
use of exploratory and discovery-driven gameplay elements, which stimulated questions
and increased inquiries about the consequences of different factors such as pollution and
deforestation in sustainable practices. Overall, we believe that while these elements
might be very effective in aiding a structured inquiry into sustainable practices in a
controlled setting such as a game or a school, they do not yet serve as actual strong
motivators for a city-specific context in a real life setting. Thus, while our research shows
that certain gameplay elements in social settings serve as strong motivators for urban
youth to engage, the door is as yet wide open to investigate ways to transpose this
engagement into practical, real life urban involvement and contributions.
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Abstract. Serious game is commonly used to support cultural heritage such as
historical teaching and learning, and enhancing historic site visits. Nowadays
most of in situ serious games have been supported by GPS but it is not suitable
for a small-scale historic site. In this paper, we propose a location and object-
based serious game application H-Treasure Hunt. H-Treasure hunt integrates
location-based service with object-based sensors to find more exact location of
artifacts at a historic site. In the game, the players wear Head Mounted Display
(HMD) and explore a historic site interacting with artifacts to complete missions.
In this way, H-Treasure Hunt will act as a tour guide helping users learn about
the historic site and artifacts. The use of this application is to support cultural
heritage teaching and learning as well as enhancing historical site visits.

Keywords: Collaboration technology and informal learning · Mobile and/or
ubiquitous learning · Serious games and 3D virtual worlds for learning · User-
generated content

1 Introduction

Serious game is commonly used to support cultural heritage such as historical teaching
and learning, and enhancing historic site visits. Its playful characteristic not only
increases motivation to learn but also raises interest of children and young adults in
cultural heritage. Serious games for particular sites help players to find historical or
geographical significance of the site and to learn more information than when they just
observe. While playing the game, visitors are able to have immersive experience and
construct personal meaning as well.

Nowadays most of serious games at outdoor sites have been supported by GPS based
location technologies for in situ experience. However, using GPS at a historic site may
result in GPS confusion areas, since artfiacts are located close to each other. Therefore,
we improved location-based technologies with object-based sensors to pinpoint the
location of artifacts at a historic site.

This paper suggests a location and object-based serious game, Historical Treasure
Hunt. H-Treasure Hunt is a treasure hunt like location-based game that allows users
to create their own content. Furthermore, H-Treasure hunt integrates location-based
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service with object-based sensors to interact with artifacts at a historic site. The game
is composed of two major parts: authoring tool (H-Treasure Hide) and playing tool
(H-Treasure Hunt). The overall system will be further described in Sect. 3.

Since the object-based sensor provides pinpoint locational accuracy of the user and
the artifact, the user can be provided with information about the artifact at a suitable
time and place. In this way, he or she will be able to have a feeling of being connected
to the artifact with the sense of interaction. We expect that H-Treasure Hunt can provide
a new way to explore a historic site and enhance the visitor’s experience.

2 Motivation and Related Work

2.1 Motivation

Unlike the majority of location-based games, we desired to make H-Treasure Hunt not
tied to specific gaming contents but playable at any historic site by utilizing authoring
tool to satisfy different user groups. How can such a game support exploring a historic
site by e.g. students and teachers on a field trip. While students are new to a historic site
and naturally interested in sightseeing and learning about the history of a city, teachers
might be able to re-evaluate their pre-existing view of the site by exploring it with prior
knowledge and research.

According to these traits, H-Treasure Hunt has two roles: hider and hunter (Fig. 1).
Teacher’s role is the hider who hides sensors around artifacts and creates missions.
Students can be the hunter who hunts points through completing the missions to reach
their ultimate goal of getting a real treasure as a prize for the winner.

Fig. 1. Overview of the game actions separated by ‘Hider’ and ‘Hunter’

Exploring the site with H-Treasure Hunt, students will be able to discover and learn
many interesting facts about history. The game will help them to have an immersive and
realistic reconstruction of a real location. As a result, they will be able to appreciate and
learn the historical values of the site. It also engages mechanisms to motivate students
into a real experience.
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2.2 Related Work

Serious games for a historic site are often inflexible because game place is targeted to a
certain place and POIs (Point of Interest) are selected in advance. As a result, users have
to play the game in one fixed place with the same game content every time they visit the
site. One example is mobile tour game that provides location-based service [1]. There
are, on the other hand, other location-dependent studies that adopt more flexible
approaches towards game place and content [2, 3]. Such studies provide authoring tools
allowing user-created content. Instead of relying on already existing content, user creates
game content that is relevant to the user’s current situation.

H-Treasure Hunt is a close relative to Tidy City [2] and GeoCaching [3]. Tidy City
is a scavenger hunt that players need to interpret riddles to find the correct target
destination. Geocaching is a hide and seek game where treasures are hidden in the real
world focusing more in the real world than in the virtual game world. They are similar
to H-Treasure Hunt in that there are two type of user groups including one type of user
group who design the gaming content. However, Tidy City and Geocaching focus more
on entertaining than learning. On the other hand, H-Treasure Hunt not only has typical
entertaining traits of games but also has educational effect.

Typically, these location-based serious games are designed for a wide range of area
such as city [2, 3]. Location-based techniques are not oriented to historic site since these
techniques are mainly based on GPS, which are robust for outdoor environment. Historic
sites are usually smaller than the city scale and artifacts are too close to each other. For
example, Bulguksa temple located in South Korea has stone pagodas and stone lanterns
as well as buildings. GPS can be used to mark locations of relatively broad area like big
objects but is too inexact for small scale positioning. It is not correct for indicating
specific artifacts like stone pagodas and lanterns that are only few meters away. There‐
fore we need to improve location-based technologies to find more exact location of
historic site and to interact with artifacts.

Fig. 2. Overall system diagram
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3 System Design

3.1 Basic Architecture

Figure 2 shows a general outline of our system. The game is composed of two major
parts: authoring tool (H-Treasure Hide) and playing tool (H-Treasure Hunt).

With authoring tool, designers walk around a historic site carrying object-based
sensors. Selecting the artifact, they place the sensor around the artifact and mark a GPS
location on mobile authoring tool to give players a rough area. Then designers specify
the sensor number and create missions for the artifact. The data is then uploaded to the
server and it becomes available for the game.

With playing tool, players hang the user sensor around the neck and wear optical
see-through HMD that guide them to the designated area. Then they can freely explore
the site to find the object sensors that are scattered around the site as shown on the map
on their HMD. As the player gets closer to the hidden object sensor around the artifact,
the signal between the object sensor and the user sensor gets stronger. Then, H-Treasure
Hunt recognizes the artifact by receiving the unique sensor number from the object
sensor and fetch corresponding mission from the server. Finally, HMD displays the
mission for the player. After having completed the mission, the player is rewarded with
points (Fig. 3).

Fig. 3. LBS with object-based sensors (left), and object-based sensor module (right)

3.2 Sensor Design

Object sensor is composed of Arduino and ZigBee (Tx). ZigBee is used to send radio
signal to user sensor. User sensor is composed of Arduino, ZigBee (Rx) and Bluetooth.
Unfortunately, Google glass can only receive Bluetooth signal. In order to overcome
the weakness, the sensor is equipped with Bluetooth and ZigBee. ZigBee calculates the
power of radio signal (RISS) then transmits it to user. If the RISS value is high enough,
then the Bluetooth sends a signal to Google glass. After that, Google glass creates events.
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Beacon is also used to find locations. Bluetooth can connect up to 8 nodes at the
same time. ZigBee, however, is suitable when connecting multiple same cell nodes
simultaneously (Fig. 4).

Fig. 4. Hardware design (front and back side)

We can read ZigBee RSSI pin using Arduino pulseIn. Pin 6 is PWM0 /RSSI Output
PWM Output 0 /RX Signal Strength Indicator on ZigBee and ZigBee-PRO modules.
When AT Commands, P0 on the ZigBee module is set to 1 (default), pin 6 outputs the
RSSI value as timed electrical pulses (PWM, pulse width modulation.) We can read
those pulses using Arduino’s pulseIn function. Those pulses will equate to a number in
hex. That hex number can then be translated to decibels (dB) which is the unit of measure
for our RSSI value.

We fixed the threshold value which allows user sensor to detect object sensor. To
get the exact value, we had to perform several tests because wireless signal is easy to
be interrupted. Above all, we covered three sides of the sensor box to have only connec‐
tion from front side. Table 1 shows the results of distance and angle test of the proposed
sensor.

Table 1. Relsults of sensor’s distance and angle test

Test1 Test2 Test3 Test4 Average

Sensor 1 2 1 2 1 2 1 2

Distanc
e(m)

1.1 1.3 0.9 1.7 1.0 1.2 0.7 1.5 1.175

Angle(˚) -30 0 +20 +45 +30 -10 -20 +10 5.625

We designed this device for users to be around 1 m from the object sensor. Programed
RSSI setting value is 30(dBm) that is lower than Benkic’s result [4] since we covered
the sensor box with aluminum foil except front side. We recorded distance and angle
between the user and the object sensor every time the user receives the signal from the
sensor and gets the mission from the Google glass. The average distance is 1.175 m that
is similar to designed value. When testing the device, it was able to detect the sensor
within up to about 50 ~ 60 degree. While the test, all the users were able to find the
sensor within 0 ~ 45 degree.
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3.3 Application

The game accompanies mobile authoring tool that enables users play the game anywhere
and with any artifact as well as playing tool application for HMD. Therefore, H-Treasure
Hunt is composed of two major software parts: authoring tool (H-Treasure Hide) and
playing tool (H-Treasure Hunt).

We incorporated Naver Maps into an Android app, installing the Naver APIs [5].
For exchanging data between android applications and the server, we created PHP
classes to connect to MySQL database [6]. The architecture will activate simply by
calling a PHP script from android application in order to perform a data operation. The
PHP script then connects to MySQL database to perform the operation [7]. The data
flows from the Android app to PHP script then finally is stored in our server, MySQL
database.

Authoring tool. The game provides mobile authoring tool to let users create their own
content anywhere and with any artifact. Designers create missions for each artifact by
recording necessary information. There are mainly two activities in mobile authoring
tool, Mainactivity.java and CreateQuiz.java. Mainactivity.java shows a list view of
registered sensors and missions available, whereas CreateQuiz.java deals with creating
missions. Figure 5 shows a screen of CreateQuiz.java. Designers can specify a title, a
sensor number, a picture as a clue, answer, and examples. The data is then uploaded to
the server and it becomes available for the game. Created missions can also be played
by other players.

Fig. 5. Authoring tool (H-Treasure Hide) and playing tool (H-Treasure Hunt)
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HMD.   At the historic site, players wear optical see-through Google glass freely explore
the site to find treasures that are scattered around the site shown on the map on their
Google glass. As the player gets closer to the object sensor attached to the artifact, the
object sensor’s signal gets stronger [4]. When the player is close enough to the sensor,
the sensor attached to the artifacts sends its unique number to the player’s Bluetooth that
is paired with the Bluetooth mounted on the HMD. These two Bluetooth devices carry
out text chat over Bluetooth [8]. Through transferring data over Bluetooth, the Google
glass application recognizes the unique sensor number and displays the corresponding
mission.

Google glass application is implemented with the Glass Development Kit (GDK)
which is an add-on to the Android SDK [9]. For Google glass application, activities
are divided into 6 parts: AboutActivity, AnswerActivity, BluetoothChat, Bluetooth‐
ChatService, DeviceListActivity and SettingsActivity. DeviceListActivity and Setting‐
sActivity should be preceded prior to game play. SettingsActivity fetches all the
necessary information from the server in advance of outdoor activity by extending the
range of the game which includes non Wi-Fi zone. The player’s Bluetooth can be paired
with the Bluetooth mounted on the Google glass through DeviceListActivity. Blue‐
toothChat and BluetoothChatService are activities for carrying out text chat over Blue‐
tooth. When BluetoothChat activity receives the number via Bluetooth chat, this
activity passes the received number to AboutActivity that displays corresponding
mission with the number [10]. AnswerActivity deals with events when the player inputs
answer such as A, B, C or D. The following code shows handler that gets information
back from the BluetoothChatService and data exchange between activities.

Google glass offers a voice interface as well as gesture interfaces such as tapping,
swiping, and scrolling. We implemented Google glass application to support both voice
and gesture interfaces. Users can choose to launch the application and manipulate the
menu through either voice or gesture interface. In addition, the players checks if he or
she is in the right spot by just saying: “Mission!”, if so, the corresponding mission is
displayed on their screen.

private final Handler mHandler = new Handler() {
public void handleMessage(Message msg) {
switch (msg.what) {

     begin
        case MESSAGE_READ:
        byte[] readBuf = (byte[]) msg.obj;
        String readMsg = new String(readBuf, 0, 

msg.arg1);

((Mission)this.getApplication()).setBt(readMsg);
        Intent intent = new Intent(BluetoothChat.this, 

AboutActivity.class);
        startActivity(intent); 
end.

H-Treasure Hunt: A Location and Object-Based Serious 567



Google glass offers a voice interface as well as gesture interfaces such as tapping,
swiping, and scrolling. We implemented Google glass application to support both voice
and gesture interfaces. Users can choose to launch the application and manipulate the
menu through either voice or gesture interface. In addition, the players checks if he or
she is in the right spot by just saying: “Mission!”, if so, the corresponding mission is
displayed on their screen.

4 Experimental Results

4.1 Game Design

We conducted a test to evaluate H-Treasure Hunt application with four test participants
and four artifacts at stone sculpture park on KAIST campus. There were more than ten
artifacts at the park, and we selected four artifacts in advance to hide sensors: a stone
bridge, a stone pagoda, a stone lion and a stone elephant. The test participants had two
main tasks of finding the right four artifacts and completing the missions. Before this
experiment, with the selection of artifacts, we also played the role of hider by creating
missions with authoring tool to focus on evaluating the playing tool (H-Treasure Hunt).
Missions were created after reading and understanding the contents of each artifact on
panel. After setting the environment for game, hunters were guided to the site as shown
on the map on their HMD and they were encouraged to play the H-Treasure Hunt at
stone sculpture park (Fig. 6).

Fig. 6. The Stone sculpture park in KAIST (left), and location of four selected artifacts (right)

4.2 Evaluation Method

We selected four representatives of our target audience to participate in a small-scale,
in depth user study for playing tool (H-Treasure Hunt). The group included two male
and two female students of KAIST who have never visited the park. All of the partici‐
pants had no experience using HMD or any AR related devices but they were all familiar
with using smartphone.

The evaluation of each participant was approximately a half an hour long and
consisted of the following four different stages. First we helped the participants famil‐
iarize with gesture and voice interfaces of Google glass by giving them instruction and
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some time for practice (5 min). We showed them a brief demo of H-Treasure Hunt
(3 min) and gave them some time for getting familiar with its environment (5 min).
When they are ready, we asked them to freely explore the site playing H-Treasure Hunt
(15-20 min). After completing all the missions, we asked them to complete a compre‐
hensive questionnaire that consists of three different parts. The first part evaluates prac‐
tical benefits of playing the H-Treasure Hunt game at a historic site. The second part
evaluates convenience of the H-Treasure Hunt application interface. The third part eval‐
uates participants’ emotional experiences. We used Likert-type scale to measure attitude
using the following options: Strongly agree, agree, neither agree nor disagree, disagree,
strongly disagree.

The goal of this experience is to improve out study by having evaluations from people
to find the pros and cons have better insight. Through the experiments and feedback, we
can extend our system by developing better game design and system. Especially we
focused on the experiential aspects (emotions, feelings, values, meanings, etc.) related
to the system.

The reults from Table 2 show that H-Treasure Hunt application was easy to use and
understandable on the whole for most of the participants. They also felt that H-Treasure
software was supportive for observing artifacts. They believed that the H-Treasure
application offered adequate missions to understand the artifacts.

The participants felt that our application was helpful for understanding the historic
site and its artifacts. In convenience of the interfaces, participants thought gestural
interface was easy to use. However, they felt that voice interface was not much easy to
operate. They answered that the interface of the software helped them engage more in
the game.

The H-Treasure Hunt offers a new experience, encouraging participants to explore
and investigate the site. The result indicates that a combination of fun and challenging
assignments creates an effect that leads to deeper engagement and enjoyment. They said
this engaging experience provides a link with the artifacts and gives them a chance to
appreciate cultural values of the historic site after using the H-Treasure Hunt application.
Additionally, they said the H-Treasure Hunt application offers a new and stimulating
way to experience the historic site.

Location-based games have been used for educational goals. As an example,
Geocaching [3] used GPS for teaching and learning activities. This indicates that the
H-Treasure Hunt application can also be applied to the field of education, motivating
students to learn about the site while playing the game. The participants expect that
the H-Treasure Hunt application would boost motivation and offer educational contents
in game design.

4.3 Observations and Interviews

In observations of test participants using our application, they quickly became adept at
navigating the interface and completing missions with gestures and voice command.
They also had a lot of fun playing H-Treasure Hunt at the historic site showing different
playing patterns. In one case, if there is no mission for the artifact, two people passed
by the artifact without even observing it. Their playing times were about 12 min, which
is relatively shorter than others. On the other hand, the other two participants had a deep
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observation of artifacts even though these were not selected artifacts. Therefore, their
playing times were around 20 min, which is much longer than previous group’s playing
time.

Table 2. H-Treasure Hunt user test statement

Strongly 
disagree

Disagree
Neither 

disagree nor 
agree

Agree
Strongly 

agree

Practical Benefits:

H-Treasure Hunt applica-
tion is easy to use

25% 75%

Software supports my ac-
tions for observing artifacts

25% 25% 50%

Software offers adequate 
missions to understand 

artifacts
25% 75%

Convenience:

Gestural interface is easy to 
use

25% 50% 25%

Voice interface is easy to 
use

25% 50% 25%

Software interface supports
game immersion

25% 25% 50%

Emotional Experience:

Software offers me new 
experience

50% 50%

H-Treasure hunt was chal-
lenging and at the same 

time interesting
25% 75%

Software offers stimulation 
to explore the site

25% 50% 25%

Using the software gave me 
a sense of connection

between me and artifacts
25% 75%

Software makes me learn 
more about the site

25% 50% 25%

Software could easily be 
used in education

25% 75%

Using the software makes 
me think about cultural 

value of the site
25% 25% 50%
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The interview process helped us to gain a deeper understanding of each user’s
personal experience with our system. During the interview, participants most frequently
used the words “fun” and “new way to learn” in describing the most positive aspects of
H-Treasure Hunt. In negative aspects, participants most frequently mentioned discom‐
fort of HMD with the expression “dizzy” and “unfamiliar”.

5 Conclusions and Future Work

In this paper, we proposed a serious game application for cultural heritage learning
using location and object-based technologies and accompanying authoring tool for
creating flexible game content with smartphones. Preliminary evaluation results
confirm that H-Treasure Hunt is new, playful and a stimulating tool that encourages
exploration and learning, especially suitable for cultural heritage learning. The
element of play proved to be a significant factor that appealed to users, and most of
them agreed that the gesture and voice interaction made the experience of exploring
more immersive. Remaining frustrating aspects derived from unreliable gesture and
voice recognition and the uncomfortable head-mounted hardware. Also some users
focused on completing missions rather than exploring the site and observing arti‐
facts. Nevertheless, all participants agreed its playful approach would dramatically
increase the motive for learning.

We were encouraged by the detailed feedback we received from our participants,
and are eager to forge ahead with intuitive interaction design for exploring the historic
site and observing artifacts via HMD. We will develop the system that help users
exploring and observing more in detail with free-hand. And design more game rules
which make users could not just pass by the artifacts. In current version of H-Treasure
Hunt, in addition, no social element can be found even though it is actually aimed at
group activities. The most important component in game design is social experience and
co-experience. The group game can be one of the goals in social competition. Users
could be more motivated by competing or co-playing with their friend. Therefore we
needs to extend and create new tools in H-Treasure Hunt for social experience.
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Abstract. The purpose of this study is to develop an educational game, which
is used for opera or musical classes. In recent years, art education has been widely
emphasized because it helped to develop students’ creativity and imagination.
Also, many educators and researchers argue that STEM education, which aims
to boosting students’ interest and competitiveness in science, technology, engi‐
neering and mathematics, should be amended to STEAM where the letter “A”
refers to the field of Art. The opera consists of many dimensions which makes it
unique as a whole such as the human voice, the orchestral music, the visual arts,
the drama, and the dance. Hence all, the components of opera theater are included
all STEAM fields. The use of a serious game for art education, especially, opera
the Mozart’s Magic Flute has a number of advantages with respect to increasing
student interest. Students play this game to learn and practice the characters of
opera by following gesture recognition-based performance guidance for Mozart’s
Magic Flute. The game is directed by student’s movements and gestures which
are recognized the RGB-D camera. The context of the game consisted of acting,
role playing, singing songs, dancing, doing art, and speaking. The player will be
able to learn different activities and enjoy by following Mozart’s Magic Flute’s
guidance in the game. The art education game was exhibited for four days at the
2014 Education Donation Fair. During playing the game, students were
passionate to approach the game-based learning and students were thrilled by
following most of the components of an art game. Additionally, the students are
actively participating in the game-based leaning and the outcome was remarkable.
This game doesn’t have the automatic evaluation system for students’ perform‐
ance. So, we needed teaching artists for introduce this game-based learning class
for opera to students. Their brief guidance and teaching is a component of game-
based learning.

Keywords: Game-based learning · Gesture-recognition-based learning · Art
education · Mozart’s magic flute · KINECT
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1 Introduction

In recent years, art education has been widely accepted by school educators as well as
administrators, indicating its importance in providing useful guidelines for all aspects
of the modern school curricula on developing students’ creativity, imagination, and
aesthetics. Nevertheless, many educators also agree that art education allows students
to develop the ability to express themselves by covering wide range of subjects and
languages that hardly could be offered by other educational means [1].

Creativity is defined as the production of original, unexpected and useful work [2].
Many studies has reported that creative individuals were not only more productive and
satisfied with their occupations, they were more flexible and enterprising within their
groups [3, 4]. Following these studies of creativity, it seems that creativity and creative
skills have now been regarded as highly important in almost every field of work and
education in our competitive modern society [5]. In addition, The Organization for
Economic Co-operation and Development (OECD) termed modern societies as
problem-solving society and to cope with the advancement of technology along with
the change in society, the necessity of creative problem-solving ability can be a key to
become successful in this unpredictable world [6]. STEM education, which aims to
boosting students’ interest and competitiveness in science, technology, engineering and
mathematics, is a vital part of education policy of many countries. Many educators and
researchers, however, argue that STEM is overlooking creativity-related components.
They argue that STEM should be amended to STEAM where the letter “A” refers to the
field of Art which will contribute in developing students’ creativity and imagination.

The learning through digital games is a wave of the future [7]. The curiosity, joy, and
pride brought by game have been considered to be the key point of a successful education
system and many studies have agreed on that and have reported the positive effect of game-
based learning on promoting long-term user engagement and motivation. Actually, the idea
of embedding education into entertainment was started in 1954 by Walt Disney. From then
onwards, serious games have become more popular in a wide range of educational and
training applications and their effectiveness have also been acknowledged in different
fields, such as education, health, business, welfare and safety. Previous studies have also
reported students who had gameplay in the classroom scored significantly higher citing its
ability to engage and motivate learners in the educational process [8]. Therefore, it would
certainly have positive benefits and also could impact the player in a real life context.

Microsoft Kinect is motion sensing vision-based sensor. It allows players to interact
with their application using a natural interface that employs gestures thus eliminating
the game controller. The invention of highly reliable and inexpensive sensors such as
Kinect and Wii had boost up the development of serious games including dynamics
activities, various sports, and dancing that required gesture movement. Hue reported the
potential of Kinect as interactive technology and have discussed how it can facilitate
and enhance teaching and learning [7].]. For an instance, players will be able to perform
required dance tasks in intuitive manner which is better representative of the real world
[8]. Hence, learning to create and appreciate kinetic aesthetics may be more important
than ever for the development of the students, especially to those who focus more on
studying in STEAM education fields.
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This paper reports on the developing a serious game for art education, especially,
opera the Mozart’s Magic Flute. The primary purpose of this game is educational and
complementary for art class rather than just entertainment. Students play this game to
learn and practice the characters of opera by following gesture recognition-based
performance guidance for Mozart’s Magic Flute. The game is directed by student’s
movements and gestures which are recognized the RGB-D (Kinect) camera. The context
of the game consisted of acting, role playing, singing songs, dancing, doing art, and
speaking. The player will be able to learn different activities and enjoy by following
Mozart’s Magic Flute’s guidance in the game.

2 STEAM Education

STEAM is an acronym referring to the academic fields of science, technology, engi‐
neering, art, and mathematics. Up until now, STEM disciplines have widely been recog‐
nized as very important fields with regard to technology and workforce development.
However, nowadays STEAM fields, is becoming more essential as arts-based education
offers opportunities for students to develop their creativity and imagination.

Today we require professionals and creative thinkers who go beyond disciplines for
solving multifaceted issue and complex problems [9]. However in order to do so,
teaching and learning through the connecting the arts and sciences is essential. In addi‐
tion, many historical cases shows that these connections are already innate for the most
effective and innovative STEM fielders [10, 11]. In this view point, STEAM education
has become an essential paradigm for creative and aesthetic converged teaching and
learning in STEM and Arts disciplines [12]. Since 2011, Education Ministry of The
Republic of Korea has accepted STEAM education for national policy. In addition,
Korea Foundation for the Advancement of Science and Creativity (KOFAC) have been
promoting the STEAM campaign and are operating the teacher training for STEAM
education nationally. Also, different national organizations and professional commun‐
ities of science and technology have agreed on the integrative approach of STEAM
disciplines as a critical element for restructuring school education which will initially
be able to stimulate a domain of the conscience to the students in the field of science
and will draw induction for the field of science [13]. Hence, to catch up with increasing
the importance of creativity, educators and researchers are accenting the role of Arts
disciplines in STEAM education.

3 Mozart’s Opera Magic Flute and STEAM Education

The Magic Flute is an opera in two acts by Wolfgang Amadeus Mozart. The opera
consists of many dimensions which makes it unique as a whole such as the human voice,
the orchestral music, the visual arts (scenery, costumes, and special effects), the drama,
and the dance. Hence all, the components of opera theater are included all STEAM
fields.

Designing and setting-up stage of scenery is necessary to understanding technology,
engineering, and mathematics. Characters, properties, and background (e.g. animals,
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flute, darkness and lightning,) are good topics of science classes. In addition, learning
song and dancing are included not only fine art class but also good themes of science
and mathematics class. (e.g. harmonics and newton’s laws of motion).

Magic Flute’s story is Sarastro who the wise priest of Isis and Osiris, has taken
Pamina to the temple for the purpose of releasing her from the influence of her mother,
the Queen of the Night. The queen induces the young Prince Tamino to go with Papageno
in search of her daughter and free her from the power of Sarastro; Tamino accomplishes
his end, but becomes the disciple of Sarastro, whose mild-ness and wisdom he has
learned to admire. The prince and the princess are united [15].

4 Development of Game

4.1 System Architecture

Our system consists of a Kinect sensor, a PC, a TV Kiosk, a backlit projection screen,
and a projector. In order to develop the game and implement the logics, we have utilized
Zigfu, a programming development toolkit and Unity, a cross-platform game creation
system [16]. Figure 1 shows the system architecture and user interface of this system
(Fig. 2).

Fig. 1. STEAM: A framework for teaching across the disciplines [14]

4.2 Game System Setting

The purpose of this research was to develop the educational and essential game by
following gesture recognition-based performance guidance for Mozart’s Magic Flute
for art education. The game was directed by student’s movements and gestures by
recognizing the RGB-D (Kinect) camera. The context of the game consisted of acting,
role playing, singing songs, dancing, doing art, and speaking. The player would learn
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everything by enjoying and by following Mozart’s Magic Flute’s guidance in the game.
By participating in the game, it would enable young students in the range of 10 ~ 18
years old to learn and practice performing skills such as dance, acting, speaking progres‐
sively and repeatedly. In addition, it is possible that not only playing the game for
students but also showing performance for audience at one time. The audience and their
parents can watch the students’ performance on the simple stage when students, who
looking at TV kiosk, are playing at sixth stage of rehearsal mode. At that time, projection
screen is a stage background. Teaching artist guides and teaches the students playing
the game (Fig. 3).

4.3 Activity-Based Scenarios in Serious Game

The game was designed to be suitable for after school musical theatre classes in public
schools, in which students learned Mozart’s Magic Flute. Generally, these education
programs were designed for preparing the musical style performing art theatre. Students

Fig. 2. System architecture and User Interface

Fig. 3. Game system set-up, teaching artists, and students participating in the gesture-
recognition-based game in exhibition (at 2014 Education Donation Fair, Il-san, Korea).
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learn naturally by completing every level of the game through acting and dancing as
characters of the Magic Flute. The prototype game has six levels. Each level was devel‐
oped and designed to be suitable for many different classes (Fig. 4).

The first stage. The first is introductory and includes a video and briefing about Mozart’s
Magic Flute. In this mode, players can understand how to play this game and the full
story of Magic Flute while watching the video lectures.

The second stage. The second is an acting tutorial which involves gestures by recog‐
nition-based game with the Kinect. The player assumes the role of Tamino who is a
prince in the story. The story line of the game is that Tamino is running away from a
huge serpent. The player acts as Tamino in the game.

The third stage. The third is designed for acting and learning science through the
adopted STEAM Educational concepts. The scene of this level is a flock of birds flying
in the sky. These birds are dancing and controlled by the sounds of Tamino’s magic
flute in the story. The player also plays a bird in the game. The player’s bird-like gesture
is recognized by the Kinect. Plus, the game teaches students how birds fly by showing
the four forces of flight – weight, lift, drag, and thrust – affecting the flight of birds. This
game concept is designed for STEAM education. Students learn the scientific knowledge
while they are playing and acting like the bird in this game (Fig. 5).

The fourth stage. The forth of this game is created for reading and speaking the char‐
acter’s lines in the script. The character in the game and the player are interacting, and
speaking following the instructions using arm and hand gestures. The fifth level is a
dancing practice game using the Kinect. The player will learn dance moves through
watching dancing videos. The arrangement of dance was used in the musical theatre
(Fig. 6).

Fig. 4. The scheme of the art educational game, gesture recognition-based performance guidance
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Fig. 6. (Left) The scene in the fourth level, script guidance. (Right) The scene in the fifth level,
dance guidance.

The final stage. The final mode is designed for preparation for a performance, Mozart’s
Magic Flute. This final level is cumulative, and require knowledge and practice in the
other four levels, which proceeded to successively. By playing the game, students will
prepare for the performance of Mozart’s Magic Flute (Fig. 7).

4.4 User Experience

We tested the gesture-recognition-based art education game with numerous participants
at exhibition. In this part, we report the feedback from a wide range of participants who
experienced the game.

The art education game was exhibited for four days at the 2014 Education Donation
Fair hosted by the Ministry of Education and the Korea Foundation for the Advancement
of Science & Creativity (KOFAC), held at Korea International Exhibition Center
(KINTEX, Il-san, Korea) from September 18-21, 2014.

Many students visited our booth and experienced and played the art education game.
The participants were mainly students, teachers, and university professors. The students’
age was from 7 to 18. During playing the game, students were passionate to approach
the game-based learning and students were thrilled by following most of the components
of an art game. Additionally, the students are actively participating in the game-based
leaning and the outcome was remarkable. A few students initially looked abashed when
they were performed acting and dancing but absorbed in it once they tried it.

Fig. 5. (Left) The scene in the second level, acting guidance. (Right) The scene in the third level,
acting and science knowledge guidance.
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5 Discussions

In our game, scenario of this game is based on Mozart’s Magic Flute in order to use it
for opera performance class. In exhibition, we succeed in operation of the booth
including this game with teaching artist’s teaching. This game doesn’t have the auto‐
matic evaluation system for students’ performance. So, we needed teaching artists for
introduce this game-based learning class for opera to students. Their brief guidance and
teaching is a component of game. Teaching artist’s teaching and helping are necessary
to progress learning session. It is not enough for student by oneself to start and learn this
educational game for Magic Flute. This is because we couldn’t make it using all story
yet. Now, the game has six stages for learning and practicing the opera, Magic Flute. In
the future, we will include the additional stage which has same format, and different
story.

6 Conclusion

In this paper, we proposed the educational game by following gesture recognition-based
performance guidance for Mozart’s Magic Flute for art education. The game was
directed by student’s movements and gestures by recognizing the RGB-D (Kinect)
camera. The game taught students acting, dancing, and STEAM education contents. This

Fig. 7. (Left up) A player participating in an acting tutorial. (Right up) A player participating in
gesture-based script selection. (Left down) A player participating in acting practice and STEAM
education mode. (Right down) A player participating in gesture-recognition-based dance practice
game (at 2014 Education Donation Fair, Il-san, Korea).
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game is designed for learning and preparing the musical style performing art theatre.
Students learn naturally by completing every stage of the game through acting and
dancing as characters of the Magic Flute. The player would learn everything by enjoying
and by following Mozart’s Magic Flute’s guidance in the game. This game could use
not only standing alone a game for student but also performing a one-act play for opera
theater class. We designed and implemented example system based on the concept of
Opera theater class game, and tested with a number of participants at 2014 Education
Donation Fair, Il-san, Korea. The feedbacks from the participants confirmed that this
game motivated and increased students’ activities and learning. We believe that this
game is suitable for after school musical theatre classes in public schools, in which
students learned Mozart’s Magic Flute. Gesture recognition-based performance guid‐
ance for Mozart’s Magic Flute game by Kinect would be a great answer for the next
generation’s performing art education. This effort and approach of this project would
greatly help the students to understand the importance of art education.

Acknowledgements. This project was financially supported by Inha University. The authors
would like to thank the company, JSC games Co. Ltd. who technically supported to make this
game and many art teachers who participated in 2014 Education Donation Fair for our booth
operation.
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Abstract. This paper analyses how multi-user mobile games can be beneficial
to educational scenarios. It does so in several steps: Firstly, we introduce the
field of logistics as a problem domain for an educational challenge. Secondly,
we describe the design of an educational board game for the field of disruption
handling in logistics processes, which aims to foster shared situational aware-
ness (SSA). Thirdly, we introduce an open-source mobile serious games plat-
form (ARLearn) and fourthly describe how the board game can be realized in
this platform. The reader gets to know the problem situation of multi-stake-
holder decision situations, learns about the design of a board game, and gets to
know the open-source mobile serious game platform ARLearn.

Keywords: Mobile learning � Game-based learning � Multi-user games �
Logistics � Multi-role game-design

1 Introduction

Decision-making in sociotechnical systems is complex and error-prone due to inter-
dependencies of tasks, conflicting goals in distributed responsibilities and a lack of
information among the various stakeholders involved in decision-making [1]. The
proactive sharing of relevant situational information might help to improve shared
situational awareness (SSA) among the stakeholders involved [2], which can lead to
improved decision making processes within sociotechnical systems. Therefore, it is
crucial to understand the role of communication among stakeholders [3].

The SALOMO1 project aims to provide a training solution to create shared situa-
tional awareness (SSA) [2] to cope with this situation and to highlight the importance
of communication. As multi-stakeholder decision situations confronted with time
restrictions and incomplete information such as emergencies have been recognised as a

1 SALOMO: Situational Awareness for LOgistic Multimodal Operations.
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relevant field for training [4–6], a multi-user board game has been designed, which
emulates the decision process in the port environment in order to sensitize stakeholders
in a value chain about communication and inter-dependencies.

To improve the scalability of the board game, we aim to provide a computerized
version of the board game, simplifying the game distribution and execution by pro-
viding an automated execution environment for locally distributed players.

While most game-based learning approaches focus on skill development and
motivational aspects, little work is reported that focus on multi-user learning situations
and decision training. With this work, we also aim to provide new insights to this field
of research, illustrated by an example in the logistics domain. The main contribution of
this paper is to compare the board game and its mobile derivant from a design,
deployment and execution point of view. While we do not report on a comparative
study performed to assess the performance of each version, we rather give insights into
design and application experiences as well as limitations of each approach.

The remainder of this paper is organised as follows: we start giving background
information about the problem situation in logistics followed by an introduction of SSA
as theoretical concept in multi-stakeholder decision situations. Based on this, we
introduce and discuss our board game design as training game to increase SSA in a
logistics decision situation. We continue with an introduction of the mobile serious
game platform used and describe the transfer process of the board game to this plat-
form. Finally, we draw conclusions.

2 Problem Situation in Logistics

In a huge international port, like the Port of Rotterdam, thousands of containers are
moved every day in and out through several different channels in container terminals.
A container terminal is the point of interaction between the different parties involved in
container transportation. Containers need to be moved as fast as possible to meet the
delivery time expectations of customers. Safety of the port and its operating personnel
needs to be guaranteed at all times. To ensure the smooth operation of the port, different
stakeholders, equipped with different responsibilities have to interoperate:

• Control tower ensures the overall smooth operation,
• Resource planner assigns the port personnel,
• Yard planner is responsible for the internal storage of containers in the port,
• Vessel planner is responsible to deliver containers to and from vessels,
• Sales manager is interested in customer satisfaction.

Unplanned and unanticipated events that affect the normal flow of goods and opera-
tions in supply and transport networks are termed as disruptions [7]. Unfortunately,
disruptions have become common phenomena in port operations. The main categories
are port accidents, port equipment failures, dangerous goods mishandling, port con-
gestion, inadequacy of labour skills, hinterland inaccessibility, breach of security, and
labour strikes [8]. Disruptions may cause severe ripple effects resulting in high costs,
and have dire consequences on the social and economical wellbeing of the surrounding
environment [9]. For e.g., a machinery breakdown in the port may lead to a security
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risk, which may cause an area to be closed. This may cause delays in the unloading of
ships, which delays also their loading and planned departure, which affects the trucks,
creating traffic jams etc. The operating individuals, mentioned above, need to take
decisions to mitigate the disruptions together with external stakeholders. However, they
are not always aware of these interdependencies and effects. Given the undesirable
ripple effects of the disruptions in seaport operations, it can be deduced that the
resilience of seaports, and their terminals, is essential for the resilience and robustness
of transport networks as a whole.

As a first step to address this problem, this paper introduces a tabletop simulation
game as an approach towards increasing SSA of planners and decision makers in
seaport operations during disruption management to improve the resilience of seaport
container terminals. In the following, we introduce how we conceptualize shared sit-
uational understanding and why it is so crucial in container transportation, before we
illustrate how we translated this concept into a simulation board game.

3 Shared Situational Awareness

Situational awareness (SA) is the broadly accepted definition describing the level of
awareness that an individual has of a situation, an operator’s dynamic understanding of
‘what is going on’, including the perception and comprehension of a situation and the
prediction of its future state [10]. Much has been written about the construct, yet it
remains profoundly contentious. Of the definitions and approaches available, Endsley’s
three level, information-processing-based model has received the most attention [10].
Due to the significant presence of teams in contemporary organizational systems, the
construct of team SA is currently receiving increased attention from the human factors
community [11]. Distributed teams comprise members interacting over time and space
via technology-mediated communication [11]. Team performance itself comprises two
components of behaviour, teamwork (team members working together) and task work
(team members working individually). SSA is multi-dimensional, comprising indi-
vidual team member SA, shared SA between team members and also the combined SA
of the whole team, the so-called ‘common picture’. Add to this the various team
processes involved (e.g. communication, coordination, collaboration, etc.) and the
complexity of the construct quickly becomes apparent. Most attempts to understand
team SA have centred on a ‘shared understanding’ of the same situation. Nofi, for
example, defines team SA as: ‘a shared awareness of a particular situation’ [12] and
Perla et al. suggest that ‘when used in the sense of ‘‘shared awareness of a situation’’,
shared SA implies that we all understand a given situation in the same way’ [13]. In the
following, we introduce a study in which we research in how far a simulation game
session can support a group of players in developing SSA by providing different levels
of communication and cooperation. The increased level of SSA should lead to
improved resilience in container terminal operations.
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4 Board Game Design and Experience

Simulation games can be defined as ‘conscious endeavour to reproduce the central
characteristics of a system in order to understand, experiment with and/or predict the
behaviour of that system’ [14]. It is a method in which human participants enact a
specific role in a simulated environment [15]. In our case, we focus on the use of
simulation games as a training tool, which is meant to improve communication
between stakeholders, and to improve their SSA in seaport container terminals as an
example of a complex system. For the conceptualization of our game, we follow a
framework by Meijer [16], which is based on the work of Klabbers [17]. According to
this, a simulation game is always designed with an objective (for learning purposes) or
based on a research question (research purposes). The game consists of objectives,
rules, roles, constraints, load and situation, which are controlled by the game designer
as shown in Fig. 1 [16]. The framework presented in this figure forms the basis of the
simulation game session presented in this research work.

The disruption management game for intermodal transport operations in ports is a
5-player tabletop board game. Resilience is the ability for a system or organization to
bounce back to normality even when affected by a disruption [18]. For seaport con-
tainer terminals, bouncing back to normal can be quantified in terms of the Key
Performance Indicators (KPIs). The KPIs can be categorized as efficiency of operations
and costs, safety, customer relationship, sustainability, strategic/competitive position in
the market, profits and losses [19]. As the game only focuses on operations, the KPIs
considered for the game are safety, efficiency of operations, and customer satisfaction.
Based on literature and brainstorming sessions with professionals in the container
terminal business, the challenges in disruption management in container terminal
operations have been translated into contextualized game play, based on the framework
described in Fig. 1. The development of the game took over 8 months, as it was an
iterative process following design, evaluation and validation cycles.

The game is presented to the participants in the form of a game session (see Fig. 2).
One game master facilitates the game play. Every game session begins with a briefing
lecture, introducing the concept and motivation, rules, set-up and scoring of the game
(see Table 1).

Fig. 1. Input and output elements of a simulation game session [16]
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The game play begins after the briefing session. Each level of the game play has
five rounds. After every round, the individual and group scores are explained, when the

Fig. 2. The board game in action

Table 1. Input and Output elements in the disruption management game

Input/output Description in the game

Roles Vessel planner, Yard planner, resource planner, control tower manager, sales
Rules • There are individual game boards for each participant as well as an overall

game board for the container terminal system with KPIs, contain varying
information and rules based on the level of the game play

• The KPIs are all maximum at the start of the game, they deteriorate after
every round, and can be increased by mitigation actions of participants

• Participants have information cards as well as action cards, the former used
for communication, the latter for performing mitigation actions

• Communication can be (virtually) done via e-mail, phone and conference,
with differing effectiveness and costs. Limited tokens have to be used to
communicate, showing communication costs (time and resources)

• The information cards contain disruption details. After a round of
information sharing, participants have to perform mitigation actions.

• Mitigation cards vary for each round. They contain 3 choices from which
participants need to choose one mitigation action card

• Based on the actions of the participants the game master changes the scores
of the KPIs after every round

Objectives Overall: To maintain resilient transport operations
Individual: To maintain individual performance indicators as well as the
overall KPI of the terminal

Constraints Information availability, time, resources to communicate
Load Different disruption situations, different levels of escalation of disruptions,

varying channels and cost of communication and information sharing
Situation University classrooms; Logistics, supply chain and transportation

companies; Professional and knowledge institutes
Participants Academic researchers, students and professionals in the transportation,

logistics and supply chain industry
Qualitative
data

Observations from the game session by the game master, report of decisions
after every round

Quantitative
data

Post-game survey
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game facilitator reads out the effects of the decisions made by the players on the KPIs.
At the end of each level, an overview of the situation based on the participants’
decisions is presented. For evaluation purposes, the game play is observed thoroughly
by the game facilitator, while the decisions and scores are recorded.

The game session concludes with a de-briefing session, where the game facilitator
explains the principles of disruption management, the challenges faced by practitioners,
the relationship of the game elements to the challenges, a review of the scores and the
reasons for obtaining such scores, alternative strategies, comparison between scores of
different play groups and the reasons for it etc. This session is mainly to provide a
learning experience for the participants.

After the de-briefing session the game master encourages the participants to provide
feedback about the game and their experience, which is recorded. After the game
session, the participants fill in an online survey on usefulness on the game.

The data gathered from the game and the survey is then analysed qualitatively to
gather insights into disruption management for resilient intermodal port operations.
Several game sessions were conducted based on the above design, played with 10
researchers, 15 experts, and 80 graduate students in in supply chain, logistics and
transportation. The most important result that emerged from the analyses was the clear
difference in the behavioural patterns of players at different game levels. Based on their
awareness of the disruption scenario, roles and objectives of others, there was a dif-
ference regarding relevant information sharing for mitigating the disruption.

In level 1 of the game play, all the players had limited awareness of the disruption
scenario, the effects of their decisions and their objective in the game. In level 2,
players made good use of the available communication channels, as they understood
where to send and receive information. Several discussions and negotiations were made
among the players during level 3. Players teamed up to jointly mitigate the situation.
Sometimes, players sacrificed their individual KPIs to boost the overall KPIs. Well-
informed decisions were made in level 3.

The results from the mentioned sessions create a helpful learning experience in the
field of disruption management and resilience of container terminal operations. While
these positive results motivate us to continue, we also observed and collected a number
of reasons motivating the transfer of the board game to a mobile version:

• As the board game requires a human game master to be present in order to control
the complex game processes, the mobile version should be automated so players
can play independent of a game master.

• This automatisation should also simplify the distribution and scalability of the
game.

• Game results should be traceable for the necessary debriefing phase. While in the
board game only the human memory is available for debriefing, the mobile version
should track all user interactions and decisions.

• The board game requires all players to be present in a single room. While this
fosters a common game experience, it imposes an unrealistic situation, as in reality
the different persons would be distributed across the port.

In the following, we illustrate how the board-game concept has been translated into a
mobile multi-player version, taking into account above-mentioned reasoning.
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5 ARLearn Platform for Mobile Serious Games

Based on the board game described above, we aimed to design a computerized version
using ARLearn. ARLearn is a platform for the design of mobile process-based learning
games [20] comprising an authoring interface which allows to bind a number of content
items and task structures to locations, events, and roles and to use game-logic and
dependencies to initiate further tasks and activities. The platform has been recently
used for several similar pilot studies in the cultural heritage domain [21].

One key reason to use ARLearn for the multi-stakeholder decision training scenario
described above is its flexibility in designing games for multiple users organised in
different teams and using different roles. In a role-based game design, media artefacts
can be bound to roles, meaning that they will be only be visible to players that have the
same role assigned. The role-based game-design can be used to model situations with
incomplete, personalised information and individualised game processes. Conse-
quently, a multi-role game can be designed in a manner that only a collaborative effort
of the players in various roles leads to game success. Thus, the event-based game
model of ARLearn allows simulating mission critical real-life situations and conditions,
placed in an augmented real life situation. ARLearn also records user activities and
allows reviewing game runs for the debriefing stage. Commonly used smartphones
(Android, iOS) can be used to play ARLearn games. The authoring interface allows
copying and modifying games, allowing creating variations.

Based on its flexible, pattern-based game-design approach [22], ARLearn has
already been applied to other learning scenarios, where a number of players need to
interact and cooperate in order to reach a satisfying goal in a disruption or emergency
situation. For the United Nations High Commissioner for Refugees (UNHCR), we
created a role-playing game, which simulates kidnapping situations in order to train
employees how to react in such situations [23]. In the EmUrgency project, we designed
a game educating bystanders of cardiac arrest how to behave in such a situation [24].

Looking at other approaches for mobile serious games, we find a few related
approaches. The ARIS platform [25] offers the possibility to author location-based
mobile games. While ARIS has been successfully used in several application examples
[26], it does not support multi-player/multi-role games. QuestInSitu is a mobile
learning platform including authoring which mainly focuses on assessment [27] in
location-based contexts. Robles et al. [28] describe an implementation of a team-
enabled mobile gaming platform. The location-based task model allows for linear
games, where a new task description follows the previous one.

6 Transfer of the Board Game into a Mobile Serious Game

In the mobile version of the board game, the game master is replaced with the auto-
mated ARLearn game logic. The game design follows the board game as described in
the section ‘Board game design and experience’. Figure 3 depicts one round in the
game process. Each level consists of five rounds, which are synchronized after each
decision. Each round gives access to a new situation description.
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While level one of the game isolates the different players completely, subsequent
levels give access to limited communicative resources. This shall foster the players to
exchange information creating awareness for other player’s situation and the overall
consequences of own decisions (Fig. 3). The ARLearn-based game differs slightly from
the board game:

• The five players can potentially play the game in separate locations as their mobile
devices are synchronised automatically via ARLearn. The ARLearn game engine
automatically synchronizes the game state between the different players.

• No human game master is required, as the game engine automatically updates the
game state, evaluates player decisions and distributes information. The game rules,
processes, the decisions and all other game resources are encoded as game design
script in ARLearn.

Fig. 3. One round of level one/level two with communication

Fig. 4. Screenshots of the SALOMO game: message overview and decision point
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• The mobile devices provide a realistic situation scenario, as the players use com-
munication means similar to their daily activities as the game interaction is based on
mobile devices: users receive messages and interact with question items. Multi-
media dialogue sequences complement the message driven approach to provide
more immersive situations.

Table 2. Comparison of board game and mobile game

Dimension Board game Mobile game

Execution of 

game 

processes

Human game master necessary; 

scores and game progress are 

calculated manually.

Game process automatized. No human game 

master required; scores and game progress are 

calculated automatically.

Scalability Game scalability depends on the 

number of trained game masters 

available.

Game can be distributed via appstores. Scalability 

limited to the technical scalability of the game 

engine.

Location 

independence

All players need to be at a single 

location grouped around a table.

Players can be locally distributed. Each player 

plays with a mobile device. The game engine 

syncs the game state across devices.

Introduction 

support

Game master needs to explain the 

game background, game mechanics 

and processes as well as the 

available actions in each situation. 

Introduction to the game background is part of the 

game. Actions are context-dependent: players can 

only choose from meaningful actions. Game 

handling needs to be explained (installation, 

mechanics), e.g. with a tutorial.

Debriefing 

support

Game master collects decisions and 

actions for debriefing. The game 

master is also present during the 

game phase and can monitor 

personal or non-verbal feedback.

Logging data for debriefing is automatically 

collected and can be reviewed. However, despite 

the data being available, the debriefing session 

should be guided by a trainer in order to interpret 

the data and to gather additional personal 

feedback. 

Group 

experience

As participants play in one location,

informal interaction between players 

takes place, increasing group 

experience.

Due to the possible local distribution, players can 

play the game isolated. Communication outside 

the in-game mechanisms more difficult than in the 

board game variant.

Realism In the board game, players are 

explicitly set in a game setting that 

differs from their regular work 

setting. They play around a table – a

setting that would normally only be 

used for meetings.

The mobile game simulates isolated players 

communicating via different messages (text,

image, video, audio). While the game scenario 

restricts the communication between players, the 

isolation and the message style communication 

creates a more realisitc game play situation.

Reusability 

and 

variability

The board game supports a fixed 

number of disruption scenarios. 

Varying these scenarios requires 

new versions of the board game to be 

produced.

The authoring tool used to create the mobile game 

allows to create variations of the same game. The 

game design and game processes can be updated 

and developed continuously to extend the 

available scenarios or to reflect experiences from 

previous game trials.
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Figure 4 displays screenshots of the SALOMO game showing communication mes-
sages and decision points.

The ARLearn platform used supports the automatic logging of all player interac-
tions. Through a web-based front-end this data can be retrieved and used for a
debriefing session. While the logging data is available, the debriefing itself is not (yet)
automatized and has to be performed together with a trained expert.

7 Conclusion

From disruption management processes observed at a large international port, we have
designed a board game simulating these processes with a varying degree of commu-
nication means available to players. This board game has been successfully trialled
with various user groups. Some difficulties of this board game design are that it requires
a skilled game master to be available during game play, which leads to decreased
scalability of the game, and that it requires all players to be within a single room to play
the game, which is unrealistic for the stakeholders in a big port.

Consequently, we have chosen a multi-user, multi-role enabled mobile game
environment (ARLearn), to create a computerized version of the game, which can be
played by players in the different roles simultaneously. The players play with different
mobile devices and do not need to be at the same location.

While we did not perform a comparative study to evaluate the mobile game against
the board game directly, the main contribution of this paper is to compare the appli-
cability of the two different game scenarios in various training settings and to assess
their value from a design point of view. Table 2 consequently compares the board game
and the mobile game along the dimensions execution, scalability, location indepen-
dence, introduction & debriefing support, group experience, realism, reusability and
variability.

Rather than ranking one over the other, the presented table shall guide designers of
multi-user decision training games in order to chose their way of implementation
according to the training setting at hand. With these dimensions in mind it is possible to
create immersive multi-user games simulating complex decision processes gaining
SSA among stakeholders and raising awareness for the importance of pro-active
communication as a key element of shared decision taking. Where group experience
and debriefing support are top priorities, a board game can be seen as preferred option.
In scenarios, where realism, location independence, scalability, or reusability are in
focus, the mobile game appears to be the preferred solution.

8 Future Work

The work described here represents a starting point for the sound design and imple-
mentation of multi-user decision training games for various training scenarios. While
we have first results indicating that this kind of games is helpful and can provide effects
[29] in other case studies, we are looking for ways to further formalise the design and
implementation of multi-user decision training games [30]. Our research therefore
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follows two directions: firstly, the further development of our game scenarios and
technical implementation focuses on enhancing the immersiveness of our games.
Secondly, the further evaluation of training scenarios in various settings should deliver
stronger evidence about their usefulness and about measurable effects.

Acknowledgements. The Dutch Institute of Advanced Logistics (DINALOG) sponsors the
SALOMO project.
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Abstract. This paper presents a conceptual model to the gamification process
of e-learning environments. This model aims to help identify which elements
are involved in the gamification process. To understand which game elements
is commonly used by e-learning systems, we analyzed ten different gamified
e-learning systems. As a proof of concept, our conceptual model was used in a
existing adaptive e-learning system. As future work, we propose to extend the
conceptual model, focusing on making it adapted to the students profile and
preferences.

Keywords: Gamification · e-Learning · Conceptual model · Game elements ·
Adaptweb®

1 Introduction

Technology enhance learning is an growing area in recent years. For the last decade, a
range of technologies was created to improve the learning process. Yet, an old problem
still persists. As pointed by Atkin [1], the traditional educational system has many motiva‐
tional problems: not understanding the curriculum, not understanding the benefits of staying
at school, fear, tiredness, among others. According to Visser et al. [2], even with the use
of technology, the education still faces the same motivation problems. One of the strat‐
egies used that tries to solve this motivational problem is gamification. Gamification is the
use of game elements for purposes unrelated to games in order to get people stimulated and
engaged to achieve a specific goal [3]. This paper proposes a conceptual model to help the
implementation of gamification in different e-learning environments.

This paper is structured as follows: the Sect. 2 shows a definition of what gamification
is and some examples of game elements that can be implemented. Section 3 presents
the results of an analysis of ten different e-learning environments, explaining how
gamification is applied. Section 4 introduces the conceptual model proposed to apply
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gamification in e-learning systems. Section 5 shows how we used this model in the
AdapWeb® environment. Finally, Sect. 6 presents the conclusions.

2 Gamification

Gamification defines the use of game elements for purposes unrelated to games in order to
get people stimulated and engaged to achieve a specific goal [3]. According to Burke [4],
the word “Gamification” was coined by Nick Pelling in 2002, but it only became popular
in 2010. In recent years, gamification has been applied in many different areas and it has
motivated people to change behaviors, to develop skills and to drive innovation [5].

The key concept in game play is motivation [6]. Motivation is typically divided in
two types: intrinsic and extrinsic. Intrinsic motivation refers to the personal internal
motivation, which means that someone does something because he/she wants to (e.g.
for its own sake, for the enjoyment it provides, for the learning it permits or even for the
feeling of accomplishment it evokes) [6]. Extrinsic motivation refers to the external
motivation, which means that someone does an activity because he/she seeks to be
rewarded with something (e.g., money, high grade, praise from a boss, certification,
badge and admiration from others) [6].

If the system promotes a good experience, the players will remain motivated and,
consequently, they will keep using it. Some aspects of user experience are desirable
like being satisfying, engaging, fun, surprising, provocative, entertaining, challenging,
rewarding and emotionally fulfilling [7]. Nevertheless, some others aspects are unde‐
sirable like being boring, frustrating, annoying, childish and gimmicky [7]. These
experiences are influenced by the users and the system, once users bring their previous
experiences, emotions, feelings, values and cognitive elements and the system repre‐
sents artifacts that influence the experience [8].

Engagement is a goal of user experience that motivates the use of the system and it
can be measured by analyzing which are the parts of the system where the users invest
more time, attention and emotions. One way to measure engagement is by tracking users
while they use the system (e.g. via web analytics tools) [9]. In the web context, click
rate, number of pages viewed, time spent on the site, number of times users return to a
particular website and number of users are some of the most commonly used metrics
for web analytics tools. These metrics do not determine exactly why users are engaged
with the system, but they can serve as an indicator: the higher and more frequent use,
more engaged the users are [9].

Nowadays, gamification is applied in several different parts of our lives: shopping
(e.g. eBay implements points to show users status, reputation as a reward for buyers and
sellers and also badges for the best sellers), hanging out (e.g. Swarm enables users to
“check in” somewhere and to share their experience about that place, developing their
expertise similar to levels), working out (e.g. Nike + rewards users for their training
with points that unlock awards, achievements and surprises), recycling (e.g. Recycle‐
Bank gives points to users when they use less water or energy, when they recycle or
even when they go walking to work) and learning (e.g. Duolingo helps students learn a
new language using points, levels, rankings, rewards, etc.) [10]. When gamification is
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applied in educational area, the main difference between gamified and non-gamified
systems is that the gamified one promotes another layer of interest and introduces a new
way to join game elements in an engaging experience that motivates while educates
students [6]. In the next section, we explain different game elements used in the gami‐
fication process.

2.1 Game Elements

One of the most known and used framework for game design is the MDA [11]. MDA
formalizes the consumption of games by breaking them down into Mechanics, Dynamics
and Aesthetics. According to Hunicke et al. [11], the MDA framework provides clear
definitions of these terms, explaining how each component is related and their influence
in the users experience.

Other framework called MDC (Mechanics, Dynamics and Components) is specific
for gamification [12]. Mechanics are the elements that guide and stimulate users inter‐
action and engagement, and they are a way to achieve one or more dynamics. Dynamics
are elements that introduces the user to the environment or system, generally this intro‐
duction occurs slowly. Components can be defined as a more specific form of mechanics
or dynamics [12]. Some examples of game elements available are described below.

Narrative. Werbach [12] defines narrative as a consistent ongoing storyline. The use of
stories allows the transmission of information and the guidance of the users, creating
interactive experiences to engage users [6].

Rules. A gamified system with rules determines what can and can not be done by the
user, what he/she may or may not access and other issues that limit user actions, turning
the system manageable [6]. The rules can be divided into operational (defining how the
system works), foundational/constituative (defining the formal structure of environ‐
mental functionality), implicit/behavior (determining the contract/agreement between
two or more users) and instructional (determining the form of learning) [6].

Challenges. They are elements to guide users on the activities that must be performed
in the system [13, 14]. It is important to have challenges that users must complete, and
the environment should provide many challenges as possible, so users will remain moti‐
vated [13].

Integration. It’s the act of making a new or inexperienced person enter and get
involved into the system [13]. This item is important to engage and encourage the user
to stay in a system hitherto unknown and its main benefit is the user engagement for
a long term [14].

Reinforcement and Feedback. Resources are used to provide important data to the
users, as their location in the environment and the results of their actions within the
system. This feedback is important to support the users in their decision making of
the situations presented by the system [14].
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Loops of Engagement. This element involves creating and maintaining motivating
emotions that contribute to the user to keep motivated and engaged in using the system
[14], both in the present and in the future interaction [13].

Achievements. Achievements are a virtual or physical representation of having accom‐
plished something. They can be easy, difficult, funny, surprising, accomplished alone
or in a group.

Points. They are often used in non-game applications as a way to demonstrate the
achievements of users. The points also measure the user’s achievements in relation to
others and they work to keep the user motivated to the next level or reward. They can
be divided into: (a) points of experience, that is the most important type and do not
serve as a bargaining chip; (b) points of redeemable, which are used to get locked items;
(c) points of skills, that are received for carrying out specific tasks that are not the main
system; (d) points of karma, which are points that you need to share to receive some
benefit and reputation [13].

Levels. Levels indicate the user’s progress within the system [13]. There are three
different levels: (a) game level, that must meet the main goals of the history of progress
in the system or the advancement of learning (in the case of educational environments),
the development of user skills and the motivation of users to continue working toward
system to new levels; (b) difficulty level, which could be easy and suitable for beginners
with simple challenges and with system help, medium to the most users who need chal‐
lenges and difficulties in a more balanced way, and difficult for more expert users because
the challenges are more complex and there is no help from the system; (c) player levels,
that show the user’s progress and they can be used to achieve special skills, to acquire
new items or as a bargaining chip [6].

Rankings. The main purpose of rankings is to compare the users in the system and they
also serve as a way to visualize the progression of the users within the environment.
Rankings can be divided into two types: (a) not discourages, which puts the user in the
middle of the rankings, except when he/she is in the top rank; (b) infinite, where the goal
is to make the user does not get stuck in one position and/or he/she not be exceeded by
many users in a short time, so the ranking can be divided into different categories that
will cause the user to merge his/her position [13].

Badges. It’s a more robust version of points and a visual representation of some accom‐
plishment/achievement of the user in the system [12]. For designers, badges are a way
to make social promotion of products and services [13].

Customization. It’s the way users transform or personalize items according to their
preferences. Customization can promote motivation, engagement, sense of ownership
and control over the system [13, 14]. It is important to balance the amount of items
available to custom.
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Virtual Goods. They are elements present in the system to enable self-expression, where
the user can use the points earned to customize the game in general [15]. For example,
the user can buy different clothes for his/her “avatar” into the system or change its hair
or face, among others characteristics.

3 Gamified e-Learning Systems

In order to verify the use of game elements described in Sect. 2.1, some educational
environments were analyzed in the end of 2014. For this, the analysis method adopted
was the use and observation of the learning platform, from the registration, through
inspection of all areas of the environment, to the perspective of students and teachers,
when available in the environment. The e-learning systems evaluated were Khan
Academy, PeerWise, QizBox, BrainScape, Peer2Peer University, URI Online Judge,
CodeSchool, Duolingo, Passei Direto and MeuTutor, and the game elements found in
each educational environment are described below.

Khan Academy is an e-learning focused on teaching math, science, history, art,
computer programming, etc., without subscriptions, and free for anyone [16]. The Khan
Academy has videos hosted on Youtube to teach content, many exercises to practice the
learned content and also allows parents and teachers monitor the student learning
process. In the Khan Academy, were found six different gamification elements: the use
of points, levels, challenges and the implementation of badges, customization and virtual
goods. Experience points are earned when the student completes an activity. These
points serve to enable the challenge to evolve the learning level and also to release the
characters to customize the avatar of the student, characterizing virtual goods. In addi‐
tion, there are badges that are won by points or specific challenges.

PeerWise allows students to create multiple choice questions and also answer questions
created by others students [17]. It is a free platform where initially the teacher creates
the page for the course that will teach and inform students to sign up for the course.
PeerWise can be used in a wide range of disciplines, like Anthropology, Biology,
Chemistry, Computer Science, Medicine and Physics [18]. It has four gamification
elements: points, rankings, badges and challenges. Similar to the Khan Academy, the
student achievement badges through completed levels, but in PeerWise there is also a
ranking indicating how many students have won that badge previously. Furthermore,
PeerWise has reputation scores, the score regarding created questions and answers.

QizBox is a free application to enhance learning in the classroom, allowing the teachers:
to present slides, ask and answer questions to the students who are watching the presen‐
tation; to discuss the lecture in a chat room; and to provide a real-time feedback [19].
In QizBox, were found two elements: points and levels, where the experience points
earned during tasks are used to improve the level of the student.

Brainscape is an online study platform focus on a fast learn by simplifying and accel‐
erating the learning process. The platform, which has free and paid courses, performs
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questions to students and allows viewing of the answers. This way, learn is based on
repetition, active recall and metacognition [20]. In Brainscape we had found two game
elements: points and rankings, where points are won during learning through the
progress and, based on this progress, there is a ranking of the most advanced students
of each content.

Peer2PeerUniversity (P2PU) is an educational project that takes advantage of the
internet and educational materials available for free to create a learning model that helps
the traditional formal higher education [21]. P2PU is a social platform that allows any
member to design and create a course or study group, which can then be accessed by
any other member of the online community. Students can participate, complete, and let
challenges at any time in P2PU. In P2PU there are two game elements: personalization,
where the user can put an avatar photo, and badges won during the execution of the
courses offered.

URI Online Judge is a platform to provide programming practice and knowledge
sharing, containing more than 700 problems [22]. The platform allows teachers to
create courses and exercise lists, which can be solved in C++ or Java. There are four
game elements: rankings, badges, challenges and customization. As the P2PU, the URI
Online Judge also allows students to customize their avatar. The challenges allow the
student to make several badges. There ranking classifies students according to the
number of problems solved.

CodeSchool is a site that teaches web technologies and web languages through videos
and interactive exercises [23]. Only a few courses offered by the platform are free. In
CodeSchool we found the same elements applied to the Khan Academy, offering chal‐
lenges that once completed, give points to students. These points can be used to “buy”
answers when the student has difficulty in completing a challenge. Similar to the Khan
Academy, the student level up by completing challenges. In CodeSchool, students earn
badges by completing levels, unlike Khan Academy which gives badge to challenges
and points. CodeSchool also allows customization of the avatar, such as P2PU and
Online Judge URI.

Duolingo is a platform to learn languages for free while helping to translate the web
[24]. In Duolingo, there are seven game elements available: points, levels, rankings,
challenges, badges, customization and virtual goods. The points earned can be redeemed
(lingots) or of experience. These lingots enable the player to buy additional units, “super
powers” and practical tests (virtual goods). Experience points are used to reach the daily
goal (challenge) stipulated by the student while lingots can be used to purchase virtual
goods. Each completed level is entitled to a badge, as in CodeSchool. In addition, there
is a ranking by period based on experience points gained by the student, and this ranking
only considers other students who are “followed” by the student. Duolingo also allows
customization of the avatar.

Passei Direto is a free collaborative social network to connect students and to share
knowledge, which allows students to organize their schedule, meet other students, take
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questions, find study materials and receive invitations to jobs in Brazilian companies
[25]. In Passei Direto it was possible to find six game elements: points, levels, rankings,
challenges, badges and customization. The student must complete challenges to earn
experience points and increase their level in the system. Unlike other environments,
Passei Direto increases students level, when they gain a different badge that is displayed
next to the avatar and the avatar can be customized by the student. There is a ranking of
the students/university which is based on acquired points.

MeuTutor is a partly free educational platform, personalized, focused on the quality of
teaching and student performance [26]. The platform social goal is to reduce the discrep‐
ancy between the public and private education in Brazil through its use as an aid in
preparation tool for the National High School Exam (ENEM). In MeuTutor we had
found six game elements: points, levels, rankings, challenges, badges and customization.
There are challenges to gain experience points, these points are used to increase the level
and to assemble the ranking. There are challenges to win badges and allows the student
to customize their avatar.

4 Conceptual Model for Gamification of e-Learning Environments

To help the implementation of gamification in new or existing e-learning systems, our
conceptual model aims to assist in identifying which elements are involved in the gami‐
fication process. This model provides information of what game elements, actors, data
and behavior are involved in the gamification process.

The conceptual model proposed is separated in four main dimensions which defines:
who, why, how and what. “Who?” aims to identify the actors of the system that will be
involved in the gamification process; “Why?” identifies some of the possible behaviors
that gamification can improve during the student’s interaction with the system; “How?”
defines which game elements will be implemented and; “What?” represents the data that
are involved in the gamification process. These main dimensions are described bellow
with more details.

Who?. An e-learning environment can have different types of actors like students, teachers
and monitors. This model focuses on the two most important type of actors of an e-learning
system: the students and the teacher. The student is the main actor because gamified systems
were primarily designed to satisfy students’ learning needs [27]. The teachers also have a
key role: they have the responsibility to provide the content of the course, to understand the
needs of the students and to evaluate the development of the learning. In addition, some
e-learning environments often let the teacher evaluate certain aspects of students, and these
ratings may have a direct consequence on the gamification process (such as the points
system and achievements).

Why?. The use of gamification allows desired behaviors within the system to be
promoted [28]. Thus, based on the basic functions that an e-learning system must allow,
seven possible behaviors were mapped: (1) Accessing of the concepts, examples,
materials and classes; (2) Resolution of exercises and delivery of tasks; (3) Increasing

Gamification in e-Learning Systems 601



exercise performance; (4) Creating and answering forum threads; (5) Using the chat;
(6) Using the message board and; (7) Accessing the system more frequently.

These behaviors were classified in four different categories: Theoretical: The theo‐
retical part of the system, such as access to the classes and materials related to the course;
Practical: It is related with the practical part of the system, such as the resolutions of
the exercises; Social: It is related to the social aspects of the system, such as using the
chat and forum and; System: It is related to the system itself, as the amount of hits and
the usage time of the environment by the students.

How?. The introduction of gamification in an e-learning environment is done through
the use of game elements and these elements encourages certain behaviors that can
benefit students. Different elements are discussed in Sect. 2.1.

What?. To implement gamification in an existing e-learning environment, some data
modifications are necessary to enable the support to the game elements.

To implement the points system, the student model must be updated to allow control
and storage of the points received. The update is done through the database, creating
tables to keep the information related to the system, and through callback functions that
are triggered after an action is performed in the system. For levels, it is also used a
database table that defines how the levels are structured. The ranking is just a visual
element that has relation with other elements already implemented, such as points and
achievements. For challenges, a model must be created to define the characteristics of
the challenges according to the system requirements, it is also necessary to implement
a way to find out if the challenges were completed or not. For that, analytics tool and
system log can be used. Badges and achievements, as well as rankings, are graphical
elements, and their implementation is necessary to maintain the database updated about
what challenges have been carried out by the students. The narrative can be introduced
to adapt the educational content based with the plot created for the environment. Finally,
rules are a part of all gamified systems, so teachers and designers have to define during
the planning process what rules the system will follow. Figure 1 presents our proposed
conceptual model.

Fig. 1. The four dimensions of our conceptual model for gamification of e-learning environments.

An important part of the model is the relationship between each of the four dimen‐
sions. There is a relation between the “Why?” (desired behaviors in the system) and the
dimensions “How?” (game elements that are used in gamification) and “Who?” (actors).
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In addition, according to the identified techniques, it is possible to make a relationship
with the dimension “What?” (data involved). This relationship will be based on the
possible behaviors mapped before, as follows:

Accessing concepts, examples, materials and classes: All of the elements “How” can
be used to encourage this student’s behavior. The work of Barata et al. [29] rewards the
students with points, levels and rankings for watching classes. The authors also use
achievements and challenges to encourage users to read the materials and report any
error encountered on them. The work of O’Donovan [30], uses a steampunk bases story
that is revealed in the process of accessing the materials and classes in the system. The
student is the only actor involved in this process, he/she decides when and if he/she is
going to watch or access any of the material/classes.

Resolution of exercises and delivery of tasks: A common practice in gamified
e-learning systems is to reward student’s with points, levels and rankings for solving
exercises or delivering homework [31, 32]. Using achievements and challenges can
improve this behavior on students [33]. In the work of O’Donovan [30], each solved
exercised would give the student a clue to solve the mystery behind the narrative
introduced in the system. Both the student and the teacher are involved in this
behavior, the student solving exercises and delivering homework and the teacher
evaluating the student answers.

Increasing exercise performance: Besides encouraging the students to solve exer‐
cises, it’s important to encourage them to make less mistakes and improve their perform‐
ance. One way of doing this is introducing challenges and achievements. The work of
Denny [33] encourages users to answers a long list of questions without making any
mistake. The only actor involved in this behavior is the student, only he/she can try to
follow the incentives of challenges and achievements and increase his/her performance
when solving exercises.

Creating and answering forum threads: Points, levels, rankings, achievements and
challenges is a great way to encourage students to create and answer threads in a forum.
StackOverflow is a very successful tool that rewards people for creating and answering
question with those elements. Both the student and the teacher is involved in this
behavior. The student creating and answering question, while the teacher acts as a
moderator of the tool.

Using of the chat and the message board: Using achievements and challenges, for
example, trying the chat for a first time with a colleague, posting something interesting
in the message board, like an important date is a good way to incentive students to use
those tools. We believe that rewarding points and levels for using those tools might
make the student use those tools arbitrary, and those kind of behavior it’s not desired
in an e-learning environment. Both student and teacher are involved in this behavior,
the student chatting with other students or the teacher and posting important stuff in
the class message board, and teachers being the moderator of this tool.

Accessing the system more frequently: One of the challenges of e-learning systems
is to improve students attendance. Using gamification throughout the system can
improve indirectly this behavior. Using challenges and achievements can improve
students access to the system, like rewarding the student for accessing the system during
a certain period.
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5 Gamification of AdaptWeb® Environment

Based on the foregoing model, it was implemented the gamification model in an adaptive
and open source learning environment called AdaptWeb® (Adaptive Web-based learning
environment). The AdaptWeb® aims to adapt disciplines presentations of courses on the
web, giving many students the content presentation in different ways, tailored to their
individual preferences [34]. AdaptWeb® was originally developed through a partnership
between the Federal University of Rio Grande do Sul and the State University of Londrina
in collaboration with the Brazilian Council CNPq (National Council for Scientific and
Technological Development) and nowadays it has been continuously developed,
improved and used by the Santa Catarina State University [35].

AdaptWeb® has an architecture based on four distinct modules: the authoring
module, the storage module, the content adaptation module and adaptive interface
module [36]. The authoring module helps authors to organize their class materials inside
the system, defining categories and prerequisites for their materials and choosing which
courses will have access to their content (avoiding material duplication) [36]. The
storage module creates and organizes files in XML (eXtensible Markup Language) with
the data entered in the authoring module [36]. The content adaptation module, as the
name suggests, is responsible for adapting the material inserted in the authoring module
to the students by filtering the existing XML files in the storage module, generating
different presentations for the same content [36]. The adaptive interface module is
responsible for adapting the environment interface and navigation, according to the
students course/background, their navigation preferences and their knowledge [36].

In the system itself, the students access the course and they can (1) view the content
inserted by the author: they can access the content freely or in the tutorial mode that
follows the prerequisites set by the author, (2) check the message boards: a fast commu‐
nication mode between the students and the author and (3) access the discussion forum:
asynchronous communication tool that allows the class to share ideas, questions, among
other uses.

Following the dimensions described in the previous session, we defined who, why,
what and how before start the gamification implementation on AdaptWeb®.

Who. It was defined “who” through a questionnaire answered by thirty-eight students
from the Department of Computer Science of the State University of Santa Catarina.
Through this questionnaire, we found that most of them (54 %) have a profile directed
to solve puzzles and to enjoy the victory achieved with great effort, which can be clas‐
sified as Achievers according to the Marczewski’s user types [37]. Based on that, the
main game elements that can be used to attract Achievers are: points, levels, rankings
and badges.

Why. To stimulate student behavior, it was possible to identify four of the seven
behaviors mapped before that can be encouraged through gamification. The behaviors
that can be encouraged are: (1) accessing the concepts/examples/materials/classes,
(2) creating and answer forum threads, (3) using of the message board and (4) accessing
the system more frequently. However, some behaviors can not be gamified in
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AdaptWeb®: (1) resolution of exercises and delivery of work, (2) increasing of the
exercise performance and (3) using the chat, because AdaptWeb® does not support the
problem solving system and synchronous chat yet.

What and How. The gamification has been implemented in the system through elements
that generate a sense of progress, competition and achievement in order to increase engage‐
ment and motivation. Points, that are displayed by a progress bar, can be achieved when
students access the system (the first access of the day) and materials (the first time), when
they use the message board, when they create and reply topics in the forum, when they
receive a good ranking from the teacher in the forum and when they complete challenges.
Levels are based on the amount of points the student earned (level 1: 50 points, level 2: 150
points, level 3: 300 points, and so on). Rankings are also determined by the amount of
points, showing the top five students on AdaptWeb® homepage. Challenges (access the
system every day for a certain period, access all available content, win a position in the
ranking, the use of the message board, according to the number of responses in the forum
and the evaluation of the teacher on them), Badges (visual representations for each
completed challenge) and Rules (leading the entire system) were also implemented.

Beyond the game elements, it was implemented some metrics to see what the students
are doing in the system and measure their engagement: the number of system visits per
student, the frequency of access to the system, the access to concepts, examples, exer‐
cises and supplementary materials and the access, creation and response to forum
threads. Figure 2 presents AdaptWeb’s students profile page.

Fig. 2. AdaptWeb’s students profile page, which gamification elements available

6 Conclusions

This paper presented a conceptual model to the gamification process of e-learning envi‐
ronments. This model aims to help identify which elements are involved in the gamifi‐
cation process related to four dimensions (Who, Why, What and How). The model
provides information of what game elements, actors, data and behavior are involved in
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the gamification process. It is generic enough to be used by diverse e-learning systems,
since it does not focus on the implementation process or induces to one specific game
element, thus, this model can be applied to existing e-learning environments and also
helps to create others.

To understand which game elements is commonly used by e-learning systems, we
analyzed ten different gamified e-learning systems. This analysis was based on our
interaction into each system, and the exploration of some course freely available. From
the thirteen mostly common game elements described in the literature, the e-learning
who had most game elements support seven of them. It can be seen of two ways. On the
one hand, we understand the area is new, and besides some e-learning systems have
already some gamification process, they are in initial stage and they can be broadly
explored. On the other hand, although the theme is new, different environments have
incorporated gamification elements to improve engagement and motivation of students.
The motivation and engagement in education is an old problem of the teaching-learning
process, and different strategies are being used to increase student motivation.

As a proof of concept, our conceptual model was used in a existing adaptive
e-learning system named AdaptWeb®. As future work, we propose to extend the
conceptual model, aiming to turn it adapted to the students profile and preferences.
We plan to evaluate AdaptWeb® and analyze the gamification process with students.
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Abstract. For several years now, game-based learning is deemed as one of the
most innovative approaches in educational practice. Nevertheless, little research
has been undertaken examining individual determinants of skill acquisition in
video games. The presented paper offers empirical data from a nine-week
training curriculum for novices in a racing simulation game. Regression analyses
revealed that general video game experience and real-world driving experience
significantly predicted both initial and later performance. Additionally, percep‐
tual speed also became strongly influential after consistent training. Conversely,
while achievement was affected at least occasionally by divided attention,
focused attention and dispositions towards aggressive driving showed no effects.
Although preliminary, these results provide evidence that those learners without
certain beneficial skills may struggle with cutting-edge virtual learning
scenarios. Thus, both individual assistance as well as early promotion of video
game literacy might be needed to make full use of the potential of game-based
learning.

Keywords: Skill acquisition · Individual differences · Game-based learning ·
Racing simulation games

1 Introduction

Video games have been found to be a promising asset for various learning domains. Recent
meta-analyses provide evidence to support this claim by showing, for instance, that learning
with serious games evokes substantial effects on declarative knowledge [1] just as simula‐
tion games contribute to a better understanding of complex issues [2] and various other
video game genres stimulate certain cognitive skills [3, 4]. Most of all, these accomplish‐
ments in conjunction with short periods of training foster hopes to resolve important
educational problems like the gender gap in science programs [5] or the low popularity of
STEM disciplines [6]. Notwithstanding these promising findings, video games do not
cause miraculous cognitive achievements. Just as with other technologies that are employed
for learning purposes, both intentional and incidental learning with video games require
long-term engagement of the learner in order to be effective. A fundamental determinant
for such vital dedication lies in player’s early performance. According to this, not only the
fact that repeated failure is intensely frustrating [7], but also typical features providing
rewards for superior initial performances determine whether prospective learners will make
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use of the learning potential [8]. It is therefore crucial to understand which individual
attributes influence early performance in novel video game tasks [9]. The presented study
investigates those influences in novices’ skill acquisition within a virtual training with a
racing simulation game. Our main research question was to test which individual charac‐
teristics predict early success in an unfamiliar video game task. Thereby, our research is
tied to the game-based learning paradigm, in which it provides evidence from a motiva‐
tional perspective.

2 Determinants of Skill Acquisition

Based upon the seminal work of Fitts and Posner [10] and Anderson [11] skill acquisition
processes can be subdivided into three consecutive stages: a declarative stage, an asso‐
ciative stage, and a procedural stage. As stated by Shiffrin and Schneider [12], this
delineated skill acquisition process can also be described as a continuous shift from
controlled processing in the first stage towards automatic processing in the third stage.
Thus, gaining declarative knowledge of a task, especially while performing, usually
requires all cognitive resources available. After a considerable amount of training the
exact same task can be executed automatically without any effort. Following these well-
established frameworks, some authors had reasoned that certain learner characteristics
as well as properties of the task have an impact on the progression of this skill acquisition
process.

2.1 Personal Features Influencing Skill Acquisition

It is well known that learners with divergent initial capabilities approximate to a joint
asymptote over the course of training [13, 14]. Additionally, a substantial body of
research deals with the influence of individual cognitive abilities on skill acquisition
[15–23]. Extending existing findings, the research group around Ackerman provides a
framework for both sensorimotor and intellectual tasks. Based upon the three-staged
models, Ackerman and his colleagues [13, 17–19] found evidence for distinct determi‐
nants in each acquisition stage. According to their model, general abilities without
reference to the actual task affect performance within cognitive stage [20, 21]. Addi‐
tionally, transferable schemes can have an impact on early achievement as well, if they
do not interfere with task-specific requirements. This assumption follows the rationale
that even though prior existing schemes might not be optimized for the specific demands
of the task, its availability supports accomplishment.

As controlled processing becomes more and more unnecessary, the influence of
general abilities and transferable schemes diminishes in the associative stage [22].
Instead, perceptual speed determining the capability to decide efficiently between
existing procedures is growing in relevance. Thus, a fast and proper decision, which
procedure among several mentally presented procedures needs to be activated deter‐
mines performance in this skill acquisition stage [23]. Consequently, since these oper‐
ations no longer occur in fully automatic processing, this effect declines towards third
acquisition stage. As a result of automization, differences in diverse mental abilities
become negligible in the final stage. Instead, psychomotor skills remain influential.
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2.2 Task Properties Influencing Skill Acquisition

Besides learner characteristics, task properties influence the course of skill acquisition.
For instance, as a result of the limitations of working memory [24], a high complexity
extends the mental effort needed for encoding task requirements or organizing proce‐
dures that typically leads to slower improvements [25, 26]. Equally, oversimplified tasks
sometimes enable to skip acquisition stages. Even more fundamentally, learning
progress is affected by task consistency: Previous research demonstrated that the proto‐
typical three-staged acquisition fully occurs only under the condition of high consistency
with demands remaining the same throughout the training [12]. If, however, one or more
essential features vary, learning progress will stagnate at some level of controlled
processing without ever reaching full automization [21, 27, 28]. Since the distinct influ‐
ence of certain learner characteristics depends on the current acquisition stage, task
consistency strongly affects its effectiveness.

Sophisticated challenges combine both modes by keeping some elements constant
while varying others. With regard to the current study, video games often contain repet‐
itive tasks (e.g. operation of the input device) as well as variable tasks (e.g. the challenge
itself). After sufficient practice stable elements therefore will be performed automati‐
cally, whereas ever-changing elements still have to be processed in a controlled manner.

3 Current Study

The presented study investigates skill acquisition within an unfamiliar video game task.
To this end, the framework provided by Ackerman [17] serves as basis, which is utilized
for a racing simulation game scenario. Based upon its emphasis in prior research [20],
we expected that attention capacity positively predict individual performance in the first
training session (H1a). Subsequently, this effect should diminish with consistent prac‐
tice. Since steady exercise leads to automatic processing, we assumed that perceptual
speed becomes a relevant positive predictor after sufficient training (H2). Otherwise, if
an unfamiliar challenge is presented, it is expected that attention capacity will be a
significant positive predictor at the second time of measurement as well (H3).

Due to apparent correspondences to other video game genres and real-world activ‐
ities, several prior existing schemes might be relevant in racing simulation games.
While genre-specific experience was controlled via selection of both real and virtual
racing novices, some evidence supports the assumption that general video game expe‐
rience also might affect performance in novel video game tasks. For instance, it is
assumed that experienced video game players feel more motivated in game-like chal‐
lenges than non-gamers. This motivational advantage then leads to superior perform‐
ance [29, but see 30]. Additionally, video game experience might be linked to skills
that improve the approach towards unknown problems [31, 32]. In the long term, those
advantages of experienced gamers should decrease as feelings of self-efficacy [33] as
well as more specialized strategies develop. Thus, we predicted that video game literacy
positively only predicts initial performance (H1b).

To our knowledge, no studies investigating the relation between real world driving
experiences and racing simulation performance have been presented so far. However,
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previous findings suggest that experienced drivers possess greater relevant procedural
knowledge (e.g. towards the physics of driving or the racing line) and more reliable coping
skills than novice drivers [34, 35]. As before, these schemes might be beneficial until more
specialized procedures have been established. We therefore assumed that driving experi‐
ence positively predicts performance solely at the first time of measurement (H1c).

Existing research on racing games focused primarily on its connection with risky
driving behavior. Thereby, both longitudinal and cross-sectional studies found alarming
effects [36–38] referring to action racing games. Yet, regarding racing simulations no
correlation could be found [39–41]. In line with basic assumptions of the General Learning
Model [42], these opposing effects can be interpreted as a consequence of differential in-
game content. While action racers typically endorse dangerous driving manoeuvres, racing
simulation games contribute to behaviors that are in compliance with realistic racing rules.
Therefore, to be successful in a racing simulation, it is necessary to follow a more decent
way of driving. For that reason, we expected that an individual disposition towards aggres‐
sive driving does not positively predict initial or later performance (H4).

Regardless of its popularity, several studies indicated that the use of authentic input
devices is accompanied with a loss in performance [43–45]. McMahan and colleagues
[45] speculated about possible reasons for these findings (e.g. the use of inadequate
muscle groups or an inferior connection quality), but forgot to consider differences in
experience with those devices. Even though other findings [43] mentioned this explan‐
ation, no evidence can be provided for lack of longitudinal data. Following this, we
supposed that controller authenticity negatively predicts initial performance (H1d), but
this impact diminishes over the course of training.

4 Method

We conducted an experiment following a 2 × 2 × 2 × 2 mixed design with controller
authenticity (driving wheel vs. gamepad) and in-game vehicle (gokart vs. car) as
between-subjects factors and time of measurement (first week vs. ninth week) and
familiarity of the track (trained three times vs. trained eight times) as within-subjects
factors. Participants with no noteworthy racing simulation game experience played Gran
Turismo 6 [46] on a Playstation 3 console for nine consecutive weeks. As part of a
comprehensive study on novices’ knowledge transfer, outcomes within vehicle groups
were z-standardized to ensure comparability as both conditions used different tracks.

4.1 Participants

Because of rigid requirements towards subjects in the mentioned study on transfer
learning, 71 out of 155 participants who completed the recruitment questionnaire were
pre-selected according to several criteria (Table 1). Additionally, due to limited
resources only 37 candidates could participate in the first cohort. For the study presented
here, a total of 27 subjects were selected for the analyses due to a more rigorous exclusion
of genre-experienced players. During training four of them aborted, so that the final
sample of the first cohort consisted of 23 participants (f = 15, age: M = 24.35; SD = 2.39).
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Table 1. Selection criteria for participants taking part in the training

Variable Criterion

Driving licenses must have car license
must not have motor bike license

Physical fitness x ≥ .2 *

Gokart & racing car experience x ≤ 2 **

Racing interest x ≤ 4 **

Racing simulation game experience x ≤ 1 **

Risky driving attitude .1 ≤ x ≤ .6 *

Reckless driving behavior .1 ≤ x ≤ .6 *

Sensation seeking .1 ≤ x ≤ .8 *

State anxiety x ≤ .6 *
Note: * scale from 0 to 1; ** Likert rating from 0 to 6.

4.2 Measures

Being part of a more extensive research project, this paper reports only those measures
relevant for the purpose of this study. Attention capacity and perceptual speed were
assessed using six different cognitive tests. To avoid multicollinearity only three of them
were included after checking for significant intercorrelations. Thus, focused attention
was measured by the d2 Test of Attention [47]. It consists of 14 lines filled with the
letters d and p as well as zero to four dashed above and beneath every letter. Subjects
have to highlight only the ds with two dashes while ignoring all the other combinations
of letters and dashes (Mpre = 14.00; SDpre = 2.45; Mpost = 15.98; SDpost = 2.69). In
addition, following numerous studies on action video games [e.g. 48] distributed atten‐
tion was assessed via the Useful Field of View Test [49]. Therein, participants had to
solve a decision task presented in the foveal area of the eye and an orientation task in
the peripheral vision field simultaneously. The duration of both stimuli decreases until
the subject could not give the right answer any longer (Mpre = .76 ms; SDpre = .06;
Mpost = .76; SDpost = .04). In line with Ackerman and Beier [23], a straightforward letter
decision task was conducted measuring perceptual speed. Two letters were presented at
the same time. Each letter was either a vowel or a consonant in half of the cases. The
task was to press the direction key on the keyboard that pointed towards the vowel as
fast as possible, but only when both a vowel and a consonant appeared (Mpre = 828.44 ms;
SDpre = 226.09; Mpost = 741.48 ms; SDpost = 185.49).

Participants’ video game literacy and driving experience were assessed via single
item self-report. We asked the participants for their general experience with video games
on a 7-point Likert scale (M = 3.13; SD = 1.89) and for an estimate of their total amount
of driven kilometers (M = 23482.61; SD = 33472.89). Furthermore, disposition towards
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aggressive driving was measured using an index with the risk-taking attitude and reck‐
less driving behavior scales provided by Iversen [50]. Because one item of the reckless
driving scale was eliminated due to a misleading description and low intercorrelations,
the final index consisted of 27 items on a 5-point Likert scale (α = .838; M = 3.02;
SD = .62). To measure performance we averaged the subject’s best three lap times on
each circuit. This mean value was calculated to get a more precise measure of the actual
racing capability since novices usually lose time through multiple driving errors. The
employed measure reflects a compromise between including the single best lap or each
lap and was intended to be less vulnerable to outliers.

4.3 Procedure

Participants were recruited via university mailing lists for a longitudinal study about
entertainment media use. After their selection, participants trained at one of two lab
rooms equipped identically except for the input device. Training took nine consecutive
weeks including 1-hour training per week. Pre- and post-measurements were conducted
prior to the first and ninth training session. Cognitive tests were implemented in random
order. After a short introduction, participants completed three races for 10 min each, yet
of these only the second and third got evaluated. Racetracks were selected to provide a
similar difficulty level. The manipulation of consistency was realized through different
frequencies with which racetracks were practiced. While one of the evaluated tracks was
trained only three times to remain rather unfamiliar (inconsistent condition), the other
track was scheduled every week to become well known (consistent condition). Subse‐
quently, participants were debriefed and paid off.

5 Results

The gathered data were analyzed using separate multiple linear regressions for both
racetracks at both times of measure (Table 2). All of them used z-standardized perform‐
ance as criterion and the above-mentioned influence variables as predictors.

Above all, data revealed that video game experience predicted initial performance
significantly at the inconsistently trained track (β = −.69; t(15) = −3.30; p < .01) as
well as marginally significant at the consistently trained track (β = −31; t(15) = −1.86;
p < .10). Additionally, real-world driving experience (β = −.40; t(15) = −2.54; p < .05)
and divided attention capacity (β = −.47; t(15) = −2.85; p < .05) turned out to be signif‐
icant predictors of early performance in the consistent condition. Despite low test power,
analyses provided support for hypothesis 1b and partial support for hypotheses 1a and
1c. Albeit not at a sufficient level of significance, it has to be noted that the effect of the
input device pointed towards the predicted direction with authentic controllers affecting
performance negatively (β = −.34; t(15) = −1.61; p = .13 at the inconsistently trained
track and at the consistently trained track, β = −.22; t(15) = −1.30; p = .21). For the
second time of measure we predicted that following inconsistent training attention
capacity would be a relevant predictor of performance, whereas perceptual speed became
influential after consistent practice. Unfortunately, our data yielded no effects of atten‐
tion capacity. Thus, neither focused attention (β = −.19; t(15) = − 1.01; p = .33) nor
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divided attention (β = .14; t(15) = .75; p = .47) was significant. As expected, percep‐
tual speed ability, however, turned out to be a significant predictor of performance at a
consistently trained racetrack (β = .45; t(15) = 2.33; p = .03). Therefore, gathered data
provided support for hypothesis 2, but not for hypothesis 3. Interestingly, video game
literacy (β = −.58; t(15) = −2,92; p < .05 at the inconsistently trained track and β = –.
39; t(15) = −1.88; p = .08 at the consistently trained track) and real-world driving expe‐
rience (β = −.33; t(15) = –1.82; p = .09 at the inconsistently trained track and β = –.40;
t(15) = −2.10; p = .05 at the consistently trained track) continued to be significant or
marginally significant predictors, regardless of task consistency. Furthermore, the impact
of controller authenticity turned out to be irrelevant after training with subjects now being
negligible better with the driving wheel (β = .13; t(15) = .72; p = .48 at the inconsis‐
tently trained track and β = .11; t(15) = .56; p = .59 at the consistently trained track).

Table 2. Standardized regression coefficients for both times of measurement

Criterion Predictor βpre tpre ppre βpost tpost ppost

Lap time (inconsistent

condition)

Video game literacy –.685 –3.299    .005 –.583 –2.922    .011

Driving experience –.046 –0.233    .819 –.334 –1.820    .089

Aggressive driving –.033 –0.159    .876    .323    1.606    .129

Input device –.338 –1.607    .129    .131    0.718    .484

Focused attention    .203    1.136    .274 –.047 –0.264    .795

Distributed attention    .188    0.917    .373 –.192 –1.011    .328

Perceptual speed    .123    0.541    .596    .140    0.746    .467

R2 /adj. R2 .579 /.382 .583 /.389

Lap time (consistent

condition)

Video game literacy –.308 –1.856    .083 –.389 –1.881    .079

Driving experience –.398 –2.539    .023 –.400 –2.103    .053

Aggressive driving    .258    1.568    .138    .104    0.502    .623

Input device –.219 –1.303    .212    .105    0.555    .587

Focused attention –.153 –1.066    .303    .018    0.099    .923

Distributed attention –.467 –2.848    .012 –.185 –0.942    .361

Perceptual speed    .058    0.318    .755    .453    2.332    .034

R2 /adj. R2 .731 /.605 .553 /.345

Note: Input Device (0 = Gamepad, 1 = Steering Wheel).

Additionally, we performed four equivalence tests to examine null hypothesis (H4)
[51]. As expected, due to the low test power, equivalence tests were not significant at
all performance measures (Table 3). Nevertheless, although not statistically relevant
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both regression analyses slightly indicated that an individual disposition towards aggres‐
sive driving correlated positively with achieved lap times. Thus, less aggressive race
drivers tended to have faster lap times than drivers with a higher disposition for risky
driving (e.g. β = .32; t(15) = 1.61; p = .13 on the inconsistently trained racetrack).

Table 3. Results of equivalence tests for aggressive driving for both times of measurement

Criterion rpre ppre rpost ppost

Lap time (inconsistent
condition)

– .10 .428        .13 .470

Lap time (consistent
condition)

– .02 .293 – .13 .470

6 Discussion

The presented study explored, which determinants had an impact on novices’ skill
acquisition in a racing simulation game. For this purpose, we conducted a nine-week
virtual training curriculum examining whether individual characteristics predict game
performance in the first and last training session. Further, we manipulated the frequency,
with which certain racetracks were practiced assuming that familiarity with the task
leads to changes in the required skill profile.

In sum, results were partially in line with the framework proposed by Ackerman and
colleagues [17, 21]. In accordance with the literature, perceptual speed showed a strong
effect within a well-known racetrack. Although the same amount of training was
received overall, it remained an insignificant predictor in an unfamiliar task. This result
supports the finding that mental abilities ensuring an efficient decision between several
possible procedures became predictive of performance after consistent practice [23].
Unfortunately, since our training lasted only for nine weeks, we cannot provide evidence
whether this impact will persist for a while or, as predicted by the framework, declines
due to further automization. Prospective studies with long-lasting periods of training
therefore have to investigate whether the framework fully applies in this context.

Additionally, prior existing schemes from video game use and actual driving expe‐
rience were significant predictors not only, as expected, for initial performance, but also
for later accomplishment. Thus, gamers outperformed non-gamers in a video game task,
even though both were equally inexperienced with the specific video game genre.
Existing literature provides several possible explanations. Whereas some authors argued
for motivational benefits [29], others hold cognitive or strategic advantages accountable
for this effect [31, 32]. Indicating a subtle distortion in measure, regular video game
players might also have underestimated their experience by comparing it directly to their
favorite video game genre. As consequence of this anchoring effect, gamers might
actually be more experienced causing performance differences. Consequently, re-
analyzing the collected data after the completion of the second cohort might shed some
light on this subject. However, the surprisingly stable impact of video game experience
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can be explained by the moderate duration of training. Apparently, about six hours of
training were not enough to override experience differences.

The positive impact of real-world driving experience can be interpreted in conjunc‐
tion with the findings concerning divided attention. Interindividual differences in divided
attention strongly affected performance in a single measure that took place at a dark and
fairly confusing racetrack. Considering these requirements within a continuously
changing setting, visual orientation becomes critical explaining the effect. In parallel,
subjects might have taken advantage of a similar higher-order capacity associated with
driving expertise. Several studies have demonstrated that expert drivers dispose more
efficient visual scanning schemes than inexperienced drivers—particularly in
demanding situations [52, 53]. This indicates that experienced drivers might have bene‐
fitted due to a constant need for orientation. Further research is needed to validate this
interpretation among other possible explanations.

Focused attention revealed no significant effect. The reason behind this unexpected
result might be related to task complexity. Some studies dealing with cognitively and
sensomotorically demanding tasks demonstrated that harsh requirements easily over‐
strain novices at the outset [20, 22]. On this account, cognitive advantages like a superior
focused attention capacity might be of little relevance until basic requirements are fully
comprehended. The first time of measure might have been too early to detect an effect.

Furthermore, our analyses provided information about often-assumed deficiencies
of authentic input devices [44, 45]. We argued that these disadvantages could be attrib‐
uted to limited experience with those controls [43]. Our findings supported this argument
as performance differences vanished after moderate practice. Since our investigation
lacked statistical power, future longitudinal studies will have to validate our results.
Additionally, in line with recent findings [39, 42], we found no significant effect of
reckless driving. However, it should be noted that dispositions towards aggressive
driving tended to predict performance negatively. Even though we cannot provide stat‐
istical support, this slight trend indicates that racing simulation games reward accurate
driving rather than risky maneuvers.

Several limitations have to be mentioned. Firstly, owing to the fact that the results
presented here only contain the first of two cohorts, the small sample size goes hand in
hand with low test power. Therefore, only moderate to strong effects could accomplish
reliable statistical analyses with acceptable type 2 errors. Additionally, as being part of
a more comprehensive study on knowledge transfer, an irrelevant variation in condition
had to be z-standardized and with this a possible distortion in data might have occurred.
Furthermore, a nine week-long training with little more than six hours of practice and
only two times of measurement does not claim to cover the whole skill acquisition
process in detail. Thus, it remains unclear whether and how the influence of the chosen
predictors changes between both measures or to a prolonged training.

7 Conclusion

The presented research examined the impact of individual features on novices’ perform‐
ance during a nine-week training curriculum using a racing simulation. Results suggest
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that general video game experience and real-world driving experience strongly influ‐
enced early task performance. Additionally, after some consistent training perceptual
speed was rapidly growing in importance. Conversely, neither focused attention nor a
disposition towards reckless driving predicted any virtual racing capability. These find‐
ings suggest that learners without those beneficial skills might struggle deeply with
game-based learning scenarios. Being highly acclaimed in intentional and incidental
learning contexts by now, this provides a challenge for educators ranging from imme‐
diate instructional support to early promotion of video game literacy.
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Abstract. Educational games are specific piece of slow technology that enables
students to enhance their competences through fun and play. Taking into account
their features, games are widely used in diverse educational settings, including
programming. This paper discusses findings of the empirical study that was
carried out with an objective to examine quality of two educational games meant
for learning programming concepts. Participants in the study were students from
two Croatian higher education institutions. Subjective data was collected with
pre- and post-use online questionnaires whereas objective data was gathered with
reports in the form of in-game progress screenshots. The analysis of collected
data uncovered: (1) to what extent students with different background knowledge
differ in their perception of programming and attitudes towards using games for
educational purposes, and (2) which pragmatic and hedonic facets of quality are
relevant for the assessment of games designed for learning programming.

Keywords: Educational games · Quality evaluation · Learning programming ·
Subjective and objective measuring instruments · Empirical findings

1 Introduction

Quality refers to the extent to which a piece of software meets user needs or expectations
[13]. In the current international standard on software quality evaluation [14], these
needs are represented by two quality models. The first one is product quality model
which consist of 31 attributes that constitute eight categories aimed for measuring static
software properties. The second one is quality in use model which is decomposed into
five categories that deal with the assessment of the outcomes of the interaction with a
software in a particular context of use. Evaluation is a systematic process of measuring
the value and importance of software features [9]. Apart from being used for the iden‐
tification of certain usability issues during the interaction with the software, evaluation
is also meant for testing the availability of software functionalities as well as for meas‐
uring the user experience [7]. Consequently, quality evaluation should not be reserved
only for the end of the development process but has to be carried out continuously
through all stages of the software life cycle.
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Computer games are specific breed of software. Given that their features reflect
hedonic facets of quality, computer games are often referred to as an example of slow
technology [24]. The employment of computer games in educational settings enables
students to acquire new knowledge and skills through fun and play which increases their
motivation throughout the learning process [30]. This is because computer games stim‐
ulate interaction which is one of the essential aspects of the learning process [31].
Educational computer games must be designed in a way to serve as a valuable peda‐
gogical tool for enhancing learning outcomes [34]. According to Sharda [32], design of
the educational content, the plot, and the game itself represents a foundation for the
assessment of user experience. In that respect, when development of educational
computer games is considered, special attention should be paid to the efficient interplay
of these three design domains. Taking into account that educational games are useful
means for learning and teaching programming concepts [31], a number of them have
been developed specifically for programming courses. Detailed overview of educational
games focused on teaching programming can be found in [19].

This paper has several objectives. First, to discover to what extent students with
different educational background differ in their perception of programming as a disci‐
pline at university level and in their attitude towards employing games for the purpose
of learning programming concepts. Second, to examine if there is a significant differ‐
ence between programming novices and experienced programmers in terms of their in-
game progress within given time interval. Third, to identify which subjective and
objective quality attributes are relevant for the assessment of games designed for
learning programming.

The remainder of the paper is organized as follows. Next section offers overview of
relevant advances in the field. Brief description of all constructs which constitute
research framework is provided in the third section. Findings of an empirical study are
reported in the fourth section. Practical implications of our work and study limitations
are discussed in the last section.

2 Rationale and Background

Recent HCI literature offers a number of studies aimed for evaluating the various
aspects of quality in the context of web sites [8], Web 2.0 applications [27], cloud
based applications [23], mashups [4], mashup tools [28], mobile applications [21], and
educational artefacts [29]. On the other hand, current research related to educational
games is mostly focused on exploring predictors of their adoption while studies on
quality assessment are rather rare. Drawing on motivation theory [6], Long [18] found
that intrinsic motivation factors such as expectation of fun and opportunity to learn
new programming skills significantly contribute to users’ behavior related to playing
the educational game Robocode whereas extrinsic factors (“to win the game”, “to win
the prize in the con-test” and “to gain peer recognition”) proved to be less important
in that respect. With an objective to examine hedonic quality of slow technology (such
as computer game Braid), Orehovački et al. [24] have proposed a model which reflects
an interplay among constructs adopted from expectation-confirmation theory [20],
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theory of flow [3], and technology acceptance model [5]. Outcomes of the study carried
out by Tao et al. [33] revealed that in the context of business simulation game: (1)
perceived attractiveness significantly contributes to perceived ease of use and perceived
usefulness; (2) perceived usefulness has a significant influence on learning perform‐
ance; (3) perceived playfulness is significantly affected by perceived attractiveness and
perceived ease of use; (4) learning performance impacts confirmation of expectations;
and (5) learning performance and playfulness are significant predictors of students’
satisfaction. As a follow up, Liao and Wang [17] discovered that learning motivation
is a strong predictor of learning expectations which in turn together with perceived
playfulness contribute to the perceived learning performance, learning confirmation is
affected by perceived learning performance, while learning expectation, learning
confirmation, and perceived learning performance have strong influence on learning
satisfaction. By employing AttrakDiff2 questionnaire [11] and a scale adapted from
ARCS motivational design model [15], Zaharias and Chatzeparaskevaidou [36] found
that pragmatic quality, hedonic quality stimulation, hedonic quality identification, and
attraction are significant predictors of students’ motivation to learn. Finally, Ibrahim
et al. [12] discovered that only two (effort expectancy and attitude) of four constructs
introduced in the UTAUT [35] model, significantly affect students’ preferences related
to online educational games.

3 Research Framework

The success of certain technology greatly depends on users’ continuance intentions and
satisfaction that is influenced by confirmation of their expectations with respect to the
technology employment [25]. The research framework introduced in this paper is
composed of attributes that reflect students’ attitudes towards playing games and
programming as well as of attributes meant for measuring quality of educational games
designed for learning programming concepts.

Based on the model proposed in [27] and refined in [26], a set of pragmatic and
hedonic quality attributes was identified and adopted to the context of educational
games. The extent to which students are ready to adopt games for the purpose of learning
programming concepts was evaluated with attributes aimed for measuring playfulness,
satisfaction, aesthetics, and loyalty. Quality of educational games considered from the
perspective of a system was examined with items meant for assessing consistency.
Attributes such as helpfulness, reliability, and feedback were employed for exploring
quality of interaction between selected games and users. The extent to which the use of
educational games enhances students’ performances in learning programming concepts
was investigated with attributes designed for measuring effectiveness, usefulness and
efficiency. The effortlessness in employing educational games for learning programming
was assessed with attributes meant for measuring minimal action, minimal memory load,
accessibility, ease of use, learnability, memorability, and understandability.

Scales for measuring users’ attitudes towards use, self-efficacy, gameplay anxiety,
programming anxiety, perceived behavioural control, result demonstrability, and the
perception of programming complexity were adopted from UTAUT model [35].
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The degree to which educational games involved in an empirical study are distinctive
among games with the same purpose was determined with items meant for measuring
uniqueness [22]. The level to which students like to inform themselves and play new
games was identified with items assigned to the attribute “resistance to changes” [22].
Dimensions of popularity in the context of educational games for learning programming
were explored with items meant for measuring reputation [22]. The extent to which
students believe that employment of games can provide them with opportunities for
learning programming concepts was measured with items proposed in [12]. Preferences
for using games in educational ecosystem, which appeared to be strong predictor of
learning opportunities, were evaluated with items proposed by Bourgonjon et al. [1].
Finally, the intrinsic motivational factor which reflects the degree of difficulty and chal‐
lenge a user experiences when playing a game was measured with items that were
adopted from Hainey et al. [10].

4 Results

Participants. A total of 175 subjects were involved in the study. The sample was
comprised of 61.71 % male and 38.29 % female participants. They ranged in age from
18 to 45 years (M = 19.72, SD = 2.286). Majority of them (70.86 %) were students at
Polytechnic of Rijeka (POLYRI) while remaining 29.14 % studied at University of
Zagreb, Faculty of Organization and Informatics (FOI). Most of the sample (96.57 %)
were full-time students. Majority of study participants (56.01 %) play computer games
at least once a week where 54.86 % of them spend between one and three hours a week
on a game play. Study participants are also loyal players of mobile games. Most of them
(51.43 %) play mobile games between once and twice a week where 36.57 % of students
spend less than an hour on interaction with mobile games. Only 20.58 % and 11.43 %
of research subjects play computer and mobile games, respectively, on daily basis.

Procedure. Prior to the implementation of the study, FOI students have completed one
course related to the programming and at the time when the study took place they were
enrolled in additional two programming courses. In that respect, they can be referred to
as experienced programmers. On the other hand, general programming concepts were
introduced to POLYRI students several weeks before the study was carried out. There‐
fore, they can be appointed as programming novices.

The study was composed of three main parts. At the beginning, participants were
briefly informed about the purpose of the study which was followed by the explanation
of the procedure that was employed. The participants were then asked to complete a pre-
use questionnaire that consisted of 60 items related to research subjects’ demographics,
frequency of using computer and mobile games, their interest for advances in the field
as well as prior experience in playing games, their perception about programming and
preferences related to the use of games in educational ecosystem, and perceived fear of
programming and playing games. Thereafter, students were asked to play each of two
educational games for 30 minutes. The first one was LightBot 2.01 in which study

1 http://armorgames.com/play/6061/light-bot-20.
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participants had to use programming logic to solve assignments that were presented in
the form of puzzles. The second one was CodeCombat2 in which research subjects had
to write and execute snippets of code in Python programming language in order to solve
implemented quests. Examples of assignments from both games are shown in Fig. 1. As
soon as the predefined time for playing each game had elapsed, participants had to make
a report in the form of screenshot that illustrated which level they managed to reach.
Examples of these reports for both games are presented in Fig. 2. At the end of the study,
participants were asked to complete a post-use questionnaire that was composed of 150
items related to 28 different dimensions of quality adapted to the context of games
designed for learning programming.

Fig. 1. Examples of assignments which constitute games aimed for learning programming (left:
LightBot 2.0, right: CodeCombat).

Fig. 2. Examples of screenshots that indicate which level particular student reached within
predefined time interval (left: LightBot 2.0, right: CodeCombat).

Apparatus. Both pre- and post-use questionnaires were administrated online using the
KwikSurveys3 questionnaire builder. Responses to the questionnaire items were scored
on a four point Likert scale (1– strongly agree, 4 – strongly disagree). The sum of
responses to items assigned to particular attribute represent a composite measure which
reflects relevant quality dimension. Differences between POLYRI and FOI students in
terms of frequency of playing computer games, their prior experience with and pref‐
erences for computer games, and perceived anxiety related to programming and game‐
play were explored with Mann-Whitney U statistics. The reason why we employed this
non-parametric alternative to the independent t-test is because results of Shapiro-Wilk
Tests uncovered that variables which constituted pre-use questionnaire together with
variables that reflect game level which students reached within predefined time interval

2 https://codecombat.com/.
3 https://kwiksurveys.com.
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significantly deviate from a normal distribution (p < .05). The analysis of data collected
with post-use questionnaire adopted a within-subjects design contrasting two games
meant for learning programming. Considering that the results of Shapiro-Wilk Tests
revealed that at least one of the variables in a pairwise comparison violates the
assumption of normality in data (p < .05), differences between evaluated games were
examined by means of Wilcoxon Signed-Rank Tests. Taking into account the afore‐
mentioned, all reported results are expressed as median values. According to Cohen
[2], values of .10, .30, or .50 for the size of an effect (r) can be, as a rule of thumb,
interpreted as small, medium, or large, respectively.

Findings. The analysis of data collected with the pre-use questionnaire revealed that FOI
students (Mdn = 13) are in general significantly less resistant (U = 2456.50, p < .05,
r = −.18) to technological advances in terms of novel computer games than POLYRI
students (Mdn = 14). More specifically, findings indicate that FOI students (Mdn = 2)
like to discuss (U = 2505.50, p < .05, r = −.17) and browse information (U = 2498.00,
p < .05, r = −.17) about new computer games significantly more often than POLYRI
students do (Mdn = 3). On the other hand, there was no significant difference between
these two groups of students (Mdn = 2) in terms of the extent to which they are interested
in novel computer games (U = 2801.50, ns, r = −.09), the degree to which they are willing
to inform themselves about new computer games (U = 2605.50, ns, r = −.15), the level
to which they like to try novel computer games (U = 2785.50, ns, r = −.10), and the extent
to which they are inclined to change a game they play in their leisure time (U = 2657.00,
ns, r = −.13). According to the study results, FOI students (Mdn = 11) have significantly
more experience (U = 2291.00, p < .005, r = −.22) in playing computer games than
POLYRI students (Mdn = 14) have. Namely, compared to POLYRI students (Mdn = 2,
3, and 3, respectively), FOI students (Mdn = 2, 3, and 2, respectively) like to play computer
games significantly more (U = 2424.00, p < .01, r = −.20), spend significantly more time
in interaction with computer games (U = 2436.50, p = .01, r = −.19), and play significantly
more diverse genres of computer games (U = 2586.50, p < .05, r = −.22). However, no
significant difference was found between these two groups of students (Mdn = 2 and 3,
respectively) in terms of the perceived frequency of playing computer games
(U = 2726.00, ns, r = −.12) and perception of themselves as game play addicts
(U = 2599.00, ns, r = −.15). Significant difference between FOI (Mdn = 4) and POLYRI
students (Mdn = 6) was also found in terms of the extent to which people surrounding
them play computer games (U = 1774.00, p < .0001, r = −.36). The set forth is particularly
true for colleagues (U = 1481.50, p < .0001, r = −.48), friends (U = 2250.00, p = .001,
r = −.26), and acquaintances (U = 2578.50, p < .05, r = −.17) of FOI students (Mdn = 1,
1, and 2, respectively).

The study results imply that FOI and POLYRI students (Mdn = 9) do not differ
significantly (U = 2637.50, ns, r = -.13) in terms of the degree to which the reputation
of a computer game affects their decision to play it. This is specifically true for the
number of active game players (U = 3031.00, ns, r = -.04) as well as for position of a
particular game on top lists (U = 3046.00, ns, r = -.03). However, it appeared that
developer’s name has significantly higher impact (U = 2277.50, p = .001, r = -.24) on
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POLYRI students’ decision (Mdn = 3) to play a particular game than it has on decision
making process in that respect of FOI students (Mdn = 4). It was also discovered that
FOI students (Mdn = 5) in general have significantly stronger (U = 1898.00, p < .
0001, r = -.32) preference for the implementation of computer games in the educational
settings than POLYRI students (Mdn = 6). Namely, significantly more FOI students
(Mdn = 2, 2, and 2, respectively) was delighted with the idea of employing computer
games for the educational purposes (U = 2400.00, p < .01, r = -.20) and would enroll
(U = 1763.50, p < .0001, r = -.37) and actively participate (U = 2085.50, p < .0001,
r = -.28) in courses on which games are played as a part of a syllabus. In general, there
is no significant difference (U = 3038.50, ns, r = -.03) between FOI and POLYRI
students (Mdn = 16) in terms of their reasoning about programming proficiency which
is particularly affected by the fact that both groups of students (Mdn = 3) believe that
intelligence plays an important role in the process of learning programming concepts
(U = 2745.00, ns, r = -.12). However, significantly more POLYRI students (Mdn = 2,
2, and 2, respectively) believe that programming is a complex discipline (U = 2421.50,
p < .01, r = -.21), that is difficult to learn programming concepts (U = 2001.00, p < .
0001, r = -.31), and that one have to write large amount of programming code in order
to solve relatively simple assignments (U = 1453.00, p < .0001, r = -.46). On the other
hand, significantly more FOI students (Mdn = 1, 1, 1, and 1, respectively) think that
programming is a comprehensive discipline (U = 2539.00, p < .05, r = -.18), that it
requires a special way of thinking (U = 2045.50, p < .0001, r = -.31), that it must be
learned with understanding (U = 2302.00, p = .001, r = -.25), and that in cannot be
learned by heart (U = 1609.50, p < .0001, r = -.43).

Both POLYRI and FOI students (Mdn = 9) agree that educational background has an
important role in learning programming concepts at university level (U = 3039.00, ns,
r = -.03). The set forth especially refers to the knowledge of mathematics (Mdn = 2,
U = 3137.50, ns, r = -.01). However, significantly more POLYRI students (Mdn = 2)
believe that prior knowledge strongly affects the understanding of programming concepts
(U = 2251.50, p = .001, r = -.24). On the other hand, significantly more FOI students
(Mdn = 2) perceive programming as an interdisciplinary mastery (U = 2457.00, p < .005,
r = -.23). The analysis of collected data revealed that POLYRI students (Mdn = 15)
generally have significantly higher level of perceived programming anxiety
(U = 1841.50, p < .0001, r = -.33) than FOI students (Mdn = 18). This is because
significantly more POLYRI students (Mdn = 3, 3, 3, 3, and 3, respectively) feel nervous
(U = 2400.00, p < .01, r = -.20), discomfort (U = 1938.00, p < .0001, r = -.33), agitation
(U = 2222.00, p = .001, r = -.25), worry (U = 2513.50, p < .05, r = -.17), and aversion
(U = 1547.00, p < .0001, r = -.43) when thinking about programming. It was also
discovered that POLYRI students (Mdn = 12) in general feel significantly higher level
(U = 1891.00, p < .0001, r = -.32) of game play anxiety than FOI students (Mdn = 15).
Namely, significantly more POLYRI students (Mdn = 2, 2, 2, and 3, respectively) were
worried that they will not be able to successfully complete assignments which constitute
games aimed for learning programming (U = 1803.00, p < .0001, r = -.36), that the level
of their prior knowledge will reduce their productivity in completing game assignments
(U = 1816.00, p < .0001, r = -.35), that they will not be able to complete game assignments
from the first attempt (U = 2268.50, p = .001, r = -.24), and that they will not be able to
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concentrate on solving quests implemented in games (U = 2262.00, p = .001, r = -.24).
Finally, FOI and POLYRI students (Mdn = 3) were equally worried that, compared to
them, their peers will achieve better results in solving game assignments (U = 2634.50,
ns, r = -.14).

The analysis of data collected from screenshots revealed that FOI students
(Mdn = 11) were significantly more successful (U = 555.50, p < .0001, r = -.65) in
completing assignments which constitute Light Bot 2.0 game than POLYRI students
(Mdn = 8) were. It was also discovered that POLYRI students (Mdn = 7) completed
significantly lower count of levels (U = 1108.00, p < .0001, r = -.51) of CodeCombat
game than FOI students (Mdn = 14) did.

A Wilcoxon Signed-Rank Test showed that study participants have positive attitude
towards the employment of both LightBot 2.0 and CodeCombat (Z = -.536, p = .592)
for the purpose of learning programming concepts at the university level. It was also
found that LightBot 2.0 (Mdn = 18) enhances the perceived self-efficacy of players to
the significantly higher extent (Z = -2.573, p = .01, r = -.14) than CodeCombat
(Mdn = 14). Moreover, it appeared that is significantly easier (Z = -3.417, p = .001,
r = -.18) to figure out how to solve quests which constitute CodeCombat (Mdn = 6)
than to learn how to complete assignments that are implemented into LightBot 2.0
(Mdn = 6). On the other hand, a Wilcoxon Signed-Rank Test did not elicit a statistically
significant difference (Z = -.454, p = .650) between LightBot 2.0 (Mdn = 7) and
CodeCombat (Mdn = 7) in terms of the degree to which is easy to memorize and recall
how to solve game assignments. The analysis of data revealed that study participants
had significantly less difficulties (Z = -3.039, p = .002, r = -.16) in completing quests
integrated into CodeCombat (Mdn = 8) than solving assignments that are included into
LightBot 2.0 (Mdn = 9). Study results also imply that players had to make significantly
less physical effort related to the frequency of using a keyboard and mouse (Z = -9.191,
p = .000, r = -.49) when they were completing tasks which are part of the CodeCombat
(Mdn = 13) than when they were addressing assignments that are implemented into
LightBot 2.0 (Mdn = 15). On the other hand, the study participants had to invest
significantly more (Z = -4.722, p = .000, r = -.25) mental effort in terms of thinking
and decision making when they were dealing with quests that constitute CodeCombat
(Mdn = 17) than when they were solving assignments that are included into LightBot
2.0 (Mdn = 16). It was also discovered that user interface of CodeCombat (Mdn = 10)
has been perceived by players as significantly more visually appealing (Z = -1.996,
p = .046, r = -.11) than those of LightBot 2.0 (Mdn = 10). Moreover, the analysis of
collected data yielded that CodeCombat (Mdn = 6) and LightBot (Mdn = 6) do not
differ significantly (Z = -.652, p = .515) in terms of distinctive features. However, it
was discovered that LightBot 2.0 (Mdn = 10) employs significantly more uniform
interface structure, design, and terminology (Z = -2.934, p = .003, r = -.16) than
CodeCombat (Mdn = 10) does. Furthermore, it appeared that players perceived Code‐
Combat (Mdn = 9) as significantly less dependable, stable, and bug-free game
(Z = -6.753, p = .000, r = -.36) than LightBot 2.0 (Mdn = 7).

According to the results of the analysis of data collected with the post-use ques‐
tionnaire, LightBot 2.0 (Mdn = 5) is significantly more (Z = -3.339, p = .001, r = -.
18) usable to players with the widest range of characteristics and capabilities than
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CodeCombat (Mdn = 5). However, LightBot 2.0 (Mdn = 7) and CodeCombat
(Mdn = 6) do not differ significantly (Z = -.895, p = .371) in the extent to which their
interface functionalities are clear and unambiguous to players. On the other hand, it
was found that CodeCombat (Mdn = 10) offers significantly better and more diverse
help materials (Z = -2.741, p = .006, r = -.15) than LightBot 2.0 (Mdn = 11) does. In
addition, the quality of messages provided by CodeCombat (Mdn = 13) is significantly
higher (Z = -2.679, p = .007, r = -.14) than those shown by LightBot 2.0 (Mdn = 14).
Games meant for learning programming (Mdn = 9) do not differ significantly (Z = -.
262, p = .793) in the degree to which they reduce the amount of time needed for
learning specific programming concept. There was also no significant difference
(Z = -1.854, p = .064) between evaluated games (Mdn = 14) in the extent to which
they improve player’s effectiveness in learning programming concepts. Moreover,
LightBot 2.0 (Mdn = 10) and CodeCombat (Mdn = 10) do not differ significantly
(Z = -.441, p = .659) in the degree to which their use contributes to the improvement
of programming skills and habits. The level of perceived external control over
addressing assignments was not significantly affected (Z = -.654, p = .513) by educa‐
tional game (Mdn = 8) that was employed for that purpose. Evaluated games
(Mdn = 7) do not differ significantly (Z = -1.102, p = .270) in terms of perceived
learning outcomes that are result of their employment. No significant difference
(Z = -1.567, p = .117) exist between evaluated games (Mdn = 13) regarding learning
opportunities (e.g. evolution of logical and critical thinking, personalization of learning
process, etc.) they offer to their players. Moreover, it was found that quality of imple‐
mented assignments is not significantly influenced (Z = -1.290, p = .197) by the game
(Mdn = 12) that was used for learning programming concepts. However, it appeared
that LightBot 2.0 (Mdn = 7) was significantly more challenging (Z = -4.593, p = .000,
r = -.25) for study participants than CodeCombat (Mdn = 6).

Games aimed for learning programming (Mdn = 8) do not differ significantly
(Z = -.941, p = .347) in the extent to which they have met expectations of research
subjects. Nevertheless, the study results uncovered that LightBot 2.0 (Mdn = 15) was
significantly more successful (Z = -2.260, p = .024, r = -.12) in arousing participants’
imagination and stimulating they creativity in completing assignments than Code‐
Combat (Mdn = 16) was. There was no significant difference (Z = -.729, p = .466)
between LightBot 2.0 (Mdn = 11) and CodeCombat (Mdn = 12) in terms of the
enjoyment the study participants experienced when they were dealing with imple‐
mented assignments. CodeCombat (Mdn = 9) and LightBot 2.0 (Mdn = 8) do not differ
significantly (Z = -1.714, p = .086) in the extent to which they made an overall
impression on research subjects. Finally, it appeared that LightBot 2.0 (Mdn = 16) and
CodeCombat (Mdn = 17) do not differ significantly (Z = -1.478, p = .139) in the degree
to which study participants are willing to play them regularly and recommend them to
others. Considering all the aforementioned, no significant difference (Z = -.076, p = .
939) was found between CodeCombat (Mdn = 285) and LightBot 2.0 (Mdn = 287) in
the overall perceived quality.

628 T. Orehovački and S. Babić



5 Discussion and Conclusion

This paper provides several contributions and implications to both scientific and
professional communities. To begin with, the concept of quality introduced in current
and relevant international standard [14] has been enhanced and adapted to the context
of educational games. In addition, the validity of the employed research design and
measuring instruments (reports in form of screenshots, pre- and post-use question‐
naires) was empirically confirmed. Following the guidelines suggested by Lewis [16],
the sensitivity of the pre-use questionnaire was explored through comparison of two
groups of students which differed in terms of their prior knowledge related to program‐
ming whereas the sensitivity of reports and post-use questionnaire was examined by
benchmarking two games meant for learning programming. All constructs that have
met the criteria of sensitivity have shown small, medium, or large effect in size thus
confirming the validity of measuring instruments.

Drawing on the results of validity testing, relevance of dimensions in testing differ‐
ences among students with different educational background and examining games
meant for learning programming was determined. Measure that reflects the number of
levels which can be completed within predefined time interval revealed large in size
differences between the groups of study participants. Items meant for measuring the
influence of subjective norms on adoption of a game, programming anxiety, preference
for the implementation of games in educational settings, and game play anxiety elicited
medium in size differences between the groups of research subjects. Constructs that
measure how often participants play games and to what extent they are interested in
novel games uncovered small in size differences between groups they belong to. Meas‐
ures that indicate to what degree students perceive programming as complex and inter‐
disciplinary proficiency as well as to what degree reputation of a game affects their
decision to play it have not detected significant differences between groups of study
participants.

In the context of the quality assessment, it appeared that: (a) 3.57 % of proposed
constructs revealed large (minimal action) and 3.57 % medium (reliability) in size
differences between evaluated games; (b) 7.14 % of introduced constructs (minimal
memory load and challenge) uncovered between small and medium in size effects
between educational games; (c) 32.14 % of employed constructs (learnability, accessi‐
bility, ease of use, consistency, helpfulness, feedback, self-efficacy, and playfulness)
elicited small in size differences between games; and (d) 53.57 % of remaining constructs
(attitude towards behavior, memorability, uniqueness, understandability, efficiency,
effectiveness, usefulness, external control, result demonstrability, learning opportuni‐
ties, quality of assignments, confirmation of expectations, pleasure, satisfaction, and
loyalty) did not show significant differences between evaluated games.

As in the case of most empirical studies, work presented in this paper has limitations.
The first one is related to the homogeneity of study participants. Although students are
representative users of educational games, heterogeneous sample could have impor‐
tantly different perception about the quality of games that are used for learning program‐
ming concepts. The second one concerns the generalizability of reported findings.
Considering that each genre of educational games has specific features which might
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affect one or several quality dimensions, the empirical results should be interpreted with
caution. Taking the aforementioned into account, further studies should be carried out
in order to draw sound conclusions.
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Abstract. The complexity of urban processes needs professionals trained in
understanding and managing the design of its spaces and the implementation of
urban policies. This paper discusses an educational methodology to complement
the standard Project-Based Learning approach with an experience using serious
games with gamification elements to stimulate critical thinking in urban planning
and urban design students, to promote designing spaces more adaptable and
usable for a wide range of users and situations of public life. The proposed meth‐
odology uses five “mini games” that place students in different situations: (1)
finding an unknown landmark, (2) reaching goal avoiding obstacles, (3) navi‐
gating with artificial lighting, (4) simulating the point of view of a person with a
disability, and (5) simulating group behaviour. As a secondary objective the
experience will track the participants’ behaviour to extract data to be incorporated
into an agent-based model rule set.

Keywords: Serious games · Gamification · Simulation · E-Learning · Urban
space

1 Introduction

As the total number of people living in cities increases, as well as the percentage of
urban dwellers relative to people living in rural areas [1, p. 12], the necessity to improve
the quality urban life becomes more important.

The formation of the city is unlike a manufacturing process; it is an artifact created
by society, through the interactions between its inhabitants, consciously and uncon‐
sciously, with different levels of coordination, in a constant state of change, adapting
itself over time.

Urban planning and urban design shape the complexity of the city, through building
codes, housing policies or urban regulations; planners and designers establish the guide‐
lines of what they think the city should be, but ultimately what the city will become
depends on a number of factors: social, economic and historical. Urban planners and
designers need to interpret the past of the city, know with precision its present state, and
understand the nature of the factors that drive its processes to plan its future.
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Information about the past gives us valuable insight on the underlying mechanisms
of the transformation of the city, usually in the form of historic maps that can be geore‐
ferenced to generate a timeline of its (physical) evolution. As we get closer to the present,
historic data gets more rich and precise, especially since the generalization of digital
storage technologies in the decade of 1980. Data about the present situation is vast and
it is essential to filter, summarize and visualize them to be understood. Correctly inter‐
preting the current state of the city allows planners to identify areas of improvement and
anticipate future necessities, which is crucial considering the slow pace of urban trans‐
formation processes compared to the increasingly rapidly changing world.

Planning involves addressing the future challenges of the city. This requires the
evaluation of multiple what-if scenarios, generally using informal mental models
acquired by practitioners throughout their training, both academic and professional.
However, the availability of (synthetic) formal models of urban phenomena, using
knowledge of events in its past (to train or calibrate the model) applied to the information
gathered about its current state, should be a valuable tool for urban management profes‐
sionals; in their education, the use of models to explain urban phenomena should allow
a deeper comprehension of the subject matter.

This paper explain an educational proposal using a serious games in a gamified
educational environment to teach complex concepts regarding urban planning and
design to architecture students. It is structured as follows: first the challenges of training
professionals in urban planning and design are discussed, followed by an introduction
to gamification and serious games, after which the proposed experience outline is
discussed and the conclusions are presented.

2 Urban Planning and Urban Design Training

Cities are very complex, and it is precisely this complexity that makes them attractive
and fascinates us. The morphology of the city is a multi-scale mosaic in which the
architecture of buildings – which are themselves complex – interplay, articulating them‐
selves through public spaces. This physical configuration of the built environment and
its empty spaces not only affects the image of the city [2], but has implications on envi‐
ronmental factors such as the available solar radiation, the optimal mix of modes of
transportation, the development of specific economic or residential activities in specific
areas, the flow of energy, matter and information, as well as its safety.

Moreover, if grasping the complexity of the morphology of the city is a difficult task,
understanding the myriad of events that take part simultaneously in the city and their
interrelations is extremely difficult, even with today’s technology.

In this scenario, education on topics related to urban planning (managing the devel‐
opment of the city) or urban design (shaping the elements of the city: buildings, streets
and public spaces) needs to explain the concepts urban planners and designers handle
in their professional practice. The educational strategy followed is usually Project-Based
Learning (PBL), where students learn as they develop a – fictional but grounded on
reality – project. This methodology allows the students to develop critical-thinking
skills, which will be useful later in their career to tackle problems effectively.
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In the standard PBL approach in urban space design training, where students make
proposals which are discussed by the instructor as well as their fellow students, we
propose the addition of two introductory activities before the PBL: (1) an analytical
approximation to the attributes of the space in which the PBL will be developed, and
(2) a gamified experience simulating different aspects of the urban environment.

This paper discusses this educational approach, to promote critical thinking in urban
planning and urban design students in their project workflow using serious games in a
gamified environment. The strategy is to place students in a virtual reality (VR) envi‐
ronment to simulate different scenarios, to bring up several issues seldom discussed in
their training. In addition, the proposal also wants to give students the instruments to
manage the complexity of urban data in three – not necessarily geometric – dimensions:
(1) physical dimension, (2) data dimension, and (3) human behavior dimension.

3 Gamification and Serious Games as Learning Strategies

For the vast majority of students today, videogames are an integral part of their daily
life, especially since the emergence of casual games on smartphones have broadened
the audience of people playing games. Thus, it is not unreasonable to argue that incor‐
porating game elements into their education can be beneficial.

A search using Google Trends comparing the trends of the searches “gamification”
and “serious games” shows a sharp increase in the amount of queries of the term “gami‐
fication” since 2011, overtaking the term “serious games” just one year later and quad‐
rupling the amount of queries as of today (February 2015), and revealing a slight decline
in the interest on the term “serious games” over the last four years (Fig. 1).

Gamification is the use of game mechanics in non-game situations [3], taking
advantage of some aspects of gaming that make them engaging, generally using a reward
system to place the player in a positive reinforcement loop. Gamification can be used to
promote a desire to improve using the competitive aspects of playing, and to make an
experience more enjoyable and as a consequence reducing abandonment rates.

Serious games usually involve the simulation of real-world phenomena to practice
specific skills, and have been traditionally used in areas where it is difficult to train
effectively in the real word, such as life-threatening situations (e.g. military tactics, crisis
management) or situations which are very rare, such as space exploration. Serious games
can also be used in research to test hypotheses.

Both methodologies applied to learning are not mutually exclusive, and serious
games can incorporate gamification elements to make the experience more engaging,
such as using scoreboards to encourage the competitive spirit among participants, or use
game elements to make the experience more entertaining, avoiding procrastination.

The benefits of using simulations cannot be neglected either [4]; as distilled abstrac‐
tions that model reality, they can enlighten the comprehension of complex phenomena
and help us interpret them. In addition, performing experiments though simulations (“in
silico”) is usually more cost-effective and sometimes allows conducting research that
would otherwise be impossible in the real world.

634 F. Valls et al.



The proposed experience uses elements from serious games mixed with gamification
aspects to place learners in a simulated environment, with the objective of helping them
reflect on the consequences of different design decisions on the usability of public spaces.
As a secondary objective, their (virtual) actions will be tracked by the simulation soft‐
ware to gather data to research on the behavior of pedestrians in urban spaces.

4 Understanding the Multiple Facets of Urban Spaces

Approaching the many aspects of urban spaces may seem an easy task, after all, we are
trying to understand the spaces of the human habitat that we experience every day.
However, gaining a deep knowledge requires sharp observational skills [5], and many
phenomena is not visible, at least not directly or without spending lengthy periods.

Prior to the main chunk of the training consisting on developing the design of an
urban space using the standard and time-tested PBL method used in urban planning and
design courses, the students will perform two introductory activities: (1) an introductory
activity where the students will be asked to analyze the case of study – which will change
with every edition of the course – using publicly available data, and (2) a serious game
experience with gamified elements where they will be placed in different situations in a
setting similar to the one where they will develop their proposal.

The analysis of the case of study is articulated in two sections – the geometry of the
built environment and the compilation of the publicly available data on the site – that
will use geolocation as their link, using a Geographic Information System (GIS) to inte‐
grate and analyze these heterogeneous data. This workflow is very similar to the
approach urban planners and designers have traditionally used, but in this case assisted

Fig. 1. Terms “gamification” and “serious games” on the Google Trends™ tool (screenshot
retrieved on February 10th 2015).
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using GIS tools to augment their analysis capabilities. All the information used is
publicly available so the students are able to pursue their research autonomously.

Geometry of the Built Environment. This introductory part will focus on approaching
the urban setting from its physical [6] form using different publicly available data:

• 2D and 2.5 cartography of the built environment, at different scales
• Urban elements (i.e. trees, pedestrian crossings, sidewalks, lighting)
• Administrative divisions (city limits, census tracts, districts)
• Remote sensed data (land use and aerial orthophotos)
• Utility and transportation networks
• Planning regulations, location of green spaces and public facilities
• Digital Elevation Models (DEM)
• Georeferenced data (historic maps, hand-drawn sketches)
• Environmental data (pollution, rainfall, geology)

Some of these data are not directly observable in the field, because either no longer exist
(historical maps), are buried underground (utilities), exist only as legal regulations
(administrative limits or planning regulations), are not visible from ground level (aerial
or satellite imagery), or require extensive topographic surveying. The integration these
cartographic data into the same environment should give the students a robust set of
tools to approach the setting where their proposal will be developed. Special emphasis
will be placed on analyzing the perceptual qualities of the physical environment from
the pedestrians’ point of view [7] and analyzing its visibility using space-syntax [8,9],
although the usefulness of this technique is somewhat controversial [10,11].

Non-cartographic Data Sources. There is a plethora of publicly available urban data
[12] from government open data initiatives, volunteered geographic information (VGI)
[13,14] and geolocated social media.

The Spanish Cadastre offers information about the whole built stock in Spain with
the same semantics, which allow comparing different regions, and allows obtaining
information about their quality, types of uses, and year of construction, as well as iden‐
tifying vacant lots.

In addition to Cadastral databases, other databases offer valuable information for
urban planning as they provide information about population and economic activity such
as census, transportation and other publicly available socio-economic data.

Finally, social media (i.e. Twitter, Flickr, Instagram) offers a treasure trove of infor‐
mation waiting to be explored, with some caveats considering that geolocated social
media represents a fraction of what constitutes itself a biased sample [15] of all users,
even though some studies have shown success in assigning location to data even without
geotagging [16].

Human Behavior in the Public Space. Even though people are very diverse in their
physical traits or thought processes, their aggregate behavior is known to follow some
patterns. To be able to successfully design a space that fulfills the expectations of its
users, an urban designer must be capable of understanding the behavior(s) of the people
that will use his or her design, during a length of time which, considering the pace of
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urban change, will most likely be measured in decades. The aspects that influence the
behavior and perception of urban spaces are multiple, encompassing from the physical
characteristics of the space itself (materials, shapes) to the physical traits of its users,
their knowledgeability of the space, environmental factors, the presence of temporary
elements, etc.

While the pedestrians’ perception of the space depends on subjective aspects such
as colors, materials or composition, it also depends on their visual field of view at
eye-level, which can be conceptualized using space-syntax. However, this general
built envelope is not immutable but is altered by temporary (outdoor markets, public
performances, other pedestrians, vehicles, terraces) or permanent (furnishing, vege‐
tation) obstacles.

The physical characteristics of people have implications on their walking speed, their
capacity to climb or descend steep slopes or steps, and their capacity to detect and avoid
obstacles, narrow passages, traverse uneven or slippery surfaces or walk long stretches
without resting. Regarding their attitude, pedestrian behavior varies depending on
multiple factors: whether they walk alone or in groups, their activity at any given time
(i.e. jogging, working, shopping, cycling), their knowledgeability of the space (i.e.
frequent users compared to tourists), etc.

To understand the flows in the public space, information about the uses of buildings
at the ground floor facing the public space (e.g. restaurants, shops and kindergartens) is
necessary, as well as other factors such as the location of public transport stops or
pedestrian crossings, and the population and workplace density. Other environmental
factors include nighttime/daytime cycles (related to security), weather conditions
(capacity to provide shelter for rain or wind, or avoid slippery surfaces) or seasonal
changes (which dictate preference for sun or shade).

Understanding the logic of the combination of these and other factors and the inter‐
action of different people gives designers insight when proposing new public spaces that
can fulfill the needs of their users and will endure the test of time.

5 Proposed Experience Outline

The introductory exploration of the site using cartographic and attribute data described
in the previous section will be followed by the gamification experience. These two
preliminary activities should lay the groundwork to develop the main part of the course
– the development of an urban design proposal – successfully, allowing the student to
easily integrate information about the site. The main objectives of the gamified experi‐
ence are threefold: (1) promote critical thinking when designing urban spaces, (2) make
the experience more engaging, and (3) gather experimental data about the behavior of
students in a virtual environment.

5.1 Serious Game Proposal

The primary objective of the experience is to promote critical thinking [17] in the design
process of urban spaces using serious games. The five proposed “mini games” are
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designed to simulate a limited set of synthetic behaviors in a virtual environment, to
stimulate the students to consider specific issues of public life, and compelling them to
consider them when developing their designs:

1. Finding an unknown landmark in the least time possible
2. Reaching a known goal quickly, avoiding obstacles
3. Navigating the space with artificial lighting only
4. Simulating the perception of a person with a physical disability
5. Simulating group behavior

These “mini games” incorporate two different attitudes, one change in the environmental
conditions and two different profiles of users, and share some common features:

• Each simulation should not be longer than five minutes
• The participants will be asked to participate at least twice in each simulation, to

evaluate the effects of experience in repeated tests
• The games will be presented in random order for each participant, but will follow

the same order in both runs
• After the compulsory two runs, the students will be allowed to repeat any game more

times if they desire so, to find out which experience they find more engaging

Finding an Unknown Landmark in the Least Time Possible. The educational objec‐
tive of this game is to motivate the students to reflect on the spatial understandability of
the spaces for users without complete knowledge, as well as the visibility of landmarks
[18,19]. Its research objective is to gather data on search patterns of pedestrians seeking
an element they don’t know the location of.

The environment of the simulation will be seeded with as set of elements with
different physical attributes in different positions, and the participants will be asked to
locate a specific – unique – landmark whose description will change every time they run
the simulation:

• Relative position to another element (i.e. the element next to the bench)
• Element color, absolute (i.e. the red element) or relative (i.e. the darker element)
• Height of the element, absolute or relative to others
• Element shape

Therefore, the participants may be asked to find “the tall red cylinder next to a tree”.
This description will be displayed as a reminder on their screens, as well as a time counter
that will stop once they have clicked the correct landmark and will increase in a specific
amount of time every time they select an incorrect landmark. The final time score will
be displayed on a scoreboard with the participant alias.

Reaching a Known Goal Quickly Avoiding Obstacles. In this case the simulation
mimics the behavior at the rush hour. The educational objective of this game is to reflect
on the physical and visual obstacles in urban spaces, while avoiding of an (artificial)
crowd. The research objective is to track the trajectories of the participants and their
strategies to achieve their goals.
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• The participants will be placed in the flow of a virtual crowd.
• The space will contain static obstacles (i.e. trees, benches, vehicles), some of which

will also be visual occlusions
• The avatars will have a finite acceleration and deceleration as well as a steering

penalty. Each collision will stop the participant momentarily
• Some paving surfaces allow walking faster than others (pavement opposed to grass)

The participants will be displayed a countdown with the time they have left before the
departure of a train, once the countdown reaches zero the simulation ends. The time
spent in reaching the goal is displayed in a scoreboard.

Navigating the Space with Artificial Lighting Only. The educational objective of this
game is to promote the students’ reflection on the importance of adequate lighting [20,
pp. 122–125]. The research objective is to compare the change in behavior of users in
limited visibility conditions, as the settings will be the same ones described in Sects.
5.1.1 and 5.1.2 above:

• The scene is darker resulting from the light intensity falloff
• The color reproduction is poorer
• The participants will face an unspecified threat to simulate decreased safety

Using the same cases as in the “find a landmark” and “reach the goal quickly” should
encourage the students to think about the different space perception depending on the
day/night cycle, the seasonal changes or the weather conditions. The data gathered will
allow to compare their behavior with and without reduced spatial awareness.

Simulating the Perception of a Person with a Disability. Its educational goal is to place
the participants in the role of a person in a wheelchair, to internalize the difficulties that
these users face if the urban design does not adapt to their necessities. Using the same
environment and objectives described in Sects. 5.1.1 and 5.1.2 above but changing the user
profile should raise awareness on the specific needs of people with disabilities. As a
research objective, it will gather data on the changes in the participants’ behavior when
evaluating different itineraries with a time/effort tradeoff. The game will incorporate the
following elements to emulate some aspects the experience of a person in a wheelchair:

• The participants have to press two opposite keys alternatively to steer and move their
avatar, simulating pushing each wheel of the wheelchair with alternating hands

• Uphill slopes will reduce their speed and therefore increase their effort, forcing the
participants to press the keys more quickly and hampering their maneuvers

• Downhill slopes increase their speed and will have to press simultaneously both keys
at the same time, otherwise their trajectory gets jerkier and their speed higher

• Some obstacles cannot be avoided
• Their point of view is lower

Simulating Group Behavior. The educational objective is to show the participants that
the public space can be understood differently when walking individually or in groups.
As a research objective, it should allow to gather data about “flocking” behavior in
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groups [21]. In this game the participants will be asked to reach a goal without colliding
with other people or the environment, and avoid getting separated from the group:

• The environment and goal is the same as in Sect. 5.1.2, but in a group of 3 people
(two computer-controlled and the participant avatar)

• The participants hear a conversation, which gets played with a lower volume as the
avatar distance to the group increases, so they must be close enough to hear it

• Collision and steering speed reduction results in increased separation from the group
• At the end of the simulation, participants are asked a question about the conversation

5.2 Gamification Elements

The proposed educational experience uses serious games with gamification elements.
These gamification elements have the objective of making the experience more engaging
and natural –easier to use– for the students. Using a game engine for the simulation
translates to indirectly incorporating some game elements familiar to the participants
and associated with a play environment:

• User interface (on screen heads-up display, game menus)
• Controls (gamepad, keyboard, mouse)
• Visual language (geometry, shading)
• Use of a – subjective– first person perspective
• Audio cues
• Physical behavior of the elements in the virtual world and of the avatar
• Behavior of the computer-controlled AI (artificial intelligence), using navigation

meshes and FSM (finite state machines) for NPC (non-player characters)

These metaphors, ingrained in the player attitude in their experience playing computer
games, contribute to a greater acceptance of the limitations of the virtual world – stylized
design, simplified behaviors, appearance of artificial actors– to avoid falling into the
uncanny valley [22].

In addition some time-tested game mechanics are employed to improve the enter‐
tainment value of the experience, facilitating the incorporation of the educational content
of the serious game:

• Providing scoreboards for each activity, where participants can compare their results
with the results of other participants and compete to get the top score

• Incorporating challenging elements, where participants have to overcome some
difficulties

• Introducing novel experiences, where the students are placed in situations outside
their daily routine

• Using elements of tension, such as timed countdowns or hit counters

5.3 Participants’ Behavior Data Collection

The educational experience will have a data collection counterpart, which will log the
participants’ behavior in order to gather data about their interactions in the virtual world
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and investigate whether it can be extrapolated to pedestrians’ behavior in the real world.
This data collection in a virtual environment does not exclude gathering data in real
settings, but can be a valuable complementary source of information due to the diffi‐
culties in collecting data in a public environment.

The objective of this data collection is to infer a set of rules to be fed into an agent-
based model to simulate pedestrian behavior [23,24] in public spaces and will consist
on tracking over time the following data over successive runs:

• Trajectory tracking
• Heatmap of participants’ location in all runs
• View direction of the avatar (azimuth and altitude)
• Objects inside the users perspective

Finally, data about user satisfaction will also be collected [25–27] to compare the
proposed methodology perceived advantages and disadvantages relative to traditional
learning methodologies.

6 Conclusions and Future Work

The proposed educational methodology describes an experience using serious games
with gamification elements to stimulate critical thinking in urban planning and urban
design students, to promote designing spaces more adaptable and usable [28] for a wide
range of users and situations of public life. To improve the proposal, some ideas will
remain to be explored in future editions of the course:

• Simulating the perception of a visually impaired person [30], using audio cues and
haptic technology using a force-feedback controller

• Generation of the geometry of the simulated urban environment using data acquired
using a Terrestrial Laser Scanner (TLS) or procedurally from a set of rules

• Allowing students to visit each other proposals in a virtual environment
• Use an agent-based model to simulate the behavior of pedestrians in each of the

students’ designs
• Implementing remote participation in the games over the Internet

In addition to the educational experience, data gathered from the behavior of participants
in the virtual world, along with tracking data of people’s behavior in actual public spaces
using infrared cameras or GPS, should be able to help develop a set of rules to be incor‐
porated into an agent-based model to simulate pedestrian behavior, assuming that struc‐
ture a the macro level arises from interactions at the micro level [29].
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Abstract. Serious Games is an emerging technology that can be used in a
learning environment. This technology is an effective interaction design para-
digm which can be embedded as a persuasive learning tool to attract learners’
attention. This article will explore the concept of game rhetoric as an element in
game systems for persuading students to engage with the learning context. We
identified three types of rhetorical concept that can be integrated with the current
game rhetoric model to support attention elements: visual, procedural and digital
rhetoric. Three interaction design elements have been used in the model to
support learners’ attention: cognition, emotion and social interaction. In this
paper, we propose a new interaction design model based on game rhetoric per-
spectives to support user interaction in Serious Games for persuasive learning.

Keywords: Game rhetoric � Serious game � Interaction design � Persuasive
learning

1 Introduction

The embedding of persuasion is undoubtedly very important in today’s learning
environments. The technology can enhance social interaction among students when the
computer application is used for interaction among them in the classroom (Daud et al.
2013). Human Computer Interaction (HCI) emerged in the late 1970s, and generated
much research into interactive systems intended to persuade user interest (Carroll
2014). Following from this, there has been much more research into persuasion
technology, which has contributed to changing student behaviors, attitudes, and gen-
erating learning outcomes. Serious Games (SG) is the one an interactive media tech-
nologies that combines animation with narration to improve player performance based
on a games rule system (Sorden 2005). The emergence of SG in the late 1970s changed
the traditional concepts of education when captology was embedded in various com-
puter platforms as a type of educational persuasive technology for achieving learning
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outcomes (Fogg 2003). A number of researchers have noted the effectiveness of per-
suasion in learning environment (Daud et al. 2013; Bakri et al. 2014; Zulkifli et al.
2013). Based on this, we aim to develop a persuasive learning model for Serious
Games which aims to implement the concept of game rhetoric as a learning tool to
support the concept of persuasion. In order to instill persuasion in the gaming context,
we have identified previous research that has applied the persuasive element in learning
environments. Much of the research has discussed the impact of persuasion on users,
such as motivation, personalization, emotion, ethical issues, experiences, and the
cognitive process of comprehension (Zulkifli et al. 2013). Additional works by Bakri
et al. (2013) have proven that a persuasive system design can be used to develop the
interactive Al-Furqan Courseware for early childhood learning using Toddlers Learn-
ing theory and multimedia principles.

Based on the persuasive elements inspired by Aristotle, the Greek philosopher, we
propose to include a ‘game rhetoric’ concept in order to persuade learners through the
interaction design model. He stated that there are three main elements of persuasion,
which consist of pathos, ethos and logos. The concept of game rhetoric can be used to
persuade players to interact with the games and to maintain players’ interest in the
game’s goal and challenges. In order to construct the proposed model, we used the
three elements of interaction design which were proposed by Rogers et al. (2011).
Cognitive interaction, emotional interaction and social interaction make up the
graphical user interface (GUI) paradigm which will be integrated into the proposed
model to support learners’ attention.

1.1 Objectives of This Paper

The objectives of this paper are as follows:

1. To review existing models or frameworks of game rhetoric in the persuasion
learning context.

2. To propose an interaction design model of persuasive learning for Serious Games
based on game rhetoric perspectives.

1.2 Structure of Paper

This article will present the use of the interaction design concept in SG through the
representation of game rhetoric. Section 1 introduces previous research on the concept
of persuasion and provides a brief introduction to game rhetoric. It is followed by the
literature review in Sect. 2 which explains the study of game design. Section 3 explains
how the cognitive element contributes to the persuasive environment through the
concept of interaction design. Section 4 elaborates the proposed model and Sect. 5
discusses the strengths and limitations of the study. Lastly, Sect. 6 provides a con-
clusion and recommendations for future work to address the limitations of this study.
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2 Study of Game Design

The study of Game Design has indicated that pedagogical issues are an important
element to be embedded in game design. Regarding this issue, Hunicke (2000) pro-
posed the MDA framework of games, which consists of mechanics, dynamics and
aesthetics, as one of the formal approaches to understanding game design and devel-
opment. In contrast, Jarvinen (2008), proposed two components of game design, game
rhetoric and mechanics, as strong components in designing a game system. Figure 1
shows the concept of game design.

This study has adopted the two components of game design from Jarvinen (2008),
game mechanics and game rhetoric,for its direction. Game Rhetoric has been included
to overcome the limitations of persuasive learning. Based on this, the interaction design
paradigm has been used to attract learners’ attention while playing games.

2.1 Game Mechanics

Game mechanics can be defined as a method invoked by agents for interacting with the
game world. According to Hunicke (2000), game mechanics comprises the visual
representations and algorithm for the game system. It acts as the main interface for the
user to interact with the game’s rules in creating experiences. Besides that, it also takes
on the role of game system, for example connecting game hardware as part of the
user’s controllers. Besides that, the interaction between user and game system through
run time behavior is a function of the game dynamic, which acts with players’ inputs
and others’ outputs over time.

Game aesthetics is an element that can generate emotional responses among users
when they interact with the system. In persuading learners, emotion is an important
element in evaluating players’ experiences via their attention. Bogost (2007) stated that
the four main elements in Serious Games, emotion and sobriety, consequences and
demand for consideration, severity and foreboding, and intellectualism and profundity
are important aspects for players to engage by in after playing the games. Another work

Fig. 1. A study of game design

646 Z. Yusoff and A. Kamsin



by Hesther (2010) identified three techniques for evaluating users’ emotions when
playing games. These are self-assessment mannequin, emoticons and affective grid for
measuring emotions. Based on this, attention is an important element in creating
learners’ emotions while playing games. It is useful to connect the role of game
mechanics with player behavior when it is an important element in supporting learner’s
behavior (Hunicke et al. 2004). Behaviorism is one of the pedagogical theories about
learner behavior in a learning environment. In this theory, learning occurs through
conditioning via the game element, and the player gets rewards based on the stimuli
(Schunk 2012).

2.2 Game Rhetoric

Rhetoric is the art of persuasion. Jarvinen (2008) has explained the importance of using
communication theories and semiotic element to engage players with the game. Text,
animation, sound effect, image, material props are examples of semiotics. The 1, 2, 3
countdown at the beginning of the Mario Kart DS game is one example of the semiotic
approach in games.

Besides that, Zookeeper games developed by Success Corporation (2003), has
embedded the semiotic approach through communicating player progress and simu-
lating animals’ emotional reactions in order to make the game more attractive. Based
on the game rhetoric model developed by Sundness (2008), we have proposed the
interaction design model of persuasive learning for serious game. The model has been
divided into three categories to represent each of the elements in persuasion via game
rhetoric: legitimization, authenticity and identification. Figure 2 indicates the game
rhetoric model of persuasive games which was proposed by Sundnes (2008).

We derive three main important elements from the Sundnes model (2008) con-
sisting of rules, player roles and the game world, as the core elements for the game
rhetoric in our proposed model. AMERICAN ARMY is a prime example of a per-
suasive game which embeds rules, player roles and game world concepts (Fig. 3).
Game Rhetoric has been proposed as the main element in interaction design in this
article because of the effectiveness of the rhetorical element in expressing the concept
of persuasion through exemplification in the learning environment (Bogost 2007). We
categorized game rhetoric into three types of categories, visual rhetoric (advertise-
ments, photograph, illusion), procedural rhetoric (rules based representation and
interaction) and digital rhetoric (text and image), as shown in Fig. 4.

Fig. 2. Game rhetoric model for persuasive games
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Creating new forms in terms of advertisements or photographs is a useful lesson in
visual rhetoric, which can generate users’ illusions. In this study, we have mapped
visual rhetoric in the context of aesthetics, the function of which is to capture learner
emotion through the rules of the game system. As a result, rule based representation
and interaction are examples of procedural rhetoric involving the reasoning for a user to
perform an action while playing a game. Presenting abstractions of the computer
application such as game warnings when the learner does not follow the game rules is
an example of digital rhetoric applications which enable to the learner to experience
greater authenticity and ownership. In order to enhance the current game rhetoric
model, we implemented three mediums of interaction design: cognitive, emotional and
social, to create persuasion in the game.

3 Interaction Design: Cognition into Persuasion

3.1 The Persuasive Element in Games

As defined by Bogost (2007), a serious game must contain four elements. Firstly, it
must have the emotion and sobriety element to attract player attention. This is followed

Fig. 3. AMERICA’S ARMY persuasive games (Gamespot 2002)

Fig. 4. Rhetoric perspectives
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by consequence and the demand for consideration through the steps or actions in the
game environment. Severity and foreboding are the third elements in SG, which invoke
the learner’s cognition to perform the next action. The last element in SG is how
effectively the game will generate knowledge for user. Bogost strongly supports the
persuasion element in serious games, and this follows Visch (2003) who defined
persuasive games by their effects on users’ experiences and behavior.

“Persuasive games design aiming to create a user experienced game
World to change the user behavior in the real world” (Visch 2003)

Persuasion can generate both argumentation and information to change individuals’
beliefs, attitudes and behaviors and persuasions. It can also be defined as “human
communication designed to influence the autonomous judgments an action of others”
(Visch 2013). Based on this, a persuasive game is one example of a serious game
through the representation of interaction by using procedural rhetoric effectively
(Bogost 2007).

Designing a SG must align with the cognitive issues. This is because a SG must
engage with pedagogy in generating learning experiences. Regarding this issue, Van
Dijk et al. (2011) proposed a successful SG according to the cognitive aspect; where
knowledge acquisition and construction is measured based on three aspects: learning,
cognitive load and enjoyment factors. Van Dijk et al. (2011) discovered two types of
learning that are embedded in SG design. They are deep learning and surface learning.
The function of deep learning is to construct the features of the mental model and to
prove the structure of knowledge assessment. Surface learning, combines two types of
knowledge: declarative and procedural knowledge in constructing the attributes of the
mental model of. Based on Van Dijk et al. (2011) results cognition is an important
element that instructs the SG to generate a persuasive learning environment.

3.2 From Interaction into Persuasion

Cognition is the psychological result of perception and learning which is affected by
emotions through mental operations. In order to persuade attention as a persuasive
element, we identified the relationship between interaction design and persuasion in
generating the attention element for the learning environment, as presented in Fig. 5.

Based on Fig. 5, the process of interaction design involves the cognitive process to
achieve the persuasion element. In this process, knowledge is provided about the user’s
actions and expectations in carrying out a hospital priority task. Through the cognitive
process, several learner attitudes or behaviors can be generated, as presented in Fig. 5.
Many attributes can generate learner attention, such as color, space, and multimedia
elements as a representation of visual rhetoric. The attention element introduced by the
Keller ARCS Model has been used in this study to support the proposed model.
Kakabadse et al. (2003) presented the mental model as a cognitive style in the taxo-
nomies of knowledge management while Yusoff et al. (2013) identified the relation-
ships among mental models in constructing learning engagement through three
attributes: cognitive engagement, interactivity, and multimedia learning, to enhance a
learner’s engagement through knowledge visualization.
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4 Proposed Model

This article proposes the interaction design model for persuasive learning which is
derived from the current game rhetoric model of Sundnes (2008). We overcame the
limitations of the model by adding the learning context integrated with the interaction
design paradigm to control learner’s attention while playing the game. Figure 6 pre-
sents the interaction design model of persuasive learning in SG.

Fig. 5. Cognitive process

Fig. 6. Interaction design model of persuasive learning in serious game
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The proposed model consists of two phases: learning environment and interaction
design, to construct the persuasive learning environment.

4.1 Learner Characteristics

For learner characteristics, we have adopted four elements from Drachsler (2000), who
defined the characteristics of the learner according to four categories, personal, aca-
demic, social/emotional, and cognitive. Demographic issues such as age, gender, level
of maturity, and the skills of the learner are the criteria for the personal element. Prior
knowledge, educational level and type are the specific criteria for the academic ele-
ment. Learner’s feelings or mood are the social or emotional aspects of a learner’s
characteristics.

In order to generate learner cognition, Guilford (1967) stated that human intel-
lectual abilities can be divided according to three main dimensions: operations, content
and products. In designing the model, we have chosen visual, auditory and kinesthetic
as the learning styles required to fulfill learners’ requirements through the game
environment.

4.2 Pedagogy

We have identified six paradigms of learning theories and models in constructing the
pedagogical elements of the learning theory, such as behaviorism, cognitivism, con-
structivism, design-based, humanism, and 21st Century Skills (Learning Theories and
Models (2005). Learning theory must support learner requirements to influence the
learning process. Significantly, to support the concept of persuasion, we used
humanistic theory to construct the attention element in the model. We followed the
Attention criteria from the ARCS Motivation model by Keller (2000) in evaluating
learner’s attention to construct the persuasive element. These criteria are perceptual
arousal (PA), Inquiry Arousal (IA) and Variability (V) to achieve persuasion.

4.3 Context

According to Dias (2005), context is the set of circumstances that are relevant for the
learner to generate knowledge when referring to the content. The graphic element is
content for attracting players’ attention to engage with the game environment. Text,
symbols, image, animation, sound, music and touch are a combination of graphic elements
which are utilized to provide emotional experiences through challenges in the games. As a
result, the interaction between content and context will generate users’ knowledge.

4.4 Interaction Design

We have derived three elements of interaction design from Rogers’ et al. (2011)
consisting of emotion, cognition and social interaction as agents of interaction design.
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We adapted the attention element from the Keller ARCS Model (2000) in order to
construct the attention in persuasion element. The Game Rhetoric element was also
integrated in the proposed model to produce the persuasive learning environment.
Three elements of persuasion which were derived from Aristotle consisting of pathos
(emotional effects), ethos (moral character) and logos (generate reasoning) were gen-
erated through the interaction design paradigm; emotion, cognition and social inter-
action. Table 1 explains the relationship between attributes in the proposed model.

5 Discussion

This article enhances the design of the interaction design model to strengthen the
current model through the use of game rhetoric. In the proposed model, the game
rhetoric element is identified as the element generating the persuasive learning

Table 1. Explanation of proposed model

Persuasion through
attention elements

Interaction design Game rhetoric elements

Perceptual arousal (PA)
What can I do to capture
learner interest and
affect their emotions?

Emotion
Learners feeling confident,
secure, comfortable and
curious are the features that
fall within the emotional
category as indicators of
learning engagement.
(Wang et al. 2006)

Legitimization
The rules in games have
settings to generate user’s
interest using aesthetic
elements such as graphics,
sound, text, narration to
represent the games.

Inquiry arousal
How I can stimulate
attitude through
interaction between
game and learners?

Cognition
Students can generate their
own self regulated learning,
construct their own
knowledge, and take
ownership of their learning
to be stored in mental
models for knowledge
storage. (Wang et al. 2006)

Authentication
The adaptive concept in
games which influences the
game flow, outcomes and
feedback from games can
generate learning outcomes
after learners interact with
the game system.

Variability
How I can use a variety
of tactics to maintain
attention?

Social
External environment; such as
sharing resources with
others through collaborative
learning and acceptance
(Wang et al. 2006).

Moral character in games will
provides learners the
opportunity to interact with
other’ players in achieving
learning outcomes.

Identification
Multiplayer games will
develop social interaction
among groups which can
create intense and
passionate involvement in
learners’ skills.
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environment in Serious Games. We have mapped the concept of game rhetoric onto
persuasion to support learner attention. The proposed model provides a strong guide-
line for developing persuasive games based on the rhetorical element integrated with
the attention element in the interaction design concept, Perceptual Arousal (emotional),
Inquiry Arousal (cognitive) and Variability (social interaction). As a result in the
proposed model, visual rhetoric can generate learners’ emotions, procedural rhetoric
will affect learners’ cognition and digital rhetoric will create social interaction among
learners in multiplayer games. Significantly, game rhetoric is a suitable concept to be
used in implementing persuasive learning through the Serious Game environment.

6 Conclusion

The proposed interaction design model of persuasive learning which is based on game
rhetoric,provides new guidelines for researchers to develop game prototypes. In order to
construct learner attention, we proposed the concept of game rhetoric as a means to
persuade players through the three core elements of persuasion: pathos, ethos and logos.
In further research we want to proceed to building serious game prototypes based on the
proposed model by incorporating the concept of learner’ attention in history education.
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Abstract. This paper is an excerpt on the author’s doctoral study titled “Effects
of Just-in-Time online training on knowledge and application of the Sheltered
Instruction Observation Protocol (SIOP®) Model among in-service teachers.”
The specific focus of the report is on an aspect of the study, which sought to
determine whether there was any statistically significant difference between
learners who received Just-in-Time (JiT) versus those who received Just-in-Case
(JiC) instruction. Results from the data analysis revealed no significant differ-
ence in knowledge or application skills between the JiT and JiC groups.
However, there was an increase in learner application of SIOP® Model princi-
ples in classroom teaching, for both groups. JiT training did not emerge as a
better training strategy than JiC training. The main benefit of the training
delivered through this study seemed to be in increasing application and not
knowledge.

Keywords: Just-in-Time training � Just-in-Case training � SIOP® � Dick and
carey systems approach model � Online teacher professional development

1 Introduction

The timing of training may have an impact on the learners’ motivation for using it [1].
Just-in-Time (JiT) training provides learners with the information required to complete
a job at the moment it is needed [2], rather than training people just in case they may
need the knowledge and skills in future. Just-in-Case (JiC) training may be a wasteful
use of resources [3]. JiT training is a form of inductive teaching that occurs in situations
in which the instructor starts by challenging the student with a specific problem situ-
ation [4]. Students faced with a problem feel the need for gaining access to facts, skills,
and concepts, which are then provided by the instructor as the situation demands. This
may lead to a deeper level of learning.

The primary outcome of JiT training is a context-specific improvement of
knowledge and performance [5]. A meta-analysis of the effectiveness of JiT training as
an adult learning method revealed that this training method was most effective when
used with actual practitioners who had the opportunity to apply their training to their
professions.

The advantages of JiT training appear to be many [1]. JiT reduces the time lapse
between learning and the application, ensuring that a minimum amount of forgetting
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takes place [2]. JiT training delivered in small chunks is often more relevant to the
needs of the learner, and therefore may be more efficient than lengthier courses.
Although the costs of creating electronic JiT training packages may be high initially, it
is more cost effective in the long run when factors like the time and money spent in
travelling are considered. However, JiT training is not a “panacea” [2] training solution,
especially when the training does not meet the needs of the situation. While materials
used for on-going training are developed and updated on a regular basis, materials for
JiT training are “mandated by an emerging situation” [6].

2 Purpose of Study

The phenomenon under study in this research was the efficacy of the JiT inductive
training context versus the JiC training context, through an online medium, on learner
knowledge acquisition and application abilities [1]. It is important to compare the JiT
training context versus the JiC training context because such research will add to the
existing literature in the field of teacher professional development training methods,
with specific emphasis on how optimum timing of training can prevent waste of
resources.

The purpose of this study was to determine whether there was a difference in
knowledge and application of the SIOP® Model among in-service teachers who par-
ticipated in an online professional development course on the SIOP® Model [1].
Although these teachers all participated in the same course, information on the number
of English Language Learners (ELLs) in their classrooms was used to distinguish
teachers who received the training in a JiT context, as opposed to those who received
the training in a JiC context. This research may help establish the effects of providing
JiT instruction on the teachers’ knowledge and application skills of the SIOP® Model
as compared to the knowledge acquisition and application potential of JiC training. The
following research questions guided the focus of the quantitative portion of the study
pertaining to the impact of JiT verses JiC training on learning:

1. Is there a significant difference in achievement between Just-in-Time recipients and
Just-in-Case recipients of SIOP® Model training, as measured by a knowledge
posttest, after controlling for pre-treatment knowledge?

2. Is there a significant difference in application of SIOP® principles between Just-in-
Time recipients and Just-in-Case recipients of SIOP® Model training, as measured
by the SIOP® protocol and the SIOP® Usage Survey, after controlling for pre-
treatment application?

3 Review of Literature

A survey of existing research on JiT and JiC training revealed that there are only a few
empirical studies published in this area [1]. Most of the available studies are anecdotal
and suggestive in nature. In areas of human resource training such as that of emotional
intelligence, it has been reported that there is hardly any literature on short-term JiT
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training programs [7]. The following review is based on the available empirical,
anecdotal and suggestive publications. This literature base suggests that JiT training
may be more effective than JiC training.

JiT training provides a learner with the information required to complete a job when
it is required [2]. JiT learning systems provide training when and where it is needed
rather than providing training to learners through extensive traditional classroom courses
well before such knowledge is required [6] It has been suggested that JiT training is
more feasible because it minimizes chances of “training waste” [3]. Leaners get the
training they need, when they need it for immediate use rather than when training
happens to be available. Thus, training people “just in case” they will need the
knowledge and skills in future may be a wasteful use of resources [3]. Moreover, JiT
learning enables learning in more meaningful or authentic situations, when the learner
has a professional context in which the relevant training can be immediately applied [8].

JiT learning can be helpful for adult learners who are trying to take a refresher
course on certain skill sets in areas like mathematics instead of taking complete courses
which might be time consuming [9] Also, JiT can help learners solve specific problems
by making very specific knowledge sets immediately available [10, 11]. With adult
learners, JiT learning methods reflect the changing nature of adult learning in the
“internet era” where the “old model of learning” or the “warehouse” is being replaced
by the “Just-in-Time system of information acquisition” [12].

People usually learn in response to a ‘need’ [13]. When the need for learning a
particular topic is not evident, the learner ignores, rejects, or fails to assimilate it in any
meaningful manner. However, when learners feel the need for learning a particular
thing they usually make effective use of training resources. Sometimes it is possible for
teachers to act as facilitators and providers of JiT scaffolding to students [14]. Students
indicated that teacher scaffolding was beneficial when they actually needed it rather
than being always available. Thus “delayed scaffolding and feedback” were identified
as being more beneficial to learning [14].

Pilot studies of a National Science Foundation (NSF) funded project called The
Math you Need when You Need it (TMYN), using the JiT and the necessity principle
of teaching, revealed that online, asynchronous learning modules were successful in
remediating community college and university student learning in geosciences [15].
Increases in scores from the pre to the posttest, as well as students’ reported percep-
tions of the usefulness of TMYN, demonstrated the success of JiT teaching in this
research study.

4 Method

Research Question 1 (see above) sought to determine whether there was a significant
difference in knowledge achievement after participation in an online SIOP® training
course, between in-service teachers who received JiT training in the SIOP® Model and
in-service teachers who received JiC training in the SIOP® Model [1]. The answer was
determined through an analysis of differences in scores between Pre and Post-
instruction Knowledge Tests taken by the participants. Also, the change in knowledge
of SIOP® Model principles after participation in the instruction for the JiT group,
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was compared with the change in knowledge of SIOP® Model principles for the JiC
group. This helped establish whether learners acquire more knowledge through training
if they receive training in a JiT context as opposed to training in a JiC context.

Research Question 2 (see above) sought to determine whether there was a signif-
icant difference in application of SIOP® Model principles after participation in an
online SIOP® training course, between in-service teachers who received training in the
JiT context versus teachers who received training in the JiC context [1]. The answer
was determined through an analysis of differences in scores between Lesson Plans and
SIOP® Usage Surveys submitted by participants before and after instruction. Also, the
change in application of SIOP® Model principles after participation in the instruction
for the JiT group, was compared with the change in application of SIOP® Model
principles for the JiC group though an analysis of a SIOP® Usage Survey. These
comparisons helped establish whether learners increase application of SIOP® principles
after they receive training in a JiT context versus training in a JiC context.

5 Research Design

A mixed research design was used for this study such that both quantitative as well as
qualitative data was collected [1]. In order to gain a better understanding of the research
problem, triangulation of numeric data from a quantitative perspective and analytical
data from a qualitative view [16] was completed.

This paper focuses on the quantitative and not the qualitative aspects of the study. As
such, it does not discuss the data obtained from the Focus Group Meetings. The data
from the Demographic Information Survey is referenced as appropriate to the context of
discussion. The following paragraph summarizes the Research Design of the entire study:

Participants completed a Demographic Information Survey on the basis of which
they were split into two distinct groups – JiT and JiC. Both groups completed the Pre-
Instruction Knowledge Test and submitted the Pre-Instruction Lesson Plan [1]. They
also took the SIOP® Usage Survey. Then, both groups received the treatment
instruction (online SIOP® course). After completing the course, both group participants
took the Post-Instruction Knowledge Test and submitted the Post-Instruction Lesson
Plan. They also took the SIOP® Usage Survey and participated in the Focus Group
Meetings.

6 Participants and Sampling

The participants in this study included K-12 in-service teachers from the state of Idaho,
who registered for an online SIOP® professional development course during the
summer 2012 semester [1]. The teachers self-selected to participate in this course
offered by the research institution (a public Intermountain West university). Invitations
to register for the online professional development course were emailed to every K-12
teacher in Idaho. The teachers who enrolled in the course constituted a self-selected
sample of convenience. A total of 43 (N = 43) participants were included for data
collection purposes in this study. However, different phases of the study had different
participant numbers depending on their response rates on data collection instruments.
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7 Instruments

While a total of seven assessment instruments were used in the dissertation study only
four instruments were used to gather quantitative data data on the JiT and JiC training
aspects: A Demographic Information Survey, Pre and Post-instruction SIOP® Knowl-
edge Tests; a lesson plan evaluation rubric (the SIOP® protocol); and a researcher-
created self-reported SIOP® Usage Survey instruments, based on the components of the
SIOP® Model [1].

8 Procedures

The treatment instruction used in this study consisted of an online training on the
SIOP® Model. The course was self-paced and was of four weeks duration. It had four
modules. Students earned a single professional development credit upon completing its
requirements [1].

Before gaining access to the treatment instruction (online SIOP® curriculum) both
JiT and JiC groups completed the Demographic Information Survey, the Pre-instruction
Knowledge Test, submitted the Pre-instruction Lesson Plan, and completed the SIOP®

Usage Survey [1]. Participants were assessed on their pre-instruction knowledge
(determined by the Pre-instruction Knowledge Test) and application (determined by
analysis of their Pre-instruction Lesson Plan and SIOP® Usage Survey). After receiving
the treatment instruction, both JiT and JiC groups completed a Post-instruction
Knowledge Test, submitted a Post-instruction Lesson Plan, completed a SIOP® Usage
Survey, and participated in a Focus Group Meeting (data not reported here).

9 Treatment Development and Data Collection

The online curriculum was developed keeping in mind the principles of good
Instructional Systems Design [1]. Instructional System refers to the arrangement of
resources and procedures used to facilitate learning [17]. This study used the Dick and
Carey Systems Approach Model of instructional design. The phases in this design
model include: Identification of instructional goals, instructional analysis, analysis of
the learners and the context; writing of performance objectives; development of cri-
terion referenced assessment instruments; development of an instructional strategy;
development and selection of instructional materials; design and delivery of formative
and summative evaluations [18]. In order to answer the research questions focusing on
the JiT and JiC training modalities, data were collected in five phases using the five
instruments (only four reported in this paper).

10 Data Analysis

A Repeated Measures Analysis of Variance was used to analyze data [19]. This sta-
tistical analysis procedure was chosen because the same participants were tested twice,
generating three sets of pre and post-treatment instruction scores using three different
test instruments [20]. This data were analyzed for within and between subjects effects.
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Research Question 1. In order to answer Research Question 1, a repeated measures
ANOVA with one between and one within subjects factor,
was used to determine any significant difference in achieve-
ment on the posttest between the two groups, while controlling
for pre-instruction differences [21].

Research Question 2. In order to answer Research Question 2, an analysis of the
lessons submitted by the JiT and JiC groups before and after
the delivery of the treatment instruction was conducted using
the SIOP® protocol, in order to determine difference in
performance which may be attributed to level of need for the
online treatment instruction [1].

The difference in mean scores between the Pre and Post-instruction Lesson Plans
was calculated for both JiT and JiC groups to ascertain significant differences in
participant SIOP® application [1]. A repeated measures ANOVA, with one between
and one within subjects factor, was used to determine any significant difference in
application of SIOP® principles between the two groups on the post-instruction lesson
plan, while controlling for differences on the pre-instruction lesson plan [21].

Research Question 2 was also answered using the SIOP® Usage Survey [1]. For
both JiT and JiC groups, an analysis of the results from the SIOP® Usage Survey
administered before and after the delivery of instruction was used to determine changes
in implementation levels of SIOP® Model principles in actual classroom practice.

The difference in mean scores between the Pre and Post-instruction SIOP® Usage
Survey was calculated for both JiT and JiC groups to ascertain significant differences in
participant application of SIOP® principles [1]. A Repeated Measures ANOVA with
one between and one within subjects factor, was used to determine any significant
difference between the two groups [21].

11 Results

11.1 Data Analysis for Research Question 1

The Pre and Post-instruction Knowledge Test instrument provided data to answer
Research Question 1 of this study [1]. Thirty-nine or 90.6 % (n = 39) participants
completed the Pre and Post-instruction Knowledge Tests. Out of this number, there
were 21 participants in the JiT group and 18 in the JiC group who completed both
the pre and posttest. Scores from these tests and a value for the JiC versus the JiT
variable were obtained. Research Question 1 was addressed by using the total score
from all the assessment items in the Pre and Post-instruction Knowledge Tests. There
were 28 multiple-choice items in both the Pre and Post-instruction Knowledge Tests.
The total score was calculated as a percentage correct.

The Pre-instruction Knowledge Test, the JiT group had a higher average perfor-
mance (M = 86.9, SD = 9.0) than the JiC group (M = 84.5, SD = 5.9) [1]. In the Post-
instruction Knowledge Test, the JiT group had a higher average performance
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(M = 87.6, SD = 10.9) than the JiC group (M = 86.5, SD = 12.0). Both groups improved
from pre to post test in terms of SIOP® knowledge; however, it was determined (see
below) that this improvement was not significant for either group.

Since there were violations to the assumptions of Normality and Homogeneity of
Variances, the same comparisons were made using the non-parametric equivalent tests
with a Bonferroni Correction for the p-value [1]. Two Mann-Whitney U Tests, which is
the non-parametric equivalent of the independent samples t-test, were calculated to
compare the JiC and the JiT groups on the pretest scores and the posttest scores. Two
Wilcoxon Signed Ranks tests, which is the non-parametric equivalent of paired t-test,
were conducted [20] to compare the pre- and post- test scores for the JiT group and for
the JiC group. The results were similar to that of the parametric RMANOVA.

The sample size for the Mann-Whitney U test was 39 (nJIT = 21, nJIC = 18) [1]. No
statistically significant difference was found between the two groups for the Pre-
instruction Knowledge Test (Z = -1.054, p = .292, pBonferroni = 1) or for the Post-
instruction Knowledge Test (Z = -0.242, p = .809, pBonferroni = 1).

For the Wilcoxon Signed Rank test, the sample size for the JiT group was 21
(n = 21) and the JiC group was 18 (n = 18) [1]. There was no significant difference
from the pre-test to the posttest scores for either the JiT (Z = -1.551, p = .121,
pBonferroni = .484) or JiC groups (-0.586, p = .558, pBonferroni = 1).

RMANOVA Results. A repeated measures analysis of variance was used to assess
whether there was a significant difference in performance before and after instruction,
whether there was a difference in the groups, and whether there was a significant
interaction between groups and pre – versus - posttests, as demonstrated by scores in
the Pre and Post-instruction Knowledge Tests [1]. There was no statistically significant
interaction with F (1, 37) = .08, and p = .76, between participant performance and
whether participants were in the JiT or JiC groups. There was no statistically significant
increase in knowledge after instruction with F (1, 37) = .36, and p = .55. The JiT and
the JiC groups did not perform significantly different from each other on average with
F (1, 37) = .08, and p = .76.

11.2 Data Analysis for Research Question 2

Pre and Post-instruction Lesson Plans were used to answer Research Question 2 of this
study [1]. Pre and Post-instruction Lesson Plan data were collected from 36 or 83.7 %
participants. Out of this number, there were 19 participants in the JiT group and 17 in
the JiC group. Scores from these lesson plans and a value for the JiC versus the JiT
variable were obtained.

Research Question 2 was addressed by analyzing performance scores on the Pre and
Post-instruction Lesson Plans submitted by the participants as well as by analyzing their
scores on the researcher-created SIOP® Usage Survey [1]. The grading rubric used for
the Pre and Post-instruction Lesson Plans was the SIOP® protocol which has already
been found to be a reliable and valid instrument with an inter-rater correlation of .99 [22].

The Pre-instruction Lesson Plan, the JiT group had a higher average performance
(M = 18.7, SD = 14.0) than the JiC group (M = 15.6, SD = 10.0) [1]. In the
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Post-instruction Lesson Plan, the JiT group had a higher average performance
(M = 58.3, SD = 10.8) than the JiC group (M = 58.1, SD = 12.3). Both groups improved
significantly from pre to post test in terms of SIOP® application.

RMANOVA Results. A repeated measures analysis of variance was used to assess
whether there was a significant difference in performance before and after instruction,
whether there was a difference in the groups, and whether there was a significant
interaction between groups and pre-versus-post-tests as demonstrated by scores in the
Pre and Post-instruction Lesson Plans [1].

There was no statistically significant interaction with F (1, 34) = .26, and p = .61
between participant performance and whether participants were in the JiT or JiC groups
[1]. There was a statistically significant increase in SIOP® application after instruction
for both groups, as demonstrated by increased scores in the Post-instruction Lesson
Plan with F (1, 34) = 210.73, and p = ≤ .001. However, the JiT and the JiC groups did
not perform significantly different from each other with F (1, 34) = .26, and p = .61.

Pre and Post-instruction SIOP® Usage Surveys were also used to answer Research
Question 2 of this study [1]. Pre and Post-instruction SIOP® Usage Survey Data were
collected from 33 or 76.7 % (n = 33) participants. Out of this number, 17 participants
were from the JiT group and 16 from the JiC group. Scores from these surveys and a
value for the JiC versus the JiT variable were obtained. Both groups displayed a
statistically significant improvement from pre to post test in terms of SIOP®

application.
The Pre-instruction SIOP® Usage Survey, the JiT group had a higher average

performance (M = 3.9, SD = .37) than the JiC group (M = 3.8, SD = .32) [1]. In the
Post-instruction SIOP® Usage Survey, the JiT group had a higher average performance
(M = 4.1, SD = .38) than the JiC group (M = 4.0, SD = .39). Both groups improved
significantly from pre to post test in terms of intended SIOP® application.

RMANOVA Results. A repeated measures analysis of variance was used to assess
whether there was a significant difference in performance before and after instruction,
whether there was a difference in the groups, and whether there was a significant
interaction between groups and pre- versus post-tests as demonstrated by scores in the
Pre and Post-instruction SIOP® Usage Survey [1].

There was no statistically significant interaction with F (1, 31) = .00, and p = .94
between participant performance and whether participants were in the JiT or JiC groups
[1]. There was a statistically significant increase in SIOP® application after instruction,
as demonstrated by increased scores in the SIOP® Usage Survey, for both the JiT and
JiC groups with F (1, 31) = 8.42, and p = < .01. However, the JiT and the JiC groups
did not perform significantly different from each other with F (1, 31) = .00, and p = .94.

12 Findings and Conclusions

This study did not produce evidence to answer Research Question 1 affirmatively [1];
that is, there appears to be no difference in knowledge acquisition between the JiT and
JiC groups. However, the timing of the training, the high pre-instruction SIOP®

knowledge within each group, the small number of participants, and other limitations
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noted for this study may have led to the non-significant results. Alternatively, this study
may provide support for the hypothesis that JiC training is as effective for knowledge
acquisition as training in a JiT context, and that training, in the absence of an imme-
diate need, does not necessarily waste time or resources. Further research to examine
this perspective is needed.

Similarly, this study also did not produce evidence to answer Research Question 2
affirmatively [1]; that is, there appears to be no difference in SIOP® application after
receiving training between the JiT and JiC groups. However, the timing of the training,
the high pre-instruction SIOP® application within each group, the small number of
participants, and other limitations noted for this study, may have led to the non-
significant results. Alternatively, this study may provide support for the hypothesis that
JiC training is as effective for application as training in a JiT context, and that training,
without an immediate need, does not necessarily waste time or resources.

13 Recommendations for Further Research

The findings of this research study lead to various potential opportunities for further
research [1]. This study was restricted to participants within the state of Idaho.
Therefore the generalizability of this study is limited. A future study could be con-
ducted which could include in-service teachers from states outside Idaho. Since this
course was delivered online, including participants at large distances should not be a
problem.

The sample size (N = 43) of this study was relatively small [1]. Further research
could be conducted with more participants. Discussions during the Focus Group
Meetings revealed that the timing of the course was unsuitable for most teachers since
it was the end of the school year, when teachers are usually busy with their professional
duties. This may be one reason why some potential participants did not register for the
course. Therefore it is recommended that future courses should be delivered at a more
suitable time.

While some of the instruments in this study (Lesson Plans based on the SIOP®

Model, Usage Survey) demonstrate how participants plan to implement the SIOP®

training acquired from this course, they do not demonstrate whether the teachers
actually implemented SIOP® principles in their classroom [1]. A future study is rec-
ommended where teachers can be video-recorded delivering lessons in their actual
classrooms, before and after receiving instruction. It is further recommended that a
time-delayed posttest or evaluation be made to see the long-term retention and
implementation levels of the training.

The duration of this course was only four weeks [1]. Within this short time, learners
had to complete many reading assignments, quizzes, activities, lesson plans, surveys,
and tests. Some experts suggest that short and isolated professional development
workshops should be avoided [23]. Future courses should contain more regular
opportunities for participant interaction and collaboration through activities like group
discussions and projects.

Some participants mentioned in the Focus Group Meeting sessions (results not
reported in this paper) that the online format of the course was a challenge, because
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they did not have any prior experience in using Moodle, which was the delivery
Learning Management System (LMS) of this course [1]. It is recommended that future
courses should contain an in-built training module on the use of Moodle for learners
who are not familiar with its use.

This study examined Just-in-Time training within the specific context of the SIOP®

Model [1]. Additional research needs to be conducted to determine if the findings from
this study could be replicated in other subject areas.

References

1. Bose, D.: Effects of Just-in-Time online training on knowledge and application of the
Sheltered Instruction Observation Protocol (SIOP®) model among in-service teachers
(Doctoral dissertation). Available from ProQuest Dissertations and Theses database. (UMI
No. 3536205) (2012)

2. Woodford, J.: Just In Time Training or Point-of-use Information. Vega Group PLC, Bristol
(2004)

3. Rushby, N.: Editorial: avoiding training waste. Br. J. Educ. Technol. 37(2), 161–162 (2006)
4. Prince, M., Felder, R.: The many facets of inductive teaching and learning. J. Coll. Sci.

Teach. 36(5), 14–18 (2007)
5. Dunst, C.J., Trivette, C.M., Hamby, D.W.: Meta-analysis of the effectiveness of four adult

learning methods and strategies. Int. J. Continuing Educ. Lifelong Learn. 3(1), 91–112
(2010)

6. Iannarelli, B.: JiT Training (JITT) and its implications for teaching and learning. In: Rogers,
P.L., Berg, G.A., Boettcher, J.V., Howard, C., Justice, L., Schenk, K.D. (Eds.) Encyclopedia
of Distance Learning, Second Edition, pp. 1297–1305 (2009). doi:10.4018/978-1-60566-
198-8.ch186

7. Carrick, L.A.: Demystifying the EI quick fix. T+D 64(11), 60–63 (2010)
8. Ikseon, C., Hyeonjin, K., Jong Won, J., Clinton, G., Jeongwan, K.: A case-based e-Learning

model for professional education: Anesthesiology for dental students. Educ. Media Technol.
Yearb. 31, 109–118 (2006)

9. Southwood, S.: Taking the fear out of math. Adults Learn. 22(6), 14–15 (2011)
10. Samarajiva, R., Gamage, S.: Bridging the divide: Building Asia-Pacific capacity for effective

reforms. Inf. Soc. 23(2), 109–117 (2007). doi:10.1080/01972240701224200
11. Mkhize, P., Huisman, M., Lubbe, S.: An analysis of collaborative learning as a prevalent

instructional strategy of south african government eLearning practices. In: Proceedings Of
The European Conference On E-Learning, pp. 492–501 (2011)

12. Miller, J.D.: Adult science learning in the internet era. Curator 53(2), 191–208 (2010).
doi:10.1111/j.2151-6952.2010.00019.x

13. Brown, J.S., Duguid, P.: The Social Life of Information. Harvard Business School Press,
Boston (2000)

14. Ramaekers, S., van Keulen, H., Kremer, W., Pilot, A., van Beukelen, P.: Effective teaching
in case-based education: patterns in teacher behavior and their impact on the students’
clinical problem solving and learning. Int. J. Teach. Learn. High. Educ. 23(3), 303–313
(2011)

15. Wenner, J.M., Burn, H.E., Baer, E.M.: The math you need, when you need it: online
modules that remediate mathematical skills in introductory geoscience courses. J. Coll. Sci.
Teach. 41(1), 16–24 (2011)

666 D. Bose

http://dx.doi.org/10.4018/978-1-60566-198-8.ch186
http://dx.doi.org/10.4018/978-1-60566-198-8.ch186
http://dx.doi.org/10.1080/01972240701224200
http://dx.doi.org/10.1111/j.2151-6952.2010.00019.x


16. Creswell, J.W.: Research design: Qualitative, Quantitative, and Mixed Methods Approaches.
Sage Publications, Thousand Oaks (2003)

17. Gagne, R.M., Wager, W.W., Golas, K.C., Keller, J.M.: Principles of Instructional Design,
5th edn. Wadsworth/Thomson Learning, Belmont (2005)

18. Dick, W., Carey, L., Carey, J.O.: The Systematic Design of Instruction. Allyn and Bacon,
Boston (2005)

19. Aron, A., Aron, E.N.: Statistics for Psychology. Prentice Hall, Upper Saddle River (1999)
20. Gravetter, F.J., Wallnau, L.B.: Statistics for the Behavioral Sciences. Thomson Higher

Education, Belmont (2007)
21. Field, A.: Discovering Statistics using SPSS. Sage Publications, Thousand Oaks (2009)
22. Guarino, A.J., Echevarria, J., Short, D., Schick, J.E., Forbes, S., Rueda, R.: The sheltered

instruction observation protocol. J. Res. Educ. 11(1), 138–140 (2001)
23. Echevarria, J., Short, D.J., Vogt, M.: Implementing the SIOP® Model through Effective

Professional Development and Coaching. Pearson Education Inc, Boston (2008)

Just-in-Case or Just-in-Time Training? - Excerpts from a Doctoral Research Study 667



Users and Technologies in Education: A Pending Course

Cristóbal Fernández Robin1(✉), Scott McCoy2, and Diego Yáñez Martínez1

1 Departamento de Industrias, Universidad Técnica Federico Santa María, Valparaíso, Chile
{cristobal.fernandez,diego.yanez}@usm.cl

2 Mason School of Business, Williamsburg, VA, USA
scott.mccoy@mason.wm.edu

Abstract. This research aims to determine which factors influence the Intention
to Use Technologies in the education sphere, by using Technology Acceptance
Model with university students across two technologies having similar charac‐
teristics: SIGA and SGDI. The results shows that the most important factor when
determining Intention to Use of an educational technology is Perceived Useful‐
ness. Subsequently, TAM is applied considering the moderating effect of inten‐
sity, finding that for intensive SGDI users, the influence of Perceived Usefulness
is greater than in normal users, and conversely, the influence of Perceived Ease
of Use in intensive users of SIGA is greater than that in normal users, whereas
the impact of Perceived Usefulness decreases. Recommendations states that
future investigations should focus on the study of the impact generated by the use
of software in classrooms, both for students during their training process and for
professors in their educational work.

Keywords: Technology in education · Intention to use · Technology acceptance
model

1 Introduction

Information technologies have great potential to improve all education spheres, from
basic education to university teaching, including continuous education and technical
training, both traditional and online. Indeed, while technology is still altering teaching
and learning, professors face increased expectations to take advantage of technology
[11], promoting their experimentation with simple ways to cope with the need to alter‐
nate between pedagogy and technology [9].

Chile has been one of the pioneers in Latin America in the use of computers and
networks at the primary and secondary school level. However, the educational process
at the primary and secondary level has not changed significantly, and a similar effect is
occurring at the university level. For this reason, the factors that influence Intention to
Use information and communications technologies in the sphere of education need to
be studied.
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2 Literature Review

The Technology Acceptance Model (TAM) [1] is an adaptation of the Rational Action
Theory [3] to the specific case of technology adoption, where two factors, Perceived
Usefulness and Perceived Ease of Use, are presented as predictors of Intention to Use
for the system or technology in question and a parallel causal relationship exists between
Perceived Ease of Use and Perceived Usefulness [1].

In recent decades, research has focused on improving the predictive capacity of the
model, leading to the emergence of the TAM 2 [13], which introduces external or social
influences (subjective norm, voluntariness, image) and the cognitive process (job rele‐
vance, output quality, result demonstrability, Perceived Ease of Use) to the model as
factors influencing Perceived Usefulness and subsequent Intention to Use. According
to Venkatesh & Davis [13], TAM 2 can explain between 40 % and 60 % of the variance,
subject to a context of mandatory use. In the same way, various studies have been
conducted to validate or refute the TAM in various environments and with different
research subjects, obtaining results that converge and validate the model typically by
explaining 40 % of the variance presented by Intention to Use [8]. To reconcile the
various existing models, the Unified Theory of Acceptance and Use of Technology
emerged [14], where Performance Expectations, Effort Expectancy, and Social Influ‐
ence determine Intention to Use, which together with Facilitating Conditions determine
the Use Behavior. With the aim of complementing the study conducted on influencing
variables for Perceived Usefulness, Venkatesh and Bala [15] proposed the TAM 3 by
adding influencing variables to Perceived Ease of Use (computer self-efficacy, percep‐
tion of external control, computer anxiety, computer playfulness, perceived satisfaction,
objective Usefulness). Turner et al. [12] reviewed previous studies of the TAM, finding
a strong correlation between Intention to Use and current use but a weak correlation
between Perceived Ease of Use and Perceived Usefulness in terms of current use. On
this basis, Turner et al. [12] suggest exercising caution when using the model outside of
the context where it has been validated. Venkatesh et al. [16] adapted the Unified Theory
of Acceptance and Use of Technology to a context of consumption by adding a series
of variables (hedonic motivation, price value, habit) to the original model.

In the sphere of education, Hu et al. [5] studied the level of acceptance of classroom
technologies by professors, and the results suggest that Perceived Usefulness directly
affects and Perceived Ease of Use indirectly affects Intention to Use, similar to subse‐
quent findings of Teo [11]. Gibson et al. [4] studied the acceptance of online education
using the TAM, finding that Perceived Usefulness is a strong indicator of Intention to
Use, and although significant, Perceived Ease of Use does not constitute a relevant
contribution, which is similar to the results of Teo [10] in terms of the importance of
Perceived Usefulness. Similarly, Un Jan and Contreras [6] studied university students
and found that Perceived Ease of Use is not an influencing factor in the model, which
makes sense because students perceive a certain difficulty in the use of the study tech‐
nology, although they are willing to use it as part of their training as engineers [6].
Likewise, Escobar-Rodríguez and Monge-Lozano [2] also demonstrate that Perceived
Usefulness is more important for Intention to Use than Perceived Ease of Use.
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3 Theoretical Model Developed

The model developed corresponds to the TAM applied to higher education students in
Chile, where the following relationships are found: Perceived Usefulness with Intention
to Use, Perceived Ease of Use with Intention to Use and Perceived Ease of Use with
Perceived Usefulness. These relationships lead to the following hypotheses.

H1: Perceived Usefulness positively influences the Intention to Use a given infor‐
mation or technology system.

Perceived Usefulness is defined as the degree to which a person thinks that the use of a
technology will improve his or her labor performance [1]. Considering the importance of
work performance, a technology perceived as useful will have greater Intention to Use.

H2: Perceived Ease of Use positively influences the Intention to Use a given infor‐
mation or technology system.

Perceived Ease of Use is defined as the degree to which a person thinks that the use of
a given technology will be effortless [1]. Considering that effort is a limited resource
that must be assigned to multiple tasks, a technology that does not require use effort will
have greater Intention to Use.

H3: Perceived Ease of Use positively influences the Perceived Usefulness of a given
information or technology system.

If a system or technology requires less effort (taking effort as a limited resource), more
effort can be assigned to other tasks, increasing productivity or labor performance [2].

H4: Use Intensiveness has a significant impact on Intention to Use a given infor‐
mation or technology system.

The assessment and behavior of a user with regard to a system evolves as he or she gains
experience with the use of technology [7]. Thus, Intention to Use is expected to be greater
for intensive users than normal users.

4 Methodology

The first stage of the study pursues exploratory research to delve deeper into the knowl‐
edge about the TAM and its application in the education model, specifically for univer‐
sity students. Conclusive research was subsequently performed involving the analysis
of structural equations and factorial confirmatory analysis. At this point, the results of
the survey of Federico Santa María Technical University students were reviewed to
verify the TAM (Fig. 1) in two information systems owned by the University: the
Academic Information and Management System (SIGA) and the Industry Department
Management System (SGDI). Both systems are used both by students and the Industry
Department of Federico Santa María Technical University. Finally, we evaluated the
study model by comparing the results obtained for the information systems contained
in the study and conducted an analysis of Use Intensiveness for each study technology.
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Fig. 1. Proposed model. Source: authors’ research with IBM SPSS Amos 20

5 Analysis and Results

The results of the proposed model reveal an adequate fit of the model in terms of relia‐
bility and validity tests to which the model was subjected, obtaining statistically signif‐
icant relationships at the level of the measurement model (the relationship between
observable variables and latent variables) and the structural model (the relationship
between the proposed factors or latent variables) for the case of SGDI, thus proving H1,
H2 and H3.

Table 1 indicates that Perceived Usefulness greatly influences Intention to Use,
whereas Perceived Ease of Use has somewhat less direct influence on Intention to Use.
Likewise, we emphasize the significant impact Perceived Ease of Use has on Perceived
Usefulness, i.e., if SGDI requires less effort (taking effort as a limited resource), more
effort can be assigned to other tasks, increasing productivity or performance due to this
information system.

Table 1. Standardized coefficients of latent variables for SGDI

SGDI Estimate P

PU ← PEU .707 ***

IU ← PEU .290 ***

IU ← PU .526 ***
Source: Authors’ research with IBM
SPSS Amos 20

In the case of SIGA, Perceived Ease of Use does not have a statistically significant
influence on Intention to Use, disproving H2 in this case, even if the strong impact of
Perceived Usefulness on Intention to Use is noteworthy.

Table 2 depicts how the low impact of Perceived Ease of Use on Perceived Useful‐
ness is also noteworthy. Ultimately, Perceived Ease of Use does not appear to be a
relevant construct when predicting the Intention to Use SIGA.
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Table 2. Standardized coefficients of latent variables for SIGA

SIGA Estimate P

PU ← PEU .239 ***

IU ← PEU .004 .937

IU ← PU .606 ***
Source: Authors’ research with IBM
SPSS Amos 20

These two study technologies have similar characteristics. The apparent difference
between these two information systems is Use Intensiveness, as SIGA is a system used
intensively at the start of each academic term during the course registration phase for
students, whereas students use SGDI on a daily basis to review the news, guidelines and
notes in their courses.

Figure 2 indicates the difference in Use Intensiveness between SGDI and SIGA, both
in weekly hours and times used per week. Whereas SGDI is used more than SIGA, less
time is dedicated to the use of SGDI each time it is used. When determining a ratio
between hours and usage times per week, we obtain an average of 0.52 for each student
who uses SIGA, and students only need 0.42 h to use SGDI.

Fig. 2. Use intensiveness. Source: authors’ research

Analyzing the predictive capacity of the model reveals that SGDI yields better results
than SIGA. The TAM explains 58 % of the total Intention to Use variance for SGDI and
37 % of the total Intention to Use variance for SIGA (Table 3).
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Table 3. R2 Comparison of intention to use for SIGA and SGDI.

R2

SIGA 0.369

SGDI 0.576
Source: Authors’
research with IBM
SPSS Amos

These findings suggest that the greater the Use Intensiveness of the study technology
is, the better the predictive capacity of the model (H4). To verify this assumption, we
performed a comparison of means in the Intention to Use factor according to Use Inten‐
siveness measured in usage times per week in each of the study systems (Table 4).

Table 4. Independent Samples Test of Intention to Use for SIGA and SGDI.

Levene’s Test
for Equality of
Variances

t-test for Equality of Means

F Sig. t df Sig. (2-tailed)

Intention to
Use
SGDI

Equal
variances
assumed

13.486 .000 –5.241 425 .000

Equal
variances
not assumed

–5.448 323.311 .000

Intention to
Use
SIGA

Equal
variances
assumed

5.229 .023 –7.144 425 .000

Equal
variances
not assumed

–7.559 201.758 .000

Source: Authors’ research with IBM SPSS Statistics

In this way, we can demonstrate a statistically significant difference for SIGA and
SGDI, proving H4, i.e., Intention to Use is different for normal and intensive users.

To reinforce this last hypothesis, we divided the surveyed students into intensive and
normal users, subsequently reviewing the results obtained for each of the study tech‐
nologies in the TAM.

In the case of SGDI, Table 5 reveals how the impact generated by Perceived Useful‐
ness increases in intensive users, i.e., the more the user gains experience using SGDI, the
greater benefit he or she derives from the tools offered by it, thus increasing Intention to Use.
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Table 5. Standardized coefficients of latent variables according to Use Intensiveness.

SGDI SIGA

Normal Intensivo Normal Intensivo

PU ← PEU .705*** .702*** .210** .230*

IU ← PEU .322*** .281*** –.116* .235*

IU ← PU .472*** .580*** .635*** .514***

R2 .541 .644 .385 .375
Source: Authors’ research with IBM SPSS Amos

Conversely, in the case of SIGA, Perceived Ease of Use has a greater influence on
Intention to Use, which is negative in normal users and positive in intensive users.
Therefore, in this case, Use Intensiveness appears to encourage the perception of Ease
of Use for SIGA but decreases the impact of Perceived Usefulness.

Finally, although Use Intensiveness has a significant impact on the Intention to Use
a given information system in the educational sphere, we cannot know whether this
impact is direct or whether it works through the PEU and PU constructs.

6 Discussion

The TAM is an excellent tool for predicting and explaining behavior, or Intention to
Use, for a given technology. Specifically, in education, where technology use is manda‐
tory, Perceived Usefulness explains Intention to Use to a greater extent, and Perceived
Ease of Use is a non-significant factor for Intention to Use in some cases.

Conversely, TAM is not sufficiently effective when explaining differences in Inten‐
tion to Use for various technologies, which is why we use Intensiveness as a moderating
effect. SGDI displays fit, reliability indicators, estimators and determination coefficients
that are similar to SIGA. Both technologies are mandatory for university students to use
and are designed with similar goals and functions. The greatest difference between SIGA
and SGDI is based on Use Intensiveness; SGDI is for everyday use and thus it is not
irrational to think that students have a higher level of familiarity with it than SIGA,
whose seasonal use presents peaks during course registration periods. In this way, we
can see that the results of the TAM vary according to Use Intensiveness, as demonstrated
by the results of the mean comparison. The assessment and behavior of a user with regard
to a system evolves as he or she gains experience with the use of a technology [7].
Therefore, we should note that the intensive use of SGDI generates a greater impact of
Perceived Usefulness on Intention to Use, whereas the intensive use of SIGA decreases
this relationship and increases the influence of Perceived Ease of Use on Intention to
Use. Future research on the impact of Use Intensiveness should focus on how this rela‐
tionship is generated, i.e., a direct relationship on the Intention to Use factor or an indirect
relationship through Perceived Ease of Use or Perceived Usefulness.

674 C. Fernández Robin et al.



Another point to be considered is that the TAM can only explain the Intention to Use
a given education technology, and measuring the impact generated by the use of infor‐
mation and communications technologies (ICTs) in the classroom is insufficient. Conse‐
quently, the next step of this research seeks to measure the level of acceptance of ICTs
in education and determine the real impact generated by the use of software in the class‐
room. We plan to conduct an experiment with university students in a marketing class
where an online business simulator is used, verifying the extended version of the Unified
Technology Acceptance and Use Theory [16] and searching for measures for the impact
that technology has on the educational process.
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Abstract. Using free software has been one of the discussion topics for time to
time. There are several desktop environments available for nowadays modern
GNU/Linux (hereinafter: Linux) distributions with different usability levels.
However it seems that some of the users are not satisfied with current graphical
user interfaces. We present a qualitative analysis of four different Linux distri‐
butions using different desktop environments. We find that most usable desktop
is XFCE, then comes Mate, KDE and last one is LXDE. The results are a bit
surprising as the LXDE is very similar to famous and recently widely used MS
Windows XP. Our findings lead us into understanding that Microsoft has designed
the past user experience of computer use and its user interface design is affecting
also other operating systems based on users perception.

Keywords: User experience · Usability · Aesthetics · Free software · Digital
literacy

1 Introduction

Estonia is living in the breaking times. In spring of 2011 the World Bank announced
that Estonia is now high income country (World Bank, 2014). This is subject of discus‐
sion but based on that decision in turn Microsoft decided to increase prices of software
licences for Estonia more than 20 and up to 60 times depending on which licensing
scheme to choose and what is the former situation of licences in specific institution. For
time to time Microsoft is doing special offers but this is not the sustainable basis on
which government can rely. The first deadline of price increase was 30th June 2014,
which has been extended now for 30th June 2017. This fact started discussion and activ‐
ities in Estonian society. First step was free software pilot project organized by Tallinn
City Municipality Education Board (EPL, 2014). This project involved five educational
institutions: 3 schools and 2 kindergartens from Tallinn city. The project ended success‐
fully in April 2014 and continues currently in next phases were already some more
schools are involved.

During the project for time to time people has been claimed that GNU/Linux
distribution Lubuntu 12.04 LTS and also 14.04 LTS user interface (LXDE desktop
environment) lacks of usability compared with previous successor Microsoft Windows
from versions of XP till 8. In that reason we conducted a research of different Linux
desktop environments. We formulated two main research questions: “does the Linux
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user interface have poor user experience” and “which desktop environment would be
most suitable for educational institutions”.

Users dissatisfaction was a little surprise as the LXDE desktop environment was
chosen based on its similarity of famous MS Windows XP user interface. Based on our
study the LXDE got the worst user rating. This also explains the user dissatisfaction that
were experienced during the free software project.

2 Literature Review

There are many articles about free software. One of the most comprehensive look is
book “Handbook of Research on Open Source Software: Technological, Economic, and
Social Perspectives” in 767 pages (St. Amant et al., 2007). This book has 110 contrib‐
utors from different point of views over all the world. It introduces the philosophy,
challenges, innovation, social, developing and so many other aspects of free software.
In chapter 3 there are descriptions of how free software can be much better improved
due to its open sourcecode. Main strengths are freedom to use, which gives also relia‐
bility even if there are some difficulties as well. These aspects do not prevent the use of
software.

Reliability for users usually means that applications works as expected - this means
the application does not crash every second or not cause data loss (Garvin, 1984). In our
study overall reliability was good - only very few times virtual machines crashed during
shut down.

In security user need to know the application trustworthy that it does not contain
malware or network features are secured (Hoepman et al., 2007). From user perspective
the openness is good for security, especially if the developer community is active.

On the efficiency side for user it means that the application has clear, easy to follow
user interface (Glott et al., 2010). Also features should be documented so users can
search and find them. Functions should meet user needs and the application must be
responsive on user actions.

Also open-source software would be much more interoperable thaln closed source
one (Money et al., 2012). Interoperability itself has a crucial importance, especially when
free office suite should open proprietary file formats. This also helps to avoid vendor
lock-in when producing documents in open formats and spreading them with suggestion
download also free office suite like LibreOffice and use it.

There are not many studies of free software and aesthetics based on ACM, IEEE,
Google Scholar databases. Leach et al. mostly describes morality and aesthetics in free
software design (Leach et al., 2009). It is a quite philosophical article and even says,
that free and open-source software development and community life (as “social
machine”) is like we should live in 21th century.

3 Evaluation of UX

The goal of evaluation is to acknowledge competitiveness of free and open source soft‐
ware (FOSS). Evaluation of UX can be used to prove FOSS to be pragmatically usable
and satisfying, but also attractive and pleasing.
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Pragmatic qualities of UX denote, how users perceive the technology’s ability to
help them in completing their task and reaching the goal. The way, how pragmatics is
experienced, may be expressed with opposing word pairs: e.g. confusing-structured,
impractical-practical, unpredictable-predictable, complicated-simple (Hassenzahl,
2010).

Besides pragmatic qualities are also user’s feelings that play important role to engage
users. These are the hedonic qualities, described by the emotional attributes (e.g.,
‘exciting’, ‘impressive’, ‘presentable’), emphasizing psychological well-being through
non-instrumental, self-oriented product qualities (Diefenbach, 2013). First impression,
for example has crucial role in user’s decision making: affect, caused by first impression
happens so quickly that pragmatic usage can not even happen (Lindgaard, 2006).
Hedonic qualities of UX can be expressed as word pairs: dull-captivating, tacky-stylish,
cheap-premium, unimaginativ-creative, good-bad and beautiful-ugly.

Aesthetics of interaction has significant role while modifying hedonic quality of
interactive product. Considering the effect, it has on engaging the users, current study
will use aesthetic dimensions for assessing the UX of FOSS besides the traditional,
pragmatic usability study.

4 Method

4.1 Evaluating Usability

Usability, in terms of UX, is a parameter of interactive product, that describes user’s
ability to complete intended task. It integrates both - the features of interface and users
ability to use the interface. The value of usability expresses how effective and efficient
is the interface in completing the intended task. Usability data is pragmatic, quantitative
and it can be objectively assessed/analysed.

Usability evaluation includes three general components: time to complete the task,
number of errors during the task completion and ability to complete the task (whether
the task was completed or not). Usability data can be collected via observation. The
procedures for observation are: taking time, counting errors and keeping notes. Suppor‐
tive techniques can be video and audio recording, screen recording, key/mouse logging
and eye tracking. Some of the data, collected during observation can be used for eval‐
uating hedonic UX.

System Usability Scale (Brooke, 1996) is quick and dirty questionnaire that has been
used successfully since 1996. It can be used for evaluating pragmatic satisfaction. It
comprises of 10 questions on 5p Likert scale (agree-disagree), addressing the user’s
perceptions about using the product. Completing the questionnaire takes max 5 min and
the questions are easily understood.

4.2 Evaluating Hedonic Qualities

According to suggested definition (Djajadiningrat, 2004), the aesthetic interaction refers
to “things that are beautiful in use” and comprises of two components, neither of which
should be addressed separately. These components are beauty of appearance and beauty
of action. Traditional methods of evaluating perceived aesthetics collect user reported
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data about beauty of interface. According to definition, interaction aesthetics comprises
of two types: beauty of appearance and beauty of use.

Simplest way of collecting data is single question like: do You find the interface
appealing? The answer provides quantitative data where the scale varies from “beau‐
tiful” to “ugly”. Such a question is suitable for assessing user’s feeling at any moment
throughout the study or retrospectively after the study. The answer does not define the
type of stimuli and collected data allows to determine general aesthetic value, perceived
and reported by user.

Hedonic qualities were evaluated with questionnaire, comprising of 18 questions, of
which 5 questions were open ended and 6 questions were mandatory. One open ended
question out of 5 was mandatory. Questionnaire included one question about first
impression, one question about credibility, two questions about general aesthetics, two
questions about style, five questions about visual aesthetics, five questions about
aesthetics of action/dynamics, two questions about sound.

4.3 The Procedure

The procedure describes the way we used four different operating systems based on
Ubuntu and running them in one desktop computer. The hardware had 8 GB of operating
memory, 500 GB of hard drive and quad-core 2,66 GHz Intel processor.

We have chosen the most used Linux distribution Ubuntu and its flavours: Kubuntu
with KDE -, Lubuntu with LXDE -, Ubuntu Mate with Mate - and Xubuntu with XFCE
desktop environment (Ryan, 2010). During four months in the beginning of 2014 the
Tallinn City Government in Estonia performed a successful pilot project of free software
using Lubuntu Linux as operating system and LibreOffice as office suite (Tallinn City
Municipality ICT information, 2014). We also tested other flavours of Ubuntu to under‐
stand which desktop environment would suits better for everyday usage.

Testing environment were built in top of Oracle’s VirtualBox virtualization software
using the built-in screencasting feature to record user activities during certain tasks. We
created four different virtual machines with latest available versions in testing period of
February 2015:

• Kubuntu 14.04.1 LTS 32-bit
• Lubuntu 14.04.1 LTS 32-bit
• Ubuntu Mate 14.04.1 LTS 32-bit
• Xubuntu 14.04.1 LTS 32-bit

We prepared virtual machines as much similar situation as it would be in normal life -
made software updates for whole operating system, installed latest versions of used
software (newest versions of LibreOffice, Firefox, Thunderbird, VLC Media Player,
Adobe Flash plugin, Java plugin, PDF-printer and also some other printers installed).
Also VirtualBox Guest Additions were installed for smooth perfomance of virtual
machines - all that software were downloaded from Oracle servers using Ubuntu repo‐
sitory and also website for VirtualBox extension pack. Actually virtualization gives
pretty much real feeling and the most significant difference users notice is that operating
system is working in program window and not in full screen.
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Virtual machine had 2 GB of operating memory, 8 GB of hard drive. Most of these
desktop environments require less but for more convenient and seamless user experience
we used a bit more operating memory.

Testing were started by running each virtual machine separately and filling the ques‐
tionnaire. Virtual machines were configured so that also screen recording of virtual
machine started. The first question was required to answer prior using and rest of after
filling certain tasks on the virtual machine. During the virtual machine run all activities
were recorded into video file for later analysis.

Tasks were separated into three parts: operating system basic functions, file manager
tasks and office suite tasks. In parallel participants filled questionnaire, which was in
two parts: SUS (System Usability Scale) and hedonics. Also users compared tested
operating system and office suite with former used ones - first impression and how it
feels with already used systems.

Participants were each one by own computer and solving tasks in own pace (Fig. 1).

Fig. 1. Participants in tests

5 Results

During testing approximately 24 h video recordings were collected from 46 different
computers. There was quite comprehensive challenge to collect all data from different
computers and analyze it.

Testing went almost smoothly - only few participants had problems. These problems
were related with virtualization software VirtualBox, which very rare cases crashed during
virtual machine shut down. Luckily it did not affect ability to run virtual machine again.
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Participants had to solve three parts of tasks: operating system -, file manager - and
office suite basic tasks. With each virtual machine were same tasks. Last test was office
suite with last virtual machine. All results are summarized and collected into Tables 1 and 2.

The tasks were as follows:

• operating system:
– change wallpaper
– make shortcuts to Firefox, LibreOffice, Thunderbird,VLC Media Player
– set default printer as PDF
– change default program of the given file type: set VLC as default MP4
– change mouse working scheme as single click

• file manager:
– find a file by name, open it and then close again
– navigate to location by path
– create a directory with given name
– copy the given file into previously created directory
– rename the copied file with given name

• office suite:
– open previously renamed file and save in another file format
– change whole document to default style
– change first three paragraph titles as heading 1
– find a given phrase from text and change font attributes
– change page layout
– print to default printer and open created PDF-file for a while and then close it

In video recordings (Table 1, Fig. 2) there were measured completeness of tasks and
spent time. Surprisingly the LibreOffice had quite high completeness and relatively small
time footprint.

Comparing different desktop environments tasks completeness the XFCE-based
Xubuntu 14.04.1 LTS got the best results. Then follows Mate desktop, KDE and last is
LXDE.

At the same time accomplishing tasks in Mate desktop were a bit faster than XFCE-
based Xubuntu (Table 1, Fig. 3). Also based on completeness the LXDE-based Lubuntu
took less time than KDE-based Kubuntu.

So the completeness and spent time are different and here the Mate desktop seems
to be fastest and XFCE desktop seems to be easiest to use.

At hedonics side overall results are as follows: the best one is XFCE-based Xubuntu,
then not much less comes Mate desktop based Ubuntu (Table 2, Fig. 4). A slightly more
difference are with rest of two desktop environments: KDE-based Kubuntu is on third
place and LXDE-based Lubuntu is on the last place. Also SUS (System Usability Scale)
results are in the same order (Table 2, Fig. 5).
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Table 1. Video recording statistics

Completeness Average time

Kubuntu 14.04.1 LTS 0,86 00:19:52

Lubuntu 14.04.1 LTS 0,77 00:13:00

Ubuntu Mate 14.04.1 LTS 0,90 00:10:40

Xubuntu 14.04.1 LTS 0,92 00:13:07

LibreOffice 4.3.5 0,97 00:05:57

Fig. 2. Virtual machine tasks completeness

Fig. 3. Virtual machine task average time

5.1 Usability and SUS Analysis

Participants said that XFCE has the most clear user interface but also more untranslated
menus. XFCE seemed also more modern than others. Also expected behaviour were in
XFCE the best. Even users also appreciated KDE it seemed too many opportunities for
most of users. XFCE also reminded a bit Mac OS for some users. As we see from video
recording results also XFCE got the best results - the highest completeness rate and but
not the fastest time to complete tasks. Several users said that they would prefer in future
with XFCE-based Xubuntu instead of MS Windows.
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Mostly LXDE lacks of usability were common feedback by participants. At the same
time LXDE has been found as most simplistic and logical but aged desktop environment.
Most complicated were to find different tasks from menus and also some participants
did not find the search feature. Also missing graphical sound mixer were one of the
claims. This all reflects also in results of worst completeness but almost same time spent
for tasks. Several users said that they would never replace MS Windows with LXDE-
based Lubuntu.

The Mate desktop were only slightly less usable than XFCE by completeness and
fastest by spent time for tasks. Some users found main menu opening at top unfamiliar.
At the same time some users appreciated two panels - one for applications and one for
taskbar. Overal look and feel were modern and usable by testers. Also most testers found
that they could use Mate desktop instead of MS Windows.

The KDE desktop seemed nice and modern but also a little bit overbloated with
different bells and whistles eagerly consuming computer resources. Some testers were
disturbed of transparency used in most of windows when moved. Also quite big simi‐
larity with MS Windows were mentioned. Mac OS X were mentioned by some users as
to similar with KDE. Overall feedback was that some people would even replace their
existing operating system with KDE-based Kubuntu.

Table 2. Questionnaire statistics

Kubuntu Xubuntu Mate Lubuntu LibreOffice

First impression 0,65 0,79 0,74 0,60 0,65

Reliability 0,58 0,68 0,66 0,56 0,64

Aesthetics after use 0,68 0,76 0,71 0,57 0,56

Style aesthetics 0,65 0,79 0,74 0,51 0,56

Visual beauty 0,63 0,78 0,72 0,52 0,53

Placement 0,61 0,76 0,67 0,55 0,61

Shape 0,60 0,79 0,73 0,54 0,58

Color 0,70 0,77 0,73 0,49 0,54

Dynamics/movements 0,69 0,76 0,69 0,55 0,53

Transitions 0,70 0,74 0,71 0,50 0,58

Mouse 0,71 0,77 0,73 0,58 0,63

User activities 0,69 0,78 0,73 0,52 0,63

Sound 0,54 0,66 0,64 0,48

SUS total 60,35 72,39 67,15 57,45 63,62
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Fig. 4. Hedonics statistics (scale 0…1)

Fig. 5. SUS statistics (scale 0…100)
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6 Conclusion

In current study we tested four different graphical Linux desktop environments usability
and aesthetics based on appropriate Ubuntu versions. Participants were tested using
previously prepared virtual machines and by analysing screen recordings made during
tests. Also questionnaire were prepared to collect testers feedback based on System
Usability Score (SUS) and usability (hedonic) questions.

Overall results did show, that XFCE-based Xubuntu were performed most well. It
had the best usability and SUS results but not the best in time completion of tasks. Most
shallow reason of good results was similarity with currently used system.

The second best result was in Mate desktop based Ubuntu Mate, which had the best
result in time of task completion and quite close results in usability and SUS.

The third best result were performed by KDE-based Kubuntu. Testers spent most
time to complete tasks on Kubuntu but overall rating was even quite good.

The fourth and last result were LXDE-based Lubuntu, which got worst overall feed‐
back from testers.

In Tallinn free software pilot project currently LXDE-based Lubuntu were used. But
soon it will be switched to Mate desktop based Ubuntu Mate. Also our study showed
best perfomance in completing given tasks and very close usability and SUS test results.

Also we realized, that current systems (mostly Microsoft Windows) has influenced
participant’s perception of how operating system and office suite should work and look.
But still testers found that different Linux desktops were quite usable and several said
that they would start using Linux in near future.
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Abstract. This study represents findings from three continents (Asia, Africa
and South America) regarding usage of ICT in six rural schools. Our goal was to
analyze the current situation regarding digital technologies in these environ-
ments, describe similarities and differences relating to the digital divide, and
provide a roadmap that could improve teaching and learning, maximizing the
use of existing resources. Our case study was carried out with the help of
innovative teachers who are supportive of technology integration in teaching,
but have less options to utilize this knowledge in their classrooms because of
various barriers. Our results show challenges, but also opportunities to embrace
new ways of teaching; ways that might allow digital technologies to be
employed in innovative ways to encourage student learning and community
growth. Our study is based on participating teachers’ understanding of the issues
and challenges within these countries and areas, relating to schooling.

Keywords: Digital divide � Technology enhanced learning � Usage of ICT in
rural areas � Classroom culture � Curricula challenges � Teacher education

1 Context for the International Integration of Digital
Technologies in Education: Inequities in Rural
Environments

One of the most important goals in the world is to adequately educate every person.
The existence of the digital divide expands the challenge inside the country and also
between countries [7] relating to equity in educational experiences. Modern countries
are moving in the direction of e-governance and are starting to provide services that are
available from a distance, but lack of resources and knowledge in rural areas make it
impossible to develop access information and services, even when new resources are
developed and installed on a daily basis [9]. Access to learning is rapidly changing
because of the presence of digital technologies; these technological innovations are
beginning to change the way teachers work. On the one hand, leadership is distributed,
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manual work is decreasing and more people are obtaining basic skills and literacy.
On the other hand, rural schools and communities still struggle with lack of resources
including access to the Internet and computers, but also limited qualified teachers and
sparse knowledge of what is needed to create 21st century learning environments.
Wealth flourishes only in city areas and people are leaving their birthplace to find a
better job and an easier life somewhere else; this raises migration challenges both city
and rural areas. Curricula reforms are desperately needed [10] to address these issues.

Rural area schools, especially in remote places throughout the world, share many
common traits. Areas of similarity include the amount of students in classes, lack of
technology, and the challenges both in social and economic areas. These areas try to
improve curricula, set new rules and regulations and try to maximize the results from a
traditional teaching model that pays allegiance to the authority of the teacher and a
canon of identified knowledge. This model is dedicated to the perception that the
teacher knows all, and basic teaching is supposed to be about reading and listening.
Rules and regulations developed in city areas are communicated through this model
along with curricular standards, developed in the urban regions but applied to the rural
areas without appropriate communication and support from the government espousing
these rules and standards [11].

Developing countries face not only lack of technology but also endure environ-
mental and social difficulties; education is only one of the concerns challenging these
places. At the same time, when implemented properly, education is the most valuable
tool to effect change for these populations at once. These issues can be impacted by
attending to the teacher’s professional education in 21st century teaching and learning
[3, 8]. In ICT-related education or usage in that field, impact is being seen in some
homes and in the private sector. (e.g. in villages there are 2−3 Internet providers, a lot
of cyber cafes and even the poorest family owns at least some kind of mobile phone.)
In addition, parents passionately want their children to learn and want them to expe-
rience productive, successful lives with multiple options for employment and viability
[2]. However, sometimes rural area teachers see technology as a magical fix for all the
existing problems at school, which is unrealistic [4]. These phenomena indicate that
rural schools are poised to be impacted by an infusion of ICT teaching and learning
strategies.

Educational research focused on innovative ways of teaching highlight student
achievement gains when new technologies are tested out in their studies [1]. Studies
indicate that students focus more, their activity level increases, and they seem to learn
more than ever when ICT innovations are employed. These types of practices could
implemented in most schools, including rural ones [5]. Still the needed infrastructure is
not always available in these rural settings to even bring these technologies into classes,
as there is no electricity or sometimes community support. There is also the need for
evaluation of adoption, focusing on what and how much has changed in students’ ICT
skills if they start using new technologies that are provided from the schools and
government [6].

Research focus In our study we emphasized two main goals:

• to understand the situation in these 6 rural area cases related to ICT and 21st century
teaching and learning practices;
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• to suggest possible directions to target involving resources and teaching practices
that could help them move closer to embracing technology-enhanced learning.
These suggestions have the intention of making the transition less problematic,
encouraging the teachers to see hidden resources in a current situation that is also
useful to the schools and countries that faces the same issues.

2 Methods

This study included participants from one of the American teacher training programs in
teaching excellence in 2013. Innovative teachers from the rural areas of Nepal, India,
South-Africa, Jordan, Costa Rica and Venezuela participated in this program and in the
study. The data was collected from the participants in three main segments: participant
presentations and participant interviews. The following paragraphs describe the data
collection process:

• participant presentations - all participants were asked to draw a diagram and briefly
describe their country’s educational system and curricula development. The infor-
mation that was provided also covered classifications such as centralized/non
centralized curricula development options and how much latitude the classroom
teacher had to make decisions regarding curriculum or methods of teaching in their
classrooms. Mandatory and optional courses were also discussed during this time;

• participant interviews - we conducted interviews with open-ended question topics
focused on participant educational system and curricula, class culture, teacher’s
education, usage of ICT at homes and schools and challenges for the future. The
interview lasted approximately 2 h and covered all the fields that the teachers
wanted to talk about, including how they understood their current situations and
changes that are made by their government to improve teaching and learning;

• data from the presentations and interviews were analyzed using qualitative tech-
niques. The information was read and re-read, coding the elements and grouping
these into themes. Experts of educational technology were invited to participate in
discussing the results and to compare findings with the developing countries to see
similarities and differences. Each country represented was considered a separate
case, so each case was analyzed for key elements and the researchers synthesized
this data into short descriptive narratives of the educational environments. The
group also worked to develop strategies that could help rural area schools to make
better decisions on how to harness technology, change pedagogy and use resources
that already exist to improve their situation.

3 Results

The data indicated that rural schools in developing countries, though unique in some
ways, possessed striking similarities. For example, on the issue of class size, South
African schools reported the most variance (25−80 students per class), which spanned
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the smallest to the largest amount of students in one class. Other participants noted
class sizes between 35−40 (Jordan, Venezuela, Costa Rica, Nepal) and 40−60 (India).
There were also some differences in how many years students were mandated to be in
school: 8 classes for Nepal, 9 classes Costa Rica and South Africa, 10 classes in India
and Jordan and 11 in Venezuela. This is similar to Europe. The main difference
between European schools and the rural schools targeted in the study, in regards to
length of stay, seemed to be the dropout rate. Because of lack of family support to stay
in school, the rural schools studied had a much higher dropout rate than what is noted
in Europe (see Table 1 at http://goo.gl/WS7pKu).

In curriculum flexibility, results were varied, as some countries did not support the
change (or adaptation) of the curricula or have had no discussion to modify curricula in
upcoming years. Other participants stated that teaching methods and books are changed,
but overall the content has stayed the same. The overall impression regarding curricula
was that teaching is based on the textbooks and when schools buy books from different
company or when the government shares a new edition of the old then the “curricula is
being updated.”Overall, there was not much teacher input into determining what kind of
content should be used. In addition, teachers indicated that the standardized testing
imposed on their students thwarted any efforts to modify the curricula.

In identifying challenges that were most crucial to address, all participants indicated
that issues of poverty and equality were the most pressing. In South Africa, the teacher
shared that the school was a safe place for students, but, in many cases, home was not.
Participants noted that schools were underequipped. For example, sometimes there was
no chalk to write on the board available. Asian countries faced more issues with
migration and having too many students in the classroom. Teaching in these rural
schools is teacher-driven and behavioral challenges take much of the teacher’s time. At
the same time, teachers are well respected and the community supports the schools’
goals to become better. In the South American countries, migration was not an issue,
but an emphasis on better grades, better scores in testing and getting better salaries and
professional careers was paramount. In Jordan, the teacher indicated that there was no
need to be more flexible in curriculum delivery, at least in female education, when,
after married, the girls usually don’t attend school any more. If they do decide to
continue their education after marriage, it is difficult (see Table 2 at http://goo.gl/
WS7pKu).

Teacher training, school culture, homework and using ICT in academic classes the
following paragraphs contain the synthesized summary of each of the rural schools
used as a case in this study. Particular areas of focus include teacher training, school
culture, homework and the use of ICT in day-to-day classes (see extras country by
country and Tables 3, 4 at http://goo.gl/WS7pKu).

Prediction for 2013−2016:

• South Africa – mobile technologies is being used, students leave schools age of 18
rather than 24. Technology usage encourages students to learn more. NGOs are
involved, some schools have an internet in librarys or in special classes;

• Jordan – government tackles changes in curricula, Facebook is widely used.
Technology usage at schools is not supported, but some schools still has it;
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• Venezuela – computer usage is rising, solution is to use FOSS, project one laptop
for child projects in primary, lots of piracy regarding Microsoft software. Teachers
will be rewarded if they use technology in their work;

• Costa Rica – mobile devices usage is on the rise, students get scholarship for
learning ICT, government needs help developing curricula, english language
learning is getting more important than ever:

• India – more internet usage, testing in classes. Teachers are provided trainings to
use ICT. Richer schools are getting use to an idea of e-school and e-learning;

• Nepal – ICT and internet usage development plans is being discussed. Communities
are pressuring schools to harness the use of technologies, helps from NGOs. Need
for better search provider example Indian language one.

In general, all countries have cyber cafes. City area schools and private schools are
better equipped with computers and Internet access. Most of the teacher participants
confirm that their government forbids mobile device (mobile phones and tablets) usage
at the schools. Bring Your Own Device (BYOD) is out of the picture for these rural
schools. Venezuela and South Africa provide ICT lessons for all. Others don’t provide
elderly people with any ICT experiences.

Experts in ICT were also invited to discuss the findings and predict options that
would benefit rural areas in these situations. One of the first notable situations was lack
of connection between the teaching of ICT skills and meaningful ICT integration in the
classroom. Even when technology teaching is provided, teachers are not usually able to
apply that knowledge in their classrooms. In the end of an ICT professional devel-
opment experience, teachers feel obligated and eager to test everything when they “get
back home”, but only few of them after one month still are trying to integrate what they
learned, and after six months, maybe only one is still using learned tools and options.
This phenomenon seems to occur most when skills are presented the first time. Once
these skills are reviewed in subsequent professional development sessions, then there is
a higher percentage of use in the classroom. Also, when there is an expectation to
provide feedback and demonstrate evidence that they are using these tools later, then
teachers are more actively trying to change their way of teaching and using more
technology in their classes or in their personal life.

Experts and innovative teachers listed several obstacles that exist in their minds to
successful implementation of new technology learning. The biggest obstacle for
teachers was realizing the time and effort needed to begin to integrate some ICT
experiences in their classrooms. To develop expertise and a comfort level in using
digital technologies for teaching and learning does require time and extra work that is
hard for teachers to find. This is especially hard when no local support for these
changes is offered. Secondly, it is hard to combat the traditional school mindsets.
Coupled with a teacher’s lack of confidence and fear of the “unknown” in the area of
ICT integration, making changes is extremely difficult. Finally, teachers believe that
they have to learn so many new tools and strategies to implement ICT successfully in
teaching. Some teachers felt that they now must be “technology” teachers, as well as
English or science content teachers.
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4 Discussion

The case studies reveal that rural schools in the six countries investigated demonstrated
a lack of ICT integration in teaching and learning at most schools. Through analyzing
the data, and reflecting on possible ways to encourage more ICT integration in the
classrooms of these nations, the researchers propose the following ideas to encourage
additional growth in this area.

BYOD - the researchers conclude that BYOD policies should be implemented soon in
most of the schools, because students have mobile phones that they could use. Using
the devices that students do possess would allow for a level of ICT integration that is
currently unachievable, because of lack of resources. Most of the school systems in the
case studies do not allow students to bring digital devices to school at this time.
Venezuela teachers may choose to implement BYOD, overriding the government’s
suggestion, but this type of decision would require strong support from all the teachers
within a school. Since there is limited training in how to effectively integrate digital
devices in teaching and learning, BYOD policies might be difficult to implement.
While computer teachers are using the technologies in their classrooms, teachers of
other content have not transitioned into doing so. Jordanian schools might also be able
to adopt a BYOD policy in schools, as they have governmental support for doing so,
but most teachers are against this plan. Recent changes (8 years ago) in teaching
education where ECDL has been implemented as evaluation tool could encourage
teachers to be more receptive to the BYOD idea. Results do show some usage of ICT in
the areas of presentation software, e-school, typing and Internet searching, but these
activities occur only once every few months. Teachers don’t have options to use
computers and projectors in their classrooms, and this might be the biggest obstacle for
all the countries. When schools can provide projectors, then teachers might bring their
own laptops to school or think more about educating themselves in ICT integration.

Use of Internet Cafes and Home Computers - internet Cafes may be used to do
homework and project work by students, as well as computers that are at home.
However, most teachers are against assigning ICT work because they realize most
students do not have access at home. Providing the option of completing class work
with digital devices might at least encourage some students to develop additional ICT
skills for learning. Gifted students might be more challenged if ICT resources were
used in their lessons. The participant from South Africa also mentioned that students
were more motivated to work and learn when digital technologies were integrated into
their schoolwork. At the same time, South African teachers were usually against asking
students to use computers for school activities. Finally, the participant from Jordan
noted that families might be against their children using ICT for schoolwork, as it
undermines tradition and religion and brings more behavioral issues than families do
not like to deal with.

Acquiring Five Computers and a Projector for Each School - schools could begin
to provide opportunities for increased ICT integration if at least 5 computers and one
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movable projector could be acquired for each school. Laptops are the preferred type of
computer, allowing mobility and greater access. In Costa Rica, where the danger of
theft is prevalent, desktop PCs might be more reasonable; these would be less likely to
be stolen, as they are harder to carry. Teachers don’t want to bring their own computers
to school, so providing school computers seems a reasonable beginning. However, in
South Africa and Costa Rica there is a problem with weather that is too hot, and
schoolrooms don’t have glass windows or curtains. Because of these conditions,
computers may not be able to be maintained in satisfactory conditions. Theft is also a
possibility.

The South African participant also mentioned a lack of other resources to teach, so
prioritizing computers/projectors as a need above other items would be difficult.
Teacher get a lot of training about teaching, but this training never involves ICT
education, so purchasing computers for the schools would seem unwise. The teachers
believe that White people usually use computers and Internet, because they are richer
and more educated. Providing computers for all schools, therefore, seems unlikely, but
this type of mindset can only serve to increase the social and digital divide.

Quality ICT Professional Development - teacher training is needed to test out new
technologies (projector, computer). The best learners (teachers) should get awarded
with new technologies at their schools. Assessment and feedback should also be a part
of this deployment of ICT professional development, and teachers and administrators
should openly share their work and successes in ICT integration with other educators
across the country.

Using what is Available - it is, no doubt, extremely difficult to move forward with
meaningful ICT integration when peers and school administrators are unsupportive.
Nonetheless, teachers that have the option to use their own technology should use it
when their schools do not have usable ICT equipment. One can point to areas of
experimentation and growth in ICT use that can encourage teachers. For example, there
are interesting changes happening in India where 10th grade students are provided with
digital tablets, as well as in Venezuela, where primary students are provided with
laptops and free software. It is interesting that there was no mention by the Venezuelan
participant about teachers needing training when the laptops were added, but maybe
their programs are just developed. When Internet is present in schools, then Web 2.0
tools should be learned and integrated into lessons. There are a variety of free online
resources that would allow teachers and students to be productive learners. When
the Internet connections are absent, or not optimal, then Free Open Source Software
(FOSS) options should be acquired and utilized. Again, there are many free software
applications that can support teaching and learning. There is a logical concern for
the price of Internet connections in schools, but if more schools decide to pay for
Internet access, the ISP’s will eventually drop their prices.

Advice for Action - if parents and students ask for more computer training, the school
will provide it. Computer education is needed to be successful in everyday life and for
future productivity. There are many times in work and in social times when ICT
knowledge and use is beneficial. For example, the participant from Nepal noted that
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when there was a threat of migration, then using digital technologies was the only way
to keep contact with family members. Also, the South African participant stated that the
students who used computers had better motivation and knowledge acquisition in
school.

For Teachers, there is a need to be proactive and sometimes just bring one’s own
device to the school. This can save time and effort, as there are a lot of materials online
to use for teaching. It is possible to share information and use less time in lesson
planning. At the same time, the participant from India noted that students in these
classrooms will get more opportunities in differentiated instruction. The teacher can
support more students in their learning, not only those who are gifted, but also those
who have more challenges; for schools, there is a need to be active in making an effort
to employ a computer teacher and then ask the government to provide money for
computer class, as the participant from Venezuela noted. School leaders must provide
more support and funds, as it is difficult for teachers to adopt new practices on their
own. In that sense, they are like the children that need motivated all the time, as the
participant from Jordan stated; for governments, curriculum changes need to be made
that support innovative teaching strategies. This will give teachers and schools
the incentive to improve and integrate more ICT for learning. Schools should be guided
and teacher professional development should be free and valued as described by the
participant from Costa Rica.

Finally, the primary strategies to impact the world by using innovative digital
technologies for teaching and learning are teacher training, motivation and follow-
up. Some participant countries did not sense a directive from their governments to
provide new methods and technology training. Some even said that it is very difficult to
develop when they must pay for their professional development or the school does not
provide tools. It is understandable, but teachers should be encouraged to be vocal and
push for more adoption of ICT resources and use in their classrooms. If teachers that
don’t ask for improvements from school administrators, then the necessary changes
may not occur.

Through analyzing the data from these case studies, definite interest in using
technology was seen from the countries included. Forerunners in providing more
resources for teachers and students were Venezuela (providing all primary teachers and
students free software-based computers) and India (10th grade students provided with
tablets). In addition, Jordan has already implemented ECDL (for teachers and students)
and seems to have the government support to implement new technologies, though
resistance does exist from some teachers/schools.

5 Conclusion

In order to encourage more ICT integration in classrooms across the world, teacher
training must be supported. This is the most important element to drive the change. At
the same time, schools should be provided with Internet connection and at least 5−10
computers to use with students. Tools for teachers to continue professional develop-
ment using online resources should also be available. While some countries in these
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case studies provided resources only when there was a trained professional (computer
teacher), it is evident that now all teachers and students need skills and development in
ICT use. Digital technology integration should be infused in every subject, so it might
be useful to implement online modules for every subject so teachers could continue to
learn.

While it is difficult to direct money to the area of ICT resources when there are
other significant problems in the community including poverty, hunger, and safety
challenges. However, in these areas using technology provides enormous benefits in
students’ motivation and learning-teaching quality. There is a possibility to use devices
that are already available in these instances - old cell phones, smartphones or other
mobile devices (mp3 players etc.). Some countries don’t currently allow these types of
resources to be used in classrooms, but they do make up free resources that could be
used to benefit student learning. For these rural areas, a simple but useful recording
audio-video device would make a big difference in language education.

Many teachers in these rural areas are novices in the area of digital technologies and
they possess is a lot of misconceptions and fear. When governments create mandates to
encourage ICT integration, without appropriate teacher professional development,
teacher anxiety increases. It is possible that the difference could be also cultural. For
example, in Jordan the technology-integrating schools do not get much support from
the parents as some even forbid the use of technology at homes. The change of thinking
in this area might be conducted bottom-up or top-down, but it seems that rural area
teachers are expected to deal with many serious issues like overpopulated classrooms,
behavioral issues and responsibilities that don’t allow them to even choose the content
that they are teaching, as it is solely provided from the government. In these countries
the testing is the primary focus and when the class test results are low, teachers are
blamed and suffer consequences of lower salaries or job loss. In cases such as these, it
might be advisable for countries to use international consultants to improve the
countries curricula and professional development, as teacher’s voices are too weak to
make difference from inside out.

For the future research endeavors, it would be interesting to examine the differences
within each country based on the rural and urban schools’ use of technology. Learning
more about the steps that teachers and school administrators took to address issues of
ICT integration. It would also be interesting to look further into the challenges that
successful American and European countries are still facing when integrating digital
technologies. Fear of change is certainly a very real obstruction to progress in using
digital resources effectively in schools- this fear exists in both rural and urban schools.
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Abstract. This paper presents the main findings of a study exploring graduate
student perceptions of online education, with a specific focus on their change
over time, throughout an asynchronous web-based course. The study was
conducted in the UK, and data collection methods included content analysis of
online messages and interviews. Data analysis was based on systematically
contrasting participant early- (at the beginning of the course) and late- (by the
end of the course) course perceptions. Several inconsistencies were identified
between early- and late- course perceptions, which were categorized according
to three emerging themes: managerial, social and cognitive. The findings indi-
cate negative perception change with respect to the managerial and social
aspects, whereas positive change was evident in terms of the cognitive aspect.
The implications drawn from the study are expected to inform and support the
design and implementation of web-based courses.
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1 Introduction

Despite its rapid expansion [1], online education is relatively young; research on the
impact of online learning is growing but still inconclusive [2]. We argue that a
prominent step towards the effective designing and implementation of web-based
courses, is the exploration of online students’ perceptions, agreeing with other
researchers in the field [3].

Several perception themes are identified in existing studies on online environments
but they are largely characterized by inconsistencies and controversies [2, 4, 5]. One of
the most standard themes refers to the logistical, technical and time demands of a web-
based course. Flexibility of time and place is certainly reported as an appealing feature
by students [6], although many students find that e-learning is unduly time-demanding,
requiring great dedication and commitment [7, 8]. Other issues students phase include
overwhelming feelings due to information overload and lack of computer or Internet
knowledge [9, 10].

A key perception theme highlighted in the literature is also online interaction [11].
Many students favor the traditional face-to-face context over the online one, mainly due
to prompt peer feedback and non-verbal social cues [12]. Nonetheless, evidence of
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positive perceptions about online interaction is also reported in the literature with some
students finding that peer feedback is more constructive and discussions are more
insightfully developed, due to the opportunity for reflection, provided by the asyn-
chronous format [13, 14]. Moreover, frustration is common among students when
guidance and feedback from the tutor is not immediate, regular, unambiguous and
constructive [15]. As with peer interaction, many feel that tutor interaction is rather
limited online, when others claim that developing a relationship with him/her is easier
since anxiety, often encountered in a face-to-face meeting, is not an issue [16].

In terms of performance, students appear to believe that they could achieve the
same grades online as in the traditional classroom, and research evidence corroborate
that [17–19]. However, satisfaction with and perceptions of the overall learning
experience varies among online students. This diversity is sometimes a result of the
learning independency required online, which does not suit all learners. Studies shows
that self-motivated and self-directed students tend to share positive experiences. Yet,
those who feel more comfortable in a structured and closely guided context, expecting
to acquire knowledge directly from the tutor without great engagement on their part,
share negative experiences [20].

A broad range of facilitative digital tools and a plethora of information sources are
additional features widely appreciated by students who find online learning creative
and diversified [21]. For some, diversified learning is also achieved through
exchanging ideas and evaluating peer responses and methodologies in the approach of
specific topics, which is encouraged in an online ‘community of inquiry’ [13].

Although the literature indicates that perceptions and experiences of web-based
education vary, little effort has been made to differentiate between perceptions before
and after enrolling an online course. Yet, since perceptions are strong predictors of
practice, pre-course attitude may affect the course outcome. In fact, understanding both
student perceptions before or at the beginning of the course and by the end or after the
course is essential in pointing out key aspects. In view of the limited research in the
area, we explored the differentiation of student perceptions of web-based education
over time.

2 Methodology

A case study of a 3-month graduate asynchronous online course offered by a UK higher
education institute, was conducted. The course was offered through the ‘Blackboard’
management system, as part of a Master’s program in educational technology. Students
were expected to weekly contribute to the online discussion and accomplish activities
assigned by the tutor. The sample was composed of all 15 participants. Providing basic
demographic information about the sample, it is mentioned that 10 participants were
female and 5 male, the majority of them (6) fell within the 30–35 age range, four were
between 25–30 years old, 2 between 35–40 and 2 between 40–45 years old. Also, 5 of
them were full time students while the other 10 were part-time students. 8 of them were
foreign, non-native English speakers, with the other 7 being native English speakers.
Finally, 6 of them had previous online learning experiences whereas for the other 9,
this was their first online course.
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A first stage involved collection of students’ messages on the discussion board.
Expectations or statements of belief in the early messages were classified as early-
course perceptions. Late messages, where participants contrasted their experience with
initial expectations, were classified as late-course perceptions. In the second stage,
semi-structured interviews with seven participants were undertaken immediately after
the completion of the course to collect students’ post-course perceptions, which would
be grouped with the late-course perceptions identified in the online messages. Data
were analysed qualitatively, using content and thematic analyses. Three perception
themes emerged: managerial, social and cognitive. Systematic contrast of early- and
late-course perceptions was then followed to identify change throughout the course.

3 Results

According to the findings, negative perception change was identified with respect to the
managerial and social aspects, whereas positive change was evident in terms of the
cognitive aspect. Inconsistencies in attitudes were inevitable; not all students experi-
enced the same affordances and constraints. Nonetheless, negative change in mana-
gerial perceptions was significant across the sample. Almost all students shared positive
perceptions about the time, effort and skill demands of the course, at the time of
enrolling. Characteristically a student posted: “One of the reasons I chose this course is
that I like the fact that I can be signing in on a beach in the Caribbean.”, while another
reported during the post-course interview: “I was hoping that the distant format would
fit with my busy schedule and was not disappointed.”.

Nevertheless, by the end of the course, the majority of them demonstrated a neg-
ative attitude. Factors that appeared to influence this outcome included previous online
experience, technology knowledge, discussion layout, platform facility and content
load. A student mentioned during the post-course interview: “My initial expectation
was that it would be much easier. I naively thought that it would be easier, perhaps in
terms of time I spent doing it, and so, you know, I would kick it off nice and quickly;
unfortunately that turned out not to be the case”. Near the end of the course, another
student posted: “I am worried about the speed of discussions. It takes a while to read all
the postings, and sometimes it seems that everything has been said. It is a bit difficult
remembering every point though. I felt more comfortable during the first weeks when
we only had one task to complete and not multiple as in lately.”

Implications are there for pre-course training which would familiarize students with
the course requirements and study protocol but also address any unrealistic expectations.
Moreover, we argue that a moderator assistant, who would attend to students’ technical
difficulties with the platform, would increase their confidence, but also enable the tutor
to focus more on ensuring that content and discussions are presented and archived
efficiently so as to prevent information overload. Finally, it is important that he assigns
frequent activity deadlines monitoring student progress and helping them stay on
schedule.

Inconsistencies among students’ experiences with respect to the social aspect, were
also identified. Some students favoured the ‘anonymity’ and informal communication
usually established in an online environment. For example one wrote in a late message:
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“Developing arguments online gave me a sense of anonymity which in turn gave me
confidence and made it easier to participate and interact”. Another who mentioned in an
early message that they are “shy when among strangers and that’s a concern” when
they “get to meet new people in a new course”, later on posted: “If this course was
occurring in a face-to-face context I would probably just hear what other people have to
say and even if I wanted to engage or interact I wouldn’t. I’m so glad this did not prove
to be the case here […] I was much more vocal than what I thought I would be.”

Yet, noticeable negative change was evident for most participants. Even though
they entered the course holding positive perceptions about the quality and level of
interaction with peers and tutor, this changed. For them, lack of immediacy/intimacy
proved a major disadvantage. Characteristically, a student posted in a late message: “I
was concerned a bit; I think it is more difficult for people to work and interact with each
other in this way. I was always wondering if people who read my postings understood
my point or something totally different; since I couldn’t see others I could never be sure
about that and that meant problematic interaction”. Another message, from a different
student, echoing feelings of isolation was: “I was completely alone, did not know
anyone. I eagerly waited for the next course to start to have some social contacts. I even
counted the days […] And actually it got even worse”. More specifically with regards
to the student-tutor relationship, several students were not satisfied, requiring a more
‘vocal’ tutor presence. Others desired more ‘personalized’ responses, as the following
quote from a post-course interview reveals: “Sometimes his replies were not very ‘on to
the point’ and this was maybe because he tried to address all students’ concerns in one
message. It was like giving feedback to a group of postings instead of my own and this
did not encourage interaction with him”.

Many suggested the addition of face-to-face meetings or synchronous sessions to
the asynchronous format: “Mixed mode please! Much better than taking only one
mode, in terms of collaboration, student-teacher interaction, students interaction. And if
face-to-face is not feasible then maybe use synchronous discussion on Blackboard”
(Post-course interview quote). We would agree that this is a good practice for over-
coming student anxiety and enhancing participants’ sense of belongingness in the
community. Moreover, in agreement with recent studies, establishing a protocol for
communication from the beginning may be essential in regulating expectations
encouraging mutual understanding. The tutor’s presence is key; not only he needs to
encourage social interaction among peers, but he should also be involved in the pro-
cess. Many students acknowledged that the tutor’s role is different online than onsite,
yet they still expected him to be an active member. Consistent feedback is important,
and, as the results of the study suggest, tutors should aim at replying with personal
messages and not generic postings.

Interestingly, negative perceptions of social interaction were not found to largely
impact upon students’ cognitive perceptions of the course. In fact, the positive attitude
change towards the online experience is highly promising about the pedagogical
potential of e-learning. Major cognitive benefits according to the participants, included
opportunities for sharing information and resources, methodically reflecting on own
and peer responses, and gradually developing skills for self-directed learning. Evi-
dently a student reported during the post-course interview: “I did feel I learn from
others, yes! When I joined the course I didn’t know anything about computer-mediated
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communication, but since I entered the discussions on related topics, read many col-
leagues’ ideas, followed their reading references, it made me learn a lot. I also saved a
lot of time from trying to find and learn all those theories. I wasn’t alone in trying to
sort out things. That was the first time I worked in a collaborative way, it required effort
but it was my first experience and I was very satisfied. I really liked that way of
learning.” Furthermore, an online message from a student reflected satisfaction due to a
sense of learning autonomy: “In this new type of learning, what’s important is not only
the knowledge you obtain but the method of obtaining it. In this sense the learner is
taking over responsibilities for his/her own learning”.

These possibilities should be considered by designers and tutors, in an attempt to
improve educational experiences. Especially in view of self-directed learning, albeit an
arduous process, many students seem to be motivated by the opportunity to control
their learning pace and paths. Research should capitalize on new theoretical and
practical frameworks for autonomous learning online.

Negative change in cognitive perceptions was also noted, however, with prob-
lematic group collaboration distressing some students, as the following post-course
interview quote suggests: “People were stating their opinions about things and these
were relevant to the topic in general, but did not address the main points. I think things
get a bit loose and out of the track also because of the text-based format. There’s no one
to interrupt your thoughts and get you back on track. That’s why I cannot say my
online experience was as productive as I’d like.” Others discussed the low learning
curve they experienced throughout the course: “I haven’t attended any other similar
courses before, so I had no great expectations or opinions for online learning. I was
open-minded and just hoped to make the most of it. I found (online) learning difficult.
Yes, you can work at your own pace, but you need to keep finding incentives to keep
you going and not stay behind. It’s very easy to lose motivation and you cannot see the
learning curve, it is developed very slowly. Call me ‘old head’ but you need to be able
to ‘see’ what you’re learning. I’m not sure if I acquired any factual knowledge here. No
one explained things to me. It was just me reading stuff.” (Late message).

It is essential that students’ learning styles and personal characteristics are con-
sidered before group assignment. As seen, students complained about unstructured/
unfocused discussions and they felt that the discussion was often incoherent, with no
specific target, but, to a great extent, this was attributed to the tutor’s minimal
involvement: “It seems to me that tutor’s participation is not as frequent and apparent
as in face-to-face. He assigns the activity but leaves participants to respond according
to their own conceptualization of the activity, while in a face-to-face situation he often
guides the discussion. Perhaps this is why I sometimes felt the discussion was not
focused on the topic.”. Online tutors are generally expected to facilitate rather than
lead, but this should not result in underestimating their role. Finally, negative cognitive
perceptions were articulated by a student with dyslexia who struggled throughout: “I
did find learning really difficult as well because I am dyslexic and I will always have
my own issues regarding learning and writing stuff down. I did find that really difficult
also because I’m quite slow in reading so it took me a lot of time to go through
everything. I was very nervous about writing stuff down because I knew that everybody
was ok with spelling, grammar and stuff.” This issue certainly places the emphasis on
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the design of courses which would address learning disabilities like dyslexia and meet
the imperative for inclusion and diversity in online higher education.

4 Conclusion and Discussion

Decades after the introduction of online courses, researchers are still trying to evaluate
the impact of online education. Our study attempted to contribute to these efforts
through the exploration of change in students’ perceptions throughout a web-based
course. Some of the perceptions presented above contribute to knowledge by corrob-
orating evidence reported in other studies [22].

The added value of this study, though, is highlighted by the fact that it reviews how
these perceptions differentiated over time and what implications are there for the design
and implementation of web-based courses. It appears that consideration needs to be
given on how online and conventional sessions can be effectively blended to establish
an optimized educational environment. Moreover, our findings overall seem to suggest
that the focus is placed on the development of metacognitive strategies, for supporting
students to overcome obstacles and sustain an effective learning experience throughout
their course.
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Abstract. Electronic textbooks have been a popular research topic for decades.
Yet, research on student perspectives in this area has been conducted in hindsight
and focused on the existing technology. Still, future features are decided by
publishers, universities, and academics with limited input from the actual students
who would use them. This article identifies the components that university
students feel facilitate their studies without linking them to a specific form of
hardware and presents a general overview of the perception of textbook compo‐
nents. An online survey was designed to collect students’ opinion on each compo‐
nent outside of the constraints of technology. The survey found that university
students believe that future electronic textbooks should include text, highlighting
tools, bookmarks, supplemental multimedia content, language translation capa‐
bilities, dictionaries, and encyclopedias. By including the input of students in the
design of the textbooks, a better educational tool could be designed.

Keywords: Education/training · Electronic textbooks · User perspective ·
Human computer interaction · Interface tools

1 Introduction

For decades, electronic textbooks have remained a popular research area globally. Yet,
the research has been grounded in the past and current technology. In addition, design
of the future features are influenced heavily by publishers, universities, and academics
with inadequate input from the actual users, students. Instead, design focus of electronic
textbooks has been on the market potential, current technology, and the business
surrounding education [1].

Since the current and past research conducted focuses so heavily on technology and
tends to be lab based, the longevity and reliability of the research may be questioned.
On the most part, the current incarnation of electronic textbooks is similar to those that
were used with the archaic technology. Most electronic textbooks still follow the text‐
book metaphor, remaining a digital version of the physical textbook with the addition
of a few additional components. Yet, in contradiction to this very design, students are
shown to prefer reading from short blocks of electronic texts [2–4]. Past research has
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found that interface components such as search functions, text displays, and compo‐
nents that control navigation through pages create a negative student perception of
electronic textbooks [5]. A similar study found that students prefer graphics to compli‐
ment content and favored following hyperlinks when browsing [3]. Some of the dissat‐
isfaction found by students when using electronic textbooks may be attributed to
student engagement remaining with the printed medium [6] and the perception that
their learning is better supported by a physical medium [7]. While true that students
perceive aspects of their electronic textbooks as dissatisfactory, statistics show that use
of these textbooks is only rising. It has been reported that between 2010 and 2012, use
has increased from less than a quarter to 70 % with 40 % of students desiring more
electronic textbooks [8].

The future of electronic textbooks is in its infancy, but the emergence of two distinct
models of textbooks, native digital and enhanced print, have been predicted [9].
Enhanced print will follow the textbook metaphor more closely than the native digital
with a few changes to layout, inclusion of collaboration tools, and limited additional
materials. Alternatively, native digital textbooks would operate as a collection of related
software, creating interactive applications. Both models of textbook negate student
complaints regarding text and page layout, yet they will introduce the problem of
creating supplemental material [10]. Publishers are already integrating some of these
design changes in eLearning platforms [1].

While some research has been conducted into the future of electronic textbooks and
student perspectives of these textbooks, there is a distinct lack of research into what
components the students feel they need included to properly approach their studies.
Much of this research is tied closely to current technology, forgetting that technology
is a fast moving field which at times revolutionizes user experiences. Whereas the
research outlined in this article aims to advance the current debate by identifying
components that could be implemented in electronic textbooks to better support the study
habits of students without a link to hardware or software. This article gives a general
overview and ranking of components perceived as most useful and not useful during
university level readings.

2 Method

The main method employed in this research was a survey hosted on the Internet. It was
utilized to ascertain student views on conceivable components. An online survey was
chosen as it can gather quantitative data quickly, allows for varied questions, has a low
cost, and is convenient for students and the researcher alike [11, 12]. The survey was
chosen because it also has the benefits of an inherent ability to reach diverse populations
and quickly gain a general understanding a subject. The survey was designed to be short
and highly targeted, eliciting responses on components students found desirable, those
they found undesirable, and ranking them for inclusion in electronic textbooks through
a mixture of nominal and ordinal scales. Several students from different departments
piloted the survey for question clarity and terminology before it was released.
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Prior to the development of this survey, an extensive assessment of the surrounding
research and literature was conducted. It was through this review of the literature that the
deficiency in this research was identified. The review also allowed for a better under‐
standing of how the future of electronic textbooks is being approached by the industry and
scholars. After this information was gathered, informal small group discussion sessions
with university students from various departments was undertaken to identify students’
thoughts and perceptions on the future of electronic textbooks and which components they
believed would assist them in reaching their academic goals. The components that came to
light during these sessions and components identified through the literature were then
grouped into the seventeen components that were eventually presented to students in the
online survey.

2.1 Survey Design

Student perceptions of the desirability, undesirability, and ranking of the seventeen
components were gathered using a ten-question survey. The components presented to
respondents are as follows: Text; Multimedia (videos and podcasts); Manipulatable and
3-D Images; Interactive Equations; Highlighting Tool; Annotation Tool; Bookmarks;
Integration with eLearning Platforms (Blackboard or Moodle); Synchronization Across
Devices; Project or Print Annotations; Translation, Dictionary, and Encyclopedia; Link
to Experts for answers to questions; Text to Speech; Speech to Text; Time Management
System; Supplementary Materials (PowerPoints, chapter summaries, and quizzes); and
Hide Unimportant Aspects of the book.

Inclusion and Exclusion of Components. Two questions were used to measure the
students’ perception of whether components were desirable or undesirable for inclusion
in future electronic textbooks. Students were reminded to consider both questions
outside of technology currently in use and any future technology they may have read
about. The first question requested that respondents check all check boxes of the compo‐
nents they desired to be included in future electronic textbooks. Later in the survey,
students were asked to select any components they felt were undesirable in their future
electronic textbooks. The reverse order question offered validation to the previous ques‐
tion. Invalid responses were easily identified, as answering the question with the same
components was impossible. While using reverse order wording, the question also
recognized that students may not want a component excluded but that did not imply that
they wanted said component included in their future electronic textbooks, with the
converse being true.

Ranking Components. In addition to providing their perception of the seventeen
components, respondents were asked to rank those components from one to seventeen.
Each component was required to be assigned a unique rank. This ranking question was
also used as an additional validation of the student perceptions regarding desirable and
undesirable components. The question anticipated that students would rank the compo‐
nents they deemed desirable in the previous question highly while they would rank

706 K.A. Sheen and Y. Luximon



components that they regarded as undesirable in the exclusion question lower. The
question was designed to uncover the general popularity of the components among
university students.

Classification and Prior Usage. Five questions of the online survey were utilized to
document the nationality, age, gender, education level, and discipline being studied of
the university students who responded. These classification questions were not required
to obtain the generalized findings and roughly nine percent of respondents refrained
from answering one or more of these question. No respondents opted to skip these ques‐
tions completely. Age was requested by the following categories: Under 18, 18–24, 25–
34, 35–50, and 50+ years old.

Following the classification questions were two questions regarding prior usage of
electronic textbooks. The first question asked if respondents had used electronic text‐
books for their studies previously. The second question inquired into the percentage of
time students employed electronic textbooks during their studies.

2.2 Dissemination and Data Protection

The online survey was developed and hosted using Google Forms. It was circulated to
all current students at The Hong Kong Polytechnic University via email. Before distri‐
bution, ethical approval for this study was obtained. No identifying information, such
as email addresses or names, was solicited from any respondents.

3 Results

3.1 Respondent Description

There were 637 students who completed the survey, representing all of the age catego‐
ries. Male respondents accounted for 51 % of responses while female respondents
accounted for the other 49 %. As expected, the majority of respondents (86 %) identified
their nationality as Chinese. Prior experience with electronic textbooks was reported by
83 % of students and only 16 % reported that they had no prior experience using elec‐
tronic textbooks. The majority of respondents were studying at an undergraduate level
(60 %), followed by those studying at a masters level (22 %), doctoral level (11 %), and
higher diploma (7 %). Students from over thirty different disciplines responded to the
survey with the top three being Engineering (27 %), Business (16 %), and Medicine
(11 %). A substantial number of student responses also came from other disciplines such
as various hard science disciplines, design, tourism, linguistics, and architecture.
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3.2 Reliability of Data

During the verification process outlined in Sect. 2.1, 119 survey responses out of the
original 637 were found to contain data that was invalid. Further analysis of data only
took place on the remaining 518 surveys. Percentages reported in the previous section
changed very little. Reported genders remained the same and the percentage of respond‐
ents who reported prior usage of electronic textbooks increased to 84 % while those who
claimed unfamiliarity fell one percent to 15 %. The main three disciplines percentage
of response fluctuated slightly. Engineering responses rose 2 %, respondents that studied
Business fell one percent, and the percentage of those studying Medicine rose one
percent. Reported levels of education followed a similar trend with only the percentage
of those studying for higher diplomas remaining the same. Undergraduates remained
the largest group represented (61 %) while masters responses fell slightly to 20 %, and
PhD responses rose slightly to 12 %.

3.3 Components Perceived as Desirable

The frequency of components reported as desirable by the university students that
responded is displayed in Fig. 1. As shown in that graph, the four components chosen
most often were Text (84 % of the population), Highlighting (82.6 % of the population),
Bookmarks (79 % of the population), and Multimedia (75.5 % of the population).
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Fig. 1. Graph of desired components (n = 518)
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3.4 Components Perceived as Undesirable

The frequency of components perceived by university students as undesirable are found
in Fig. 2. As demonstrated in the bar graph, the four components students reported as
undesirable are Hide Unimportant Aspects of the Book (22.8 % of the population), Time
Management System (22.4 % of the population), Speech to Text (18.5 % of the popu‐
lation), and Text to Speech (16.2 % of the population). The bottom three components
found to be undesirable correspond with the three components found to be most desirable
in Sect. 3.3 and vice versa.
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Fig. 2. Graph of undesirable components (n = 518)

3.5 General Rank of Components

In addition to categorizing components as desirable or undesirable, respondents were
requested to assign a rank, from one (most desirable) to seventeen (least desirable), to
the various components. After identifying the mean rank of each component, an overall
ranking of the students’ perception of components was established. This ranking is found
in Table 1. Text; Highlighting; Multimedia; Bookmarks; and Translation, Dictionary,
and Encyclopedia were found to be the five most highly ranked components with a much
higher margin than the components following them. Thus, supporting the previous
results outlined in Sect. 3.3 on desirable components. The five components that received
the lowest ranking were Time Management System, Hiding Unimportant Aspects of the
Book, Speech to Text, and Text to Speech. This ranking also supports the earlier findings
in Sect. 3.4 regarding the components students selected as undesirable.
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4 Discussion

4.1 Sampling and Bias

When attempting to evaluate results from surveys, bias related to nonresponse rate must
be assessed. Past research related to response rates of university students has found that
internet surveys have had a lower response rate among students than paper based surveys
[13], but the increased anonymity allowed by online surveys does increase the likelihood
for students to report their genuine perceptions [14]. With only 637 responses, the response
rate can be considered low but the demographics of the respondents who submitted surveys
was similar to the general makeup of the university population. Similar to what was found
in the survey respondent demographics, the three main disciplines at the university are
Engineering, Business, and Medicine. Percentages of students studying at the various
education levels were similar as to those found in the survey results with only a margin‐
ally higher percentage of doctoral students and undergraduate students responding and a

Table 1. Rank of the components based on general respondent population (n = 518)

Rank Components Means

1 Text 2.676

2 Highlighting tool 5.656

3 Multimedia 6.046

4 Bookmarks 6.923

5 Translation, dictionary, and encyclopedia 7.668

6 Annotation tool 7.861

7 Manipulatable and 3-D images 8.992

8 Interactive equations 9.158

9 Sync across devices 9.164

10 Supplementary materials 9.255

11 Integration in eLearning platforms 9.450

12 Link to experts rank 9.903

13 Project or print annotations 10.349

14 Text to speech 11.971

15 Speech to text 12.394

16 Hide aspects 12.685

17 Time management system 12.828
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somewhat lower percentage of masters degree students responding [15]. With a student
population of approximately 32,000 students, 400 valid responses are necessary to achieve
a five percent error rate necessary to draw appropriate conclusions based on statistics [16].
Since this survey received 518 valid responses, it can be presumed that the amount of
responses garnered were acceptable to propose conclusions from the data.

4.2 General Student Perceptions of Components

The desired components recounted by the student respondents varied among the surveys.
In the past, researchers have emphasized that students do not engage with their academic
materials in the same manner as each other and may use varied support activities to
support their studying such as highlighting or taking notes [17]. The results of the survey
found that there were many components which could assist in engagement such as
highlighting tools, bookmarks, and translation capabilities, dictionaries, and encyclo‐
pedias. These findings are supported by similar studies which found that the physical
book metaphor, which includes features like bookmarking and highlighting, are under‐
stood and embraced by users [18].

While this metaphor is important, employing different components in the design of
textbooks may combat the long reported complaint that textbooks are unable to support
the two main approaches to studying [19]. These two approaches are the surface
approach and the deep approach [20]. The surface approach provides a student with
limited understanding of the subject and only allows them to ascertain information which
they anticipate being questioned on. While the deep approach allows students to focus
and understand the information presented to them. Many of the components students
desired in their electronic textbooks support the second approach to reading which
allows the student to search for more information on what is presented in the text and
relate it to their existing knowledge [19]. The inclusion of dictionaries and encyclope‐
dias, especially, would assist students in expanding their knowledge and finding connec‐
tions they may not have previously realized.

Overall, the majority of the components listed for inclusion are close to the activities
that students utilize to support their readings in physical textbooks while those identified
as undesirable are impossible to include in a physical textbook. In addition, some of the
components suggested are more related to specific disciplines, such as interactive equa‐
tions, which accounts for a lower general ranking and preference in those specific
components. As electronic textbooks take the place of physical textbooks these support
activities may change with the technology; but to currently support students’ mental
models and assist in their adoption of the new technology, it would be beneficial to
continue with the textbook metaphor for the time being.

5 Conclusion

The electronic survey outlined in this study found that students believe that text, high‐
lighting tools, bookmarks, supplemental multimedia content, language translation capa‐
bilities, dictionaries, and encyclopedias should be included in future electronic textbooks

The Future of Electronic Textbooks from a User Perspective 711



over the other components available for selection. By including the input of students in
the design framework of the textbooks, content and interface designers may create a
better educational tool. In addition, examining the components most commonly desired
outside of the restrictions of the current physical technology, as this survey did, allows
for more flexibility in future applications as technology evolves.

Future research is necessary to identifying the reason students are choosing specific
components when using academic texts and the reason they believe one component is
more essential in their electronic textbooks than the others. Also, research needs to be
undertaken to ascertain how students interact with the components they identified as
desirable. Using this research in conjunction with one another, a design framework for
use in the creation of electronic textbooks can be developed.
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Abstract. This article presents experiences and student perceptions on the
introduction of the flipped classroom model in two consecutive semesters at
Media Technology department of Aalborg University, Copenhagen, Denmark.
We introduced the flipped instruction model to a statistics course and a math-
ematics workshop. We collected data by two online survey studies, which show
support for student perceptions that out-of-classroom instruction with online
resources enhances learning, by providing visual and in depth explanations, and
can engage the learner. However, students stated that they miss just-in-time
explanations when learning with online resources and they questioned the
quality and validity of some of them. Based on these findings and our own
experience, we discuss requirements for resources and activities in flipped
classrooms in order for the student to engage and learn. Finally, we present a
framework for experienced-based learning in flipped classrooms to promote
student reflection.

Keywords: Flipped classroom � Mathematics � Screencast technology �
Student engagement � Student learning

1 Introduction

One of the recent developments in teaching, which heavily relies on current technology
and open resources, is the flipped (or inversed) classroom approach [3]. In a flipped
classroom the traditional lecture and homework sessions are inverted. Students are
provided with online material in order to gain necessary knowledge before class, while
class time is devoted to clarifications and application of this knowledge. The course
content, which is provided for self-study, may be delivered in the form of screencasts
and/or pre-class reading, exercises or quizzes, while class time is mainly used for group
work activities. The hypothesis is that there could be deep and creative discussions
when the teacher and students physically meet. This teaching and learning approach
endeavors to make students owners of their learning trajectories [8].

Various researchers and instructional designers have sought to investigate the
advances in flipped learning environments. Kay and Kletskin introduced problem-based
video podcasts covering key areas in mathematics. The video podcasts were created as
self-study tools, and used by higher education students to acquire pre-calculus skills [11].
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The results indicated that a majority of students used the video podcasts frequently,
viewed them as easy to use, effective learning tools, rated them as useful or very useful,
and reported significant knowledge gains in pre-calculus concepts.

Love et al. compared a classroom using the traditional lecture format with a flipped
classroom during an applied linear algebra course [17]. Students in the flipped class-
room environment had a significant increase between the sequential exams compared to
the students in the traditional lecture section, but they performed similarly in the final
exam. Moreover, the flipped classroom students were very positive about their expe-
rience in the course, and particularly appreciated the student collaboration and
instructional video components.

Bates and Galloway conducted a practice-based case study of curriculum redesign
in a large-enrolment introductory physics course [2]. The course followed a flipped
classroom approach, where lectures were transformed to guided discussion sessions,
with focus on peer instruction techniques and discussion facilitated by extensive use of
clicker questions. Their results suggest student engagement with pre-class reading and
quiz tasks, positive student perceptions of this different instructional format and evi-
dence for high quality learning.

Enfield applied a flipped classroom model of instruction in two classes of a course
focusing on web design [7]. Student reports suggested that the approach provided
students with an engaging learning experience and was effective in helping students
learn the content. They also found that students increased self-efficacy in their ability to
learn independently.

While the aforementioned approaches report on benefits of the flipped classroom,
there are also critics to this approach [12, 18, 19]. Concerns include among others:
criticism about the accessibility to online instructional resources, the growing move
towards no homework, increased time requirements without improved pedagogy,
teachers concerns that their role will be diminished, lack of accountability for students
to complete the out-of-class instruction, poor quality video production, and inability to
monitor comprehension and provide just-in-time information when needed.

Our research efforts focus on improving mathematics education in “creative”
engineering studies by use of technology [26]. In this context and taking into con-
sideration the reported strengths and weaknesses, we introduced the flipped instruc-
tional model during two consecutive semesters for a statistics course and a
mathematical workshop at Media Technology department. In both semesters, we col-
lected data on student perceptions on their experience with this new instructional model
through survey studies. In this article, we discuss the results and we extract require-
ments for resources and activities in flipped classrooms that promote student learning
and engagement.

This article is organized as follows: the next section discusses the theoretical
framework, which we employed for designing the flipped classroom and the related
out-of-classroom and classroom activities, the third section reports on the methods we
used to design our studies, the fourth presents data from two survey studies on student
perception on the flipped classroom and our own experiences, while the fifth section
discusses these findings and proposes a framework on experience-based learning that
can be used to improve student reflection and engagement in flipped classrooms. We
conclude this article with some suggestions for future work.
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2 Problem-Based Learning and the Flipped Classroom

In the literature, there have been used various theoretical frameworks to justify the
flipped classroom and support the design of in- and out-of-class activities. Such the-
oretical frameworks typically argue for the benefits of student-centered and collabo-
rative learning (e.g. active learning, problem-based learning, peer-assisted learning) [4].

Throughout our research, we are inspired and guided by the Problem-Based
Learning (PBL) pedagogy, which is applied at Aalborg University since its estab-
lishment in 1974 [1]. PBL is a student-centered instructional approach, in which
learning begins with a problem to be solved. Students need to acquire new knowledge
in order to solve the problem and therefore they learn both problem-solving skills and
domain knowledge. The goals of PBL are to help the students “…develop flexible
knowledge, effective problem solving skills, self-directed learning, effective collabo-
ration skills and intrinsic motivation.” [10].

At Aalborg University, PBL is also combined with group work [14]. While
working in groups, students try to resolve the problem by defining what they need to
know and how they will acquire this knowledge. This procedure fosters the develop-
ment of communication, collaboration, and self-directed learning skills. Moreover,
group work in PBL may enable students to experience a simulated real world working
and professional environment, which involves process and communication problems
and even conflicts, which all need to be resolved to achieve the desired outcome.

Additionally, PBL represents a paradigm shift from the traditional one way
instructional methods. In PBL, the teacher is not an instructor but rather a tutor, who
guides, supports, and facilitates the learning process. The tutor has to encourage the
students and increasing their understanding during the problem-solving process.
Therefore, the PBL teacher facilitates and challenges the learning process rather than
strictly transmitting domain knowledge.

Therefore, the flipped classroom that employs computer-based individual instruc-
tion outside the classroom and devotes classroom time to group activities with the
teacher as facilitator is well justified by the aforementioned principles of PBL. The goal
of a flipped classroom is to let the student study individually at her own pace while
providing the appropriate support material for out-of-classroom instruction and then
come into class, where groups of students engage in group activities facilitated by the
teacher. Since our previous research has shown that mathematics courses at Media
Technology follow mostly the one way transmission model (lectures as presentation of
information) [24], we decided to introduce the flipped classroom approach in mathe-
matics related courses for Media Technology students for aligning them with the PBL
pedagogy. In the following sections, we present two studies on the introduction of the
flipped classroom at our department with a focus on out-of-classroom instruction.

3 Methodology

We introduced the flipped instructional model during two consecutive semesters at the
Media Technology department, Aalborg University Copenhagen. In the first semester,
we introduced a flipped classroom approach for a statistics course [25], while in the
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second semester we used this approach for teaching mathematics related to computer
graphics rendering [23]. To facilitate this instructional approach, we provided students
with online resources for out of classroom instruction. In the first semester, we created
our own screencasts, which were combined with selected sections of the www.
mathisfun.com webpage, readings from the www.betterexplained.com webpage, and
scanned lecture notes from their past mathematics course covering the relevant sub-
jects. In-class assignments were provided along with each lesson. In the second
semester, we substitute our screencasts with selected Khan Academy screencasts and
related practice problems, because our experience was that creating quality screencasts
is time consuming and hard, since students criticized our won screencasts. Students
were required to choose at least one of the proposed resources for studying before
lectures. We estimated that going through any of the provided resources would not take
more than one hour and a half to complete.

In both semesters, the learning process generally followed the same sequence. Prior to
class, students were expected to watch the related video lessons and read the external web
resources. In the second semester, students were also provided with some practice
problems, which were related to the material they had just studied. In both cases, students
were provided with a reading guide in order for students to not get lost in the provided
information. During class, a question round took place, in order to clarify aspects that
students found challenging. Then, students were provided in-class assignments to reflect
on, discuss, and practice what they had learned. The classroom activity was mainly not
teacher led; instead, students in groups worked on the assignments while the instructor
provided individual guidance as needed. The in-class activities were structured so as
to provide students with a variation of the tasks they completed when watching the video,
providing opportunity for both practice and transfer of learning to new situations.
Additionally, some activities were teacher led demonstrations. Since students were
expected to already know some content from previous mathematics courses, the teacher
was calling on individuals to explain what to do to complete the task.

During both semesters, we conducted a survey study in order to further investigate
student acceptance and experiences in the flipped model, and student perceptions and
preferences on screencasts. These online surveys used a Likert scale in order to collect
student responses. Items in the survey were measured using 5-point rating scales, with
the range of answers from “strongly disagree” to “strongly agree.” Moreover, there
were items, which gave students the opportunity to provide further information in an
open-ended manner.

4 Combining Experiences and Results from Two
Survey Studies

In the first semester, we collected answers from 104 fourth-semester students, while in
the second semester 46 fifth-semester and master students responded to the survey
(N1 = 104, N2 = 46). The results of these two survey studies and their analysis are
described in [23, 25]. In the following, we present results from both studies (quanti-
tative and qualitative data). For better presenting the results, we have analyzed the
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responses and extracted the main topics raised by the questionnaire statements and
students’ comments.

4.1 Impact on Learning and Understanding

The majority of students who were exposed to out-of-classroom instruction reported
that using screencasts and other online resources contributed to improved learning and
understanding. In their responses, students mentioned the following characteristics of
such resources as improving their learning and understanding. Firstly, online resources
can be seen or read multiple times and they give the learner the opportunity to only
focus on specific parts of it. This feature allows for recapitulation of challenging parts
of the reading curriculum and focusing on what the individual student perceive as
important. Regarding adapted instruction, another important feature of online resources
is that they provide different means and approaches for explaining the same thing. For
that reason, students reported that such resources also contribute to understanding the
course material, since they can find alternative explanation in case they are not satisfied
with ones provided in the material chosen by the teacher to cover course-related topics.
Students also mentioned that screencasts increase understanding because they provide
step-by-step explanations and an overview of the process of solving a specific problem.
When Khan Academy material was used, students favored also the fact that they are
provided with hierarchically organized mathematical knowledge and the connection
between topics in mathematics.

Nevertheless, there were students, who criticized the effect of screencasts and
online resources in better understanding. Some of them argued that watching a
screencast or reading a solved mathematics example does not necessarily lead to
improved learning, if learners are not forced to practice themselves. Some others
reported that out-of-classroom instruction can be difficult to follow for weak students
with gaps in their mathematical knowledge or who don’t understand the terminology
used. Finally, a student expressed even a more general concern regarding online
resources. He feared that getting used to find solutions and explanations on the internet,
the learner becomes lazy – as he mentioned: “…on a philosophic point of view, we
could end up as “google-heads” where the things we look up on the net are not really
remembered at all, since our brain might fall into a sleep in which it’s accustomed to
be given the answer instead of remembering it…”.

4.2 Self-reported Engagement

In the survey studies, students were asked if different resources help them to engage
during out-of-classroom instruction. Students gave screencasts a better engagement
mark compared to text-based online resources. They also favored the fact that they can
follow out-of-classroom instruction at their own convenience and they can control the
pace instruction. Furthermore, they mentioned that they felt engaged in the classroom,
because they could on their own try things out before the lecture and then ask more
relevant and specific questions to the teacher. However, few students said that it was
boring and tiresome to watch screencasts.
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4.3 Information Overload and Filtering

Although we provided the students with a detailed reading guide and we selected only
relevant sections from the online resources we proposed to them, there were still
students who complained about the time they had to spend on out-of-classroom
instruction. Others criticized the screencasts for being too long and others said that they
feel overwhelmed by the plethora of information on the internet, when they are
searching for alternatives explanations. Finally, many students challenged the validity
of the available information on the internet. They argued that not all sources can be
trusted and that in some cases information is misleading. A student summarized both
problems of information overload and validity as follows: “It may take a long time to
find the right resources for you and you cannot be 100 % sure they are actually
correct.”

4.4 Out-of-Classroom and Classroom Instruction

Regarding out-of-classroom instruction, students appreciated the fact that they could be
introduced to lecture material and practice with it before going to the class, because
according to their comments they were able to ask more in-depth and meaningful
questions. They also mentioned that it felt as they had more time for the course
compared to traditional lectures. In general, we got positive feedback for the new
instruction model and students mentioned that they liked the combination of out-of-
classroom and classroom instruction.

What students missed in out-of-classroom instruction was mostly the ability for
just-in-time explanations. Students said that it would be nice to be able to get answers
to questions raised while studying alone. Moreover, the students mentioned that in-
classroom explanations are paramount and they underlined the importance of inter-
action with the teacher. Finally, there were students who said that they were not sure
how they feel about the flipped classroom, since it was the first time they experienced
this instruction model.

5 Discussion

Our results so far indicate that online resources were seen by students as valuable and
useful as an aid to learning. We also believe that out-of-classroom instruction can
contribute to improved understanding, since it has been found that working with
mathematics by themselves is perceived by students the most important learning [22].
Screencasts, visualizations and other online resources are also powerful media and
provide different ways to engage with mathematical thinking. Nevertheless, it is
imperative that teachers make sure that students practice while going through all this
material, otherwise they cannot be sure that authentic learning takes place [21]. Pro-
viding practice tests and quizzes can help in making the students study and come to
class prepared. Moreover, out-of-classroom and classroom (typically group) activities
should be carefully chosen and always being part of a pedagogical framework, which
justifies this kind of activities. Otherwise, teachers cannot be sure that such activities
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will result in meaningful mathematical work and student learning. If these precondi-
tions are met, then the lecture time can be devoted to in-depth discussions and
the teacher will be able to offer personalized and meaningful feedback. Otherwise, the
lecture time has to be spent for presenting the information the students should have
studied before classroom, and this eliminates the added value of a flipped classroom.

A flipped classroom may also contribute to more engaged students. Our results
show some evidence for that, since students reported that working with online
resources increased their engagement. We also experienced that in-group and in-class
discussions during lectures unfolded more smoothly, students participated more
actively and asked not only more but also more advanced questions compared to our
previous classes. The group classroom activities were another engagement factor,
especially for weaker or more introvert students.

However, the decision of which tools should support the out-of-classroom learning
is a crucial one not only in terms of learning but also for engaging the student. Based on
our experience, we propose that the time devoted to out-of-classroom activities is
estimated and kept in mind, when choosing the material given to students or when
producing resources (e.g. screencasts). A guided reading curriculum will also help
students structure their out-of-classroom studying and not get lost in the provided
information. Moreover, providing all the necessary information is important in order to
avoid students spending their time looking for it on the web. Finally, as far as online
resources in general are concerned, we recommend that students are taught how to
determine the validity and affordances of such resources.

In their responses, students reported that they lacked the ability for clarifying
challenging parts during out-of-classroom instruction. In order to deal with such
problems, researchers have introduced the holistic flipped classroom, where teachers
support students both in- and out-of- classroom [5]. Nevertheless, such approaches
increase the burden of the teacher, who has already a tight schedule in a flipped
classroom (production or selection of online resources, planning of activities and actual
lectures). Moreover, we believe that letting the student think about the challenging
parts is not per se a disadvantage, because it provides time for students to reflect before
coming to the classroom, where the teacher can help. Of course, clear instructions
about how and when answers and clarifications will be given are required, in order to
avoid student frustration. Practice tests can also help the students check their com-
prehension, while studying by their own.

All in all, we received positive feedback for the new flipped instruction model.
Students were in favor of the blending character of this model, in accordance with
results of other studies (e.g. [16]), although there were some students who underlined
the importance of the teacher’s role and of in-classroom explanations. This may be
attributed to the fact that this was their first experience in a flipped classroom, where the
teacher’s role is different compared to the traditional lectures, where he uses most of
the classroom time. In the literature, there have been reported similar comments from
students who think that the teacher’s role is reduced in flipped classrooms [9], but we
believe that they can be attributed to the transition phase from a traditional to a flipped
setting. In such transitional phases, students will need time to get used to their teacher’s
new role.
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By applying the flipped classroom, we have also noted that it has another important
potential, which has not been emphasized in the literature. The flipped learning model
can be used to support a continuous cycle of student reflection over practice and
experimentation [15]. We use the term reflection, as used in the Cowan model (Fig. 1)
[6]. Cowan combines the analytical reflection from Kolb’s experienced-based learning
cycle “experience-reflect-generalize-test” [13], with Schön’s evaluative reflection for
creating this model of reflection loops [20]. Schön’s reflection-for-action is the
reflection that takes place prior to actions, while his reflection-in-action and the actual
action take place at the same time. Kolb’s reflection-on-action is more systematic than
reflection-in-action and a means to get from experience to conceptualization. We
propose that provided that the out-of-classroom and classroom activities are designed
properly and the reflection process is facilitated by the teacher, the flipped instruction
model with its out-of-classroom, in-classroom and after-classroom phases can be used
to involve students in reflection loops and to progress experienced-based learning.
However, we still have to apply this framework for data collection in order to prove our
assumption.

6 Conclusions

In this article, we presented results from two survey studies conducted in two con-
secutive semesters at the Media Technology department of Aalborg University
Copenhagen. Taking inspiration from the PBL pedagogy, we applied the flipped
instruction model in a statistics course and then at a mathematics workshop. The
studies addressed student perceptions on the flipped classroom approach, they had just
experienced. We discussed the results of these studies in four dimensions: self-reported
impact on student learning and engagement, information overload and filtering and out-
of-classroom and classroom instruction. This discussion revealed some of the advan-
tages and disadvantages of the flipped classroom according to students and according
to our own experience. Based on these findings, we proposed design requirements for
out-of-classroom instruction. We believe that the flipped classroom can increase stu-
dent engagement and motivation, encourage deeper though and provide confidence for
weaker students, provided the aforementioned design requirements are taken into

Fig. 1. Cowan’s model with reflection loops (taken from [6])
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consideration. Our results suggest also that the resources and activities in such
classrooms may determine if the student will engage and learn. Therefore, we presented
a framework for student reflection that can be used for designing resources and
activities at flipped classroom to promote experienced-based learning. Although the
results revealed that students perceive out-of-classroom instruction as contributing to
their learning and understanding, it is difficult to draw firm conclusions in terms of
improvements to student learning as at this stage it has not been possible to measure
this quantitatively. In the future, we aim at applying the presented framework in order
to collect data on student reflection in the flipped classroom, and at conducting a
quantitative study, in order to compare student attainment in traditional and flipped
settings.
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Abstract. Nomophobia, or no mobile phone phobia, is the fear of being out of
mobile phone contact and considered a modern age phobia particularly common
among young smartphone users. This qualitative study sought to identify the
dimensions of nomophobia as described by college students and adopted a
phenomenological approach to qualitative exploration. Semi-structured inter-
views were conducted with nine undergraduate students at a large Midwestern
university in the U.S. Based on the findings, four dimensions of nomophobia
were identified: not being able to communicate, losing connectedness, not being
able to access information and giving up convenience. Given the widespread
adoption of smartphones and integration of smartphones into educational set-
tings, findings of this study can help educators better understand learners’
inclination to use their smartphones at all times.

Keywords: Nomophobia � Dimensions of nomophobia � Smartphones �
Phobia

1 Introduction

As the most recent evolution of mobile information and communication technologies
[1], smartphones have been widely and rapidly adopted. 58 % of American adult
population are reported to own a smartphone [2]. Of these smartphone users, 83 % are
aged between 18 and 29. Thus, smartphones are particularly popular among young
adults. As a matter of fact, college students are considered as the early adopters of
smartphones [3].

While the proliferation of smartphones can be attributed to numerous benefits and
features they provide, there are certain problems associated with mobile phone use in
general and smartphone use in particular. One such problem is nomophobia. Nomo-
phobia, or no mobile phone phobia, is “the fear of being out of mobile phone contact”
[4]. It is considered a modern age phobia resulting from the interactions between
people and new ICTs and is used to refer to the feelings of anxiety and/or discomfort
caused by being out of reach of a smartphone [5].

Given the widespread use of smartphones by college students, it should come as no
surprise that they are prone to nomophobia. However, nomophobia has received little
attention and has not been thoroughly investigated as a theoretical construct.
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Thus, the purpose of this qualitative study was to explore the dimensions nomo-
phobia through the experiences of college students. Specifically, this study sought to
address the following research question: What are the dimensions of nomophobia as
described by college students?

2 Method

2.1 Design

To address the guiding research question, this study adopted a phenomenological
approach to qualitative exploration because the purpose was to explore the dimensions
of nomophobia by describing the lived experiences of college students about the
phenomenon, nomophobia [6]. Phenomenology, as a qualitative inquiry approach,
attempts to explore a phenomenon through participants’ narrative descriptions of their
own lived experience [7, 8]. Hence, semi-structured interviews were conducted with a
sample from college students to better understand the dimensions of nomophobia based
on the lived experiences of the interviewees.

2.2 Participants

Participants were recruited for the interviews using purposive sampling strategy, with
the purpose of identifying the participants who had experienced the phenomenon and
therefore who could provide the most accurate narrative description of the phenome-
non. That is why a criterion sampling strategy was used for purposive sampling. For
this purpose, a screening questionnaire was distributed through email messages, using
snowballing strategies.

The screening questionnaire was composed of questions related to smartphone
ownership, duration of ownership, and smartphone use. Also, the questionnaire
included eight items from a previously developed and validated questionnaire, Test of
Mobile Phone Dependence (TMD) [9]. The reason for the use of this questionnaire was
to determine the respondents who heavily depended on their smartphones based on
their dependence score obtained from the TMD items.

The selection of the respondents was based upon the following criteria: (1) the
respondent owned a smartphone for a year or more, (2) the respondent had a mobile
data plan providing access to the Internet via the smartphone, (3) the respondent spent
more than an hour using his or her smartphone, and (4) the respondent had a depen-
dence score, calculated using the responses to the TMD items, greater than the mean of
the scores of all respondents.

Those respondents meeting these criteria were contacted and invited for an inter-
view. As a result, nine undergraduate students (four males, five females), aged 19–24,
were recruited as participants for the interviews.
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2.3 Materials

Prior to the onset of the study, an interview guide was prepared to be reviewed by the
Institutional Review Board at the university where this study was conducted. The
interview guide contained a variety of questions, starting with general questions about
college students’ smartphone use habits (e.g., for what purposes do you usually use
your smartphone?), and delving into the feelings associated with the availability and
unavailability of the smartphone (e.g., how would you feel if you left your smartphone
at home and had to spend your day without it?, and would you feel anxious if you could
not use your smartphone for some reason when you wanted to do so?).

2.4 Procedures

One-on-one, semi-structured interviews were conducted with the nine participants
individually in a university office on campus. Upon their arrival at the interview
location, the participants were informed about the study. Then, they were given an
informed consent form with all the information about the scope of the study and
instructed to sign it if they agreed with the procedures outlined in the form. After
the interviews’ permission was granted, all the interviews were audio-recorded and the
interviewees were assured about confidentiality of their information. During the
interviews, the interview guide was followed to make sure that all the interviewees
were given the same information about the study and were asked the questions. After
the interviews, the recordings were transcribed verbatim and pseudonyms were used to
protect the identity of the participants.

2.5 Data Analysis

To analyze the qualitative data from the interviews, phenomenological data analysis
steps as described by Moustakas [8] were followed. In essence, phenomenological data
analysis consists of three main steps: phenomenological reduction, imaginative varia-
tion, and construction of the essence of the experience [6, 8]. The initial step in
phenomenological reduction is horizonalization, which basically encompasses identi-
fying significant statements about the interviewees’ experience while giving equal
amount of importance to all the statements in regards to their contribution to under-
standing the interviewees’ experience [6, 8]. This step is followed by the elimination of
repetitive and overlapping statements [6] to divulge the interviewees’ narrative
description of their lived experience, which are commonly referred to as invariant
constituents [8]. Later on, these invariant constituents are grouped into themes repre-
senting meaning units [6]. Incorporating these themes and interviewees’ statements, a
textural description of the experience is written.

Imaginative variation is a process in which a structural description of participants’
experience with the phenomenon is constructed by using the textural descriptions from
the phenomenological reduction [8]. The essence of experience is constructed through
the synthesis of the textural descriptions and the structural description [6, 8].
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After reading the transcriptions of all the interviews repeatedly and thoroughly,
horizons were extracted from each interviewee’s transcription. Then, these horizons, or
significant statements about the participants’ experience, were grouped into meaning
units through thematic clustering. Consequently, the textural description of the expe-
rience for interviewees was obtained. Later, a structural description of the interviewees’
experience was written, which was then used to construct the essence of the phe-
nomenon, nomophobia, through the narrative descriptions of the interviewees [7].

2.6 Trustworthiness

In qualitative research, member-checking is important for the verification of the
accuracy and trustworthiness of the findings by requesting input from participants [10].
Member checking was used to make sure that the findings of the phenomenological
analysis reflected accurately the interviewees’ experience. All interviewees were
invited for member-checking through an email message explaining what they were
requested to do. They were asked to read the descriptions of their experience and assess
whether the descriptions reflected their experience. Also, they were asked to propose
changes or corrections if anything was not accurate enough. Three out of nine inter-
viewees were able to check the descriptions of their experience. They did not make any
changes on the descriptions. They confirmed that the descriptions were accurate and
valid, alluding to the credibility of the interpretations.

3 Findings

As a result of the phenomenological analysis of the interview transcripts, four
dimensions of nomophobia were identified: (1) not being able to communicate, (2)
losing connectedness, (3) not being able to access information and (4) giving up
convenience.

3.1 Not Being Able to Communicate

This dimension refers to the feelings of losing instant communication with people and
not being able to use the services that allow for instant communication. It also
encompasses the feelings of not being able to contact people and to be contacted.

The interviews showed that the participants heavily relied on their smartphones and
respective features for communication purposes. When asked in what ways he thought
his smartphone affected his daily routines, Peter, a 21-year-old junior in Computer
Engineering, said:

It lets me keep in touch with… like my parents who live out of the state. We can text or talk all
the day without like setting time aside to devote. We can just message each other as needed. For
work and stuff, if someone has a question for me I can respond to them wherever I am.

For the same question, Olivia, who is a 21-year-old junior in Agricultural Educa-
tion, responded as follows: “It lets me communicate with people more easily. So if my
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schedule needs to change or I need to ask someone a question, I can do that more
easily.”

Lily, a 20-year-old sophomore in Elementary Education, said: “I think it enhances
[my daily routines] actually. Obviously communication is so much easier. You can just
text a group to tell them where to meet up…”

Ted, a 24-year-old senior in Mechanical Engineering, explained the importance of
his smartphone as a communication tool as follows:

It is like a good friend to me. It can help me solve many problems. Also, it is a very important
way to connect to other people. For example, I am in the US right now, but most of my friends
are in China or somewhere. I have to use my phone to communicate with them. It helps me feel
better, feel I am not alone. For example, when I first came to the US, I just felt homesick but my
phone helped me communicate with my family so I could feel better. Also, every morning when
I wake up, my first thing is to get my phone and check what I got during the night. Since there is
a time difference with where my friends live, they may send me something during the night. So
every time I wake up I check my phone.

These quotations demonstrate the importance of smartphones as a communication
tool for young adults. Owing to the place of smartphones in their lives, the participants
expressed that they would feel anxious when they could not use their smartphones as
illustrated by the following quotations.

The part that would be unfortunate is like I can’t receive any messages or email. I can’t contact
people I need to contact. That’s not like a nice feeling. (Peter)

Peter’s statement about not being able to contact people was recurrently pointed out
by other participants, as well. When asked how she would feel if she had left her
smartphone at home, Lily said she had forgotten her smartphone at home the day
before the interview. She described her experience as follows:

It is funny I did that yesterday [laughing]. I left it at home. Umm it was kind of weird because
I couldn’t text my roommate and say “when are you riding the bus home?” I couldn’t com-
municate. For that instant communication, I had to wait until I opened my computer on Wi-Fi
and typed out a message. [] The communication one was the hardest for me. [] Not being able to
get a hold of people…

Lily’s experience provides insight into the importance of instant communication for
young adults. To her, instant communication meant being able to get a hold of someone
through text messaging.

Similarly, another problem was related to being out of contact. Tracy, a 22-year-old
senior in Kinesiology, said that she would feel anxious if she could not use her
smartphone based on a recent experience: “I just blew through my first 300 min a
couple of days ago. I was like “Now how are people gonna call me?” Even that makes
me have a feeling of anxiety.”

Tracy also explained how she felt when her smartphone was broken. She said she
hated the fact that she depended on her smartphone too much and added:

The losing of contacts, connection and the losing of information too. Pictures are not a big deal.
But I don’t have the contacts anywhere else so I was like “how am I gonna contact people to let
them know my phone is dead.”
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Thus, Tracy’s statements highlight the value and importance young adults put on
both contacting and being contactable by their family and/or friends.

While calls and text messages were highlighted in the participants’ statements,
email messages were another medium of communication for Astrid, a 22-year-old
senior in Microbiology:

I think I am too attached to my email like I get back to emails really quickly, which is great for
some things, but sometimes I feel too plugged in to the email. [] I think that not being able to
check my email would probably make me a little anxious just because I know at the end of the
day I probably would have a full inbox. I wouldn’t be able to check it. If someone like needed
me for something, I wouldn’t be able to respond right away.

To Astrid, email messages were just as important as calls and text messages. Her
statement also shows her desire to respond to people immediately when they try to
contact her.

3.2 Losing Connectedness

This dimension is related to the feelings of losing the ubiquitous connectivity that
smartphones provide, and being disconnected from one’s online identity (especially on
social media).

The interviews revealed that connectedness was a driving force for young adults to
use a smartphone. Astrid stated that one of the benefits of her smartphone was that it
helped her stay connected. She said:

I think it allows me to stay up-to-date with my friends and all of that. I also have this app that
allows me… I went abroad this past summer so I have a lot of friends in Africa that I can’t text.
So it helps me stay connected to them because there is like this free texting app so I can text
them for free through that. And then I think it facilitates my ability to stay connected to my
classes like I have a Blackboard app that I check for updates and lecture notes and all of that.

Another important point raised by the participants was related to how they ensured
that they saw the notifications from their smartphones. For instance, Peter said:

When I am on my computer or something, I would leave my phone like facing this way
[showing his smartphone facing up so he can see the screen when it is on the desk] and then
there is a light here [showing the place of the light]. It would change like if it is olivine, it is
a text from my girlfriend. If it is like blue, it is like a friend. If it is purple, it is an email. That
way if I notice it and I can decide. If it is purple, I don’t care about email right now so I can just
work on.

Astrid stated:

I have my smartphone like next to me on my desk like at home. So if it buzzes because someone
like Facebooked me or whatever, I will check that and go back to what it is I am doing. I guess
I don’t like seeking out to check it while doing something but if I see that someone is like
contacting me I will check it.

Lily said:

If it is just sitting here and I know nothing has happened with it, I don’t need to check it. Or if
I don’t hear it ring, or if it is just in a bag somewhere but if I hear it go off then I had that need of
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“what is it? what is the notification?” If I could, I would check. I wouldn’t if I am having a
meeting with a professor. I wouldn’t check it; I would just wait. But if I am just doing
something on my own, I would check it.

Ted recurred: “If there is a notification, I would check it as soon as possible. If it is
nothing important, I would continue what I was doing.”

These quotations illustrate the importance young adults attach to making sure that
they notice the notifications they receive from their smartphones and their desire to
check their smartphones for notifications. They appear to view notifications as a way of
ensuring connectedness: if they have notifications, it means they stay connected to their
online identity and networks.

Connectedness seems not only related to their online identity but also to the
smartphone itself. Tracy’s comment provides an exemplar of this point: “[my smart-
phone] is very important because of that connectedness and I got used to it. So it is hard
to go backwards.”

It is worth noting that Tracy brought up a recurrent point - being used to having a
smartphone. When asked how she would feel if she did not have her smartphone with
her, Olivia said:

Because you are used to having it in your pocket or in your hand and it is like you are always
touching your pockets, looking for it and like situations like on the bus or if I am sitting outside
the classroom, waiting for the class to start, I don’t know what to do with myself cause in that
situation I’d be probably on my phone.

Furthermore, Peter commented: “Once you are used to having a smartphone, you
don’t want to go back to having like an old phone.”

These statements suggest an interesting point: not only do young adults, via their
smartphones, feel connected to their online connections and networks but they do feel
connected to their smartphones, as well.

When asked how she would feel if she had left her phone at home, Olivia said:
“Umm I have done that before and I just feel kind of like naked.”

For the same question, John said he would feel awful. He added:

Pretty much for me it is just like it becomes twined with your everyday routine and everything.
I mean it is just like it is not comfortable to have a day without it. If you went all day without,
uhh…, get rid of your backpack and pencils and stuff. Imagine going to a class and it would be
just weird, I guess. For me, I lost my cell phone in a classroom one day. I couldn’t find for like
four hours. In that four hours, I was like I just lost power instead of cost, you know. So I guess
losing it versus forgetting it is different but yeah I mean going without it is a huge drawback
‘cause it is entwined with everything today. It is also kind of an expectation. I guess for the
most part society just kind of expects everybody to have a smartphone. So it is like “yeah, I will
send an email. Reply once you get it.” You know it is not like five hours later when you get
home. They want responses quick.

John’s portrayal of his smartphone as being entwined with his daily routine shows
how important connectedness is in his life. He brings up a very important point that
having a smartphone is an expectation in society. To further explain his point, he
added:

It pretty much is considered mandatory in society now. People will complain about people who
are on their smartphones too much but if you look around at what everybody else is doing if you
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didn’t have a smartphone or you weren’t on your smartphone, that’s a lot of less productivity. It
is just away from the norm.

Thus, he viewed not having a smartphone as an aberration from the norm.

3.3 Not Being Able to Access Information

The dimension of not being able to access information reflects the discomfort of losing
pervasive access to information through smartphones, being unable to retrieve infor-
mation through smartphones and search for things on smartphones.

The interviews showed that accessing information on smartphones was of great
importance for young adults. As a benefit of having a smartphone, Peter said:

I like the ability of… if you are walking around, and you are like “oh, what is this song?” you
can pull out an app that figures out what song is playing. If you are thinking about “what did
I just learn in the lecture today?” you just pull out and google what the lecture note was and like
no matter where you are, if you have a question you don’t have to set that question aside. You
can just figure out the answer like immediately. Things there most of the Internet, I guess.

Robin, a 21-year-old junior in Elementary Education, described the benefits of her
smartphone in terms of how it facilitates access to information as follows:

Benefits would be like I check the weather and check like if I have a question like about I didn’t
know when the [football] game was, so I could check when that was or questions like someone
says something and I am like “what does that mean?” so I check it on my phone. Or “what actor
was in that movie?” So that’s kind of how I use it for that.

Similarly, Lily said her smartphone was very beneficial for accessing information
and added:

I use it for my news. I use CNN and BBC apps to like get the world news. I am constantly
googling things, looking things up. So instant gratification in a way. Like I can find things right
away if I wanna find or know something.

Ted said:

It benefits me a lot. Just like with a smartphone I can get as much information as I want.
Because I am an international student, when I have trouble reading something or I don’t know
what a word means I can look it up on the Internet. It provides me with a lot of information.
Also, it has many features. It has a camera. It can work like an iPod or something. I can listen to
music. I can take pictures. It also has GPS or navigation. It is very useful.

Barney, a 22-year-old senior in Aerospace Engineering, described the benefits of
his smartphone as follows:

Especially with class projects and stuff like that, it is really nice because I like to be able to look
things up. That has come in handy a couple times, as I have been talking about. School projects
with other friends.

To further explain how he uses his smartphone to access information, Barney also
added:

It is especially nice if I have a test coming up. Sometimes I take my study notes on Evernote.
From there I can pull out my notes and just look at them quick. Sometimes I make some study
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notes. If I don’t wanna pull out a bunch of sheets, I can like quick search through them to find
different things. So many of my classes have like online stuff. For a good example, I had a
German test yesterday. When I was on my way to the class, I just pulled out my smartphone,
loaded up the PowerPoint and just started reviewing it while I was walking.

These quotations exemplify the importance put on accessing information through
smartphones. Since it is a very essential component of their smartphone use, young
adults report problems when they cannot access information through their smartphones.
The following statements by Olivia provide an insight into this issue:

I like having information at my fingertips like if I don’t know the answer of something, I wanna
know it right away. So I’m gonna use my smartphone to look it up. [] And if I couldn’t answer a
question right away, without that access to the Internet I feel like that would make me
uncomfortable.

The same concern was pointed out by Peter, too. He said: “I would feel anxious if
I can’t google information.”

3.4 Giving up Convenience

This dimension is pertinent to the feelings of giving up the convenience smartphones
provide and reflects the desire to utilize the convenience of having a smartphone.

The interviews revealed that the participants found their smartphones convenient.
When describing his use of his smartphone, John said:

[My smartphone use] has probably been excessive. I mean just because it is so convenient,
I mean you have literally everything you need in your pocket. If I didn’t have to type papers or
play Legal Legend, I probably wouldn’t need a laptop. I mean there is research, I suppose too. It
is just convenient; you always have everything you need right there. [] I mean having like a 4G
LT like everywhere here and having the convenience is really nice to have. Especially being
able to drive anywhere now. We don’t have like dead spots for the most part. I mean besides
like a few spots you have pretty much Internet anywhere, which three years ago even you drive
out of a city and there is nothing.

Although John believed that he was using his smartphone excessively, he did not
seem to be worried about it because of the convenience it provides. When asked how
he would feel if he could not use his smartphone, John stated:

I would say it is kind of situational. For the most part, I would definitely feel anxious. I mean if
you are in the middle of the day and if it is 2 o’clock and your class is until 4 or something, you
know. It is like snowing outside. You know there is always stuff that can happen. Just being out
of the loop completely and not having that right here you know… It is almost like a comfort that
you carry around with you. It is like a peace of mind, I guess.

John appeared to associate having a smartphone with relaxing or relieving the stress
of “being out of the loop.” Barney was also pleased with the convenience his smart-
phone provided. He described it even further:

It is kind of a freedom. It is the same thing as moving from a desktop to a laptop computer. With
desktop, obviously you are stuck wherever that is but with laptop you can freely move about the
house or move to a friend’s location. The same thing with the smartphone is now suddenly you
don’t even need the Internet. You can kind of move wherever then and you get access to the
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Internet and get access to anything. So it is kind of the same way of freedom. If I wanted to,
I could access anything at any time.

These quotations demonstrate that having access to the Internet one of the most
convenient commodities smartphones allow for. Both John and Barney touched upon
the convenience of constant and instant access to the Internet anywhere and anytime.
If this convenience of having constant access to the Internet is not provided, then
the feelings of discomfort emerge, as demonstrated by the following statements.
Robin said:

It would be kind of annoying because it is just I am used to it again. If I don’t have service for
the Internet, then I would be like always keep trying to see if I do have service or something like
that. If I am in a different state, it doesn’t always work out and so that’s really annoying. I am
always like “oh, I wish I was back in Iowa so I could use my smartphone again.” One time my
smartphone broke, then I got a non-smartphone to use and then it wasn’t as big of a deal
because I knew it didn’t have those capabilities. But I already knew that. If this one [showing
her smartphone] wasn’t working, again that would be annoying because I am paying for it and
I know that I should be able to use it.

As Robin’s statements show, when she knows she should be able to use her
smartphone and utilize the convenience it offers, she expects to have it available all the
time. If not, she feels annoyed. Based on her experience with the “non-smartphone”, it
might be that as the expectations from the smartphone increase, the feelings of
annoyance and/or anxiety tend to be more severe.

Moreover, Ted stated:

Sometimes I feel anxious but mostly if there is not internet connection, I would try to go
somewhere else to get access to the Internet. If my battery goes dead, I would try to charge my
phone. I would try to make it alive.

Likewise, Ted, who was an international student, said:

Actually, when I am with my family and friends, I would not feel uncomfortable if my battery is
low or dead. I think when I am lonely, I feel my phone is a very important thing. But when I am
not alone, or I have something to do, I don’t feel the same.

Ted’s comment is an exemplar of the effect of loneliness and being with family and
friends on the feelings attached to the smartphone.

The importance of having battery in the smartphone was pointed out by another
participant, as well. John, who was previously reported to believe that his smartphone
was a peace of mind for him, expressed his desire for having a charged battery in his
smartphone as follows:

[] If it does go dead, that’s the sort of thing when it is like “I need to charge my phone right
now”. Especially, if I’m not at home and it dies, it is just an uncertainty of like what if I forgot
my keys? [] If it does die, you lose a peace of mind.

This statement exemplifies how important it is for young adults to have a charged
battery so that their smartphone will be “alive”. John appeared to attach the same value
to having his smartphone with him as the value to having his keys with him.

Another important point was made by Tracy when asked to describe her smart-
phone use. She said:
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Ummm, I would probably say that I am addicted to my phone based on when my phone died a
couple of weeks ago and I had to get a new one and I was like “Oh my Gosh what am I gonna
do?”. And then within 24 h I had a new phone, just real quick. [] I felt like I was gonna get
stranded somewhere [laughing]. [] Like “well, I don’t have phone now. What do I do?” Like
Dark Ages. Just kidding but yeah [laughing]”

Tracy described herself as being addicted to her smartphone. She appeared to count
on her smartphone as a means of ensuring safety.

4 Conclusions

This study provided greater insight into nomophobia and enhanced our understanding
of the phenomenon by identifying the dimensions of nomophobia as described by
college students. In this study, nomophobia is defined as the fear of not being able to
use a smartphone or a mobile phone and/or the services it offers. It refers to the fear of
not being able to communicate, losing the connectedness that smartphones allow, not
being able to access information through smartphones, and giving up the convenience
that smartphones provide.

Owing to the advances in mobile ICTs, smartphones have infiltrated into every
aspect of our lives, including teaching and learning environments. Given their endless
features, mobile ICTs, especially smartphones and tablet PCs, have been closely
integrated into teaching and learning. Thus, it is almost inevitable to think of a
classroom setting in which smartphones and tablet PCs are not used. That being said,
smartphones are sometimes reported to be counterproductive to instructional practices
because of their distractive nature: as the students have constant access to the Internet
and thus to their online identity on social media, it becomes challenging for instructors
to keep their students engaged in instructional activities, in lieu of their smartphones. In
that sense, having a better understanding of why students are so attached to their
smartphones can help instructors find better solutions to address the problem of
engagement and distraction from the learning activities.

This study contributes to the nomophobia research literature by identifying the
dimensions of nomophobia through the experiences of college students. Because
smartphones have become an integral part of classrooms and have been extensively
used as an instructional technology, it is of great importance for educators to consider
the unintended consequences and implications of smartphones in regards to teaching
and learning. Future research is warranted to investigate the relationship between
nomophobia, and academic success and motivation.
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