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Abstract. Community structure is one of the most significant properties of 
complex networks and is a foundational concept in exploring and analyzing 
networks. Researchers have concentrated partially on the topology information 
for community detection before, ignoring the prior information of the complex 
networks. However, background information can be obtained from the domain 
knowledge in many applications in advance. Especially, the labels of some 
nodes are already known, which indicates that a point exactly belongs to a spe-
cific category or does not belong to a certain one. Then, how to encode these 
individual labels into community detection becomes a challenging and interest-
ing problem. In this paper, we present a semi-supervised framework based on 
non-negative matrix factorization, which can effectively incorporate the indi-
vidual labels into the process of community detection. Promising experimental 
results on synthetic and real networks are provided to improve the accuracy of 
community detection. 
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1 Introduction 

Many systems take the form of networks, such as social and biological networks. An 
important property of the network is community structure which is first proposed by 
Girvan and Newman [1]. Community is a subgraph in which the vertices are more 
tightly connected with each other than with the vertices outside the subgraphs [2]. The 
nodes in the same community have similar features. Detecting the community can 
help us understand and analyze the network more deeply. 

In the past few years, a large number of methods have been proposed to detect 
communities in the complex networks, including GN algorithm proposed by Girvan 
and Newman [3], modularity-based methods [4], stochastic blockmodels [5] and so 
on. Most of these approaches only take the topology information into consideration, 
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little considering the background information. However, in the real world, some prior 
information can be learned from the network, which should be useful for us to identi-
fy the community structure. 

Recently, many semi-supervised community detection algorithms have been  
proposed [6]-[9]. Ma el al proposed a semi-supervised method based on symmetric 
non-negative matrix, which incorporates the pairwise constraints into the adjacency 
matrix for finding the community structure [6]. A semi-supervised method based on 
the spin-glass model from statistical physics can integrate the prior information in 
forms of individual labels and pairwise constrains into community detection proposed 
by Eaton and Mansbach [7].Zhang [8] studied a semi-supervised learning framework 
which encodes pairwise constraints by modifying the adjacency matrix of network, 
which can also be regarded as de-noising the consensus matrix of community struc-
tures. Later, Zhang [9] added a logical inference step to utilize the must-link and can-
not-link constraints fully. These algorithms use the prior information by transferring 
and modifying the adjacency matrix directly. After reconstructing the adjacency ma-
trix, the semi-supervised problem is transformed into an unsupervised one [10].  

Will the important nodes in the priors affect the result of community detection? We 
first extract the individual labels randomly, and later select the nodes in prior informa-
tion concerning its importance. The centrality of nodes in networks can be assessed 
by degree, betweenness, closeness, eigenvector and so on [11-12]. 

In this paper, we propose a semi-supervised framework for community detection 
based on the NMF. One contribution of our framework is that it constructs a matrix 
by the positive and negative labels to more fully utilize the prior information. Another 
contribution is that we research the effect of important nodes in the priors on the 
community detection. This framework is applied to the artificial and real networks. 
The experimental results show that the framework can significantly improve the de-
tection performance. 

The remainder of this paper is organized as follows. Section 2 includes the review 
of basic problem formulation and notations used in our framework. In Section 3, we 
describe our semi-supervised community detection framework in detail. Experimental 
results on artificial and real-world networks are given in Section 4. Finally, a conclu-
sion is presented in Section 5. 

2 Problem Formulation and Notations 

We first give the notation of network which will be used throughout the paper.  
A network can be modeled as a graph G= (V, E), where V is the node set and E is the 
edge set. The network structure is defined by a NൈN adjacency matrix A. N is the 
number of nodes. If there is an edge between node i and j, we set the element ܣ ௜௝  
to 1, otherwise to 0. We assume G is an undirected and unweighted graph. Self-
connections are not allowed.  

NMF was first introduced by Lee and Seung as a method for study the substructure 
of data matrix [13]. It was defined as the factorization of a non-negative matrix A into 
the multiplication of two other non-negative matrices U and V, where A is a NൈN 
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matrix, U and V are NൈK matrices, where K is the target number of communities to 
be detected in the network. In other words, NMF was aimed at mining the Euclidian 
distance between A and ்ܷܸ . The community structure can be inferred from  ܸ :  
node i belongs to the community k if ௜ܸ௞ is the largest element in the i-th row. We 
use the next objective (loss) function to quantify the quality of the factorization result. 
This function is based on the square loss function [14], which is equivalent to the 
square of the Frobenius norm of the difference between two matrices and is presented 
as follows. 

,ܣ൫ܧܵܮܮ  ܷܸܶ൯ ൌ ܣ|| െ 2ܨ||ܸܷܶ   .                             (1) 

Lee and Seung [15] presented iterative updating algorithms to minimize to the ob-
jective function ܮ௅ௌா as follows. 

 ሺܷሻ݆݅ ึ ሺܷሻ݆݅ ሺܸܣሻ݆݅൫ܷܸܶ௏൯݆݅ , ሺܸሻ݆݅ ึ ሺܸሻ݆݅ ൫ܷܶܣ൯݆݅൫ܸܷܷܶ൯݆݅ .                        (2)  

The prior information contains individual labels and pairwise constraints and we 
use the former one in this paper. There are positive and negative labels in the individ-
ual labels. If a node does belong to a community, we call this positive label (PL), 
while if a node does not belong to a community, we regard it as the negative label 
(NL). The matrix O of size N×K is constructed from the background information, 
where N is the number of nodes and K is the target number of communities in the 
complex network. For any node i, we define i-th row of O as follows.  

1. If node i has the PL, and i belongs to the j-th community, then 

௜ܱ௞ ൌ ൜1, ݂݅ ݇ ൌ ݆0, ݂݅ ݇ ് ݆ , for k=1, 2,…K.                            (3) 

2. If node i has the NL, and i does not belongs to the j-th community , then 

௜ܱ௞ ൌ ቊ 0, ݂݅ ݇ ൌ ݆ଵ௄ିଵ , ݂݅ ݇ ് ݆ , for k=1, 2,…K.                          (4) 

3. If node i has no priors, then 

௜ܱ௞ ൌ ଵ௄ , for k=1, 2,…K.                                  (5) 

In this paper, we use the normalized mutual information (NMI) to evaluate the per-
formance of our framework on detecting the community structure [16]. This value can 
be formulated as follows. In Eq.6, R is the real community result and B is the found 
community result. In general, the larger the value of NMI, the better the partition of 
the network will be. 

 NMIሺR, Bሻ ൌ ିଶ ∑ ∑ ே೔ೕ೎ಳೕసభ೎ೃ೔సభ ୪୭୥ቆ ಿ೔ೕಿಿ೔.ಿ.ೕቇ∑ ே೔. ୪୭୥ቀಿ೔.ಿ ቁ೎ೃ೔సభ ା∑ ே.ೕ ୪୭୥൬ಿ.ೕಿ൰೎ಳೕసభ  .                      (6) 
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3 The Semi-supervised Community Detection Framework 
Based on NMF Using Individual Label 

In this section, based on the individual labels discussed above, we first present the 
semi-supervised community detection framework which incorporates the prior infor-
mation into the NMF objective function. Then we will see how the important nodes in 
prior information affect the result of community detection.  

3.1 Description of Our Framework Based on NMF with Individual Labels 

In this section, we propose the semi-supervised framework based on NMF which can 
make use of the individual labels to improve the performance of community detec-
tion. NMF can factorize a non-negative matrix A into the multiplication of two other 
non-negative matrices U and V, where A is an N×N matrix, both U and V are N×K 
matrices. We can infer the community structure in the network from V. In the i-th 
row, it is easy to known, if ௜ܸ௞  is the largest element, then node i belongs to the 
community k. If we have known that node i belongs to the community k, then we can 
enhance the value of  ௜ܸ௞, however, if that node i does not belong to the community k, 
then the value of V୧୩ will be punished.  

To use the individual labels to improve the result, we denote the new representa-
tion of V where the matrix O summarized from the individual labels are used as a 
multiplication factor in Eq.7. In this paper, the sign of operation ۪ indicates the dot 
product. 

 dሺO, Vሻ ൌ O۪V .                                   (7) 

For NMF there is an interesting fact that the estimates are always scale invariant. 

For example, we add a multiplication factor c to U and the other factor 
ଵ௖ to V to get 

different U and V. The product ்ܷܸ will not change. Although there is no explicit 
control for NMF, standard NMF tends to estimate sparse components. The factorized 
matrices are obtained through minimizing an objective function defined in Eq.8. 

 minܷ൒0,ܸ൒0 ܣ|| െ ܷܸܶ||2 ൅ ݏߣ  ∑ ൌ1ܭ1݇||ܸ݇||  .                   (8) 

In the formula (5), the parameter ߣ௦ ൒ 0.Adding penalties to NMF is a common 
strategy since they not only improve the interpretability, but also improve numerical 
stability of the estimation by making the NMF optimization less under constrained. 
The assessment algorithm for the penalized NMF is studied in many papers. The main 
iteration rule in our work is presented as follows. And the parameter ë௦ is set to 1 in 
the experiments. 
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The algorithm of Sparse NMF with individual labels is described. 

program Inflation 
  const ߣ௦ ൌ 1; 
  begin 
   construct O; 
    initialize {U, V}, positive random matrices; 
    repeat 

      set ሺܷሻ௜௝ ՚ ሺܷሻ௜௝ ሺ஺௏ሻ೔ೕሺ௎௏೅௏ሻ೔ೕ; 
      set ሺܸሻ௜௝ ՚ ሺܸሻ௜௝ ሺ஺೅௎ሻ೔ೕሺ௏௎೅௎ሻ೔ೕାఒೞ; 
      V=O۪V; 
      normalization of U,V; 
    until convergence 
end 

3.2 The Evaluation of the Important Nodes 

In the research of the social network, many methods have such a hypothesis, namely the 
importance of node is equivalent to its connection with other nodes, which makes the 
node significant. The basic idea of these methods is the importance of difference be-
tween different nodes in the network is obtained by some useful information, such as the 
degree of node, the shortest path, the weight of nodes and edges. 

The proposed indexes of important nodes mainly can be divided into centrality and 
prestige. Measurement methods mainly include the node degree, betweenness, close-
ness, eigenvector and so on. In this paper, we use the degree and betweenness  
of nodes. A brief introduction about these two methods will be presented in the  
following. 

The degree of nodes refers to the number of edges connected to the node in the 
network. The size of degree can reflect the importance of nodes to a certain extent. 
The larger the degree of node, the more important the node may be, because it may be 
located in the center of the network.  

Betweenness was first put forward for measuring the individual’s social status in 
the study of social network in 1977 by Freeman [17]. The betweenness of node u 
refers to all the shortest paths in the network through the node u. We define the set of 
shortest path between nodes i and j as s௜௝, and the betweenness formula of u after 
normalization is presented as follows. 

௨ܤ  ൌ ∑ ∑ ఋ೗ೠ೗אೞ೔ೕ|௦೔ೕ|௜,௝  .                                 (9) 

The symbol ∑ ௦೔ೕא௟௨௟ߜ  is the number of shortest paths through node u. 

The size of betweenness can reflect the importance of nodes in a way. The larger 
betweenness of the node, the more important the node is. The betweenness is useful 
for us to find the important nodes with large flow.  
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According to the importance of nodes, we select some prior information on pur-
pose in the following experiments. The detail description about experiments will be 
presented in section 4. 

4 Experiment and Discussion 

In this section, we design a set of experiments, whose data set are LFR artificial net-
works [18] and real-world networks including Amazon’s network of political books 
[19], the network of blogs about US politics [20] and adjacency network of common 
adjectives and nouns in the novel David Copperfield by Charles Dickens [21]. The 
normalized mutual information (NMI) is used to evaluate the performance of detect-
ing communities with our framework, which is discussed above. The closer to 1 the 
NMI, the better the partition of the network will be. 

4.1 Artificial Networks 

In this subsection, the experiments include evaluating the performance of the  
framework with different percentage of priors and measuring the ability of the 
framework to detect communities with different important nodes in the background 
information.  

The LFR benchmark network is an artificial network for community detection, 
which is claimed to possess some basic statistical properties found in real networks. 
The generator of LFR allows us to specify the number of nodes (N), average degree 
(k), maximum degree (maxk), exponent for the degree sequence (t1), exponent for the 
community size distribution (t2), minimum for the community sizes (minc), maxi-
mum for the community sizes (maxc) and the mixing parameter (u). In LFR, both 
community size and degree distributions are power laws, where vertices and com-
munities are generated by sampling. With the increase of u, the structure of network 
becomes vague, and the detection of communities becomes more challenging. 

In this paper, we set the number of nodes to 1000, the minimum community size to 
10 and 20, the maximum community size to five times the minimum community size, 
the average degree to 20, the exponent of the vertex degree and community size to  
-2 and -1, respectively, and the mixing parameter to different values 0.7 and 0.8. 

The percentage of the labeled nodes in the network is an important factor in the 
experiments. To fully use the individual labels, we construct the matrix O and incor-
porate it into the updating process of NMF, The average performance of our frame-
work based on different percentage of the used priors of half positive labels and half 
negative labels is displayed in Fig. 1. There is a positive correlation between NMI and 
the used priors. There are abnormal points in the first row and the second column 
picture, where the value of NMI decreases when the used priors is 1%. The NMI of 
the standard NMF is the NMI where the used priors are 0. Compared with standard 
NMF, the NMIs of our framework are higher. Obviously, when u becomes 0.8, the 
result of community detection by our framework turns to be weak. There is a question 
that the value of NMI is below to 1 when the used priors are 100% in Fig.1. In Fig.1, 
the priors are half positive labels and half negative labels, so when the used priors are 
100%, there are some fuzzy labels in the prior information, so the result of communi-
ty detection is not exactly the same as the real one. 
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Fig. 1. Performance of our framework in the terms of NMI as a function of the percentage of 
priors with half positive and negative labels added on LFR networks 

   

  

Fig. 2. Performance of our framework in the terms of NMI as a function of the percentage of 
priors with positive labels added on LFR networks 
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The individual labels contain positive and negative labels. We know that the posi-
tive labels can more accurately describe the community than the negative labels. In 
Fig. 2, we randomly extract the priors with all positive labels in the network. Com-
pared with the priors with half positive and half negative labels, we can know that the 
positive labels are more useful than the negative labels in the process of detecting 
communities. From the Fig.2, we can clearly see that the NMIs increase consistently 
as the used priors except some nodes and it is faster than the Fig 1 in the growth trend. 
Compared with the result in Fig1, the value of NMI is up to 1, when the used priors 
are 100%, for the labels of the nodes in the priors are positive. 

The important nodes in the network can be measured by degree and betweenness. 
To evaluating the effect of important nodes on the performance of the community 
detection by our semi-supervised framework, we reset the nodes according to the 
degree of nodes and the betweenness of nodes in descending order respectively. Dif-
ferent percentage of priors with nodes from top to down is obtained to be combined to 
the NMF’s updating process. The labels in the priors are positive. The result is 
showed in Fig.3. Obviously, the effect of degree and betweenness is not stable. At 
least in our framework, their influence is not obvious. However, there is an interesting 
thing that when the u is 0.8, the influence of degree and betweenness is especially 
obvious. 

 

  

  

Fig. 3. Performance of our framework in the terms of NMI as a function of the percentage of 
priors with top degree and betweenness added on LFR networks 
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LFR network, especially the positive labels. However, the effect of important nodes is 
not obvious. 

4.2 Real-World Networks 

In this subsection, we test our framework with real-world networks, Amazon’s net-
work of political books, the network of blogs about US politics and the adjacency 
network of common adjectives and nouns in the novel David Copperfield by Charles 
Dickens. Firstly, we will give the data description, and then the experiments’ perfor-
mance will be presented. 

The network of Amazon’s political books contains 105 books on US politics and 
441 edges. The nodes are books sold by bookseller Amazon, which have been  
manually given labels as “liberal”, “neutral”, or “conservative”. Edges represent co-
purchasing of books. The network of blogs about US politics consists of 1490 nodes 
and is treated as an undirected network in this paper. The nodes in the network are 
divided into “liberal” and “conservation” according to the content in the blogs, which 
represent the blogs and the edges in the network represent that a URL presented on 
the page of one blog references another political blog. If there is reference relation-
ship between two blogs, the edge between blogs forms. There are 112 vertices and 
850 edges in the adjacency network of common adjectives and nouns in the nov-
el David Copperfield by Charles Dickens where the vertices represent common adjec-
tives and nouns and the edges connect any two words that appear adjacent to one 
another at any point in the book.  

 

 

Fig. 4. Performance of our framework in the terms of NMI as a function of the percentage of 
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Applying our proposed framework to these real-world networks, the result of the 
community detection is shown in Fig.4. The performance of our framework on the 
real-world networks is consistent with that on the LFR network. However, the result 
of the network of blogs about US politics is abnormal and when the used priors is set 
100%, the NMI is less than 1. In Fig.4b and Fig.4c the two lines overlap. There are 
two communities in these two real networks, which is known previously, based on  
the construction of O discussed above, we can find that if node i does not belong to 
one community, it must belong to the other one, then there is no difference between 
the positive labels and negative labels because we can construct the same O at node i. 
Further, the percentage of priors is important to the result of community detection. 

5 Conclusions 

In this paper, a semi-supervised community detection method based on NMF with 
individual labels is proposed. Unlike previous works which transfer the individual 
labels into the adjacency matrix, we formulate it into the objective function and in-
corporate it into the process of NMF updating. As can be seen from the extensive 
experiments on both artificial and real networks that using the individual labels can 
significantly improve performance, especially in the situation where the individual 
labels are positive. Moreover, we extract some important nodes with large degree and 
betweenness into the priors and the effect of these nodes on the community detection 
is not obvious. 

A number of improvements of our framework may be possible. Firstly, we hope to 
apply the semi-supervised framework to other matrix-based community detection 
methods, such as spectral clustering and its variants. Secondly, it would be interesting 
to investigate the abnormal phenomenon in the experiments. With the increase of used 
priors, the performance of community detection is poor at some points. In this case 
the research about how to improve the result is meaningful. Finally, we will investi-
gate how the priors guide the process of community detection. 
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